Quantum Non-Markovianity: Characterization, Quantification and Detection by Rivas, Ángel et al.
ar
X
iv
:1
40
5.
03
03
v2
  [
qu
an
t-p
h]
  2
4 A
ug
 20
14
REVIEW ARTICLE
Quantum Non-Markovianity: Characterization,
Quantification and Detection
A´ngel Rivas1, Susana F. Huelga2,3 and Martin B. Plenio2,3
1Departamento de F´ısica Teo´rica I, Facultad de Ciencias F´ısicas, Universidad
Complutense, 28040 Madrid, Spain.
2Institut fu¨r Theoretische Physik, Universita¨t Ulm, Albert-Einstein-Allee 11, 89073
Ulm, Germany.
3Center for Integrated Quantum Science and Technologies, Albert-Einstein-Allee 11,
89073 Ulm, Germany.
Abstract. We present a comprehensive and up to date review on the concept of
quantum non-Markovianity, a central theme in the theory of open quantum systems.
We introduce the concept of quantum Markovian process as a generalization of the
classical definition of Markovianity via the so-called divisibility property and relate this
notion to the intuitive idea that links non-Markovianity with the persistence of memory
effects. A detailed comparison with other definitions presented in the literature is
provided. We then discuss several existing proposals to quantify the degree of non-
Markovianity of quantum dynamics and to witness non-Markovian behavior, the latter
providing sufficient conditions to detect deviations from strict Markovianity. Finally,
we conclude by enumerating some timely open problems in the field and provide an
outlook on possible research directions.
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1. Introduction
In recent years, renewed attention has been paid to the characterization of quantum
non-Markovian processes. Different approaches have been followed and several methods
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have been proposed which in some cases yield inequivalent conclusions. Given the
considerable amount of literature that has built up on the subject, we believe that
the time is right to summarize most of the existing results in a review article that
clarifies both the underlining structure and the interconnections between the different
approaches.
On the one hand, we are fully aware of the risk we take by writing a review on
a quite active research field, with new results continuously arising during the writing
of this work. We do hope, on the other hand, that possible shortcomings will be well
balanced by the potential usefulness of such a review in order to, hopefully, clarify some
misconceptions and generate further interest in the field.
Essentially, the subject of quantum non-Markovianity addresses two main
questions, namely:
I. What is a quantum Markovian process and hence what are non-Markovian
processes? (characterization problem).
II. If a given process deviates from Markovianity, by how much does it deviate?
(quantification problem).
In this work we examine both questions in detail. More specifically, concerning
the characterization problem, we adopt the so-called called divisibility property as a
definition of quantum Markovian processes. As this is not the only approach to non-
Markovianity, in Section 3.4 we introduce and discuss other proposed definitions and
compare them to the divisibility approach. In this regard, we would like to stress that it
is neither our intention nor is the field at a stage that allows us to decide on a definitive
definition of quantum Markovian processes. It is our hope however that we will convince
the reader that the strong analogy between the definition for non-Markovianity taken
in this work and the classical definition of Markov processes, and the ensuing good
mathematical properties which will allow us to address the characterization problem in
simple terms, represents a fruitful approach to the topic. Concerning the quantification
problem, we discuss most of the quantifiers present in the literature, and we classify
them into measures and witnesses of non-Markovianity, depending on whether they
are able to detect every non-Markovian dynamics or just a subset. Given the large
body of literature that explores the application of these methods to different physical
realizations, we have opted for keeping the presentation mainly on the abstract level
and providing a detailed list of references. However, we have also included some specific
examples for the sake of illustration of fundamental concepts.
This work is organized as follows. In Section 2, we recall the classical concept of
Markovian process and some of its main properties. This is crucial in order to understand
why the divisibility property provides a good definition of quantum Markovianity. In
Section 3 we introduce the concept of quantum Markovian process by establishing a
step by step parallelism with the classical definition, and explain in detail why these
quantum processes can be considered as memoryless. Section 4 gives a detailed review
of different measures of non-Markovianity and Section 4 describes different approaches
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in order to construct witnesses able to detect non-Markovian dynamics. Finally, Section
6 is devoted to conclusions and to outline some of the problems which remain open in
this field and possible future research lines.
2. Markovianity in Classical Stochastic Processes
In order to give a definition of a Markov process in the quantum regime, it is essential
to understand the concept of Markov process in the classical setting. Thus, this section
is devoted to revise the definition of classical Markov processes and sketch the most
interesting properties for our purposes without getting too concerned with mathematical
rigor. More detailed explanations on the foundations of stochastic processes can be found
in [1–6].
2.1. Definition and properties
Consider a random variable X defined on a classical probability space (Ω,Σ,P), where Ω
is a given set (the sample space), Σ (the possible events) is a σ−algebra of subsets of Ω,
containing Ω itself, and the probability P : Σ→ [0, 1] is a σ−additive function with the
property that P(Ω) = 1, (cf. [1–6]). In order to avoid further problems when considering
conditional probabilities (see for example the Borel-Kolmogorov paradox [7]) we shall
restrict attention from now on to discrete random variables, i.e. random variables which
take values on a finite set denoted by X .
A classical stochastic process is a family of random variables {X(t), t ∈ I ⊂ R}.
Roughly speaking, this is nothing but a random variable X depending on a parameter
t which usually represents time. The story starts with the following definition.
Definition 2.1 (Markov process). A stochastic process {X(t), t ∈ I} is aMarkov process
if the probability that the random variable X takes a value xn at any arbitrary time
tn ∈ I, provided that it took the value xn−1 at some previous time tn−1 < tn ∈ I, is
uniquely determined, and not affected by the possible values of X at previous times to
tn−1. This is formulated in terms of conditional probabilities as follows
P(xn, tn|xn−1, tn−1; . . . ; x0, t0) = P(xn, tn|xn−1, tn−1), for all {tn ≥ tn−1 ≥ . . . ≥ t0} ⊂ I,
(1)
and informally it is summarized by the statement that “a Markov process does not have
memory of the history of past values of X”. This kind of stochastic processes are named
after the Russian mathematician A. Markov [8].
From the previous definition (1) it is possible to work out further properties of
Markov processes. For instance, it follows immediately from (1) that for a Markov
process
E(xn, tn|xn−1, tn−1; . . . ; x0, t0) = E(xn, tn|xn−1, tn−1), for all {tn ≥ tn−1 ≥ . . . ≥ t0} ⊂ I,
(2)
where E(x|y) =∑x∈X xP(x|y) denotes the so-called conditional expectation.
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In addition, Markov processes satisfy another remarkable property. If we take the
joint probability for any three consecutive times t3 > t2 > t1 and apply the definition of
conditional probability twice we obtain
P(x3, t3; x2, t2; x1, t1) = P(x3, t3|x2, t2; x1, t1)P(x2, t2; x1; t1)
= P(x3, t3|x2, t2; x1, t1)P(x2, t2|x1, t1)P(x1, t1). (3)
Since the Markov condition (1) implies that P(x3, t3|x2, t2; x1, t1) = P(x3, t3|x2, t2), by
taking the sum over x2 and dividing both sides by P(x1, t1) we arrive at
P(x3, t3|x1, t1) =
∑
x2∈X
P(x3, t3|x2, t2)P(x2, t2|x1, t1), (4)
which is called the Chapman-Kolmogorov equation. Moreover, the next theorem gives
an answer to the converse statement.
Theorem 2.1. A family of conditional probabilities P(xn, tn|xn−1, tn−1) with tn > tn−1
satisfying (4) can always be seen as the conditional probabilities of a Markov process
{X(t), t ∈ I}.
Proof. The proof is by construction. Take some probabilities P(xn, tn) and define the
two-point joint probabilities by
P(xn, tn; xn−1, tn−1) := P(xn, tn|xn−1, tn−1)P(xn−1, tn−1).
Then, set
P(xn, tn|xn−1, tn−1; . . . ; x0, t0) := P(xn, tn|xn−1, tn−1), for all {tn ≥ tn−1 ≥ . . . ≥ t0} ⊂ I.
(5)
and construct higher joint probabilities by using expressions analogous to Eq. (3). This
construction is always possible as it is compatible with (4), which is the presupposed
condition satisfied by P(xn, tn|xn−1, tn−1).
2.2. Transition matrices
In this section we shall focus on the evolution of one-point probabilities P(x, t) during
a stochastic process. Thus, consider a linear map T that connects the probability of a
random variable X , at different times t0 and t1:
P(x1, t1) =
∑
x0∈X
T (x1, t1|x0, t0)P(x0, t0). (6)
Since
∑
x1∈X P(x1, t1) = 1 and P(x1, t1) ≥ 0 for every P(x0, t0), we conclude that∑
x1∈X
T (x1, t1|x0, t0) = 1, (7)
T (x1, t1|x0, t0) ≥ 0, x1, x0 ∈ X . (8)
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Matrices T fulfilling these properties are called stochastic matrices.
Consider t = t0 to be the initial time of some (not necessarily Markovian) stochastic
process {X(t), t ∈ I}. From the definition of conditional probability,
P(x2, t2; x0, t0) = P(x2, t2|x0, t0)P(x0, t0)⇒ P(x2, t2) =
∑
x0∈X
P(x2, t2|x0, t0)P(x0, t0), (9)
and therefore T (x2, t2|x0, t0) = P(x2, t2|x0, t0) for every t2. This relation is not
valid in general for t1 > t0, T (x2, t2|x1, t1) 6= P(x2, t2|x1, t1). The reason is that
P(x2, t2|x1, t1) is not fully defined for a general stochastic process; we need to know
the value of X for previous time instants as P(x2, t2|x1, t1; x0, t0) could be different from
P(x2, t2|x1, t1; x′0, t0) for x0 6= x′0. However that is not the case for Markov processes
which satisfy the following result.
Theorem 2.2. Consider a Markov process {X(t), t ∈ I}. Given any two time instants
t1 and t2 we have
T (x2, t2|x1, t1) = P(x2, t2|x1, t1). (10)
Proof. It follows from the fact that we can write P(x2, t2; x1, t1) = P(x2, t2|x1, t1)P(x1, t1),
as P(x2, t2|x1, t1) is well defined for any t1 and t2.
From this theorem and the Chapman-Kolmogorov equation (4) we obtain the following
corollary.
Corollary 2.1. Consider a Markov process {X(t), t ∈ I}, then for any t3 ≥ t2 ≥ t1 ≥ t0,
the transition matrix satisfies the properties∑
x2∈X
T (x2, t2|x1, t1) = 1, (11)
T (x2, t2|x1, t1) ≥ 0, (12)
T (x3, t3|x1, t1) =
∑
x2∈X
T (x3, t3|x2, t2)T (x2, t2|x1, t1). (13)
In summary, for a Markov process the transition matrices are the two-point
conditional probabilities and satisfy the composition law Eq. (13). Essentially, Eq.
(13) states that the evolution from t1 to t3 can be written as the composition of the
evolution from t1 to some intermediate time t2, and from this t2 to the final time t3.
In case of non-Markovian processes, T (x2, t2|x1, t1) might be not well defined for
t1 6= t0. Nevertheless, if the matrix P(x1, t1|x0, t0) is invertible for every t1, then
T (x2, t2|x1, t1) can be written in terms of well-defined quantities. Since the evolution
from t1 to t2 (if it exists) has to be the composition of the backward evolution to the
initial time t0 and the forward evolution from t0 to t2, we can write
T (x2, t2|x1, t1) =
∑
x0∈X
T (x2, t2|x0, t0)T (x0, t0|x1, t1)
=
∑
x0∈X
P(x2, t2|x0, t0)[P(x1, t1|x0, t0)]−1. (14)
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In this case the composition law Eq. (13) is satisfied and Eq. (11) also holds.
However, condition Eq. (12) may be not fulfilled, which prevents any interpretation of
T (x2, t2|x1, t1) as a conditional probability and therefore manifests the non-Markovian
character of such a stochastic process.
Definition 2.2 (Divisible process). A stochastic process {X(t), t ∈ I} for which the
associates transition matrices satisfy Eqs. (11), (12) and (13) is called divisible.
There are divisible processes which are non-Markovian. As an example (see [4,6]),
consider a stochastic process {X(t), t ∈ I} with two possible results X = {0, 1}, and
just three discrete times I = {t1, t2, t3} (t3 > t2 > t1). Define the joint probabilities as
P(x3, t3; x2, t2; x1, t1) :=
1
4
(δx3,0δx2,0δx1,1 + δx3,0δx2,1δx1,0
+ δx3,1δx2,0δx1,0 + δx3,1δx2,1δx1,1) . (15)
By computing the marginal probabilities we obtain P(x3, t3; x2, t2) = P(x2, t2; x1, t1) =
P(x3, t3; x1, t1) = 1/4, and then
P(x3, t3|x2, t2; x1, t1) = P(x3, t3; x2, t2; x1, t1)
P(x2, t2; x1, t1)
= (δx3,0δx2,0δx1,1
+ δx3,0δx2,1δx1,0 + δx3,1δx2,0δx1,0 + δx3,1δx2,1δx1,1) . (16)
Therefore the process is non-Markovian as, for example, P(1, t3|0, t2; 0, t1) = 1 and
P(1, t3|0, t2; 1, t1) = 0. However the transition matrices can be written as
T (x3, t3|x2, t2) = P(x3, t3; x2, t2)
P(x2, t2)
=
1
2
,
and similarly T (x2, t2|x1, t1) = T (x3, t3|x1, t1) = 1/2. Hence the conditions (11), (12)
and (13) are clearly fulfilled. Other examples of non-Markovian divisible processes can
be found in [9–13].
Despite the existence non-Markovian divisible processes, we can establish the
following key theorem.
Theorem 2.3. A family of transition matrices T (x2, t2|x1, t1) with t2 > t1 which satisfies
Eqs. (11), (12) and (13) can always be seen as the transition matrices of some underlying
Markov process {X(t), t ∈ I}.
Proof. Since the matrices T (x2, t2|x1, t1) satisfy (11) and (12), they can be understood as
conditional probabilities P(x2, t2|x1, t1) = T (x2, t2|x1, t1), and since (13) is also satisfied,
the process fulfils Eq. (4). Then the final statement follows from Theorem 2.1.
Thus, we conclude that:
Corollary 2.2. At the level of one-point probabilities, divisible and Markovian processes
are equivalent. The complete hierarchy of time-conditional probabilities has to be known
to make any distinctions.
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2.3. Contractive property
There is another feature of Markov processes that will be useful in the quantum case.
Consider a vector v(x), where x denotes its different components. Then its L1−norm
is defined as
‖v(x)‖1 :=
∑
x
|v(x)|. (17)
This norm is particularly useful in hypothesis testing problems. Namely, consider
a random variable X which is distributed according to either probability p1(x) or
probability p2(x). We know that, with probability q, X is distributed according to p1(x),
and, with probability 1 − q, X is distributed according to p2(x). Our task consists of
sampling X just once with the aim of inferring the correct probability distribution of
X [p1(x) or p2(x)]. Then the minimum (averaged) probability to give the wrong answer
turns out to be
Pmin(fail) =
1− ‖w(x)‖1
2
, (18)
where w(x) := qp1(x) − (1 − q)p2(x). The proof of this result follows the same steps
as in the quantum case (see Section 3.3.1). Thus the L1-norm of the vector w(x) gives
the capability to distinguish correctly between p1(x) and p2(x) in the two-distribution
discrimination problem.
Particularly, in the unbiased case q = 1/2, we have
‖w(x)‖1 = 1
2
‖p1(x)− p2(x)‖1,
which is known as the Kolmogorov distance, L1-distance, or variational distance between
p1(x) and p2(x).
In the identification of non-divisible processes, the L1-norm also plays an important
role.
Theorem 2.4. Let T (x2, t2|x1, t1) be the transition matrices of some stochastic process.
Then such a process is divisible if and only if the L1-norm does not increase when
T (x2, t2|x1, t1) is applied to every vector v(x), x ∈ X , for all t1 and t2,∥∥∥∥∥
∑
x1∈X
T (x2, t2|x1, t1)v(x1)
∥∥∥∥∥
1
≤ ‖v(x2)‖1, t1 ≤ t2. (19)
Proof. The “only if” part follows from the properties (11) and (12):∥∥∥∥∥
∑
x1∈X
T (x2, t2|x1, t1)v(x1)
∥∥∥∥∥
1
=
∑
x2∈X
∣∣∣∣∣
∑
x1∈X
T (x2, t2|x1, t1)v(x1)
∣∣∣∣∣
≤
∑
x1,x2∈X
T (x2, t2|x1, t1)|v(x1)|
=
∑
x1∈X
|v(x1)| =
∑
x2∈X
|v(x2)| = ‖v(x2)‖. (20)
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For the “if” part, as we mentioned earlier, if T (x2, t2|x1, t1) does exist, it always satisfies
Eqs. (11) and (13). Take a vector to be a probability distribution v(x) = p(x) ≥ 0 for
all x ∈ X , because of Eq. (11) we have
‖p(x1)‖1 =
∑
x1∈X
p(x1) =
∑
x1,x2∈X
T (x2, t2|x1, t1)p(x1). (21)
Since, by hypothesis, Eq. (19) holds for any vector, we obtain the following chain of
inequalities
‖p(x1)‖1 =
∑
x1,x2∈X
T (x2, t2|x1, t1)p(x1) ≤
∑
x2∈X
∣∣∣∣∣
∑
x1∈X
T (x2, t2|x1, t1)p(x1)
∣∣∣∣∣
≤
∑
x2∈X
|p(x2)| =
∑
x1∈X
|p(x1)| = ‖p(x1)‖. (22)
Therefore,
∑
x2∈X
∣∣∣∣∣
∑
x1∈X
T (x2, t2|x1, t1)p(x1)
∣∣∣∣∣ =
∑
x1,x2∈X
T (x2, t2|x1, t1)p(x1),
for any probability p(x1), which is only possible if
∑
x1∈X T (x2, t2|x1, t1)p(x1) ≥ 0. Then
Eq. (12) has to be satisfied.
Because of this theorem and Eq. (13), Pmin(fail) increases monotonically with time
for a divisible process. In this regard, if the random variable X undergoes a Markovian
process, the best chance to rightly distinguish between the two possible distributions
p1(x) and p2(x) is to sample X at time instants as close as possible to the initial time t0.
However that is not the case if X is subject to a non-divisible (and then non-Markovian)
process. Then, in order to decrease the error probability, it could be better to wait until
some time, say t1, where ‖w(x1, t1)‖1 = ‖qp1(x1, t1)− (1− q)p2(x1, t1)‖1 increases again
(without exceeding its initial value). The fact that the error probability may decrease for
some time t1 after the initial time t0 can be understood as a trait of underlying memory
in the process. That is, the system retains some information about the probability of
X at t0, which arises at a posterior time in the evolution.
In summary, classical Markovian processes are defined via multi-time conditional
probabilities, Eq. (1). However, if the experimenter only has access to one-point
probabilities, Markovian processes become equivalent to divisible processes. The latter
are more easily characterized, as they only depend on properties of transition matrices
and the L1-norm.
3. Markovianity in Quantum Processes
After the succinct review of classical Markovian processes in the previous section, here
we shall try to adapt those concepts to the quantum case. By the adjective “quantum”
we mean that the system undergoing evolution is a quantum system. Our aim is to
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find a simple definition of a quantum Markovian process by keeping a close analogy to
its classical counterpart. Since this is not straightforward, we comment first on some
points which make a definition of quantum Markovianity difficult to formulate. For the
sake of simplicity, in the following we shall consider finite dimensional quantum systems
unless otherwise stated.
3.1. Problems of a straightforward definition
Since the quantum theory is a statistical theory, it seems meaningful to ask for some
analogue to classical stochastic processes and particularly Markov processes. However,
the quantum theory is based on non-commutative algebras and this makes its analysis
considerably more involved. Indeed, consider the classical definition of Markov process
Eq. (1), to formulate a similar condition in the quantum realm we demand a way to
obtain P(xn, tn|xn−1, tn−1; . . . ; x0, t0) for quantum systems. The problem arises because
we can sample a classical random variable without affecting its posterior statistics;
however, in order to “sample” a quantum system, we need to perform measurements, and
these measurements disturb the state of the system and affect the subsequent outcomes.
Thus, P(xn, tn|xn−1, tn−1; . . . ; x0, t0) does not only depend on the dynamics but also on
the measurement process, and a definition of quantum Markovianity in terms of it, even
if possible, does not seem very appropriate. Actually, in such a case the Markovian
character of a quantum dynamical system would depend on which measurement scheme
is chosen to obtain P(xn, tn|xn−1, tn−1; . . . ; x0, t0). This is very inconvenient as the
definition of Markovianity should be independent of what is required to verify it.
3.2. Definition in terms of one-point probabilities: divisibility
Given the aforementioned problems to construct P(xn, tn|xn−1, tn−1; . . . ; x0, t0) in the
quantum case, a different approach focuses on the study of one-time probabilities P(x, t).
For these, the classical definition of Markovianity reduces to the concept of divisibility
(see Definition 2.2), and a very nice property is that divisibility may be defined in
the quantum case without any explicit mention to measurement processes. To define
quantum Markovianity in terms of divisibility may seem to lose generality, nevertheless
Theorem 2.3 and Corollary 2.2 assert that this loss is innocuous, as divisibility and
Markovianity are equivalent properties for one-time probabilities. These probabilities
are the only ones that can be constructed in the quantum case avoiding the difficulties
associated to measurement disturbance.
Let us consider a system in a quantum state given by some (non-degenerate) density
matrix ρ, the spectral decomposition yields
ρ =
∑
x
p(x)|ψ(x)〉〈ψ(x)|. (23)
Here the eigenvalues p(x) form a classical probability distribution, which may be
interpreted as the probabilities for the system to be in the corresponding eigenstate
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|ψ(x)〉,
P(|ψ(x)〉) := p(x). (24)
Consider now some time evolution of the quantum system such that the spectral
decomposition of the initial state is preserved; ρ(t0) =
∑
x p(x, t0)|ψ(x)〉〈ψ(x)| is mapped
to
ρ(t) =
∑
x
p(x, t)|ψ(x)〉〈ψ(x)| ∈ S, (25)
where S denotes the set of quantum states with the same eigenvectors as ρ(t0). Since
this process can be seen as a classical stochastic process on the variable x, which labels
the eigenstates |ψ(x)〉, we consider it to be divisible if the evolution of p(x, t) satisfies
the classical definition of divisibility (Definition 2.2). In such a case, there are transition
matrices T (x1, t1|x0, t0), such that
p(x1, t1) =
∑
x0∈X
T (x1, t1|x0, t0)p(x0, t0), (26)
fulfilling Eqs. (11), (12) and (13). This Eq. (26) can be written in terms of density
matrices as
ρ(t1) = E(t1,t0) [ρ(t0)] . (27)
Here, E(t1,t0) is a dynamical map that preserves the spectral decomposition of ρ(t0) and
satisfies
E(t1,t0) [ρ(t0)] =
∑
x0∈X
p(x0, t0)E(t1,t0)[|ψ(x0)〉〈ψ(x0)|]
=
∑
x1,x0∈X
T (x1, t1|x0, t0)p(x0, t0)|ψ(x1)〉〈ψ(x1)|. (28)
Furthermore, because of Eqs. (11), (12) and (13), E(t2,t1) preserves positivity and the
trace of any state in S and obeys the composition law
E(t3,t1) = E(t3,t2)E(t2,t1), t3 ≥ t2 ≥ t1. (29)
On the other hand, since the maps {E(t2,t1), t2 ≥ t1 ≥ t0} are supposed to describe
some quantum evolution, they are linear (there is not experimental evidence against
this fact [15–17]). Thus, their action on another set S ′ of quantum states with different
spectral projectors to S is physically well defined provided that the positivity of the
states of S ′ is preserved (i.e. any density matrix in S ′ is transformed in another valid
density matrix). Hence, by consistence, we formulate the following general definition of
a P-divisible process.
Definition 3.1 (P-divisible process). We say that a quantum system subject to some
time evolution characterized by the family of trace-preserving linear maps {E(t2,t1), t2 ≥
t1 ≥ t0} is P-divisible if, for every t2 and t1, E(t2,t1) is a positive map (preserve the
positivity of any quantum state) and fulfils Eq. (29).
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The reason to use the terminology “P-divisible” (which stands for positive-divisible)
instead of “divisible” comes from the difference between positive and complete positive
maps which is essential in quantum mechanics. More explicitly, a linear map Υ acting
on a matrix space M is a positive map if for A ∈M,
A ≥ 0⇒ Υ(A) ≥ 0, (30)
i.e. Υ transforms positive semidefinite matrices into positive semidefinite matrices. In
addition, Υ is said to be completely positive if for any matrix space M′ such that
dim(M′) ≥ dim(M), and B ∈ M′,
B ≥ 0⇒ Υ⊗ 1(B) ≥ 0. (31)
These concepts are properly extended to the infinity dimensional case [18].
Complete positive maps are much easier to characterize than maps that are merely
positive [19,20]; they admit the so-called Kraus representation, Υ(·) =∑j Kj(·)K†j , and
it can be shown that if Eq. (31) is fulfilled with dim(M′) = dim(M)2, it is also true for
any M′ such that dim(M′) ≥ dim(M).
It is well-know that the requirement of positivity alone for a dynamical map presents
difficulties. Concretely, in order to keep the positivity of density matrices in presence of
entanglement with another extra system we must impose complete positivity instead of
positivity [14,21–26]. Thus, now we are able to give a definition of quantum Markovian
process.
Definition 3.2 (Markovian quantum process). We shall say that a quantum system
subject to a time evolution given by some family of trace-preserving linear maps
{E(t2,t1), t2 ≥ t1 ≥ t0} is Markovian (or divisible [27]) if, for every t2 and t1, E(t2,t1)
is a complete positive map and fulfills the composition law Eq. (29).
For the sake of comparison, the following table shows the clear parallelism between
classical transition matrices and quantum evolution families in a Markovian process.
Classical Quantum
Normalization
∑
x2∈X
T (x2, t2|x1, t1) = 1 E(t2,t1) trace-preserving
Positivity T (x2, t2|x1, t1) ≥ 0 E(t2,t1) completely positive
Composition Law T (x3, t3|x1, t1) =
∑
x2∈X
T (x3, t3|x2, t2)T (x2, t2|x1, t1) E(t3,t1) = E(t3,t2)E(t2,t1)
Before we move on, it is worth to summarize the argument leading to the definition
of Markovian quantum process, as it is the central concept of this work. Namely, since a
direct definition from the classical condition Eq. (1) is problematic because of quantum
measurement disturbance, we focus on one-time probabilities. For those, classical
Markovian processes and divisible processes are equivalent, thus we straightforward
formulate the divisibility condition for quantum dynamics preserving the spectral
decomposition of certain set of states S. Then the Markovian (or divisibility) condition
for any quantum evolution follows by linearity when taking into account the completely
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Figure 1. Scheme of the arguments employed in the definition of quantum Markovian
process (see main text). The equality in the second box is a consequence of Corollary
2.2.
positive requirement in the quantum evolution. We have sketched this reasoning in the
scheme presented in figure 1.
Finally, we review a fundamental result regarding differentiable quantum Markovian
processes (i.e. processes such that the limit limǫ↓0[E(t+ǫ,t)−1]/ǫ := Lt is well-defined). In
this case, there is a mathematical result which is quite useful to characterize Markovian
dynamics.
Theorem 3.1 (Gorini-Kossakowski-Susarshan-Lindblad). An operator Lt is the
generator of a quantum Markov (or divisible) process if and only if it can be written
in the form
dρ(t)
dt
= Lt[ρ(t)] = −i[H(t), ρ(t)] +
∑
k
γk(t)
[
Vk(t)ρ(t)V
†
k (t)−
1
2
{V †k (t)Vk(t), ρ(t)}
]
,
(32)
where H(t) and Vk(t) are time-dependent operators, with H(t) self-adjoint, and γk(t) ≥ 0
for every k and time t.
This theorem is a consequence of the pioneering work by A. Kossakowski [28, 29]
and co-workers [30], and independently G. Lindblad [31], who analyzed the case of time-
homogeneous equations, i.e. time-independent generators Lt ≡ L. For a complete proof
including possible time-dependent Lt see [26, 32].
3.3. Where is the memoryless property in quantum Markovian processes?
As mentioned before, the motivation behind Definition 3.2 for quantum Markovian
processes has been to keep a formal analogy with the classical case. However, it is not
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immediately apparent that the memoryless property present in the classical case is also
present in the quantum domain. There are at least two ways to visualize this property
which is hidden in Definition 3.2. As discussed below, one is based on the contractive
properties of the completely positive maps and the other resorts to a collisional model
of system-environment interactions.
3.3.1. Contractive property of a quantum Markovian process Similarly to the classical
case (see Section 2.3), memoryless properties of quantum Markovian processes become
quite clear in hypothesis testing problems [33, 34]. In the quantum case, we consider
a system, with associated Hilbert space H, whose state is represented by the density
matrix ρ1 with probability q, and ρ2 with probability (1 − q). We wish to determine
which density matrix describes the true state of the quantum system by performing a
measurement. If we consider some general positive operator valued measure (POVM)
{Πx} (cf. [14]), where x ∈ X is the set of possible outcomes, we may split this set in
two complementary subsets. If the outcome of the measurement is inside some A ⊂ X ,
then we say that the state is ρ1. Conversely, if the result of the measurement belongs
to the complementary set Ac such that A ∪Ac = X , we say that the state is ρ2. Let us
group the results of this measurement in another POVM given by the pair {T, I − T},
with T =
∑
x∈AΠx.
Thus, when the true state is ρ1 (which happens with probability q) we erroneously
identify the state as ρ2 with probability∑
j∈Ac
Tr[ρ1Πx] = Tr
[
ρ1
(∑
x∈Ac
Πx
)]
= Tr [ρ1(I− T )] . (33)
On the other hand, when the true state is ρ2 (which happens with probability 1 − q),
we erroneously identify the state as ρ1 with probability∑
j∈A
Tr[ρ2Πx] = Tr
[
ρ2
(∑
x∈A
Πx
)]
= Tr [ρ2T ] . (34)
The problem in one-shot two-state discrimination is to examine the trade-off between
the two error probabilities Tr [ρ2T ] and Tr [ρ1(I− T )]. Thus, consider the best choice of
T that minimizes the total averaged error probability
min
0≤T≤I
{(1− q) Tr [ρ2T ] + qTr [ρ1(I− T )]} = min
0≤T≤I
{q + Tr [(1− q)ρ2T − qρ1T ]}
= q − max
0≤T≤I
[Tr (∆T )], (35)
where ∆ = qρ1 − (1− q)ρ2 is a Hermitian operator, with trace Tr∆ = 2q − 1 vanishing
in the unbiased case q = 1/2. ∆ is sometimes called Helstrom matrix [35]. We have the
following result.
Theorem 3.2. With the best choice of T , the minimum total error probability in the
one-shot two-state discrimination problem becomes
Pmin(fail) = min
0≤T≤I
{(1− q) Tr [ρ2T ] + qTr [ρ1(I− T )]} = 1− ‖∆‖1
2
, (36)
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where ‖∆‖1 = Tr
√
∆†∆ is the trace norm of the Helstrom matrix ∆.
Thus, note that when q = 0 or q = 1 we immediately obtain zero probability of
wrongly identifying the true state.
Proof. The proof follows the same steps as for the unbiased q = 1/2 case (see [14, 36]).
The spectral decomposition allows us to write ∆ = ∆+ − ∆−, with positive operators
∆± = ±∑k λ±k |ψ±k 〉〈ψ±k | where λ+k are the positive eigenvalues of ∆ and λ−k the negative
ones. Then it is clear that for 0 ≤ T ≤ I
Tr (∆T ) = Tr
(
∆+T
)− Tr (∆−T ) ≤ Tr (∆+T ) ≤ Tr (∆+) , (37)
so that
Pmin(fail) = q − max
0≤T≤I
[Tr (∆T )] = q − Tr (∆+) . (38)
On the other hand, because |ψ±j 〉〈ψ±j | are orthogonal projections (in other words as
‖∆‖1 =
∑
j |λj|), the trace norm of ∆ is
‖∆‖1 = ‖∆+‖1 + ‖∆−‖1 = Tr(∆+) + Tr(∆−). (39)
Since
Tr(∆+)− Tr(∆−) = Tr(∆) = 2q − 1, (40)
we have
‖∆‖1 = 2Tr(∆+) + (1− 2q). (41)
Using this relation in (38) we straightforwardly obtain the result (36).
Thus the trace norm of ∆ = qρ1 − (1 − q)ρ2 gives our capability to distinguish
correctly between ρ1 and ρ2 in the one-shot two-state discrimination problem.
On the other hand, the following theorem connects trace-preserving and positive
maps with the trace norm. It was first proven by Kossakowski in references [28, 29],
while Ruskai also analyzed the necessary condition in [37].
Theorem 3.3. A trace preserving linear map E is positive if and only if for any
Hermitian operator ∆ acting on H,
‖E(∆)‖1 ≤ ‖∆‖1. (42)
Proof. Assume that E is positive and trace preserving, then for every positive
semidefinite ∆ ≥ 0 the trace norm is also preserved, ‖E(∆)‖1 = ‖∆‖1. Consider ∆
not to be necessarily positive semidefinite, then by using the same decomposition as in
the proof of Theorem 3.2, ∆ = ∆+ −∆−, we have
‖E(∆)‖1 = ‖E(∆+)− E(∆−)‖1
≤ ‖E(∆+)‖1 + ‖E(∆−)‖1 = ‖∆+‖1 + ‖∆−‖1 = ‖∆‖1, (43)
where the penultimate equality follows from the positivity of ∆±. Therefore, E fulfils
Eq. (42).
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Conversely, assume that E satisfies Eq. (42) and preserves the trace, then for a
positive semidefinite ∆ we have the next chain of inequalities:
‖∆‖1 = Tr(∆) = Tr[E(∆)] ≤ ‖E(∆)‖1 ≤ ‖∆‖1, for ∆ ≥ 0,
hence ‖E(∆)‖1 = Tr[E(∆)]. Since ‖∆‖1 = Tr(∆) if and only if ∆ ≥ 0, we obtain that
E(∆) ≥ 0.
There is a clear parallelism between this theorem and Theorem 2.4 for classical
stochastic processes. As a result, quantum Markov processes are also characterized in
the following way.
Theorem 3.4. A quantum evolution {E(t2,t1), t2 ≥ t1 ≥ t0} is Markovian if and only if
for all t2 and t1, t2 ≥ t1, ∥∥∥[E(t2,t1) ⊗ 1] (∆˜)∥∥∥
1
≤ ‖∆˜‖1, (44)
for any Hermitian operator ∆˜ acting on H⊗H.
Proof. Since for a quantum Markovian process E(t2,t1) is completely positive for any
t2 ≥ t1, the map E(t2,t1) ⊗ 1 is positive, and the results follows from Theorem 3.3.
Therefore, similarly to the classical case, a quantum Markovian process increases
monotonically the averaged probability Pmin(fail), Eq. (36), to give the wrong answer in
one-shot two-state discrimination problem. More concretely, consider a quantum system
“S” which evolves from t0 to the current time instant t1, through some dynamical map
E(t,t0). This system S was prepared at t0 in the state ρ1 with probability q and ρ2 with
probability (1 − q), and we aim at guessing which state was prepared by performing a
measurement on S at the present time t1. If the dynamics E(t,t0) is Markovian the best
we can do is to measure at the present time t1, however for non-Markovian processes
it may be better to wait for some posterior time t2 > t1 where the trace norm of the
Helstrom matrix ∆(t) = E(t,t0)(∆) = qρ1(t) − (1 − q)ρ2(t) increases with respect to its
value at time t1 (see illustration in figure 2).
Moreover, the same result applies if we make measurements including a (and
arbitrary dimensional) static ancillary system “A”, in such a way that the evolution
of the enlarged system “S + A” is given by E(t2,t1) ⊗ 1. That is not the case for a P-
divisible dynamics where just the positivity of E(t2,t1) is required instead of the complete
positivity.
The fact that for a quantum non-Markovian process Pmin(fail) can decrease for some
time period may again be interpreted as a signature of the underlying memory in the
process. The system seems to retain information about its initial state, that arises at
some posterior time t2.
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Figure 2. Illustration of the quantum two-state discrimination problem. Under
Markovian dynamics (blue line) the trace norm of the Helstrom matrix ∆(t) =
qρ1(t) − (1 − q)ρ2(t) decreases monotonically from its initial value at t0. On the
contrary, for a non-Markovian dynamics (red line) there exist revivals at some time
instants, say t2, where the trace norm of ∆(t) is larger than the previously attained
values, for example at t1. Thus, the memoryless property of a Markovian process
implies that information about the initial state is progressively lost as time goes by.
That is not the case for non-Markovian dynamics.
3.3.2. Memoryless environment A different way to visualize the memoryless properties
characteristic of a quantum Markovian process is in the context of system-environment
interactions. Since for a closed quantum system the evolution is given by some two-
parameter family of unitary operators U(t1, t0), which fulfill U(t2, t0) = U(t2, t1)U(t1, t0)
(see for instance [38]), the evolution of a closed quantum system is trivially Markovian.
However, the situation changes regarding the time evolution of open quantum systems.
Despite the most studied models to describe such a dynamics result in Markovian master
equations of the form of Eq. (32) [25, 39–41], it is well-known that the exact dynamics
of an open quantum system is essentially non-Markovian [22, 24, 26, 42].
To illustrate in what sense Markovian dynamics are memoryless in this context,
consider the collisional model in the formulation proposed in [43–45], which is depicted
in figure 3. In this model, the interaction between system and environment is made up
of a sequence of individual collisions at times t1, t2, . . . , tn. Each collision produces a
change in the state of the system ρS given by
ρS(tn+1) = TrE[U(tn+1, tn)ρS(tn)⊗ ρEU †(tn+1, tn)] = E(tn+1,tn)[ρS(tn)], (45)
where ρE is the state of the environment assumed to be the same for every collision,
and U(tn+1, tn) is a unitary operator describing the system-environment interaction.
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Figure 3. Schematic action of a memoryless environment as described by a collisional
model. At every time tn the system interacts with the environmental state ρE via
some unitary operation U . At the following time step tn+1, the system finds again the
environment in the same state ρE , forgetting any correlation caused of the previous
interaction at tn. Provided the limit maxn |tn+1 − tn| → 0 is well-defined, this process
can be seen as a discrete version of quantum Markovian dynamics.
Moreover, E(tn+1,tn)(·) =
∑
ij Kij(·)K†ij is a completely positive map whose Kraus
operators are given by Kij =
√
pEj 〈φiE|U(tn+1, tn)|φjE〉, for ρE =
∑
j p
E
j |φjE〉〈φjE|. The
successive concatenations of these collisions lead to a quantum Markovian process.
Indeed, if we write
ρS(tn+2) = E(tn+2,tn)[ρS(tn)], (46)
as
ρS(tn+2) = E(tn+2,tn+1)[ρS(tn+1)] = E(tn+2,tn+1)E(tn+1,tn)[ρS(tn)], (47)
we conclude that
E(tn+2,tn) = E(tn+2,tn+1)E(tn+1,tn), (48)
and since E are completely positive maps the process is Markovian. In addition, if the
limit maxn |tn+1− tn| → 0 does exist, it is possible to obtain equations with the form of
(32) for these models [44, 45].
Notably, any Markovian dynamics can be seen as a collisional model like this. This
is a consequence of the following theorem [14, 25, 26].
Theorem 3.5 (Stinespring [46]). A completely positive dynamics E(ρS) can be seen as
the reduced dynamics of some unitary evolution acting on an extended state with the
form ρS ⊗ ρE, where ρE is the same independently of ρS.
Thus, since for Markovian evolutions E(t2,t1) exists for all t2 ≥ t1 and is completely
positive, we may write it as
E(t2,t1)(·) = TrE[U(t2, t1)(·)⊗ ρEU †(t2, t1)], (49)
where U(t2, t1) may depend on t2 and t1, but ρE can be taken to be independent of
time. Hence, Markovian evolutions may be thought to be made up of a sequence of
memoryless collisions, where the environmental state is the same and the total state of
system and environment is uncorrelated in every collision as if there were no previous
interaction (figure 3). Note that this does not mean that we must impose system
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and environment to be uncorrelated at any time to get Markovian evolutions [26].
Actually the total state of system and environment may be highly correlated even for
dynamics leading to Markovian master equations [47]. Rather, the conclusion is that the
obtained evolution may also be thought as the result of memoryless system-environment
infinitesimal collisions.
Interestingly, this kind of collisional models can be adapted to simulate non-
Markovian dynamics by breaking the condition of uncorrelated collisions [48–52].
3.4. Comparison with other definitions of quantum Markovianity
Our approach which is based on the divisibility property is not the unique approach to
non-Markovianity and indeed, alternative approaches are being pursued in the literature.
Before moving on, it is therefore worthwhile to dedicate a brief section to present these
alternative definitions of quantum Markovianity, to comment on these alternative lines
of research and to refer the reader to the most relevant literature.
• Semigroup Definition. Historically, the absence of memory effects in quantum
dynamics was commonly associated to the formulation of differential dynamical
equations for ρ(t) with time-independent coefficients. In contrast, differential
equations with time-dependent coefficients or integro-differential equations were
linked to non-Markovian dynamics (see for instance [24, 53–65], and references
therein). From this point of view, Markovian evolutions would be given only by
quantum dynamical semigroups [25], i.e. families of trace preserving and completely
positive maps, Eτ , fulfilling the condition
EτEσ = Eτ+σ, τ, σ ≥ 0. (50)
It should be noted however, that this definition does not coincide with the definition
adopted in this review and, in our view, suffers from certain drawbacks. The
semigroup law Eq. (50) is just a particular case of the two-parameter composition
law Eq. (29), which encompasses the case of time-inhomogeneous Markovian
processes. In other words, this approach does not distinguish between non-
Markovian and Markovian equations of motion with time-dependent coefficients.
Moreover, this problem persists in the classical limit.
• Algebraic Definition. In the 1980s a rigorous definition of quantum stochastic
process was introduced by using the algebraic formulation of quantum mechanics
[66, 67]. It is difficult to summarize in a few words those results, but we will try
to sketch the main idea for those amongst the readership that are familiar with
C∗−algebras. In this context, a quantum stochastic process on a C∗−algebra A
with values in a C∗−algebra B is defined by a family {jt}t≥0 of ∗−homomorphism
jt : B → A. To define a Markov property two ingredients are necessary. The first
one is the following sub-algebra of A,
At] = ∨{js(b) : b ∈ B, s ≤ t} (51)
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which is called a past filtration or a filtration [68]. Here the symbol ∨S denotes the
C∗−algebra generated by the subset S of A. The second one is the introduction
of the concept of conditional expectation on A [68–71], which is a generalization
of the usual conditional expectation, see Eq. (2), to non-commutative algebras.
Mathematically, a conditional expectation of A on a sub-algebra A0 ⊂ A is a linear
map
E[ · |A0] : A → A0, (52)
satisfying the properties:
(i) For a ∈ A, E[a|A0] ≥ 0 whenever a ≥ 0.
(ii) E[I|A0] = I.
(iii) For a0 ∈ A0 and a ∈ A, E[a0a|A0] = a0E[a|A0].
(iv) For a ∈ A, E[a∗|A0] = (E[a|A0])∗.
Thus, the stochastic process {jt}t≥0 is said to be Markovian if for all s, t ≥ 0 and
all X ∈ A0] a condition analogous to Eq. (2) is fulfilled,
E[jt+s(X)|As]] = E[jt+s(X)|js(A0])]. (53)
We will not go into further details here. What is important for our purposes
is that, on the one hand, Accardi, Frigerio and Lewis proved in their seminal
paper [66] that this definition of Markovian process implies our Definition 3.2
(rewritten in the Heisenberg picture). On the other hand, the opposite problem,
namely to prove that any Markovian evolution according to Definition 3.2 is also
Markovian according to (53) requires a technically complicated step known as the
dilation problem (see [72] and references therein). That is quite closely related to
what was explained informally in Section 3.3.2, but we do not enter into details
here. Fortunately, under well-chosen and reasonable conditions (boundedness of
operators, fulfilment of Lipschitz conditions, etc.) [72–76], it is possible to prove that
Definition 3.2 also implies (53). Therefore, within the scope this paper, i.e. finite
dimensional systems, we can consider the algebraic definition of Markovianity to
be essentially equivalent to the one given here in terms of the divisibility condition.
• BLP Definition. Recently, Breuer, Laine and Piilo (BLP) proposed a definition of
non-Markovian dynamics in terms of the behavior of the trace distance [33,77,78].
Concretely, they state that a quantum evolution, given by some dynamical map
E(t,t0), is Markovian if the trace distance between any two initial states ρ1 and ρ2
decreases monotonically with time. This definition is a particular case of Definition
3.2. As was explained in Section 3.3.1, for any Markovian dynamics E(t,t0) and
Hermitian operator ∆˜ acting onH⊗H, ‖ [E(t,t0) ⊗ 1] (∆˜)‖1 monotonically decreases
with time, and so does ‖E(t,t0)(∆)‖1 for any Hermitian ∆ acting on H. Concretely,
for ∆ = 1
2
(ρ1 − ρ2), which corresponds to the unbiased case in the two-state
discrimination problem q = 1/2, the property
‖E(t2,t0)(∆)‖1 ≤ ‖E(t1,t0)(∆)‖1, t2 ≥ t1, (54)
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reduces to the BLP definition; this is, for all ρ1 and ρ2,
‖ρ1(t2)− ρ2(t2)‖1 ≤ ‖ρ1(t1)− ρ2(t1)‖1, t2 ≥ t1. (55)
However, the reverse implication fails to hold, i.e. not every dynamics fulfilling
Eq. (55) satisfies Theorem 3.4 (e.g. [34, 79, 80]). Thus, we believe that it is more
appropriate to consider the BLP definition as a particular case which arises in
the study of memory properties in unbiased two-state discrimination problems.
Note that the apparent lack memory in an unbiased case does not imply a general
memoryless property; it only manifested in a general biased case (and taking into
account possible ancillary systems). Nevertheless, from equation (55), it is possible
to construct a very useful witness of non-Markovianity as we will see in Section
5.1.1.
Remarkably, the previous different definitions of quantum Markovianity satisfy a
hierarchical relation with our Definition 3.2 based on the divisibility condition. That is
sketched in figure 4.
Figure 4. Relation between divisibility, semigroup, algebraic and BLP definitions
of quantum Markovianity. The divisibility definition is essentially equivalent to the
algebraic one (see main text). In addition, any Markovian dynamics according to the
semigroup definition, it is also Markovian according to the divisibility definition, and
hence Markovian according to BLP definition. However the converse implication does
not hold.
• Markovianity in microscopic derivations. When deriving evolution equations for
open quantum systems from microscopic models, the adjective “Markovian” is
widely used to design master equations obtained under the so-called “Born-Markov”
approximation. More concretely, if ρ(t) is the state of the open quantum system,
the Born approximation truncates the perturbative expansion in the interaction
Hamiltonian, V =
∑
iAi ⊗ Bi, at first non-trivial order. This leads to some
differential equation of the form [6, 24, 26, 40, 42, 81–83]:
dρ(t)
dt
= −i[HS , ρ(t)]+
∑
i,j
Ωij(t)ρ(t)Aj+Ajρ(t)Ω
†
ij(t)−AjΩij(t)ρ(t)−ρ(t)Ω†ij(t)Aj .
(56)
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where HS stands for the free Hamiltonian of the open system, and
Ωij(t) =
∫ t
0
dsCij(s)e
−iHSsAieiHSs. (57)
Here, Cij(s) = Tr(Bje
−iHBsBieiHBsρB) are the correlation functions of the bath,
which is in the state ρB and has free Hamiltonian HB. Eq. (56) is sometimes called
Bloch-Redfield equation (e.g. [83]). Now, if the correlation functions of the bath
Cij(s) are narrow in comparison to the typical time scale of ρ(t) due to V , the upper
limit in the integral of Ωij(t) can be safely extended to infinity. This conforms what
is sometimes called “Markov” approximation.
Two comments are pertinent regarding the connection of these dynamical equations
with the Markovian processes as defined this work. Firstly, despite the fact that the
“Born-Markov” approximation leads to master equations with time-independent
coefficients, they do not always define a valid quantum dynamical semigroup
[84, 85]. This is because they break complete positivity. Thus, these models
should not be referred as “Markovian” in strict sense, as a Markovian processes
must preserve the positivity of any state, or any probability distribution in the
classical limit. Secondly, if the “Born-Markov” approximation is combined with
the secular approximation (i.e. neglecting fast oscillating terms in the evolution
equation) a valid quantum dynamical semigroup is obtained [24–26, 39, 41], and
then the dynamics can be certainly called Markovian. However, the fact that the
“Born-Markov-secular” approximation generates Markovian dynamics, should not
be understood as the only framework to obtain Markovian dynamics.
Further to this short summary of definitions for quantum non-Markovianity
different from Definition 3.2, the reader may also find proposals based on the behavior
of multi-time correlation functions [86–88], initial-time-dependent generators [89–91],
or properties of the asymptotic state [65]. See also [92–95] for a definition of non-
Markovianity in the context of stochastic Schro¨dinger equations.
4. Measures of Quantum non-Markovianity
After introducing the concept of quantum non-Markovianity in previous sections, we
may ask about its quantification in terms of suitable measures and its detection in
actual experiments. As we shall see, recently there have been several developments
towards these goals, and we shall present them separately. Thus, the present section is
devoted to the quantification problem whereas the detection of non-Markovian dynamics
by witnesses is left to Section 5.
In order to quantify non-Markovianity, the so-called measures of non-Markovianity
are introduced. Basically, a measure of non-Markovianity is a function which assigns
a number (positive or zero) to each dynamics, in such a way that the zero value is
obtained if and only if the dynamics is Markovian. We will also use the name degree of
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Figure 5. Illustration of the geometric measure of non-Markovianity. At each t,
N geot [E(t,t0)] measures the distance between the map E(t,t0) and the non-convex set of
Markovian maps M. For a time interval t ∈ I, DINM(g) in Eq. (59) is the maximum of
every value of N geot [E(t,t0)] for t ∈ I.
non-Markovianity for a normalized measure of non-Markovianity, with values between
0 and 1, although other normalizations may eventually be taken.
4.1. Geometric measures
Consider a dynamical map E(t,t0) describing the evolution from some initial time t0.
A first attempt to formulate a measure of non-Markovianity may be a distance-based
approach. Here the measure of non-Markovianity is expressed as a distance between
E(t,t0) and its closest Markovian dynamics (see figure 5). Specifically, let M denote the
set of all Markovian dynamics, and D(E1, E2) ∈ [0, 1] be some (normalized) distance
measure in the space of dynamical maps. We define the geometric non-Markovianity at
time t as
N geot [E(t,t0)] := minEM∈MD[E(t,t0), E
M
(t,t0)
], (58)
which is zero if and only if E(t,t0) belongs to the set of Markovian dynamics M.
The geometric measure of non-Markovianity in some time interval I may be defined
as the maximum value of the geometric non-Markovianity for t ∈ I,
D
I
NM(g) := max
t∈I
N geot [E(t,t0)]. (59)
This quantity lies between 0 and 1 and is positive if an only if the process is non-
Markovian, therefore it is a degree of non-Markovianity.
Despite the conceptually clear meaning of DINM(g), it suffers from an important
drawback, as it is very hard to compute in practice because of the involved optimization
process. In fact, note that the set of Markovian maps M is non-convex [96], which
makes the problem computationally intractable as the dimension of the system grows.
This approach was originally proposed by Wolf and collaborators [27,96] to quantify
the non-Markovianity of a quantum channel. A quantum channel is a completely positive
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and trace preserving map R acting on the set of quantum states. Then, R is said to
be Markovian if it is the “snapshot of some Markovian dynamics”, i.e. there exists
some Markovian dynamics specified by the family of maps {E(t,t0), t ≥ t0} such that
R = E(t1,t0) for some t1 ≥ t0. Those authors put forward the aforementioned practical
problems of the geometric measure of non-Markovianity and introduced an alternative
measure (see also [97]). Later on, the problem to decide whether a quantum channel is
Markovian was shown to be very hard in complexity theory sense [98, 99], however it
has been analyzed for small-size systems in [77] and [100]. For a review about quantum
channels with memory see [101].
4.2. Optimization of the Helstrom matrix norm
Another approach to quantify non-Markovianity is based on the result of Theorem 3.4.
Recall that the trace norm of a Helstrom matrix ∆ = qρ1 − (1 − q)ρ2 is a measure of
the capability to distinguish between the states ρ1 and ρ2 given the outcome of some
POVM, see Theorem 3.2. Thus, if the dynamics is such that for some t and ǫ > 0,
‖∆(t)‖1 < ‖∆(t + ǫ)‖1, the probability to distinguish whether the system was in state
ρ1 or ρ2 at time t0, is higher at t + ǫ than it was a time t. As commented in Section
3.3.1, this phenomenon denotes the existence of memory effects in the dynamics, as
an increase of information at time t + ǫ with respect to t suggests that the system is
“remembering” its original state at t + ǫ. In fact, the intuitive understanding of the
word “memory” demands that a memoryless process does not have the property to keep
information, and that this always decreases with time.
This revival of information at t + ǫ may be understood as a positive flow of
information from the environment to the system. Thus, for purely Markovian dynamics
the flow of information goes always from the system to the environment. However, as
pointed out in [102–104], this interpretation in terms of information flowing between
system and environment may be problematic if taken strictly, because it is possible to
obtain quantum non-Markovian dynamics with the form
E(t,t0)(ρ) =
∑
i
piUi(t, t0)ρU
†
i (t, t0). (60)
This type of evolution can be generated simply by applying randomly the unitary
evolutions Ui(t, t0) in accordance to the probabilities pi. It is a fact that these
probabilities can be generated independently of the dynamics of ρ by some random
(or pseudo-random) number generator.
On the other hand, since we cannot discard the presence of a decoupled and
inert, arbitrary dimensional, ancillary space “A” (actually, it is enough to consider
dimHA = dimH), we generally take an enlarged Helstrom matrix ∆˜ = qρ1A−(1−q)ρ2A,
where ∆ = TrA(∆˜), and ‖∆˜(t)‖1 = ‖[E(t,t0) ⊗ 1][∆˜(t0)]‖1. Thus, as an increment of
information as accounted for by ‖∆˜‖1 denotes non-Markovianity in the dynamics, we
can take the maximum of information gained to assess how non-Markovian the evolution
24
is. Explicitly, we may write
σ˜(∆˜, t) :=
d‖∆˜(t)‖1
dt
:= lim
ǫ→0+
‖∆˜(t + ǫ)‖1 − ‖∆˜(t)‖1
ǫ
, (61)
by adding up every increment of information in some interval I:∫
t∈I,σ˜>0
dtσ˜(∆˜, t). (62)
Then by maximizing over the initial Helstrom matrix ∆˜ (i.e. maximizing over ρ1A, ρ2A
and the bias q) we define
N IH := max
∆˜
∫
t∈I,σ˜>0
dtσ˜(∆˜, t), (63)
where the subindex “H” stands for Helstrom, as a measure of non-Markovianity. In
virtue of Theorem 3.4, N IH = 0 if and only if the process is Markovian in the interval I.
The quantity N IH can be normalized via exponential or rational functions, for instance
D
I
NM(exp−H) := 1− e−N
I
H or DINM(rat−H) := N IH/(1 +N IH).
This proposal was first suggested in [34]. For the unbiased case q = 1/2 and
without taking into account the possible presence of ancillary systems it was previously
formulated in [33]. As in the case of geometric measures, the main drawback of the
quantity N IH is the difficult optimization process, which makes this measure rather
impractical. For the restricted case of [33] there has been some progress along this
line [105, 106], see also Section 5.1.1 and references therein.
4.3. The RHP measure
As pointed out, even though the two previous measures enjoy several nice geometric
or informational interpretations, they are very difficult to compute in practice. A
computationally simpler measure of non-Markovianity was introduced in [107] by
Rivas, Huelga and Plenio. Given a family {E(t,t0), t ≥ t0}, the basic idea of this
measure is to quantify how much non-completely positive the intermediate dynamics
{E(t,t1), t ≥ t1 ≥ t0} is for every time t1. To obtain these partitions, by time-continuity
we have
E(t,t0) = E(t,t1)E(t1,t0). (64)
After right-multiplication with the inverse of E(t1,t0) on both sides we obtain the desired
partitions
E(t,t1) = E(t,t0)E−1(t1,t0). (65)
If these maps are completely positive (CP) for all t1, the time evolution is Markovian
(Definition 3.2). At the moment, we shall assume that E−1(t1,t0) does exist (we will come
back to this point later on), so that E(t,t1) is well defined by Eq. (65). For non-Markovian
dynamics there must be some t1, such that E(t,t1) is not completely positive. Therefore
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by measuring how much the intermediate dynamics {E(t,t1), t ≥ t1 ≥ t0} depart from
completely positive maps, we are measuring up to what extent the time evolution is
non-Markovian. Note that E(t,t1) is always trace-preserving as it is a composition of two
trace-preserving maps.
In order to quantify the degree of non-complete positiveness of the maps {E(t,t1), t ≥
t1 ≥ t0}, we resort to the Choi-Jamio lkowski isomorphism [19, 20]. Consider the
maximally entangled state between two copies of our system |Φ〉 = 1√
d
∑d−1
n=0 |n〉|n〉
(here d denotes the dimension), we associate the map E(t,t1) to a (Choi-Jamio lkowski)
matrix constructed by the rule
[E(t,t1) ⊗ 1] (|Φ〉〈Φ|) . (66)
The Choi’s theorem asserts that E(t,t1) is completely positive if and only if the matrix Eq.
(66) is positive semidefinite. In addition, note that since E(t,t1) is trace-preserving, the
trace norm of matrix (66) provides a measure of the non-completely positive character
of E(t,t1). More concretely,
∥∥[E(t,t1) ⊗ 1] (|Φ〉〈Φ|)∥∥1
{
= 1 iff E(t,t1) is CP,
> 1 otherwise.
(67)
Following [107], we define a function g(t) via the right derivative of the trace norm as
g(t) := lim
ǫ→0+
∥∥[E(t+ǫ,t) ⊗ 1] (|Φ〉〈Φ|)∥∥1 − 1
ǫ
, (68)
so that g(t) > 0 for some t if and only if the evolution is non-Markovian. Therefore the
total amount of non-Markovianity in an interval t ∈ I will be given by
N IRHP :=
∫
I
g(t)dt, (69)
where “RHP” stands for Rivas, Huelga and Plenio [107].
The quantity N IRHP may be normalized via exponential or rational methods, for
instance DINM(exp−RHP) := 1 − e−N
I
RHP or DINM(rat−RHP) := N IRHP/(1 + N IRHP). However
these normalizations turn out to be not very discriminative. Another way to obtain
a more useful normalized measure was proposed in [108], we explain here a slightly
modified method in terms of g(t).
Define the function
g¯(t) := tanh[g(t)], (70)
where g(t) is given by Eq. (68). Therefore 1 ≥ g¯(t) ≥ 0 with g¯(t) = 0 for all t if and
only if the evolution is Markovian. Then, for a bounded interval t ∈ I we define its
normalized degree of non-Markovianity as
D
I
NM(RHP) :=
∫
I
g¯(t)dt∫
I
χ[g¯(t)]dt
, (with “0/0 = 0” by convention), (71)
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where the indicator function χ(x) is defined as
χ(x) :=
{
0 if x = 0,
1 otherwise.
(72)
Thus, the degree Eq. (71) is basically the non-Markovianity accumulated for each
t ∈ I, divided by the total length of the subintervals of I where the dynamics is non-
Markovian. It is easy to proof that DINM(RHP) is normalized. Let In ⊂ I be the collection
of subintervals such that g¯(t) > 0 for t ∈ In. If |In| denotes the length of the subinterval
In, we have
D
I
NM(RHP) =
∫
I
g¯(t)dt∫
I
χ[g¯(t)]dt
=
∑
n
∫
In
g¯(t)dt∑
n
∫
In
χ[g¯(t)]dt
=
∑
n
∫
In
g¯(t)dt∑
n |In|
≤
∑
n |In|∑
n |In|
= 1, (73)
because of the bound g¯(t) ≤ 1.
It is worth mentioning several points that one should keep in mind when evaluating
this measure of non-Markovianity.
(i) Note that, in general [see an exception in the point (iii) below], we need to know
the complete dynamical map {E(t,t0), t ≥ t0} to compute the function g(t). The
standard way to obtain it is resorting to process tomography. Thus, one considers
the evolution for different final times t of a complete set of states which span the
space of dynamical maps. Then the dynamical map is reconstructed by tomography
of the evolved final states (see for instance [14]). This is the only experimental way
to proceed. However if we know the theoretical evolution, for example by mean of
some model, there is a trick which sometimes helps. In that case, we may consider
directly the evolution of the basis {|i〉〈j|} for different final times t. We write the
resulting matrix as a (column) vector by stacking the columns on top of one another.
This process is sometimes called vectorization and denoted by “vec” [109,110]. As
a result, the dynamical map E(t,t0) can be seen as a matrix E(t,t0) acting on states
written as (column) vectors, and moreover in the basis of {|i〉〈j|} such a matrix is
given by
E(t,t0) =
[
v11(t), . . . , v1N(t), v21(t), . . . , v2N (t), . . . . . . , vNN(t)
]
(74)
where the column vectors are vij(t) = vec[|i〉〈j|(t)]. These are the vectorization
of the matrix |i〉〈j|(t), which denotes the matrix obtained by evolving the basis
element |i〉〈j| from t0 to t.
Once E(t,t0) is known for some interval t ∈ I, we can compute the intermediate
dynamics in I accordingly to Eq. (65), E(t,t1) = E(t,t0)E
−1
(t1,t0)
, where E−1(t1,t0) is just
the standard matrix inverse. Finally, g(t) can be computed in the following way:
first, construct the matrix U2↔3[E(t+ǫ,t) ⊗ I]U2↔3 where U2↔3 is the commutation
(or “swap”) matrix between the “second” and the “third” subspace [111]; second,
apply U2↔3[E(t+ǫ,t) ⊗ I]U2↔3 on vec(|Φ〉〈Φ|); third, write the result as a matrix, i.e.
“devectorize”; forth, compute the trace norm of that matrix which will correspond
to
∥∥[E(t+ǫ,t) ⊗ 1] (|Φ〉〈Φ|)∥∥1; and finally, evaluate the right limit of Eq. (68).
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(ii) It may happen that for some t1 the map E(t1,t0) is not bijective, so that the
intermediate map E(t,t1) given by Eq. (65) is ill-defined. There are several ways
to deal with this problem. If the singularity in t1 is isolated, and we know the
dynamics in some neighborhood of t1, one can evaluate the function g(t) in this
neighboring region of t1. By taking the limit t→ t1 we usually obtain a divergence,
limt→t1 g(t) → ∞. However, since the hyperbolic tangent removes the divergence
limt→t1 g¯(t) = 1, we can compute D
I
NM(RHP) without further problems. Another
way to remove the singularity may be to compute indirectly the inverse of E(t1,t0)
by finding the inverse of 1ǫ + E(t1,t0), which always exist. Then, at the end of
the computation of g¯(t), we proceed by taking the limit ǫ → 0. Another more
sophisticated (and in sometimes inequivalent) method has been proposed by using
the Moore-Penrose pseudoinverse [112]. See also [113,114] for other considerations
about singularities in dynamical maps.
(iii) There are cases where we know the dynamics fulfills some linear differential
equation,
dρ(t)
dt
= Lt [ρ(t)] = − i[H(t), ρ(t)] (75)
+
∑
k
γk(t)
[
Vk(t)ρ(t)V
†
k (t)−
1
2
{V †k (t)Vk(t), ρ(t)}
]
,
where the decay rates may be negative γk(t) < 0 for some t and so describes non-
Markovian evolutions. Then, there is a very practical way to obtain the function
g(t). Since for small enough ǫ we have [26]
E(t+ǫ,t) = T exp
(∫ t+ǫ
t
Lsds
)
≃ exp (Ltǫ) ≃ 1+ ǫLt, (76)
the function g(t) can be computed directly from the generator Lt:
g(t) = lim
ǫ→0+
‖[1+ ǫ(Lt ⊗ 1)] (|Φ〉〈Φ|)‖1 − 1
ǫ
. (77)
(iv) It is possible to extend the definition Eq. (71) to unbounded intervals, typically I =
[t0,∞). However this extension must be carefully handled. It can be understood
as a limiting procedure of bounded intervals In, such that limn→∞ In = [t0,∞), for
example In = [t0, n). Very crucially this limit has to be taken at the last step in
the computation:
D
[t0,∞)
NM(RHP) := limn→∞
D
In
NM(RHP), with limn→∞
In = [t0,∞). (78)
Example 4.1. Consider the following dynamical map of a two-dimensional quantum
system (qubit), describing the evolution from t0 = 0 (without loss of generality),
E(t,0)(ρ) = [1− p(t)]ρ+ p(t)σzρσz, where p(t) ∈ [0, 1], (79)
and σz is the Pauli matrix. This dynamics describes the process where the nondiagonal
elements (coherences) of ρ change the sign with probability p(t), and with probability
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1− p(t) the qubit remains in the same state ρ. Note that for p(t) = 1/2, the coherences
vanish completely. Let us compute the function g(t). The first step is to obtain E(t+ǫ,t)
via Eq. (65). As suggested in the point (i) above, it is useful to employ the “vec”
operation to obtain the inverse. We have
E(t,0)vec(ρ) ≡ vec[E(t,0)(ρ)] = {[1− p(t)]I4 + p(t)σz ⊗ σz}vec(ρ), (80)
where we have used the property vec(ABC) = (Ct ⊗ A)vec(B) (cf. [109, 110]), and Ik
stands for the k × k identity matrix. Therefore,
E(t,0) = {[1− p(t)]I4 + p(t)σz ⊗ σz} = diag[1, 1− 2p(t), 1− 2p(t), 1], (81)
here “diag(a1, a2, . . . , aN )” denotes the diagonal matrix with entries a1, a2, . . . , aN .
Hence,
E(t+ǫ,t) = E(t+ǫ,0)E
−1
(t,0) = diag
[
1,
1− 2p(t+ ǫ)
1− 2p(t) ,
1− 2p(t+ ǫ)
1− 2p(t) , 1
]
. (82)
Now, as commented in point (i) above, we have
vec
{[E(t+ǫ,t) ⊗ 1] (|Φ〉〈Φ|)} = U2↔3 [E(t+ǫ,t) ⊗ I4]U2↔3vec(|Φ〉〈Φ|). (83)
In this case U2↔3 = I2 ⊗
(
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
)
⊗ I2 and |Φ〉 = 1√2(1, 0, 0, 1)t, so that after some
straightforward algebra, Eq. (83) reads
vec
{[E(t+ǫ,t) ⊗ 1] (|Φ〉〈Φ|)} = 1
2
[
1, 0, 0, 1−2p(t+ǫ)
1−2p(t) , 0, 0, 0, 0, 0, 0, 0, 0,
1−2p(t+ǫ)
1−2p(t) , 0, 0, 1
]t
.
(84)
By “devectorizing”, i.e. writing this vector as the corresponding 4 × 4 matrix and
computing the trace norm we immediately obtain
∥∥[E(t,t1) ⊗ 1] (|Φ〉〈Φ|)∥∥1 =
∣∣∣p(t)−p(ǫ+t)1−2p(t) ∣∣∣+ ∣∣∣1−p(t)−p(ǫ+t)1−2p(t) ∣∣∣ . (85)
Finally, by expanding at first order p(t+ ǫ) ≃ p(t) + p′(t)ǫ, the limit in Eq. (68) can be
easily computed to arrive at
g(t) =
∣∣∣ p′(t)1−2p(t) ∣∣∣− p′(t)1−2p(t) =


0 if
(
p′(t)
1−2p(t)
)
≥ 0,
− 2p′(t)
1−2p(t) if
(
p′(t)
1−2p(t)
)
< 0.
(86)
Thus, given the function p(t) and some interval I, with this result one immediately
calculates N IRHP or DINM(RHP).
As aforementioned, the measure of non-Markovianity NRHP, Eq. (69), was first
introduced in [107]. The more discriminative degree Eq. (71) is a variant based
on the same ideas as [108], where the normalization problem was further analyzed.
Examples where this measure is studied can be found in [79,115–120] for qubits coupled
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to bosonic environments, in [121] for more general spin systems coupled to bosonic
environments, in [122,123] for qubits coupled to other d−level systems, in [124–126] for
qubits interacting with composite environments, in [11, 34, 127] for classical stochastic
dynamics and in [11] for the so-called semi-Markov quantum processes. In addition,
the application of the Choi-Jamio lkowski criterion to study the complete positivity of
intermediate dynamics for some specific examples is considered in [128] as well.
4.4. Decay rates measures
Since a Markovian dynamics is characterized by generators with the form of Eq. (32),
in [129] Hall, Cresser, Li and Andersson proposed a measure of non-Markovianity focused
on properties of the generator. Let us consider some dynamical evolution given by its
generator,
dρ(t)
dt
= Lt [ρ(t)] = − i[H(t), ρ(t)] (87)
+
∑
k,ℓ
ckℓ(t)
[
Vk(t)ρ(t)W
†
ℓ (t)−
1
2
{W †ℓ (t)Vk(t), ρ(t)}
]
.
In order to characterize its non-Markovianity, we may write Lt in an orthonormal
basis {Gj}d2−1j=0 with respect to the Hilbert-Schmidt product Tr(G†mGn) = δmn. More
specifically, in [129] it is proposed to use a self-adjoint basis with G0 = I/
√
d, so that
{Gj}d2−1j=1 can be taken to be the (normalized) generators of the su(d) algebra. Thus, by
expanding every operator of the dissipative part of the generator,
Vk(t) =
∑
m
vkm(t)Gm, vkm(t) = Tr[GmVk(t)], (88)
Wk(t) =
∑
n
wkn(t)Gn, wkn(t) = Tr[GmWk(t)]. (89)
Introducing this in Eq. (87), one obtains
Lt [ρ(t)] = −i[H(t), ρ(t)] +
∑
m,n
c˜mn(t)
[
Gmρ(t)Gn − 1
2
{GnGm, ρ(t)}
]
, (90)
where c˜mn(t) =
∑
k,ℓw
∗
ℓn(t)ckℓ(t)vkm(t) forms a Hermitian matrix, c˜mn(t) = c˜
∗
nm(t),
because Lt preserves the Hermiticity of ρ. Therefore, this matrix is diagonalized via some
unitary operation, c˜mn(t) =
∑
j umj(t)γj(t)u
∗
nj(t) and the generator can be rewritten in
the form
Lt [ρ(t)] = −i[H(t), ρ(t)] +
d2−1∑
j=1
γj(t)
[
Lj(t)ρ(t)L
†
j(t)−
1
2
{L†j(t)Lj(t), ρ(t)}
]
(91)
with Lj(t) =
∑
m umj(t)Gm, keeping orthonormality Tr[L
†
i (t)Lj(t)] = δij . Note that
since the eigenvalues γj(t) are independent of the basis, this form is unique (up to
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degeneracy). Now, Hall, Cresser, Li and Andersson define some functions of the
eigenvalues (canonical decay rates) γj(t),
fj(t) := max{−γj(t), 0}. (92)
Because of Theorem 3.1, every fj(t) vanishes at any time if and only if the evolution is
Markovian. Therefore the functions fj(t) can be used to construct a measure of non-
Markovianity. For example, defining f(t) :=
∑d2−1
j=1 fj(t), for a (bounded) time interval
I,
N Iγ :=
∫
I
f(t)dt, (93)
is a measure of non-Markovianity. Actually, it can be proven [129] that f(t) = d
2
g(t)
[see Eq. (68)], so this quantity is proportional to N IRHP, Eq. (69),
N Iγ =
d
2
N IRHP. (94)
Interestingly, this approach also suggest a discrete measure, by computing F Ij =∫
I
fj(t)dt, a non-Markovianity index can be defined by the rule
N Iindex :=
d2−1∑
j=1
χ(F Ij ), (95)
i.e. the number of non-zero F Ij ’s in the interval I.
Example 4.2. Consider the evolution of a qubit given by the following master equation
dρ(t)
dt
= Lt[ρ(t)] = −iω[σz, ρ(t)] + γ−(t)
[
σ−ρ(t)σ+ − 12{σ+σ−, ρ(t)}
]
+ γz(t) [σzρ(t)σz − ρ(t)] , (96)
subject to the conditions
∫ t
t0
γ−(s)ds ≥ 0 and
∫ t
t0
γz(s)ds ≥ 0 to ensure the complete
positivity of the dynamical map E(t,t0). Let us compute the functions g(t) and f(t). For
the first one, we use the formula in terms of the generator Lt, Eq. (77). By computing
the eigenvalues of [1+ ǫ(Lt ⊗ 1)] (|Φ〉〈Φ|) and expanding each of them to the first order
in ǫ we obtain
‖[1+ ǫ(Lt ⊗ 1)] (|Φ〉〈Φ|)‖1 = 12 |γ−(t)ǫ|+|γz(t)ǫ+O(ǫ2)|+
∣∣1− [1
2
γ−(t) + γz(t)]ǫ+O(ǫ2)
∣∣ .
(97)
Thus, the limit of Eq. (77) is readily computed,
g(t) = 1
2
[|γ−(t)| − γ−(t)] + |γz(t)| − γz(t). (98)
Now, in order to find the functions fj(t), Eq. (92), we have to write Eq. (96) in a
orthonormal basis with respect to the Hilbert-Schmidt product. However, since σ± =
1
2
(σx± iσy) and because of the orthogonality of the Pauli matrices,
{
1√
2
I2, σ−, σ+, 1√2σz
}
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forms an orthonormal basis. Thus, the canonical decay rates are γ−(t) and 2γz(t). By
noting that max{−γj(t), 0} = 12 [|γj(t)| − γj(t)] we obtain
f(t) =
∑
j
fj(t) =
1
2
[|γ−(t)| − γ−(t)] + |γz(t)| − γz(t). (99)
Therefore, g(t) = f(t) as expected in this case since d = 2. For Markovian evolution
γ−(t) ≥ 0, γz(t) ≥ 0 for all t and g(t) = f(t) = 0.
Other examples where this measure is applied can be found in [127, 129]. See
also [130] for an experimental proposal to probe non-Markovianity by negative decay
rates.
4.5. Hierarchical k-divisibility degrees
Recently, Chrus´cin´ski and Maniscalco have proposed a hierarchical way to assess non-
Markovianity [131]. Their approach, based on the concept of k-divisibility, is interesting
as it provides a way to define some kind of maximally non-Markovian dynamics.
Basically, a family of dynamical maps, {E(t2,t1), t2 ≥ t1 ≥ t0}, is k-divisible, if E(t2,t1)⊗1k
is a positive map for all t2 ≥ t1 ≥ t0 (here 1k denotes the identity map acting on the
space of k × k matrices). Therefore, if the dimension of the quantum system is d, a k-
divisible process with k ≥ d, is what in this work has been called divisible or Markovian
process (see Definition 3.2). The 1-divisible processes are the P-divisible processes as
introduced in Definition 3.1, and the 0-divisible processes are processes where E(t2,t1) is
not a positive operator for some t1 and t2 ≥ t1.
Moreover, analogously to Theorems 3.3 and 3.4, we have that a process is k-
divisible if and only if σ˜k(∆˜, t) :=
d
dt
∥∥ [E(t,t0) ⊗ 1k] ∆˜∥∥1 ≤ 0 for every Helstrom matrix
∆˜ = qρ1A − (1 − q)ρ2A with an ancillary space of dimension k. In similar fashion to
Eq. (63), Chrus´cin´ski and Maniscalco define a set of degrees to quantify departure from
k-divisibility for t ∈ I,
D
I
ND(k) := sup
∆˜
N+k (∆˜, I)
|N−k (∆˜, I)|
, (100)
where N I±(∆˜, t) :=
∫
t∈I,σ˜≷0 dtσ˜k(∆, t), and the subindex “ND” stands for non-divisibility.
Since E(t,t0) is completely positive for any final time t, it is easy to prove that
N+k (∆˜, I) ≤ |N−k (∆˜, I)| [131], thereforeDIND(k) ∈ [0, 1] for all k. Moreover, as k increases,
so does the dimension of the space in the optimization problem Eq. (100), and hence it
is clear that
0 ≤ DIND(1) ≤ . . . ≤ DIND(d) ≤ 1. (101)
In this equation, only DIND(d) is a degree of non-Markovianity as defined in this work.
The other quantities are zero for non-Markovian but k-divisible (k < d) dynamics.
This hierarchy of degrees of non-divisibility is particularly useful to try a definition of
maximally non-Markovian dynamics. Indeed, Chrus´cin´ski and Maniscalco propose to
call “maximally non-Markovian dynamics” to those that DIND(1) = 1, and consequently
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D
I
ND(2) = D
I
ND(3) = . . . = D
I
ND(d) = 1. A particular example of this kind dynamics
for a qubit is the one generated by the master equation d
dt
ρ = γ(t)(σzρσz − ρ), for an
interval I such that γ(t) is periodic in I. For instance, γ(t) = sin(t) or γ(t) = tan(t)
in t ∈ [0, 2π]. Interestingly, for these two examples the Choi-Jamiolkowski measure Eq.
(71) provides different values. We obtain DINM(RHP) = 0.758 and D
I
NM(RHP) = 0.803, for
γ(t) = sin(t) and γ(t) = tan(t) respectively.
5. Witnesses of Quantum non-Markovianity
In this section we revise the different ways to detect non-Markovianity via witnesses. A
witness of non-Markovianity is a quantity that vanishes for all Markovian dynamics (see
also [32,132,133]), but it may also vanish for some non-Markovian dynamics. Thus, when
a witness of non-Markovianity gives a non-zero value, we are sure that the dynamics is
non-Markovian.
In general, we can classify the witnesses of non-Markovianity that have been
presented in the literature according to two guiding principles. There are witnesses
based on monotonic quantities under completely positive maps, and based on monotonic
quantities under local completely positive maps. In the following we review several
proposals in these two classes and illustrate their use with a simple example.
5.1. Witnesses based on monotonicity under completely positive maps
5.1.1. Trace distance and the BLP quantifier If we consider the unbiased situation
in the two-state discrimination problem, q = 1/2 and the Helstrom matrix reads as
∆ = (ρ1 − ρ2)/2, where we have neglected the possible presence of ancillary systems.
Thus, the trace norm of ∆ becomes the trace distance between states ρ1 and ρ2,
D1(ρ1, ρ2) :=
1
2
‖ρ1 − ρ2‖1. (102)
Analogously to Eqs. (61) and (62), we write,
σ(ρ1, ρ2, t) :=
dD1[ρ1(t), ρ2(t)]
dt
:= lim
ǫ→0+
D1[ρ1(t + ǫ), ρ2(t + ǫ)]−D1[ρ1(t), ρ2(t)]
ǫ
, (103)
and for some interval I, ∫
t∈(t1,t2),σ>0
dtσ(ρ1, ρ2, t). (104)
If this quantity is not zero for some pair of states ρ1 and ρ2, we are sure the dynamics
is non-Markovian in I, as it is a lower bound to the non-Markovianity measure N IH, Eq.
(63). Particularly, we may be interested in finding the largest value of Eq. (104) in the
time interval (0,∞). To this end, Breuer, Laine and Piilo [33, 77] define the quantifier
NBLP := max
ρ1,ρ2
∫
σ>0
dtσ(ρ1, ρ2, t). (105)
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Example 5.1. Consider the following master equation of a qubit system
dρ(t)
dt
= γ(t)[σzρ(t)σz − ρ(t)], (106)
with
∫ t
t0
γ(s)ds ≥ 0 for completely positive dynamics. This equation can be easily
integrated, by writing ρ(0) =
(
ρ11 ρ12
ρ21 ρ22
)
, we obtain (t0 = 0 without loss of generality)
ρ(t) = E(t,0)[ρ(0)] =
[
ρ11 ρ12R(t)
ρ21R(t) ρ22
]
, with R(t) = e−2
∫ t
0
γ(s)ds, (107)
Note that 0 ≤ R(t) ≤ 1. Let us compute the trace distance between two different
initial states, for example ρ1 =
1
2
(
1 1
1 1
)
and ρ2 =
1
2
(
1 −1
−1 1
)
. Because of Eq. (107) we
immediately obtain
D1[ρ1(t), ρ2(t)] =
1
2
‖ρ1(t)− ρ2(t)‖1 =
∥∥∥[ 0 R(t)R(t) 0 ]∥∥∥
1
= |R(t)| = R(t), (108)
so that,
σ(ρ1, ρ2, t) =
dD1[ρ1(t), ρ2(t)]
dt
= −2γ(t)R(t). (109)
Therefore, if σ(ρ1, ρ2, t) > 0 for some t, then γ(t) < 0, and the dynamics is non-
Markovian.
The use of the trace distance to witness non-Markovianity was originally proposed
in [33] and further analyzed in [77]. Due to its simplicity and intuitive physical
interpretation, it has been applied to detect non-Markovian features in dynamics of
qubit [79, 115–120, 134–154] and qutrit systems [155] coupled to bosonic environments,
qubits coupled to other finite dimensional systems [122, 123, 156], and to composite
[125, 126, 157–159] and chaotic [160–162] environments. It has also been employed
to analyze memory-kernel master equations [163, 164], quantum semi-Markov process
[11], classical noise [11, 34, 127, 165–167], in fermionic systems [168] and collisional
models [169], and to study exciton-phonon dynamics in energy transfer of photosynthetic
complexes [170,171]. Moreover this witness has been implemented experimentally within
a linear optics set up [106, 172–175]. On the other hand, some connections have been
found between the non-monotonic behavior of the trace distance and geometric phases
[176], Loschmidt echo [177, 178], dynamical recovering of the quantum coherence by
applying local operations [179], and the appearance of system-environment correlations
[180]. In this regard, this witness has also been proposed as a tool to detect the presence
of initial system-environment correlations [142, 145, 147, 181–187].
While very efficient under certain conditions, there are some non-Markovian
processes which cannot be witnessed by the trace distance, for example those where
the non-Markovianity is encoded just in the “non-unital part” of the dynamics [188].
This part corresponds to the affine vector c(t,t0) when the dynamics is visualized in the
Bloch space, see Eq. (145). Necessary and sufficient conditions for trace distance to
witness non-Markovianity can be found in [129].
As a matter of curiosity, the trace distance has been also adapted to measure the
degree of non-Markovianity of musical compositions [189].
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5.1.2. Fidelity The fidelity F (ρ1, ρ2) between two quantum states ρ1 and ρ2 is a
generalization of the transition probability |〈ψ1|ψ2〉|2 between two pure states |ψ1〉 and
|ψ2〉, to density matrices. Specifically, the fidelity is defined [190, 191] by the equation
F (ρ1, ρ2) := max|Ψ1〉,|Ψ2〉
|〈Ψ1|Ψ2〉|2. (110)
Here, |Ψ1〉 and |Ψ2〉 are two purifications of ρ1 = TrA(|Ψ1〉〈Ψ1|) and ρ2 = TrA(|Ψ2〉〈Ψ2|),
where TrA denotes the partial trace on some ancillary system A, and the maximum is
taken over the all possible purifications (see [14] for a pedagogical introduction [192]).
Uhlmann [190] solved the optimization problem obtaining
F (ρ1, ρ2) = ‖√ρ1√ρ2‖21 =
[
Tr
√√
ρ1ρ2
√
ρ1
]2
. (111)
Among several properties, the fidelity is monotonic under complete positive maps
E ,
F [E(ρ1), E(ρ2)] ≥ F (ρ1, ρ2), (112)
reaching the equality if and only if the completely positive map is unitary E(·) = U(·)U †
[193]. Thus, the fidelity is monotonically increasing for Markovian evolutions, and
therefore it may be used to witness non-Markovian behavior.
Example 5.2. Consider again the simple model of pure dephasing, Eqs. (106) and
(107). Again, for the initial states ρ1 =
1
2
(
1 1
1 1
)
and ρ2 =
1
2
(
1 −1
−1 1
)
, a straightforward
computation of the fidelity gives
F [ρ1(t), ρ2(t)] =
[
Tr
√√
ρ1(t)ρ2(t)
√
ρ1(t)
]2
= 1− R2(t), (113)
so that
dF [ρ1(t), ρ2(t)]
dt
= −2R′(t)R(t) = 4γ(t)R2(t). (114)
Hence if the fidelity decreases at some time t, then γ(t) < 0 and the dynamics is non-
Markovian.
In Ref. [194] the approach of [33,77], originally proposed for the trace distance (see
previous section), is reconsidered with the so-called Bures distance [195]:
DB(ρ1, ρ2) :=
√
2
[
1−
√
F (ρ1, ρ2)
]
. (115)
Since the authors of [194] aim at quantifying non-Markovianity in Gaussian states of
harmonic oscillators, the use of the fidelity instead the trace distance is more convenient
because a closed formula for the latter for Gaussian states is still lacking. Other examples
can be found in [196–198]. Regarding Gaussian states, an alternative approach to
witness non-Markovianity is suggested in [199].
A different witness in terms of fidelity was previously proposed in [200], however
that was only able to detect deviations from time-homogeneous Markov processes, i.e.
quantum dynamical semigroups where E(t2,t1) = E(t2−t1) for every t1 and t2. See [97] for
another work exclusively focused on time-homogeneous dynamics.
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5.1.3. Quantum relative entropies Another similar witness is constructed with the (von
Neumann) relative entropy between two quantum states ρ1 and ρ2,
S(ρ1‖ρ2) := Tr(ρ1 log ρ1)− Tr(ρ1 log ρ2). (116)
Despite the relative entropy neither being symmetric S(ρ1‖ρ2) 6= S(ρ2‖ρ1), nor satisfying
the triangle inequality, it is often intuited as a distance measure because S(ρ1‖ρ2) ≥ 0,
vanishing if and only if ρ1 = ρ2 (Klein’s inequality [14]). Moreover, if the intersection
of the kernel of ρ2 with the support of ρ1 is non-trivial, then S(ρ1‖ρ2) becomes infinity.
Analogously to the Bures and the trace distance, the quantum relative entropy is
monotonic under completely positive and trace preserving maps E ,
S[E(ρ1)‖E(ρ2)] ≤ S(ρ1‖ρ2). (117)
The proof of this result was fist given by Lindblad [201] for finite dimensional systems,
and Uhlmann [202] extend it to the general case (see also [36] and [203]).
Therefore the quantum relative entropy between any two states is monotonically
decreasing with time in a Markovian process, and any increment of it at some time
instant reveals the non-Markovian character of the dynamics.
Example 5.3. For the model of pure dephasing, Eqs. (106) and (107), and initial states
ρ1 =
1
2
(
1 1
1 1
)
and ρ2 =
1
2
(
1 −1
−1 1
)
, the quantum relative entropy becomes
S[ρ1(t)‖ρ2(t)] = Tr[ρ1(t) log ρ1(t)]− Tr[ρ1(t) log ρ2(t)] = R(t) log
[
1 +R(t)
1−R(t)
]
, (118)
so that its derivative is
dS[ρ1(t)‖ρ2(t)]
dt
= −2γ(t)R(t)
{
2R(t)
1−R2(t) + log
[
1 +R(t)
1− R(t)
]}
. (119)
Since 0 ≤ R(t) ≤ 1, everything multiplying γ(t) in the above equation is negative.
Hence, an increment in the quantum relative entropy at some t implies γ(t) < 0 and
non-Markovianity.
The use of the quantum relative entropy to witness non-Markovianity was originally
proposed in [77]. In [32] it is suggested to use more general relative entropies due to
Renyi [204] and Tsallis [205] for the same task. In this regard, [206] enumerates several
distances fulfilling the monotonicity condition. Additionally [207] proposed to use the
monotonicity of the relative entropy to detect the presence of initial system-environment
correlations.
5.1.4. Quantum Fisher information Following [208, 209] (see also [82]) the quantum
Fisher information can be defined as the infinitesimal Bures distance (115) between
two quantum states. For simplicity, assume some one-parametric family of quantum
states ρθ, then
D2B(ρθ, ρθ+δθ) =
1
4
F(ρθ)(δθ)2 +O[(δθ)3], (120)
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where F(ρθ) is the so-called quantum Fisher information of the family ρθ. Equivalently,
we write
F(ρθ) := 4 lim
δθ→0
[
DB(ρθ, ρθ+δθ)
δθ
]2
. (121)
Thus, the quantum Fisher information of ρθ measures the sensitivity of the Bures
distance when θ is varied. In turn, this can be interpreted as the information about
θ which is contained in the family ρθ, in such a way that if ρθ does not depend on θ,
F(ρθ) = 0. We will come back to this point later.
Additionally, the quantum Fisher information admits other different but equivalent
definitions [35,82,208,209]. For example [209], it can be defined as the maximum Fisher
information of classical probabilities p(x|θ) = Tr(Πxρθ), where the optimization is made
over all possible POVMs {Πx},
F(ρθ) := max
Πx
F [p(x|θ)]. (122)
Recall that the Fisher information of a probability distribution p(x|θ) is defined as
F [p(x|θ)] :=
∫
1
p(x|θ)
[
∂p(x|θ)
∂θ
]2
dx. (123)
Another definition is given in terms of the so-called symmetric logarithmic derivative
operator L, which is defined via the implicit equation
dρθ
dθ
:=
1
2
(Lρθ + ρθL) , (124)
and depends on the particular form of ρθ, L = L(ρθ). The quantum Fisher information
is given by the variance of this operator in the family ρθ [35],
F(ρθ) := Tr
[
L2(ρθ)ρθ
]
. (125)
The equivalence between Eqs. (121) and (125) can be found explicitly proven in [195].
Going back to the problem of witnessing non-Markovianity, the quantum Fisher
information is also monotonically decreasing under Markovian dynamics, as it cannot
increase under completely positive maps. This can be showed directly from Eq. (121).
Because of (112), the Bures distance (and its square) is monotonically decreasing under
a completely positive E , so that
F [E(ρθ)] = 4 lim
δθ→0
D2B[E(ρθ), E(ρθ+δθ)]
(δθ)2
≤ 4 lim
δθ→0
D2B(ρθ, ρθ+δθ)
(δθ)2
= F(ρθ). (126)
The use of the quantum Fisher information to witness non-Markovianity is originally
due to Lu, Wang and Sun in [210]. These authors provided a proof of the monotonicity
of the Fisher information by using the definition Eq. (125), and introduced a flow of
quantum Fisher information by
IQFI(t) := ∂F [ρθ(t)]
∂t
. (127)
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Thus if IQFI(t) > 0 for some t, the time evolution is non-Markovian. Moreover, if the
evolution is given by some master equation,
dρ(t)
dt
= Ltρ(t) = −i[H(t), ρ(t)] +
∑
k
γk(t)
[
Vk(t)ρ(t)V
†
k (t)−
1
2
{V †k (t)Vk(t), ρ(t)}
]
,
(128)
the quantum Fisher information flow can be written as
IQFI(t) =
∑
k
γk(t)Jk(t), (129)
Jk(t) := − Tr
{
ρθ(t)[L(ρθ, t), Vk(t)]
†[L(ρθ, t), Vk(t)]
} ≤ 0. (130)
Therefore, IQFI is negative if all γk(t) ≥ 0 in accordance with Theorem 3.1.
Example 5.4. Consider the family of states ρθ =
1
2
(
1 e−iθ
eiθ 1
)
which is typically generated
by applying the phase shift θ to the state |ψ〉 = 1√
2
(1, 1)t. If ρθ is subject to the pure
dephasing, Eqs. (106) and (107), we can compute the Fisher information directly by
expanding the squared Bures distance between ρθ(t) and ρθ+δθ(t) up to the second order
in δθ [Eq. (120)] . After some algebra we find
D2B(ρθ, ρθ+δθ) =
1
4
R2(t)(δθ)2 +O[(δθ)3]⇒ F(ρθ) = R2(t). (131)
Thus, the quantum Fisher information flow, Eq. (127) is
IQFI(t) = γ(t)J (t), with J (t) = −4R2(t), (132)
and IQFI(t) > 0 for some t denotes γ(t) < 0 and non-Markovianity.
Other examples where the quantum Fisher information flow is computed can be
found in the original reference [210] and in [177, 198, 211], where its possible relation
with the Loschmidt echo was explored.
Notably, this witness of non-Markovianity may be relevant in the context of
quantum parameter estimation. Specifically, the error (variance) of any (unbiased)
estimation of the parameter θ is related to the quantum Fisher information through the
quantum Cramer-Rao bound [35, 82, 208, 209]:
(∆θ)2 ≥ 1F(ρθ) . (133)
Thus, an increment in F(ρθ) could be linked with a increment of information about
the parameter θ. Nevertheless note that the quantum Fisher information provide just
a lower bound to the error on θ, and in fact there are cases where this bound is not
achievable.
5.1.5. Capacity measures In [212] Bylicka, Chrus´cin´ski and Maniscalco have suggested
to use capacity measures to detect non-Markovianity. Specifically, given a complete
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positive and trace-preserving map E and some quantum state ρ, we introduce the mutual
information between ρ and E(ρ) via
I(ρ, E) := S(ρ) + Ic(ρ, E). (134)
Here S(ρ) = −Tr(ρ log ρ) is the von Neumann entropy and Ic(ρ, E) is the so-called
quantum coherent information, defined as [14],
Ic(ρ, E) := S[E(ρ)]− S{[E ⊗ 1](|Ψρ〉〈Ψρ|)}, (135)
where |Ψρ〉 ∈ H ⊗HA is a purification of ρ = TrA(|Ψρ〉〈Ψρ|). Remarkably, the quantity
S{[E ⊗ 1](|Ψρ〉〈Ψρ|)} does not depend on the particular choice of purification. The
quantum coherent information is monotonic under completely positive maps [213]
Ic(ρ, E2E1) ≤ Ic(ρ, E1), (136)
and the same equation is satisfied for I(ρ, E). Thus, in Ref. [212] the following two
capacity measures are proposed to witness non-Markovianity,
Cea
[E(t,t0)] := sup
ρ
I
[
ρ, E(t,t0)
]
, (137)
Q
[E(t,t0)] := sup
ρ
Ic
[
ρ, E(t,t0)
]
, (138)
The entanglement assisted capacity Cea sets a bound on the amount of classical
information which can be transmitted along the dynamical process described by E(t,t0)
when sender at t0 and receiver at t are allowed to share an unlimited amount of
entanglement. Similarly, the capacity Q provides the limit to the rate at which quantum
information can be reliably sent by the quantum process (for a singe use).
Example 5.5. Let us calculate the capacity measures for the pure dephasing model,
Eqs. (106) and (107). It is immediate to check that the dynamical map in this case is
given by
E(t,0)[ρ] =
[
1+R(t)
2
]
ρ+
[
1−R(t)
2
]
σzρσz . (139)
It can be shown [120, 214] that the maximum for both measures Cea and Q is reached
for a maximally mixed state, ρ = I2/2, and then the required purification has to be a
maximally entangled state, e.g. |Ψρ〉 = |Φ〉 = 1√2(1, 0, 0, 1)t,
[E(t,0) ⊗ 1](|Ψρ〉〈Ψρ|) = 1
2
[
1 0 0 R(t)
0 0 0 0
0 0 0 0
R(t) 0 0 1
]
. (140)
Thus a direct computation leads to
Cea
[E(t,0)] = 2 log 2 + [1+R(t)2 ] log [1+R(t)2 ]+ [1−R(t)2 ] log [1−R(t)2 ] , (141)
Q
[E(t,0)] = log 2 + [1+R(t)2 ] log [1+R(t)2 ]+ [1−R(t)2 ] log [1−R(t)2 ] . (142)
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Therefore both quantities have the same derivative
dCea
[E(t,0)]
dt
=
dQ
[E(t,0)]
dt
= −γ(t)R(t) log
[
1 +R(t)
1− R(t)
]
, (143)
which can be positive only for non-Markovian dynamics, γ(t) < 0.
Further examples of the use of these witnesses are found in [167] and [120, 215]
for a qubit interacting with a random classical field and with a bosonic environment,
respectively.
5.1.6. Bloch volume measure Another interesting proposal to witness non-
Markovianity was suggested by Lorenzo, Plastina and Paternostro in [216]. These
authors expand the state ρ in the basis {Gj}d2−1j=0 where G0 = I/
√
d and {Gj}d2−1j=1
are the (normalized) generators of the su(d) algebra,
ρ =
I
d
+
d2−1∑
j=1
rjGj, ri = Tr(Giρ). (144)
Then, it is well-know that the action of a dynamical map can be seen as an affine
transformation of the Bloch vector r = (r1, . . . , rd2−1)t,
ρ(t) = E(t,t0)(ρ)←→ rt = M(t,t0)rt0 + c(t,t0), (145)
where [M(t,t0)]ij = Tr[GiE(t,t0)(Gj)] and [c(t,t0)]i = Tr[GiE(t,t0)(I)]/d for i, j > 0.
It can be proven that, since E(t,t0) is a composition of completely positive maps,
the absolute value of the determinant of M(t,t0) decreases monotonically with time
[27]. Interestingly | det[M(t,t0)]| describes the change in volume of the set of states
accessible through the evolution [216], so that Markovian evolutions reduce (or leave
invariant) the volume of accessible states. Thus, this witness enjoys a nice geometrical
interpretation. However, similarly to the trace distance, since the volume of accessible
states is independent of the affine vector c(t,t0), it is not sensitive to dynamics where the
non-Markovianity is encoded in c(t,t0). More concretely, it can be shown that the volume
of accessible states only detects non-Markovian dynamics such that Tr[M(t,t0)] > 0 [129].
Example 5.6. For the pure dephasing model, Eq. (106), we take the (normalized)
generators of su(2) algebra and the identity as basis, i.e.
{
1√
2
I2,
1√
2
σx,
1√
2
σy,
1√
2
σz
}
.
From (139) it is immediate to obtain that for this model c(t,0) = 0 and
M(t,t0) =
[
R(t) 0 0
0 R(t) 0
0 0 1
]
, (146)
so that,
| det[M(t,t0)]| = R(t)2, (147)
and we arrive to the same conclusions as with the quantum Fisher information Eq.
(131).
For other examples of the use of | det[M(t,t0)]| to track non-Markovianity see the
original reference [216] and [125, 217, 218].
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5.2. Witnesses based on monotonicity under local completely positive maps
This second kind of witnesses are typically correlation measures between the dynamical
system and some ancilla A, in such a way that they do not increase under the action of
local maps, E ⊗ 1A. Let us analyze three of them.
5.2.1. Entanglement From an operational point of view, entanglement can be defined
as those correlations between different quantum systems which cannot be generated
by local operations and classical communication (LOCC) procedures [219]. Thus,
entanglement turns out to be a resource to perform tasks which cannot be done just by
LOCC.
The degree of entanglement of a quantum state may be assessed by the so-called
entanglement measures. These must fulfill a set of axioms in order to account for the
genuine properties present in the concept of entanglement [219–222]. One of these
requirements is the monotonicity axiom, which asserts that the amount of entanglement
cannot increase by the application of LOCC operations. Actually, the quantifiers of
entanglement that fulfil this axiom but do not coincide with the entropy of entanglement
for pure states are simply called entanglement monotones. Since local operations are
a particular example of LOCC, if some entanglement measure (or monotone) increases
under a local map E ⊗ 1, E cannot be completely positive.
Thus, consider a system S evolving according to some dynamical map E(t,t0).
We will study the evolution of an entangled state ρSA between S and some static
ancillary system A, ρSA(t) =
[E(t,t0) ⊗ 1] (ρSA). Then, an increment in the amount of
entanglement of ρSA(t) witnesses non-Markovianity. More specifically, consider initially
a maximally entangled state ρSA = |Φ〉〈Φ|, |Φ〉 = 1√d
∑d−1
n=0 |n〉S|n〉A. Provided that E is
an entanglement measurement (or monotone), the positive quantity
I(E) := ∆E +
∫ t1
t0
∣∣∣∣dE[ρSA(t)]dt
∣∣∣∣ dt, (148)
is different from zero only if E(t,t0) is non-Markovian in the interval (t0, t1). Here
∆E := E[ρSA(t1)]− E[ρSA(t0)].
The use of the entanglement to witness non-Markovianity was first proposed in
[107], where the expression (148) was suggested. This proposal has been theoretical
addressed for cases of qubits coupled to bosonic environments [115,119,136,146,223,224],
for a damped harmonic oscillator [107, 196, 197], and for random unitary dynamics
and classical noise models [102, 225]. Experimentally this witness has been analyzed
in [172, 175, 226].
In addition, a link between the generation of entanglement by non-Markovian
dynamics and the destruction of accessible information [227] as been established in [228].
Also, there is a relation between dynamical recovering of quantum coherence by applying
local operations and entanglement generation, see [179]. Further connections between
entanglement and non-Markovianity can be found in [144, 229].
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5.2.2. Quantum mutual information The total amount of correlations (as classical as
quantum) as measured by the quantum mutual information is another witness of non-
Markovianity [230]. This quantity is defined as
I(ρSA) := S(ρS) + S(ρA)− S(ρSA), (149)
where S(ρ) := −Tr(ρ log ρ) is the von Neumann entropy and ρS,A = TrA,S(ρSA). This
expression can be rewritten as a relative entropy,
I(ρSA) = S(ρSA‖ρS ⊗ ρA). (150)
Thus, if we apply a local operation, we have
I[(E ⊗ 1)ρSA] = S{(E ⊗ 1)ρSA‖TrA[(E ⊗ 1)ρSA]⊗ TrS[(E ⊗ 1)ρSA]}
= S[(E ⊗ 1)ρSA‖(E ⊗ 1)ρS ⊗ ρA]
≤ S(ρSA‖ρS ⊗ ρA) = I(ρSA), (151)
where have used that TrA[(E ⊗ 1)ρSA] = E(ρS) and TrS[(E ⊗ 1)ρSA] = ρA, and
the monotonicity of the relative entropy Eq. (117). Hence, the quantum mutual
information is monotonic under local trace-preserving completely positive maps. For
references where quantum mutual information has been used to study non-Markovianity
see [119, 120, 125, 166, 231, 232].
5.2.3. Quantum discord Finally, the quantum discord [233–235] can also be used to
detect non-Markovian dynamics. Recall that the quantum discord between two quantum
systems is a non-symmetric measure of correlations, so that it is not the same to measure
the quantum discord between S and A, with respect to A, as with respect to S. For our
purposes, we consider the quantum discord as measured by the ancillary system:
DQA(ρSA) := S(ρA)− S(ρSA) + min{ΠAj }
∑
j
S
(
ρS|ΠAj
)
, (152)
where the minimization is taken over all POVM {ΠAj } on A, and ρS|ΠAj is the system
state after the outcome corresponding to ΠAj has been detected,
ρS|ΠA
j
:=
TrA(Π
A
j ρSA)
Tr(ΠAj ρSA)
. (153)
The quantum discord Eq. (152) is monotonic under local maps on the system E ⊗1
(see [235])
DQA [E ⊗ 1(ρSA)] ≤ DQA(ρSA). (154)
However, note that this equation does not hold for local maps on the ancilla 1 ⊗ E
[236,237]. Therefore, as long as we are certain that the ancilla does not evolve, we may
use quantum discord to probe non-Markovianity.
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The possible usefulness of the concept of quantum discord to witness non-
Markovianity has been first discussed in [238]. Other relations between Markovianity
and quantum discord can be found in [239–241]. Note however that the existence of
quantitative connections between quantum discord and completely positive maps remain
controversial [242–248].
Example 5.7. For the sake of illustration, let us analyze the behavior of entanglement,
quantum mutual information and quantum discord in the pure dephasing model,
Eq. (106). Consider initially a maximally entangled state ρSA = |Φ〉〈Φ|, so that
ρSA(t) =
[E(t,t0) ⊗ 1] (|Φ〉〈Φ|) is given by Eq. (140).
As an entanglement monotone we may take the logarithmic negativity [219, 249],
arriving at
EN [ρSA(t)] = log ‖ρtASA(t)‖1 = log[1 +R(t)], (155)
where the superscript tA denotes the partial transpose with respect to the ancillary
system. Immediately we obtain
dEN [ρSA(t)]
dt
= −2γ(t) R(t)
1 +R(t)
, (156)
so entanglement can increase only for non-Markovian evolution γ(t) < 0.
In this simple model, the quantum mutual information and quantum discord are
found to be
I[ρSA(t)] = Cea
[E(t,0)] , (157)
DQA [ρSA(t)] = Q
[E(t,0)] , (158)
where Cea and Q are given in Eqs. (141) and (142). The equality follows from the choice
of the maximally entangled state ρSA = |Φ〉〈Φ| as initial state. This is a purification
of the maximally mixed state, which is the one that solves the optimization problem in
Eqs. (137) and (138) for this model as commented in Example 5.5. For the quantum
mutual information the equality is obvious. For the quantum discord, note that the state
(140) belongs to the subclass known as “X-states”, for which the optimization problem
in Eq. (152) can be efficiently solved [235, 250]. Concretely in this case, we take the
measurement of the σz observable to obtain ρS|ΠA
±1
= |z±〉〈z±|, where σz|z±〉 = ±|z±〉,
and so the von Neumann entropy of any system state after the measurement vanishes.
6. Conclusion and Outlook
In this work we have reviewed the topic of quantum non-Markovianity in the light
of recent developments regarding its characterization and quantification. Quantum
Markovian processes have been defined by taking the divisibility approach, which allows
us to circumvent the problem of constructing a hierarchy of probabilities in quantum
mechanics. We have also discussed the emergence of memorylessness properties within
this definition and compared the divisibility approach with other suggested ways to
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define Markovianity in the quantum realm. We have surveyed recently proposed
measures and witnesses of non-Markovianity, explaining their foundations, as well as
their motivation and interpretation. Each measure and witness of non-Markovianity
has its pros and cons, and the ultimate question of which of them is preferable in
practice strongly depends on the context.
We hope that this article can be useful for future research in open quantum
systems, and its implications for other areas such as quantum information, or statistical
mechanics. Despite the tremendous quantity of new results in the characterization and
quantification of non-Markovianity in recent years, there are still several important
open questions that remain to be addressed. We conclude this review by providing a
non-exhaustive list and some possible research directions.
◮ Classification of completely positive non-Markovian master equations. This is
probably the most general open problem regarding non-Markovian evolutions. For
instance, in Eq. (87) we have written a generic master equation without taking care
of the completely positive character of the dynamics that it generates. When the
evolution is non-Markovian, the structure of the generators which leads to completely
positive dynamics is pretty much unknown, although a few partial results have been
obtained [90,251,252]. The problem basically rests upon the difficult characterization
of the generators of dynamical maps {E(t2,t1), t2 ≥ t1 ≥ t0} under the weak assumption
of complete positivity just for instants t2 ≥ t1 = t0, and not for any t2 ≥ t1 ≥ t0 [26].
◮ Computation of some measures of non-Markovianity. Despite their well grounded
physical motivation, it would be desirable to provide efficient ways to compute some
of the proposed measures of non-Markovianity. For instance, the geometric degree of
non-Markovianity, DINM(g), Eq. (59). Similarly, the measure N IH, Eq. (63), has been
calculated just for unbiased problems or isolated cases without solving the complete
optimization problem.
◮ Performance of witnesses. Some questions may be posed regarding the performance
of witnesses of non-Markovianity. For example, which kind of witnesses, be it the ones
based on monotonicity or the ones based on local monotonicity, is more sensitive to
non-Markovian dynamics? Moreover, which of them is more efficient to detect non-
Markovian dynamics? A recent study with some partial results on this issue is [120].
◮ Witnesses of non-Markovianity without resorting to full-state tomography. A question
of practical interest is to formulate ways to probe non-Markovianity avoiding full-
state (or process) tomography. For example, if we manage to find good enough
lower and upper bounds to properties like trace distance [14] or entanglement [253]
in terms of simple measurements, we would be able to detect its non-monotonic
behavior without resorting to expensive tomographic procedures.
◮ Relation between different measures of non-Markovianity. Another fundamental
question is to elucidate whether different measures of non-Markovianity induce the
same order. Probably the answer is negative, but more progress has to be done on
this line.
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◮ Non-Markovianity as a resource theory. Related to the previous point is the possible
formulation of a resource theory for non-Markovianity. Similarly to other resource
theories [219–222, 254–260], we may wonder if non-Markovianity can be seen as
a resource to perform whatever tasks which cannot be done solely by Markovian
evolutions. Then, an order relation follows, i.e. some dynamics E (1)(t,t0) has smaller
amount of Markovianity than another dynamics E (2)(t,t0), if E
(1)
(t,t0)
can be constructed by
E (2)(t,t0) and Markovian evolutions. This approach also allows to introduce the notion
of maximally non-Markovian evolutions, these would be the ones which cannot be
generated in terms of other non-Markovian maps and Markovian evolutions. Would
this maximally non-Markovian evolutions be the ones defined in Section 4.5?
◮ Non-Markovianity and other properties. It will be very relevant to find systems where
the presence of non-Markovianity is associated with other notable phenomena. For
instance, some quantitative relations between non-Markovianity effects and criticality
and phase transitions [178, 261–263], Loschmidt echo [177, 178, 261], symmetry
breaking [168], and Zeno and anti-Zeno effects [152] have already been described.
◮ Potential applications of non-Markovianity. As final question, we may wonder is
“what is a non-Markovian process good for in practice?” There are already studies
showing its usefulness to prepare steady entangled states [124], to enhance the
achievable resolution in quantum metrology [264] or to assist certain tasks in quantum
information and computation [212,265,266]. However more research on this direction
is required for the formulation of quantitative results [119].
Definitely, this list can be extended with other open questions. However, we think
the enumerated points are representative enough to hopefully stimulate the readers
into addressing some of these problems and shed further light on this remarkable
phenomenon.
Acknowledgements
A. R. acknowledges to J. M. R. Parrondo for discussions about the classical definition
of Markovianity and to L. Accardi and K. B. Sinha for their detailed explanations
about the algebraic definition of stochastic quantum processes. Moreover, it has
been a pleasure to share ideas about quantum non-Markovianity with D. Chrus´cin´ski,
A. Kossakowski, M. M. Wolf, F. Ticozzi, M. Paternostro and M. J. W. Hall. We
acknowledge financial support from Spanish MINECO grant FIS2012-33152, CAM
research consortium QUITEMAD S2009-ESP-1594, UCM-BS grant GICC-910758, EU
STREP project PAPETS, the EU Integrating project SQIS, the ERC Synergy grant
BioQ and an Alexander von Humboldt Professorship.
References
[1] J. L. Doob, Stochastic Processes (Wiley, New York, 1990).
45
[2] C. W. Gardiner, Handbook of Stochastic Methods (Springer, Berlin, 1997).
[3] J. R. Norris, Markov Chains (Cambridge University Press, Cambridge, 1997).
[4] E. Parzen, Stochastic Processes (Society for Industrial and Applied Mathematics, Philadelphia,
1999).
[5] S. N. Ethier and T. G. Kurtz, Markov Processes: Characterization and Convergence (Wiley, New
Jersey, 2005).
[6] N. G. van Kampen, Stochastic Processes in Physics and Chemistry (Elsevier, Amsterdam, 2007).
[7] A. N. Kolmogorov, Foundations of the Theory of Probability (Chelsea Publishing, New York, 1956).
[8] Andre´i Andre´yevich Ma´rkov (Ryazan, 14 June 1856 – Petrograd, 20 July 1922) was a Russian
mathematician known because his contributions to number theory, analysis, and probability theory.
For a reference about his life and work see G. P. Basharin, A. N. Langville and V. A. Naumov,
Linear Algebra Appl. 386 3 (2004).
[9] P. Le´vy, C. R. Acad. Sci. Paris 228, 2004 (1949).
[10] W. Feller, Ann. Math. Statist. 30, 1252 (1959).
[11] B. Vacchini, A. Smirne, E.-M. Laine, J. Piilo and H.-P. Breuer, New J. Phys. 13, 093004 (2011).
[12] B. Vacchini, J. Phys. B: At. Mol. Opt. Phys. 45, 154007 (2012).
[13] A. Smirne, A. Stabile and B. Vacchini, Phys. Scr. T153, 014057 (2013).
[14] M. A. Nielsen and I. L. Chuang, Quantum Computation and Quantum Information (Cambridge
University Press, Cambridge, 2000).
[15] R. Ga¨hler, A. G. Klein and A. Zeilinger, Phys. Rev. A 23, 1611 (1981).
[16] S. Weinberg, Phys. Rev. Lett. 62, 485 (1989).
[17] J. J. Bollinger, D. J. Heinzen, Wayne M. Itano, S. L. Gilbert and D. J. Wineland, Phys. Rev. Lett.
63, 1031 (1989).
[18] See for example V. Paulsen, Completely Bounded Maps and Operator Algebras (Cambridge
University Press, Cambridge, 2002).
[19] M.-D. Choi, Linear Algebra Appl. 10, 285 (1975).
[20] A. Jamio lkowski, Rep. Math. Phys. 3, 275 (1972).
[21] K. Kraus, Ann. Phys. (N.Y.) 64, 311 (1971).
[22] E. B. Davies, Quantum Theory of Open Systems (Academic Press, London, 1976).
[23] K. Kraus, States, Effects, and Operations Fundamental Notions of Quantum Theory (Springer,
Berlin, 1983).
[24] H.-P. Breuer and F. Petruccione, The Theory of Open Quantum Systems Oxford University Press,
Oxford, 2002.
[25] R. Alicki and K. Lendi, Quantum Dynamical Semigroups and Applications (Springer, Berlin, 2007).
[26] A. Rivas and S.F. Huelga, Open Quantum Systems. An Introduction (Springer, Heidelberg, 2011).
[27] M. M. Wolf and J. I. Cirac, Commun. Math. Phys. 279, 147 (2008).
[28] A. Kossakowski, Rep. Math. Phys. 3, 247 (1972).
[29] A. Kossakowski, Bull. Acad. Pol. Sci. Math. Ser. Math. Astron. 20, 1021 (1972).
[30] V. Gorini, A. Kossakowski and E. C. G. Sudarshan, J. Math. Phys. 17, 821 (1976).
[31] G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
[32] D. Chrus´cin´ski and A. Kossakowski, J. Phys. B: At. Mol. Opt. Phys. 45, 154002 (2012).
[33] H.-P. Breuer, E.-M. Laine and J. Piilo, Phys. Rev. Lett. 103, 210401 (2009).
[34] D. Chrus´cin´ski, A. Kossakowski and A. Rivas, Phys. Rev. A 83, 052128 (2011).
[35] C. W. Helstrom, Quantum Detection and Estimation Theory (Academic Press, New York, 1976).
[36] M. Hayashi, Quantum Information: An Introduction (Springer, Berlin, 2006).
[37] M. B. Ruskai, Rev. Math. Phys. 6, 1147 (1994).
[38] A. Galindo and P. Pascual, Quantum Mechanics (2 vols.) (Springer, Berlin, 1990).
[39] E. B. Davies, Commun. Math. Phys. 39, 91 (1974); Math. Ann. 219, 147 (1976).
[40] C. W. Gardiner and P. Zoller, Quantum Noise (Springer, Berlin, 2004).
[41] V. Gorini, A. Frigerio, M. Verri, A. Kossakowski and E. C. G. Sudarshan, Rep. Math. Phys. 13,
149 (1978).
46
[42] B. Fain, Irreversibilities in Quantum Mechanics (Kluwer Academic Publishers, New York, 2002).
[43] V. Scarani, M. Ziman, P. Sˇtelmachovicˇ, N. Gisin and V. Buzˇek, Phys. Rev. Lett. 88, 097905 (2002).
[44] M. Ziman, P. Sˇtelmachovicˇ and V. Buzˇek, Open Syst. Inf. Dyn. 12, 81 (2005).
[45] M. Ziman and V. Buzˇek, Phys. Rev. A 72, 022110 (2005).
[46] W. F. Stinespring, Proc. Amer. Math. Soc. 6, 211 (1955).
[47] A. Rivas, A. D. K. Plato, S. F. Huelga and M. B. Plenio, New J. Phys. 12, 113032 (2010).
[48] M. B. Plenio and S. Virmani, Phys. Rev. Lett. 99, 120504 (2007).
[49] M. B. Plenio and S. Virmani, New J. Phys. 10, 043032 (2008).
[50] T. Ryba´r, S. N. Filippov, M. Ziman and V. Buzˇek, J. Phys. B: At. Mol. Opt. Phys. 45, 154006
(2012).
[51] F. Ciccarello, G. M. Palma and V. Giovannetti, Phys. Rev. A 87, 040103(R) (2013) .
[52] A. Bodor, L. Dio´si, Z. Kallus and T. Konrad, Phys. Rev. A 87, 052113 (2013).
[53] F. Shibata, Y. Takahashi and N. Hashitsume, J. Stat. Phys. 17, 171 (1977).
[54] J. Wilkie, Phys. Rev. E 62, 8808 (2000).
[55] S. M. Barnett and S. Stenholm, Phys. Rev. A 64, 033808 (2001).
[56] A. Royer, Phys. Lett. A 315, 335 (2003).
[57] A. A. Budini, Phys. Rev. A 69, 042107 (2004).
[58] S. Daffer, K. Wo´dkiewicz, J. D. Cresser and J. K. McIver, Phys. Rev. A 70, 010304 (2004).
[59] J. Lee, I. Kim, D. Ahn, H. McAneney and M. S. Kim, Phys. Rev. A 70, 024301 (2004).
[60] A. Shabani and D. A. Lidar, Phys. Rev. A 71, 020101(R) (2005).
[61] S. Maniscalco, Phys. Rev. A 72, 024103 (2005).
[62] S. Maniscalco and F. Petruccione, Phys. Rev. A 73, 012111 (2006).
[63] H.-P. Breuer and B. Vacchini, Phys. Rev. Lett. 101, 140402 (2008).
[64] A. Kossakowski and R. Rebolledo, Open Syst. Inf. Dyn. 16, 259 (2009).
[65] D. Chrus´cin´ski, A. Kossakowski and S. Pascazio, Phys. Rev. A 81, 032101 (2010).
[66] L. Accardi, A. Frigerio and J. T. Lewis, Publ. Res. I. Math. Sci. 18, 97 (1982).
[67] J. T. Lewis, Phys. Rep. 77, 339 (1981).
[68] F. Fagnola, Proyecciones: J. Math. 18, 1 (1999).
[69] H. Umegaki, Tohoku Math. J. 6, 177 (1954).
[70] M. Takesaki, J. Funct. Anal. 9, 306 (1972).
[71] D. Petz, Conditional Expectation in Quantum Probability. In: L. Accardi and W. von Waldenfels
(Eds.) Quantum Probability and Applications III (pp. 251-260, Springer, Berlin, 1988).
[72] K. B. Sinha and D. Goswami, Quantum Stochastic Processes and Noncommutative Geometry
(Cambridge University Press, New York, 2007).
[73] L. Accardi and A. Mohari, Infin. Dimens. Anal. Quantum. Probab. Relat. Top. 2, 397 (1999).
[74] L. Accardi and S. V. Kozyrev, Chaos Soliton. Fract. 12, 2639 (2001).
[75] R. L. Hudson and K. R. Parthasarathy, Commun. Math. Phys. 93, 301 (1984).
[76] U. C. Ji, L. Sahu and K. B. Sinha, Commun. Stoch. Anal. 4, 593 (2010).
[77] E.-M. Laine, J. Piilo and H.-P. Breuer, Phys. Rev. A 81, 062115 (2010).
[78] H.-P. Breuer, J. Phys. B: At. Mol. Opt. Phys. 45, 154001 (2012).
[79] P. Haikka, J. D. Cresser and S. Maniscalco, Phys. Rev. A 83, 012112 (2011).
[80] D. Chrus´cin´ski and F. A. Wudarski, Phys. Lett. A 377, 1425 (2013).
[81] U. Weiss, Quantum Dissipative Systems (World Scientific, Singapore, 2008).
[82] H. M. Wiseman and G. J. Milburn, Quantum Measurement and Control (Cambridge University
Press, Cambridge, 2010).
[83] R. S. Whitney, J. Phys. A: Math. Theor. 41 (2008), 175304.
[84] R. Du¨mcke and H. Spohn, Z. Phys. B34 (1979), 419.
[85] Y. Zhao and G. H. Chen, Phys. Rev. E 65 (2002), 056120.
[86] G. Lindblad, Commun. Math. Phys. 65, 281 (1979).
[87] D. Alonso and I. de Vega, Phys. Rev. Lett. 94, 200403 (2005).
[88] N. Lo Gullo, I. Sinayskiy, Th. Busch and F. Petruccione, Non-Markovianity criteria for open
47
system dynamics, arXiv:1401.1126.
[89] D. Chrus´cin´ski and A. Kossakowski, Phys. Rev. Lett. 104, 070406 (2010).
[90] D. Chrus´cin´ski and A. Kossakowski, General form of quantum evolution, arXiv:1006.2764.
[91] F. Benatti, R. Floreanini and S. Olivares, Phys. Lett. A 376, 2951 (2012).
[92] L. Dio´si and W. T. Strunz, Phys. Lett. A 235, 569 (1997).
[93] L. Dio´si, N. Gisin and W. Strunz, Phys. Rev. A 58, 1699 (1998).
[94] W. T. Strunz, L. Dio´si and N. Gisin, Phys. Rev. Lett. 82, 1801 (1999).
[95] P. Gaspard and M. Nagaoka, J. Chem. Phys. 111, 5676 (1999).
[96] M. M. Wolf, J. Eisert, T. S. Cubitt and J. I. Cirac, Phys. Rev. Lett. 101, 150402 (2008).
[97] M. M. Wolf and D. Perez-Garcia, Phys. Rev. Lett. 102, 190504 (2009).
[98] T. S. Cubitt, J. Eisert and M. M. Wolf, Commun. Math. Phys. 310, 383 (2012).
[99] T. S. Cubitt, J. Eisert and M. M. Wolf, Phys. Rev. Lett. 108, 120503 (2012).
[100] J. Helm, W. T. Strunz, S. Rietzler and L. E. Wu¨rflinger, Phys. Rev. A 83, 042103 (2011).
[101] F. Caruso, V. Giovannetti, C. Lupo and S. Mancini, Quantum channels and memory effects,
arXiv:1207.5435.
[102] R. Lo Franco, B. Bellomo, E. Andersson and G. Compagno, Phys. Rev. A 85, 032318 (2012).
[103] A. Pernice, J. Helm and W. T. Strunz, J. Phys. B: At. Mol. Opt. Phys. 45, 154005 (2012).
[104] R. Lo Franco, B. Bellomo, S. Maniscalco, and G. Compagno, Int. J. Mod. Phys. B 27, 1345053
(2013).
[105] S. Wißmann, A. Karlsson, E.-M. Laine, J. Piilo and H.-P. Breuer, Phys. Rev. A 86, 062108
(2012).
[106] B.-H. Liu, S. Wißmann, X.-M. Hu, C. Zhang, Y.-F. Huang, C.-F. Li, G.-C. Guo, A. Karlsson, J.
Piilo and H.-P. Breuer, Locality and universality of quantum memory effects, arXiv:1403.4261.
[107] A. Rivas, S. F. Huelga, and M. B. Plenio, Phys. Rev. Lett. 105, 050403 (2010).
[108] S. C. Hou, X. X. Yi, S. X. Yu and C. H. Oh, Phys. Rev. A 83, 062115 (2011).
[109] R. A. Horn and C. R. Johnson, Topics in Matrix Analysis (Cambridge University Press,
Cambridge, 1991).
[110] J. R. Magnus and H. Neudecker, Matrix Differential Calculus with Applications in Statistics and
Econometrics (Wiley University Press, Chichester, 2007).
[111] A permutation or commutation matrix (cf. [109, 110]) is a matrix UP with the property that
UP(A ⊗ B)UP = B ⊗ A. They are also called unitary swap matrices in quantum information
literature. In order to compute them, we may use the relation UPvec(A) = vec(A
t). For the case
of U2↔3[E(t+ǫ,t) ⊗ I]U2↔3, it is tacitly assumed that E(t+ǫ,t) ⊗ I acts in a tensor product of four
spaces with the same dimension d, H1⊗H2⊗H3⊗H4. Then U2↔3 denotes the permutation matrix
interchanging the second and third subspace, i.e. U2↔3 = Id ⊗ UP ⊗ Id.
[112] E. Andersson, J. D. Cresser and M. J. W. Hall, J. Mod. Opt. 54, 1695 (2007).
[113] S. C. Hou, X. X. Yi, S. X. Yu and C. H. Oh, Phys. Rev. A 86, 012101 (2012).
[114] D. Maldonado-Mundo, P. O¨hberg, B. W. Lovett and E. Andersson, Phys. Rev. A 86, 042107
(2012).
[115] H.-S. Zeng, N. Tang, Y.-P. Zheng and G.-Y. Wang, Phys. Rev. A 84, 032118 (2011).
[116] H.-S. Zeng, N. Tang, Y.-P. Zheng and T.-T. Xu, Eur. Phys. J. D 66, 255 (2012).
[117] C. Addis, P. Haikka, S. McEndoo, C. Macchiavello and S. Maniscalco, Phys. Rev. A 87, 052109
(2013).
[118] Z.-Y. Xu and S.-Q. Zhu, Chinese Phys. Lett. 31, 020301 (2014).
[119] Z.-Y. Xu, C. Liu, S. Luo and S. Zhu, Anomalous non-Markovian effect in controllable open
quantum systems, arXiv:1310.1784.
[120] C. Addis, B. Bylicka, D. Chrus´cin´ski and S. Maniscalco, What we talk about when we talk about
non-Markovianity, arXiv:1402.4975.
[121] X. Hao, X. Xu and X. Wang, Indivisible quantum evolution of a driven open spin-S system,
arXiv:1208.1546.
[122] T. J. G. Apollaro, C. Di Franco, F. Plastina and M. Paternostro, Phys. Rev. A 83, 032103 (2011).
48
[123] M. Zˇnidaricˇ, C. Pineda and I. Garc´ıa-Mata, Phys. Rev. Lett. 107, 080404 (2011).
[124] S. F. Huelga, A. Rivas and M. B. Plenio, Phys. Rev. Lett. 108, 160402 (2012).
[125] T. J. G. Apollaro, S. Lorenzo, C. Di Franco, F. Plastina and M. Paternostro, Competition between
memory-keeping and memory-erasing decoherence channels, arXiv:1311.2045.
[126] F. Brito and T. Werlang, Knob for Markovianity, arXiv:1404.2502.
[127] M. Mannone, R. Lo Franco and G. Compagno, Phys. Scr. T153, 014047 (2013).
[128] A. R. Usha Devi, A. K. Rajagopal, Sudha and R. W. Rendell, J. Quantum Inform. Sci. 2, 47
(2012).
[129] M. J. W. Hall, J. D. Cresser, L. Li and E. Andersson, Phys. Rev. A 89, 042120 (2014).
[130] L.-P. Yang, C. Y. Cai, D. Z. Xu, W.-M. Zhang and C. P. Sun, Phys. Rev. A 87, 012110 (2013).
[131] D. Chrus´cin´ski and S. Maniscalco, Phys. Rev. Lett. 112, 120404 (2014).
[132] D. Chrus´cin´ski and A. Kossakowski, Characterizing non-Markovian dynamics. In: P. Kielanowski,
S. T. Ali, A. Odzijewicz, M. Schlichenmaier and T. Voronov (Eds.) Geometric Methods in Physics
(pp. 285-293, Springer, Basel, 2013).
[133] D. Chrus´cin´ski and A. Kossakowski, Eur. Phys. J. D. 68, 7 (2014).
[134] Z. Y. Xu, W. L. Yang and M. Feng, Phys. Rev. A 81, 044105 (2010).
[135] J.-G. Li, J. Zou and B. Shao, Phys. Rev. A 81, 062124 (2010).
[136] J.-G. Li, J. Zou and B. Shao, Phys. Rev. A 82, 042318 (2010).
[137] Z. He, J. Zou, L. Li and B. Shao, Phys. Rev. A 83, 012108 (2011).
[138] P. Haikka, S. McEndoo, G. De Chiara, G. M. Palma and S. Maniscalco, Phys. Rev. A 84,
031602(R) (2011).
[139] X. Xiao, M.-F. Fang and Y.-L. Li, Phys. Scr. 83, 015013 (2011).
[140] E.-M. Laine, H.-P. Breuer, J. Piilo, C.-F. Li and G.-C. Guo, Phys. Rev. Lett. 108, 210402 (2012).
[141] Y.-P. Zheng, N. Tang, G.-Y. Wang and H.-S. Zeng, Chinese Phys. B 20, 110301 (2011).
[142] A. G. Dijkstra and Y. Tanimura, Phil. Trans. R. Soc. A 370, 3658 (2012).
[143] Y.-J. Zhang, W. Han, C.-J. Shan and Y.-J. Xia, J. Opt. Soc. Am. B 29, 2060 (2012).
[144] J. Li, G. McKeown, F. L. Semia˜o and M. Paternostro, Phys. Rev. A 85, 022116 (2012).
[145] C. Uchiyama, Phys. Rev. A 85, 052104 (2012).
[146] A. Rosario, E. Massoni and F. De Zela, J. Phys. B: At. Mol. Opt. Phys. 45, 095501 (2012).
[147] M. Ban, S. Kitajima and F. Shibata, Int. J. Theor. Phys. 51, 2419 (2012).
[148] G. Clos and H.-P. Breuer, Phys. Rev. A 86, 012115 (2012).
[149] N. Tang, G. Wang, Z. Fan and H. Zeng, J. Quantum Inform. Sci. 3, 27 (2013).
[150] H. Ma¨kela¨, M. Mo¨tto¨nen, Phys. Rev. A 88, 052111 (2013).
[151] P. Haikka, S. McEndoo and S. Maniscalco, Phys. Rev. A 87, 012127 (2013).
[152] A. Thilagam, J. Chem. Phys. 138, 175102 (2013).
[153] S. Wißmann and H.-P. Breuer, Nonlocal quantum memory effects in a correlated multimode field,
arXiv:1310.7722.
[154] Z.-Y. Xu, S. Luo, W. L. Yang, C. Liu and S. Zhu, Phys. Rev. A 89, 012307 (2014).
[155] W.-j. Gu and G.-x. Li, Phys. Rev. A 85, 014101 (2012).
[156] H. Xiao-Li, S.-C. Hou, L.-C. Wang and X.-X. Yi, Cent. Eur. J. Phys. 10, 947 (2012).
[157] J. Jeske, J. H. Cole, C. Mu¨ller, M. Marthaler and G. Scho¨n, New J. Phys. 14, 023013 (2012).
[158] S. Lorenzo, F. Plastina and M. Paternostro, Phys. Rev. A 87, 022317 (2013).
[159] T. Ma, Y. Chen, T. Chen, S. R. Hedemann and T. Yu, Crossover Between Non-Markovian and
Markovian Dynamics Induced by a Hierarchical Environment, arXiv:1404.5280.
[160] G. B. Lemos and F. Toscano, Phys. Rev. E 84, 016220 (2011).
[161] I. Garc´ıa-Mata, C. Pineda and D. Wisniacki, Phys. Rev. A 86, 022114 (2012).
[162] I. Garc´ıa-Mata, C. Pineda and D. Wisniacki, J. Phys. A: Math. Theor. 47, 115301 (2014).
[163] L. Mazzola, E.-M. Laine, H.-P. Breuer, S. Maniscalco and J. Piilo, Phys. Rev. A 81, 062120
(2010).
[164] B. Vacchini, Phys. Rev. A 87, 030101(R) (2013).
[165] M. Ban, S. Kitajima and F. Shibata, Phys. Rev. A 84, 042115 (2011).
49
[166] M. Jiang and S. Luo, Phys. Rev. A 88, 034101 (2013).
[167] C. Benedetti, M. G. A. Paris and S. Maniscalco, Phys. Rev. A 89, 012114 (2014).
[168] N. Chancellor, C. Petri and S. Haas, Phys. Rev. B 87, 184302 (2013).
[169] R. McCloskey and M. Paternostro, Phys. Rev. A 89, 052120 (2014).
[170] P. Rebentrost and A. Aspuru-Guzik, J. Chem. Phys. 134, 101103 (2011).
[171] A. Kolli, A. Nazir and A. Olaya-Castro, J. Chem. Phys. 135, 154112 (2011).
[172] B.-H. Liu, L. Li, Y.-F. Huang, C.-F. Li, G.-C. Guo, E.-M. Laine, H.-P. Breuer and J. Piilo, Nature
Phys. 7, 931-934 (2011).
[173] J.-S. Tang, C.-F. Li, Y.-L. Li, X.-B. Zou, G.-C. Guo, H.-P. Breuer, E.-M. Laine and J. Piilo, EPL
97 10002 (2012).
[174] B.-H. Liu, D.-Y. Cao, Y.-F. Huang, C.-F. Li, G.-C. Guo, E.-M. Laine, H.-P. Breuer and J. Piilo,
Sci. Rep. 3, 1781 (2013).
[175] J.-S. Xu, K. Sun, C.-F. Li, X.-Y. Xu, G.-C. Guo, E. Andersson, R. Lo Franco and G. Compagno,
Nature Commun. 4, 2851 (2013).
[176] S. L. Wu, X. L. Huang, L. C. Wang and X. X. Yi, Phys. Rev. A 82, 052111 (2010).
[177] P. Haikka, J. Goold, S. McEndoo, F. Plastina and S. Maniscalco, Phys. Rev. A 85, 060101(R)
(2012).
[178] P. Haikka and S. Maniscalco, Open Syst. Inf. Dyn. 21, 1440005 (2014).
[179] H. Yang, H. Miao and Y. Chen, Reveal non-Markovianity of open quantum systems via local
operations, arXiv:1111.6079.
[180] A. Smirne, L. Mazzola, M. Paternostro and B. Vacchini, Phys. Rev. A 87, 052129 (2013).
[181] E.-M. Laine, J. Piilo and H.-P. Breuer, EPL 92, 60010 (2010).
[182] A. Smirne, H.-P. Breuer, J. Piilo and B. Vacchini, Phys. Rev. A 82, 062114 (2010).
[183] C.-Feng Li, J.-S. Tang, Y.-L. Li and G.-C. Guo, Phys. Rev. A 83, 064102 (2011).
[184] A. Smirne, D. Brivio, S. Cialdi, B. Vacchini and M. G. A. Paris, Phys. Rev. A 84, 032112 (2011).
[185] C. A. Rodrguez-Rosario, K. Modi, L. Mazzola and A. Aspuru-Guzik, EPL 99, 20010 (2012).
[186] J. Dajka and J. Luczka, Rep. Math. Phys. 70, 193 (2012).
[187] S. Wissmann, B. Leggio and H.-P. Breuer, Detecting initial system-environment correlations:
Performance of various distance measures for quantum states, arXiv:1306.3248.
[188] J. Liu, X.-M. Lu and X. Wang, Phys. Rev. A 87, 042103 (2013).
[189] M. Mannone, Characterization of the degree of Musical non-Markovianity, arXiv:1306.0229.
[190] A. Uhlmann, Rep. Math. Phys. 9, 273 (1976).
[191] R. Jozsa, J. Mod. Opt. 41, 2315 (1994).
[192] Note that in [14] the fidelity is defined without square F (ρ1, ρ2) = max|Ψ1〉,|Ψ2〉 |〈Ψ1|Ψ2〉|.
[193] L. Molna´r, Rep. Math. Phys. 48, 299 (2001).
[194] R. Vasile, S. Maniscalco, M.G.A. Paris, H.-P. Breuer and J. Piilo, Phys. Rev. A 84, 052118
(2011).
[195] M. Hu¨bner, Phys. Lett. A 163, 239 (1992).
[196] V. Venkataraman, A. D. K. Plato, T. Tufarelli and M. S. Kim, J. Phys. B: At. Mol. Opt. Phys.
47, 015501 (2014).
[197] R. Vasile, F. Galve and R. Zambrini, Phys. Rev. A 89, 022109 (2014).
[198] X. Hao, W. Wu and S. Zhu, Nonunital non-Markovian dynamics induced by a spin bath and
interplay of quantum Fisher information, arXiv:1311.5952.
[199] N. Chancellor, C. Petri, L. Campos Venuti, A. F. J. Levi and S. Haas, Phys. Rev. A 89, 052119
(2014).
[200] A. K. Rajagopal, A. R. Usha Devi and R. W. Rendell, Phys. Rev. A 82, 042107 (2010).
[201] G. Lindblad, Comm. Math. Phys. 40, 147 (1975).
[202] A. Uhlmann, Comm. Math. Phys. 54, 21 (1977).
[203] A. Lesniewski and M. B. Ruskai, J. Math. Phys. 40, 5702 (1999).
[204] M. Mosonyi and F. Hiai, IEEE T. Inform. Theory 57, 2474 (2011).
[205] S. Furuichi, K. Yanagi and K. Kuriyama, J. Math. Phys. 45, 4868 (2004).
50
[206] M. J. Kastoryano, Quantum Markov chain mixing and dissipative engineering, PhD Thesis
(University of Copenhagen, 2011).
[207] A. R. Usha Devi, A. K. Rajagopal and Sudha, Phys. Rev. A 83, 022109 (2011).
[208] A. S. Holevo, Probabilistic and Statistical Aspects of Quantum Theory (North-Holland,
Amsterdam, 1982).
[209] S. L. Braunstein and C. M. Caves, Phys. Rev. Lett. 72, 3439 (1994).
[210] X.-M. Lu, X. Wang and C. P. Sun, Phys. Rev. A 82, 042103 (2010).
[211] X. Hao, N.-H. Tong and S. Zhu, J. Phys. A: Math. Theor. 46, 355302 (2013).
[212] B. Bylicka, D. Chrus´cin´ski and S. Maniscalco, Non-Markovianity as a Resource for Quantum
Technologies, arXiv:1301.2585.
[213] This is sometimes called quantum data processing inequality, for a proof see [14].
[214] M. M. Wilde, Quantum Information Theory (Cambridge University Press, Cambridge, 2013).
[215] C. Addis, G. Brebner, P. Haikka and S. Maniscalco, Phys. Rev. A 89, 024101 (2014).
[216] S. Lorenzo, F. Plastina and M. Paternostro, Phys. Rev. A 88, 020102(R) (2013).
[217] F. Plastina, A. Sindona, J. Goold, N. Lo Gullo and S. Lorenzo, Open Syst. Inf. Dyn. 20, 1340005
(2013).
[218] T. Tufarelli, M. S. Kim, F. Ciccarello, Non-Markovianity of a quantum emitter in front of a
mirror, arXiv:1312.3920.
[219] M. B. Plenio and S. Virmani, Quant. Inf. Comp. 7, 1 (2007).
[220] V. Vedral, M. B. Plenio, M. A. Rippin and P. L. Knight, Phys. Rev. Lett. 78, 2275 (1997).
[221] V. Vedral and M. B. Plenio, Phys. Rev. A 57, 1619 (1998).
[222] R. Horodecki, P. Horodecki, M. Horodecki and K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[223] S. Lorenzo, F. Plastina and M. Paternostro, Phys. Rev. A 84, 032124 (2011).
[224] S.-T. Wu, Chin. J. Phys. 50, 118 (2012).
[225] D. Zhou and R. Joynt, Quantum Inf. Process. 11, 571 (2012).
[226] A. Chiuri, C. Greganti, L. Mazzola, M. Paternostro and P. Mataloni, Sci. Rep. 2, 968 (2012).
[227] L. Henderson and V. Vedral, J. Phys. A: Math. Gen. 34, 6899 (2001).
[228] F. F. Fanchini, G. Karpat, B. C¸akmak, L. K. Castelano, G. H. Aguilar, O. Jime´nez Far´ıas,
S. P. Walborn, P. H. Souto Ribeiro and M. C. de Oliveira, Non-Markovianity through accessible
information, arXiv:1402.5395.
[229] S. Cialdi, D. Brivio, E. Tesio and M. G. A. Paris, Phys. Rev. A 83, 042308 (2011).
[230] S. Luo, S. Fu and H. Song, Phys. Rev. A 86, 044101 (2012).
[231] F. F. Fanchini, G. Karpat, L. K. Castelano and D. Z. Rossatto, Phys. Rev. A 88, 012105 (2013).
[232] A. D’Arrigo, G. Benenti, R. Lo Franco, G. Falci and E. Paladino, Hidden entanglement, system-
environment information flow and non-Markovianity, arXiv:1402.1948.
[233] W. H. Zurek, Ann. Phys. (Berlin) 9, 855 (2000).
[234] H. Ollivier and W. H. Zurek, Phys. Rev. Lett. 88, 017901 (2001).
[235] K. Modi, A. Brodutch, H. Cable, T. Paterek and V. Vedral, Rev. Mod. Phys. 84, 1655 (2012) .
[236] A. Streltsov, H. Kampermann and D. Bruß, Phys. Rev. Lett. 107, 170502 (2011).
[237] F. Ciccarello and V. Giovannetti, Phys. Rev. A 85, 010102(R) (2012).
[238] D. Girolami and G. Adesso, Phys. Rev. Lett. 108, 150403 (2012).
[239] S. Alipour, A. Mani and A. T. Rezakhani, Phys. Rev. A 85, 052108 (2012).
[240] P. Haikka, T. H. Johnson and S. Maniscalco, Phys. Rev. A 87, 010103(R) (2013).
[241] Y.-J. Zhang, W. Han, C.-J. Shan and Y.-J. Xia, Quantum correlations dynamics under different
non-markovian environmental models, arXiv:1111.2423.
[242] C. A. Rodr´ıguez-Rosario, K. Modi, A. Kuah, A. Shaji and E. C. G. Sudarshan, J. Phys. A: Math.
Theor 41, 205301 (2008).
[243] A. Shabani and D. A. Lidar, Phys. Rev. Lett. 102, 100402 (2009).
[244] C. A. Rodr´ıguez-Rosario, K. Modi and A. Aspuru-Guzik, Phys. Rev. A 81, 012313 (2010)
[245] A. Brodutch, A. Datta, K. Modi, A. Rivas and C. A. Rodr´ıguez-Rosario, Phys. Rev. A 87, 042301
(2013).
51
[246] K. K. Sabapathy, J. S. Ivan, S. Ghosh and R. Simon, Quantum discord plays no distinguished role
in characterization of complete positivity: Robustness of the traditional scheme, arXiv:1304.4857.
[247] F. Buscemi, Complete positivity in the presence of initial correlations: necessary and sufficient
conditions given in terms of the quantum data-processing inequality, arXiv:1307.0363.
[248] J. M. Dominy, A. Shabani and D. A. Lidar, A general framework for complete positivity,
arXiv:1312.0908.
[249] M. B. Plenio, Phys. Rev. Lett. 95, 090503 (2005).
[250] Q. Chen, C. Zhang, S. Yu, X. X. Yi and C. H. Oh, Phys. Rev. A 84, 042313 (2011).
[251] M. J. W. Hall, J. Phys. A: Math. Theor. 41, 269801 (2008).
[252] D. Chrus´cin´ski, A. Kossakowski, P. Aniello, G. Marmo and F. Ventriglia, Open Syst. Inf. Dyn.
17 255 (2010).
[253] K. M. R. Audenaert and M. B. Plenio, New J. Phys. 8, 266 (2006).
[254] F. G. S. L. Branda˜o and M. B. Plenio, Nat. Phys. 4, 873 (2008).
[255] G. Gour and R. W. Spekkens, New J. Phys. 10, 033023 (2008).
[256] F. G. S. L. Branda˜o, M. Horodecki, J. Oppenheim, J. M. Renes and R. W. Spekkens, Phys. Rev.
Lett. 111, 250404 (2013).
[257] V. Veitch, S. A. Hamed Mousavian, D. Gottesman and J. Emerson, New J. Phys. 16, 013009
(2014).
[258] G. Gour, M. P. Mu¨ller, V. Narasimhachar, R. W. Spekkens, N. Yunger Halpern, The resource
theory of informational nonequilibrium in thermodynamics, arXiv:1309.6586.
[259] T. Baumgratz, M. Cramer and M. B. Plenio, Quantifying Coherence, arXiv:1311.0275.
[260] J. I. de Vicente, On nonlocality as a resource theory and nonlocality measures, arXiv:1401.6941.
[261] A. Sindona, J. Goold, N. Lo Gullo, S. Lorenzo and F. Plastina, Phys. Rev. Lett. 111, 165303
(2013).
[262] M. Borrelli, P. Haikka, G. De Chiara and S. Maniscalco, Phys. Rev. A 88, 010101(R) (2013).
[263] M. Borrelli and S. Maniscalco, Effect of temperature on non-Markovian dynamics in Coulomb
crystals, arXiv:1404.0149.
[264] A. W. Chin, S. F. Huelga and M. B. Plenio, Phys. Rev. Lett. 109, 233601 (2012).
[265] E.-M. Laine, H.-P. Breuer and J. Piilo, Sci. Rep. 4, 4620 (2014).
[266] G.-Y. Xiang, Z.-B. Hou, C.-F. Li, G.-C. Guo, H.-P. Breuer, E.-M. Laine and J. Piilo, Nonlocal
memory assisted entanglement distribution in optical fibers, arXiv:1401.5091.
52
