Abstract In this paper, the L p boundedness of the Hilbert transform along variable curve (t, P(x 1 )γ(t))
Introduction
Given a real polynomial P and a generalized curve γ, the Hilbert transform H P,γ along variable curve (t, P(x 1 )γ(t)) is defined as (1.1) H P,γ f (x 1 , x 2 ) := p. v.
∞ −∞
f (x 1 − t, x 2 − P(x 1 )γ(t)) dt t .
And the corresponding maximal function M P,γ along variable curve (t, P(x 1 )γ(t)) is defined as (1.2) M P,γ f (x 1 , x 2 ) := sup ε>0 1 2ε
These conditions so far are not sufficient to set up the L p boundedness of (1.1) and (1.2). In fact, Carlson et al. in [2] showed that some curvature conditions are also needed even for the case that P is a constant. In [5] , Carbery et al. established the L p boundedness of H P,γ and M P,γ for any given p ∈ (1, ∞) with the restriction that P(x 1 ) := x 1 and the following further curvature condition tγ ′′ (t) γ ′ (t) is decreasing on (0, ∞) and has a positive bounded from below. (CWW) Under the same conditions, Bennett in [1] obtained the L 2 boundedness of H P,γ and M P,γ with a general real polynomial P. Then he proposed the following problem: Set up the L p boundedness of H P,γ and M P,γ for all p ∈ (1, ∞). In this paper, we give a positive answer to his concern.
Our first result is the single annulus L p estimate for H P,γ . Suppose that smooth function ψ : R → R is supported on t ∈ R : 1 2 ≤ |t| ≤ 2 such that 0 ≤ ψ(t) ≤ 1 and Σ l∈Z ψ l (t) = 1 for any t 0, where ψ l (t) := ψ(2 −l t). For every l ∈ Z, let P l denotes the Littlewood-Paley operator in the second variable corresponding to ψ l . That is
Theorem 1.1. Let P : R → R be a real polynomial, and γ ∈ C 3 (R) be either odd or even, and convex on (0, ∞), and satisfying t 2 for any t ∈ (0, ∞). Then for any given p ∈ (1, ∞), we have
uniformly in l ∈ Z with the bound C independent of the coefficients of P.
Throughout this paper, we always use C to denote a positive constant, independent of the main parameters involved, but whose value may vary from line to line. The positive constants with subscripts, such as C 1 and C 2 , do not change in different occurrences. For f, g ≥ 0, we say that f g or g f if f ≤ Cg; we will write f ≈ g if f g f . Theorem 1.2. Let P : R → R be a real polynomial, and γ ∈ C 3 (R) be either odd or even, and convex on (0, ∞), and satisfying (i) γ(0) = γ ′ (0) = 0, (ii) there exists a positive constant C 1 such that (
Then for any given p ∈ (1, ∞), we have
with the bound C independent of the coefficients of P.
For the maximal function (1.2), we also obtain the following boundedness. Theorem 1.3. Let P and γ be the same as in Theorem 1.2. Then for any given p ∈ (1, ∞), we have
with the bound C independent of the coefficients of P. Remark 1.4. The model curve is the homogeneous curve γ(t) := t α , t ∈ [0, ∞) with α ∈ (1, ∞). For t ∈ (−∞, 0], such homogeneous curve is given by its even or odd property. Except this model curve, there are some other curves γ satisfy our conditions, we here only write the part t ∈ [0, ∞).
Since the condition (CWW) imply the condition (ii) of Theorem 1.1 through Theorem 1.3, then our results should be viewed as an extension of Bennett' results in [1] . Under the conditions of Theorem 1.1, Chen and Zhu in [6] obtained the L 2 boundedness of (1.1), thus our results are also the extension of their works. More recently, In [9] , we also obtained a L 2 boundedness of H P,γ where the curvature condition were replaced by
(ii) there exists a positive constant λ 2 such that
We do not know if the conditions above are necessary or not. But at least we know that they do not imply the conditions in [6] , which are weaker than those in [1] . We may remind the readers that all the previous L 2 boundedness of H P,γ and M P,γ for general real polynomial P are based on an induction argument on the degree of the real polynomial P. And the induction argument does not work for L p with p 2. Thus our results make contribution in this direction. In this paper we choose to extend the L 2 boundedness achieved by Chen and Zhu in [6] , because they obtained a L 2 exponentially decay estimate (2.11) which is important for us. Meanwhile the condition (iii) in Theorem 1.2 appears in (2.37) and the estimate of the shift steps in (2.42). So far we don't think it could be removed from the conditions.
The study of these operators raised in different respects of mathematics such as the differential problem of functions along curves, parabolic differential equations and also the analysis on symmetric spaces. From 1970's there are enumerate literatures on this topic especially when P is a constant. We can not include all the reference but list some which somehow is our start point of the research [2, 3, 4, 11, 12] . 
For any given p ∈ (1, ∞), in this section, we intend to proof that
Proof of Theorem 1.1. By an anisotropic scaling
it suffices to show (2.1) for l = 0. Let
By Fatou's lemma, we have
where p ∈ (1, ∞). Thus Theorem 1.1 could be reduce to P ∞ < N. We may make a further restriction that γ(1) = 1 and P ∞ < 1 by making little modification of the argument. It suffices to consider
dt t with γ(1) = 1 and P ∞ < 1. We split H P,γ P 0 into two parts:
For the low frequency part H
P,γ P 0 f , we introduce an approximate operator. Let ρ be a nonnegative smooth function supported on ξ ∈ R : 1 4 ≤ |ξ| ≤ 4 and equal to 1 on ξ ∈ R : 1 2 ≤ |ξ| ≤ 2 , and let P 0 f (x 1 , x 2 ) :=
It is easy to see that H (1) P 0 f is controlled byH * P 0 f , wherẽ
SinceH * is known to be bounded on L p (R 2 ), which leads to
for all p ∈ (1, ∞). By definition, the difference between H (1) P,γ P 0 f and H (1) P 0 f can be written as
Note that γ(0) = γ ′ (0) = 0 and γ ′ is increasing on (0, ∞), then γ is increasing on (0, ∞). Since |t| ≤ 1 and γ is either odd or even, noticing γ(1) = 1 and P ∞ < 1, we have |P(x 1 )γ(t)| ≤ |P(x 1 )|γ(1) ≤ 1. By the mean value theorem
t is increasing on (0, ∞). Moreover, since γ is either odd or even, γ(1) = 1 and P ∞ < 1, it follows that
Here and hereafter, M 1 and M 2 denote the Hardy-Lttlewood maximal functions applied in the first variable and the second variable, respectively. Let p ∈ (1, ∞), since M 1 and M 2 are bounded on
Here and hereafter, · 1 and · 2 denote the first variable x 1 and the second variable x 2 , respectively. From (2.4) and (2.8), we may conclude that
We then obtain H
(1)
for any given p ∈ (1, ∞). For the high frequency part H P,γ,k P 0 f , let f := P 0 f , we first obtain a rough bound by Minkowski's inequality,
.
By Fourier transform and Plancherel's formula (see [13] ) we have
where
This operator S u f is the operator S (k) f in [6] , where Chen and Zhu obtained
for some positive constant ε 0 , with the bound independent of the coefficients of P and u, where n is the degree of P. Then
By interpolation and sum over k ≥ 0, for any given p ∈ (1, ∞), we have
This finishes the proof of Theorem 1.1.
The proof of Theorem 1.2
In this section, we set up the L p (1 < p < ∞) boundedness for (1.1) by using the shifted maximal operator, which is a powerful tool to obtain the L p boundedness for p 2.
Proof of Theorem 1.2. As in Section 2.1, we may assume that γ(1) = 1 and P ∞ < 1. Notice that the critical commutation relation H P,γ P l = P l H P,γ holds for any l ∈ Z, and by the Littlewood-Paley theory it suffices to show that
for any given p ∈ (1, ∞). For any l ∈ Z we take γ −1 (2 −l ) > 0 and decompose H P,γ P l as
where γ −1 (t) is the inverse function of γ(t). Use the triangle inequality, the left hand side of (2.13) can be controlled by
where p ∈ (1, ∞). For the first term in (2.15), we introduce the approximation operator
We have that
whereH * has been defined in Section 2.1. Since the vector-valued estimates forH * follow from Cotlar's inequality and the vector-valued estimates for the Hilbert transform and the maximal function. Then from (2.16) and the Littlewood-Paley theory one may obtain
for any given p ∈ (1, ∞). Now, as in section 2.1, we check the difference between H
P,γ,l P l f and H
We first consider the difference between H (1) P,γ,l P l f and H (1) l P l f , which can be write as p. v.
By the mean value theorem we have
whenever |w| ≤ 2 −l and s is in the annulus 2 −l+ j−1 ≤ |s| ≤ 2 −l+ j for j ∈ N. For j = 0 the estimate holds for all |s| ≤ 2 −l . Noticing we have known that γ is increasing on (0, ∞), since |t| ≤ γ −1 (2 −l ) and γ(t) is either odd or even, P ∞ < 1, it implies that |2 l P(
Thus the absolute value of (2.18) can be bounded by
Here we used the fact
t is increasing on (0, ∞) agian. We control (2.20) by
Therefore, from the vector-valued estimates for M 1 , M 2 , the Littlewood-Paley theory, for any given p ∈ (1, ∞), by the triangle inequality yields
By (2.17) and (2.22), it follows that
For the second term in (2.15), we claim that there exists a summable series {C k } +∞ k=0 such that, for any k ≥ 0 and p ∈ (1, ∞),
For p = 2, we first get the L 2 boundedness of H P,γ,k,l with the bound independent of l. Let
, we can write
Sinceγ still satisfies the conditions in Theorem 1.1, as (2.12), by scaling we have
Notice that the l 2 and L 2 norms commute, by the Littlewood-Paley theory, which leads to
Hence, from (2.26), to obtain (2.24), by interpolation it suffices to show that
for all p ∈ (1, ∞). For any k ≥ 0, we first consider H P,γ,k,l P l f . Let |t| ∼ 2 k γ −1 (2 −l ) denote 2 k γ −1 (2 −l ) < |t| ≤ 2 k+1 γ −1 (2 −l ), from the rapid decay ofρ, we have
We want to bound the last term in (2.28) by (2.29) in which the notations will be given soon. It is enough to show that
We cover the region |t| ∼ 2 k γ −1 (2 −l ) by intervals {I m } N k −1 m=0 where
and N k ∈ N such that
The left hand side of (2.30) can be controlled by
No loss the generality, we denote
We may conclude that
It is trivial to see that |J m | ≥ 1.
On the other hand, by the mean value theorem, we have
where θ ∈ [0, 1]. From (2.31), we have
Since γ ′ is increasing on (0, ∞) and
γ ′ (t) ≤ C 2 for any t ∈ (0, ∞), we get
We continue the calculation of (2.34), which can be bounded by
Given a non-negative parameter σ, and a function g ∈ L loc (R), the shifted maximal operator M (σ) is defined as
Here I (σ) denotes a shift of the interval I := [a, b] given by
We observe that
denotes the shifted maximal operator applied in the second variable and
We thus set up (2.30). So far we have
Combining (2.41), by the Minkowski's inequality, for the left hand side of (2.27), we have
, where p ∈ (1, ∞). Since γ(0) = 0, by the Cauchy mean value theorem and Theorem 1.2(iii), for any given t ∈ (0, ∞) there exists t ξ ∈ (0, t) such that
From Theorem 3.1 and the related discussion in [8] , (2.43) and the Littlewood-Paley theory, we get the following vector-valued estimates for the one-dimensional shifted maximal operator:
where p ∈ (1, ∞). Thus we can further control (2.42) by
, where p ∈ (1, ∞). Noticing (2.31) and (2.33), for any given p ∈ (1, ∞), we can bound the above term by
Therefore, we obtain (2.27), which completes the proof of Theorem 1.2.
The proof of Theorem 1.3
In this section, set up the L p boundedness of (1.2). In this case a bootstrap argument will be used.
Proof of Theorem 1.3. As in section 2.1, we may assume that γ(1) = 1 and P ∞ < 1. Since M P,γ is a positive operator we may also assume that f is non-negative. We can write
Therefore, it suffices to prove the L p boundedness of the operator
where p ∈ (1, ∞). Linearizing the supremum we consider
For the first term I f in (2.47), since the function l:
P l f oscillates slowly in the second variable, as in Section 2.1, we consider its approximate operator
We can use Fubini's theorem, since f is Schwartz function, so that
The operator inside is bounded on L p (R 2 ), since the operator
is bounded on L p (R 2 ), see ( [7] , P.368, 5.2.8.). Therefore, the L p boundedness of the operator I (1) in (2.49) follows from the L p boundedness of M 1 , where p ∈ (1, ∞).
The difference between I f and I (1) f is then given by
Similarly to (2.19), the absolute value of (2.50) can be bounded by
Note that
t is increasing on (0, ∞), combine γ is either odd or even, and P ∞ < 1, the last term in (2.51) is controlled by
Since M 1 and M 2 are bounded on L p (R), then for any given p ∈ (1, ∞), we have
Therefore, from (2.49) and (2.53), the L p boundedness of I f in (2.47) is obtained for all p ∈ (1, ∞).
The second term II f in (2.47) can be rewritten as
where ⌊x⌋, for any x ∈ R, denotes the largest integer not greater than x. To prove the L p boundedness for this object, p ∈ (1, ∞), it suffices to show that there exists positive constant r such that
For every j ∈ N we bound the left hand side of (2.55) by
(2.56)
For p = 2, in view of (2.56) it suffices to prove 2 k <|t|≤2 k+1
for every fixed k ∈ Z and j ∈ N, because the l 2 and L 2 norms commute. By anisotropic scaling
we reduce our estimate to consider
That is,
From (2.58), there exists a positive constant β ∈ [0, 1) such that
Note that γ is increasing on (0, ∞) and γ(1) = 1, from (2.60), we have k ≥ 0 in (2.59).
We now claim there exists a positive constant ε 0 such that . Therefore, we proved (2.55) for p = 2.
So far we set up
We will use a bootstrap argument as Nagel et al. in [10] . We want to prove (2.55) for p ∈ (1, 2). By interpolation with the L 2 boundedness it suffices to prove
⌋+ j f (x 1 − t, x 2 − P( for certain q 1 ∈ (1, ∞) and q 2 ∈ (1, ∞). By the same argument as in (2.9), we see that (2.66) holds for all q 1 = q 2 , where q 1 , q 2 ∈ (1, ∞). By the Littlewood-Paley theory, for any given p ∈ (1, ∞), we have
f L p (R 2 ) . (2.67) This, combined with the fact that the L 2 boundedness of M P,γ , by linearizing the supremum, further implies that (2.66) holds for q 1 = ∞ and q 2 = 2. Then interpolation implies that (2.65) holds for all p ∈ ( 4 3 , 2). Thus we have
f L p (R 2 ) (2.68) for all p ∈ ( 4 3 , 2). Repeating the interpolation using q 1 = ∞ and q 2 ∈ ( 4 3 , 2), we can prove (2.65) and (2.68) holds for all p ∈ ( 8 7 , 2). Reiterating this process sufficiently many times we can show (2.68) holds for all p ∈ (1, 2) .
Finally, the L p boundedness of M P,γ for p ∈ (2, ∞) follows by interpolation with the trivial L ∞ boundedness. Altogether we have proved Theorem 1.3.
