We address for the first time the question of how networked agents can collaboratively fit a Morozov-regularized linear model when each agent knows a summand of the regression data. This question generalizes previously studied data-splitting scenarios, which require that the data be partitioned among the agents. To answer the question, we introduce a class of network-structured problems, which contains the regularization problem, and by using the Douglas-Rachford splitting algorithm, we develop a distributed algorithm to solve these problems. We illustrate through simulations that our approach is an effective strategy for fully distributed linear regression.
INTRODUCTION
A distributed algorithm is a method for solving a problem with data divided among networked agents. It is fully distributed when • each agent communicates only with its neighbors, • no agent shares its part of the data with any other agent, and • all the agents agree on a solution.
In this paper, we develop a fully distributed algorithm for linear regression.
Problem statement
Consider m networked agents (these can be computers, data centers, etc.) concerned with a phenomenon. Each agent has obtained some data on this phenomenon, and collectively the agents have amassed a matrix A in R p×q and a vector b in R p . Neither A nor b is centrally available. Figure 1 highlights what part of A an agent may know: an agent may know a block of a partition, as in examples (a), (b), and (c), or an arbitrary part that overlaps what another agent knows, as in example (d). In the context of developing a fully distributed algorithm for regressing b on A, this last example typifies a case of data splitting not yet considered in the literature.
In this paper, our goal is to have each agent linearly regress b on A within a residual 2-norm of and to have the agent regularize the solution through a function r : R q → R ∪ {+∞}. In other words, despite only knowing a part of the data, each agent must solve the following problem, attributed to Morozov [1] :
To clarify the context, we make some assumptions:
1. Problem (1) has a solution.
2. The network of agents is connected but otherwise arbitrary. 3 . The regularizer r is a closed proper convex function. 4. The relative interior of the effective domain of r, the set ri dom r, contains a vector w such that Aw − b = 0 if = 0, and 5. The agents know m, r, and , and four numbers (to be described later), s1, s2, γ, and λ. 6. They also know the dimensions of A and b, and for each entry in A and b that each agent knows, the agent knows the position of the entry and the number of agents that know the entry.
Let us label the agents 1 to m and comment on this last assumption. Because of this key assumption, agent i can express its part of the data as a matrix Ai and a vector bi, so that
Of course, Ai ∈ R p×q and bi ∈ R p , and neither can be transferred between the agents. Our goal is to develop a fully distributed algorithm for solving (1) when each agent knows a summand of A and b.
Related work
To the best of our knowledge, (1) has never been considered in the context that we have described. Many works have examined other scenarios. These scenarios involve rigid ways of splitting the data and specific networks. Our paper is related to the works of Mota et al. [2] - [4] , who considered data splitting as in Fig. 1 (a) and Fig. 1(b) , and Parikh and Boyd [5] , who considered data splitting as in Fig. 1 (c) along with a network tied to the data. These works do not treat a more arbitrary kind of splitting, as in Fig. 1(d) . However, such a splitting-originally considered by Kannan et al. [6] for principal component analysis-is quite reasonable: an agent could know any part of the data, even a part that overlaps what another agent knows. In this paper, we fill this gap.
Our approach uses the Douglas-Rachford algorithm [7] , [8] , with our own version of scaling, a preconditioning strategy introduced by Giselsson and Boyd [9] . To develop our approach, we introduce a class of network-structured problems. This class is a subset of a class due to Combettes [10] .
Our study belongs to a growing body of recent work on applying proximal splitting algorithms [11] , like the alternating direction method of multipliers (ADMM), to obtain distributed algorithms. This body of work is perhaps most inspired by Boyd et al. [12] .
Our main result, Algorithm 1, is a fully distributed algorithm for solving (1) . Our other contributions, which serve to develop our main result, can be summarized as follows:
• We generalize the Douglas-Rachford algorithm so that it has scaling built in. See Algorithm 2. • We introduce a class of network-structured problems, and by using Algorithm 2, we develop a distributed algorithm, Algorithm 3, that solves these problems. Our main result is a special case of this algorithm. • We specify a condition for Algorithm 3 to converge to a solution.
See Proposition 1. • We provide a result, Proposition 2, for decomposing inequality constraints into local inequality constraints. This result allows us to reformulate (1) as a network-structured problem.
Although these bulleted results serve a specific purpose in our work, they may find other use in distributed optimization.
MAIN RESULT
We begin with our main result. In this algorithm, each agent i communicates with its neighbors, which constitute the set Ni, and never shares Ai and bi with the other agents. Under assumptions 1-5, the agents approach a consensus on a solution to (1) .
Algorithm 1 In-network linear regression algorithm
This algorithm provides each agent i with a sequence wi,0, wi,1, . . . that converges to a solution to (1) . The first step is to initialize the network with four real numbers, s1 = 0, s2 = 0, γ > 0, and λ ∈ (0, 2), and to let each agent i choose, for each j in Ni, two vectors, y1,ij,0 ∈ R q and y2,ij,0 ∈ R p . Then, in parallel with the other agents, each agent repeats the following steps. After n iterations, agent i 1. receives from each neighbor j two vectors, y 1,ji,n and y2,ji,n;
2. finds, for each j in N i, the vector y1,ij in R q that minimizes
and assigns the minimizer to y 1,ij,n+ 1 2 ;
3. finds the vector wi in R q and the family (Δvij)j∈N i of vectors in R p that together minimize
and assigns the minimizers to wi,n and (Δvij,n)j∈N i ; 4. updates, for each j in N i, two vectors, y1,ij,n+1 = y1,ij,n + λ(s1wi,n − y 1,ij,n+ 1 2 ) and y2,ij,n+1 = y2,ij,n + λ s2Δvij,n − 1 2 (y2,ij,n − y2,ji,n) , and sends them to neighbor j.
DEVELOPMENT
We now proceed to derive our main result. It is a special case of a general distributed algorithm that we develop in this section.
Background
The machinery behind our main result is a proximal splitting algorithm. Splitting algorithms solve problems of the form
by treating the two functions one at a time. The most versatile splitting algorithm, requiring only a few assumptions, is the Douglas-Rachford algorithm. It is related to ADMM, which has gained popular currency for developing distributed algorithms.
The main ingredient in the Douglas-Rachford algorithm is the proximity operator. We consider a variant of the operator [11, p. 202 ]. This variant is defined with respect to a closed proper convex function f :
When M is the identity matrix, the operator is the proximity operator, prox f . Under the assumptions that (3) has a solution, that f1 and f2 are closed proper convex functions, and that Recently, scaling, a preconditioning strategy, has been proposed for the Douglas-Rachford algorithm [9] . The strategy is to use an invertible matrix S in R N ×N (a diagonal matrix for simplicity) and a vector y in R N to carry out a change of variables y = Sx and to apply the algorithm to solve for y. When y is found, x can be obtained. For some choices of S, this technique can improve the convergence rate of the algorithm.
Algorithm 2 is the Douglas-Rachford algorithm with scaling built in. In the original description of scaling, the algorithm is applied to the preconditioned problem. In our version, the preconditioning is implicit and the algorithm produces at every iteration an approximation to a solution to the unmodified problem. When S is the identity matrix, Algorithm 2 is the Douglas-Rachford algorithm.
Algorithm 2 Scaled Douglas-Rachford algorithm
This algorithm produces a sequence x0, x1, . . . that converges to a solution to (3) .
Initially, choose two real numbers, γ > 0 and λ ∈ (0, 2), an invertible matrix, S ∈ R N ×N , and a vector, y0 ∈ R N . Then, for n = 0, 1, . . . , 
Network-structured problems
In general, an optimization problem in a network involves various things (vectors, matrices, functions) divided among the agents.
To each agent i, we assign, for each j in Ni, a vector xij in R N ij . As a simple example, we refer to Fig. 2 . We do the same with a matrix Sij in R N ij ×N ij .
We stack all the vectors into a vector x and all the matrices into a block-diagonal matrix S. We arrange the components top to bottom in increasing order of i and j, with i taking precedence over j. In our example,
We refer to x as a network vector and to S as a network matrix.
We view the family of vectors (xij)j∈N i as a vector and the family of matrices (Sij)j∈N i as a block diagonal matrix. We arrange their components top to bottom in increasing order of j.
To each agent i, we assign a function f1,i of (xij)j∈N i , and for each j in Ni, a function f2,ij of
x ij x ji . Both functions take values in R ∪ {+∞}. We assume that f2,ij
x ji x ij . Let E be the set that comprises every unordered pair of agents that are neighbors. The idea is to have the agents collaborate to solve the problem (cf. [10, eq. (1.7)])
each agent i working with its functions and determining (xij)j∈N i . This problem describes a class of problems for which a method like Algorithm 2 can provide a distributed algorithm. Remark: Suppose that the agents just needed to minimize the first sum in (4). They could work independently, each agent determining its vector. They could do this because the objective would be separable, being a sum of terms depending on separate parts of x. Similarly, suppose that the agents just needed to minimize the second sum. Each pair of agents that are neighbors could work independently of other pairs.
In developing an algorithm for solving (4), we would like the agents to work with each sum in (4) one at a time in a way that maintains the separability of the terms. Algorithm 2 can be used for this purpose. In the algorithm, we make S a network matrix and xn and yn network vectors. Each proximity operator in the algorithm decomposes, so that each agent only needs to handle operations with respect to the functions that it has. The result is Algorithm 3.
Based on the conditions that we gave in Section 3.1 for the convergence of the Douglas-Rachford algorithm, we can prove the following proposition about the convergence of Algorithm 3:
Proposition 1 Suppose that (4) has a solution, that every f1,i and f2,ij are closed proper convex functions, and that there exists a network vector x such that every (xij)j∈N i belongs to ri dom f1,i and every
x ij
x ji belongs to ri dom f2,ij. Then, the statement about convergence in the listing of Algorithm 3 holds.
Regression as a network-structured problem
The main obstacle in deriving a distributed algorithm for solving (1) is that the inequality constraint in the problem couples the data of the agents. We can, however, prove the following proposition, which allows us to separate the constraint.
Proposition 2 Let g be a real-valued continuous convex function on a vector space V. Let v1, . . . , vm be vectors in V and be a real number. A sufficient and necessary condition that
is that for all positive real numbers p1, . . . , pm that sum to 1, there exist vectors Δv1, . . . , Δvm in V that sum to zero such that
For a connected network of m agents, we can show that there must exist a network vector Δv such that for every agent i, the vector Δvi in the proposition is equal to j∈N i Δvij.
We now reformulate (1) . Let uij be a vector in R q and Δvij be a vector in R p . Let xij be the vector and every wi must be the same vector. Because of Assumption 1 and Proposition 2, this vector must be a solution to (1) .
Algorithm 3 Distributed scaled Douglas-Rachford algorithm
This algorithm provides each agent i with a sequence (xij,0)j∈N i , (xij,1)j∈N i , . . . that converges to the (xij)j∈N i part of a solution to (4) .
The first step is to initialize the network with two real numbers, γ > 0 and λ ∈ (0, 2), to let each agent i choose, for each j in Ni, a vector yij,0 in R N ij , and to let each pair of agents {i, j} that are neighbors choose two invertible matrices, Sij ∈ R N ij ×N ij and Sji ∈ R N ji ×N ji . Then, in parallel with the other agents, each agent repeats the following steps. After n iterations, agent i 1. receives from each neighbor j the vector yji,n;
2. computes, for each j in Ni, the vector Obtaining a fully distributed algorithm for solving (1) is now just a matter of applying Algorithm 3. Let Sij be a diagonal matrix with nonzero entries s1 and s2 such that Sijxij = s 1 u ij s 2 Δv ij . Let xij,n be, appropriately, the vector u ij,n Δv ij,n , and let yij,n be partitioned similarly, as y 1,ij,n y 2,ij,n . Simplifying the proximity operations, and recognizing that for every agent i, every uij,n must be the same, which we denote by wi,n, we obtain Algorithm 1.
We can prove that under assumptions 3 and 4, the conditions in Proposition 1 hold. Thus, the statement about convergence in the listing of Algorithm 1 holds.
SIMULATIONS
In this section, we give an example of how we can use Algorithm 1.
We consider (1) with r being the 1-norm. In this case, we can show that y 1,ij,n+ 1 2 is the result of applying an entry-wise softthresholding operator to 1 2 (y1,ij,n + y1,ji,n). Let [y] k denote the kth entry of a vector y. The kth entry of the vector obtained by applying this operator to y is given by (cf. [14, Sec. 1.1])
We solve the problem in Step 3 of Algorithm 1 by solving the Lagrangian dual of the problem using Newton's method. For the sake of brevity, we omit the details of this implementation. We consider a network of six agents. To generate the network, we randomly pick agents between 1 and 6 with replacement. We make neighbors out of consecutively picked agents that are not the same. We continue this process until we have picked all the agents at least once.
We consider data from a 20 × 40 matrix A and a corresponding vector b. We draw the entries of A and b randomly from independent normal entries of mean 0 and variance 1. We split A among the agents in the same way as in Fig. 1(d) . Agent 1, for example, knows the highlighted part. In splitting b, we assume that an agent knows an entry of b only if it knows at least part of the corresponding row of A.
We perform the regression with set to 0.01. We fix s1 and s2 to 1, and by repeating the experiment several times with the same data, we choose a value of 0.02 for γ and 1.9 for λ to give a good picture of the convergence rate. All other initializations are to zero.
We illustrate in Fig. 3 the convergence of Algorithm 1. The plot shows the relative error w1,n − w * w * between agent 1's approximation, w1,n, at iteration n and a solution, w * , computed centrally. The plot depicts the typical error curve seen when using the Douglas-Rachford algorithm to centrally solve 1-minimization problems [14] . When = 0, for a sufficiently small positive number θ, the 1minimization problem has the same solution as that of a problem in Fig. 4 . For some problems, convergence can be slow (a), but adding an 2 term can accelerate it (b), and even more so with scaling (c).
which an 2 term, θ w 2 , is added to w 1 [15] . With this additional term, we can show that (5) must be multiplied by (γθ/s 2 1 + 1) −1 (cf. [14, Sec. 3.1] ). The additional term makes the objective of (1) strongly convex, a property that allows scaling to accelerate convergence [9, Sec. VI.A]. We give an example of this acceleration in Fig. 4 . The experiment is the same as before, with the same parameters, except that = 0, and with scaling and the additional term, s1 = 2/3, s2 = 0.5, and θ = 0.17. We choose these parameters in the same way as we chose the other parameters, over several trials, to show the potential of scaling. Although the additional term already accelerates convergence (compare curves (a) and (b) in Fig. 4 ), scaling (as curve (c) exemplifies) accelerates it even more.
CONCLUSION
In this paper, we have developed a distributed algorithm for innetwork optimization and proposed a special case of it for linear regression. Our approach uses the Douglas-Rachford algorithm with scaling. We have provided an example that shows how scaling can accelerate the convergence rate of our algorithm for 1 minimization.
Our study is a proof of concept that fitting a linear model with data divided into summands among networked agents is possible. It demonstrates that having the data partitioned among the agents, as required by previously proposed methods, is not needed for developing a fully distributed algorithm for in-network linear regression.
