Abstract. Given a nonsymmetric matrix A, we investigate the effect of perturbations on an invariant subspace of A. The result derived in this paper differs from Stewart's classical result and sometimes yields tighter bounds. Moreover, we provide norm estimates for the remainder terms in well-known perturbation expansions for invariant subspaces, eigenvectors, and eigenvalues.
1. Introduction. A subspace X ⊂ C n of a matrix A ∈ C n×n is called invariant if it satisfies AX ⊂ X .
(1.1)
In this paper, we reconsider the classical question of estimating the impact of perturbations in A on X . Suppose that the columns X ∈ C n×k form an orthonormal basis of X . Then (1.1) implies the existence of A 11 ∈ C k×k such that AX = XA 11 . The eigenvalues of A 11 are independent of the choice of basis and constitute the spectrum of the restriction of A to X . Extending X to a unitary matrix [X, X ⊥ ] leads to the block Schur decomposition 3) holds, adding a small perturbation A → A + E implies a change in the invariant subspace that is asymptotically proportional to E . Various bounds on the change of invariant subspaces under perturbations of A have been derived, notably by Davis and Kahan [6] , Stewart [18, 19] , Demmel [8] , Sun [24] , and many others. In the general nonsymmetric case, these bounds are only valid as long as E remains sufficiently small. A minimal requirement is that the separation condition (1.3) remains valid under perturbations. In the language of pseudospectra, this means that E should stay below the critical perturbation level ε for which the components of the ε-pseudospectrum containing Λ(A 11 ) and Λ(A 22 ) first meet each other [1] . It turns out that some existing perturbation results are unnecessarily restrictive and require E to stay significantly below this critical level. The main contribution of this paper consists of a novel perturbation bound for invariant subspaces, see Theorem 3.1 below. To derive this bound, we employ pseudospectral techniques in the analysis of a quadratic matrix equation.
The rest of this paper is organized as follows. In Section 2, we introduce the basic tools for the perturbation analysis of invariant subspaces and recall some existing results. Section 3 contains the statement and proof of our main result, a new perturbation bound for invariant subspaces. In Section 3.2, it is shown that this bound is sharp for a 2 × 2 example. Section 3.3 discusses a variation of the main result based on the block diagonalization of A, while Section 3.5 provides a comparison to existing perturbation bounds. In Section 4, the former is used to quantify existence conditions and remainder terms for well-known eigenvalue and eigenvector expansions.
Separation between matrices.
The condition (1.3) can be quantified by the separation between A 11 and A 22 . Based on Varah's original definition [27] , Demmel [8] has proposed sep λ (A 11 , A 22 ) := sup{ε > 0 | Λ(A 11 + E 11 ) ∩ Λ(A 22 + E 22 ) = ∅ for all E 11 , E 22 with max{ E 11 2 , E 22 2 } ≤ ε}.
This definition has an important interpretation in terms of ε-pseudospectra, defined as Λ ε (M ) = z ∈ C | z ∈ Λ(M + E) for some E ∈ C n×n with E 2 ≤ ε for a matrix M ∈ C n×n [26] . The separation (2.1) is the minimum value of ε such that Λ ε (A 11 ) ∩ Λ ε (A 22 ) is nonempty. This interpretation yields the expression sep λ (A 11 , A 22 ) = inf λ∈C max σ min (A 11 − λI), σ min (A 22 − λI) , where σ min (·) denotes the smallest singular value of a matrix. Based on this expression, an algorithm for computing sep λ has been developed by Gu and Overton [11] .
Although sep λ is not an appropriate measure to quantify the perturbation of invariant subspaces, it will still play a role in our derivations. Stewart [19] has introduced a different notion of separation based on the observation that (1.3) is satisfied if and only if the Sylvester operator
is nonsingular. The separation of A 11 and A 22 with respect to an arbitrary norm · is defined as
Then sep(A 11 , A 22 ) = 0 if and only if (1.3) holds. Examples in [8, 27] show that the quantity sep(A 11 , A 22 ) can be magnitudes smaller than sep λ (A 11 , A 22 ). In the following, sep F (A 11 , A 22 ) = min Z F =1 ZA 11 − A 22 Z F denotes the separation with respect to the Frobenius norm. An efficient algorithm for estimating sep F (A 11 , A 22 ) can be derived from the inverse power method [4] . Various lower and upper bounds for sep F (A 11 , A 22 ) can be found in [22, 23, 28] . Lower bounds for other norms are discussed in [29] . Proposition 2.1 below relates sep with sep λ and the distance between the spectra of A 11 and A 22 . Most of its statements are well known; we have included the proof for the convenience of the reader. Recall that a norm · is said to be unitarily invariant if U ZV = Z for all unitary matrices U, V of compatible size. A norm is unitarily invariant if and only if
for all matrices of compatible size. Proposition 2.1. Let A 11 , E 11 ∈ C k×k , A 22 , E 22 ∈ C (n−k)×(n−k) and λ ∈ C. Let δ = min{ |λ − µ| |λ ∈ Λ(A 11 ), µ ∈ Λ(A 22 ) } denote the distance between the spectra Λ(A 11 ) and Λ(A 22 ).
(a) For any norm, sep(
Proof. Consider vectors x and y * such that x 2 = y 2 = 1, y * A 11 = λ y * and A 22 x = µ x for λ ∈ Λ(A 11 ), µ ∈ Λ(A 22 ). Let Z = xy * . Then ZA 11 − A 22 Z = (λ − µ)Z. This implies (a). To show the statements of (b), let
for perturbations satisfying E 11 2 = E 22 2 = |λ − µ|/2. This yields the second inequality in (biii). The statement of (bii) follows from the inequality
In particular, if max{ E 11 2 , E 22 } < sep(A 11 , A 22 )/2 then sep(A 11 + E 11 , A 22 + E 22 ) > 0. Thus, Λ(A 11 + E 11 ) ∩ Λ(A 22 + E 22 ) = ∅. This yields the first inequality of (biii). Next, we show (c). Suppose that A 11 and A 22 are normal, and let U, V be unitary matrices such that 
2.2. Invariant subspaces and a quadratic matrix equation. Let us consider a general matrix A ∈ C n×n and partition
For given Z ∈ C (n−k)×k , consider the similarity transformation
which becomes block upper triangular if and only if the quadratic matrix equation 
(ii) The rows of [−Z I] span a left invariant subspace of A such that
(iii) The quadratic matrix equation (2.5) is satisfied.
2.
3. An asymptotic result. Perturbation bounds that are asymptotically valid as E → 0 can be obtained in a relatively straightforward way from truncating perturbation expansions. For invariant subspaces, such expansions have been discussed in [5, 14, 25] . In the following, we will illustrate this approach.
Lemma 2.3. Given A ∈ C n×n , suppose that there exists Z ∈ C (n−k)×k such that f (A, Z) = 0, with f defined as in (2.5). If Λ(A 11 + A 12 Z) ∩ Λ(A 22 − ZA 12 ) = ∅ then there exist an open neighborhood E ⊂ C n×n of 0 and an open neighborhood Z ⊂ C (n−k)×k of Z such that for each E ∈ E the equation f (A + E, Z E ) = 0 has a unique solution Z E ∈ Z. Moreover, Z E depends holomorphically on E and admits the first-order expansion
with the Sylvester operator
Proof. Clearly, f is a holomorphic function in the entries of A and Z. The derivative of f with respect to the variable Z equals the Sylvester operator −T Z . Since A 22 − ZA 12 and A 11 + A 12 Z have disjoint spectra, the operator T Z is invertible. Thus, the lemma follows from the implicit function theorem [15] .
The way Lemma 2.3 is stated will be convenient for later purposes. However, for the sake of an asymptotic result, we may assume without loss of generality that the unperturbed matrix A is already in block triangular form,
By Lemma 2.2, this is equivalent to requiring that X = I k 0 spans an invariant subspace of A.
Combining the statement of Lemma 2.3 with Lemma 2.2 then yields the following result. Corollary 2.4. Let A be in block triangular form (2.6) and assume Λ(A 11 ) ∩ Λ(A 22 ) = ∅. Then, for every E with E sufficiently small, there exists an invariant subspace X E = span I Z E of A + E, such that Z E admits the first-order expansion
Recently, Stewart [20] has derived bounds on E for which Z E , as a function of E, is Fréchet differentiable. Once we have obtained Z E , there are different ways of comparing the two invariant subspaces
of the matrices A and A + E, respectively. If σ 1 ≥ σ 2 ≥ · · · ≥ σ k denote the singular values of Z E then the ith canonical angle between X and X E is given by
generates a metric on the k-dimensional subspaces of C n for any unitarily invariant matrix norm · . However, it is sometimes more convenient to simply use
for measuring the distance, which remains close to sin(Θ(X , X E )) as long as Z E is small. The first-order result
is now readily obtained from Corollary 2.4. This also confirms that sep(A 11 ,
2.4. Non-asymptotic results. The derivation of non-asymptotic results requires a more careful study of the quadratic matrix equation f (A + E, Z E ) = 0, with f as in (2.5) and
In particular, A is assumed to be block upper triangular. Then Stewart's result [18, Thm 4.1], see also [21, Thm 2.7] , reads as follows. Theorem 2.5. Let · denote a consistent family of norms (i.e. XY ≤ X Y whenever the matrix product XY is defined). Let A + E ∈ C n×n be partitioned as in (2.10) and set
If s E > 0 and
then there exists a unique solution
Interestingly, Theorem 2.5 can be derived directly from the Newton-Kantorovich theorem, see Appendix A. Remark 2.6. For a unitarily invariant family of norms · , the result of Theorem 2.5 still holds if s E is replaced withs E = sep(A 11 , A 22 ) − E 11 2 − E 22 2 , E 12 is replaced with E 12 2 and A 12 is replaced with A 12 2 . See Appendix A.
A different analysis for the case of the Frobenius norm has been given by Demmel [8] , see also [16] .
Theorem 2.7 ([16, Thm 1.15]). Using the notation of Theorem 2.5, assume that
where P denotes the spectral projector of A belonging to Λ(A 11 ). Then there exists a unique solution
A comparison of Theorems 2.5 and 2.7 with our results is given in Section 3.5.
3. Main result. Our main result admits the use of different norms for measuring the perturbation E and the solution Z. More specifically, we consider two norms · :
is equivalent to requiring that · is unitarily invariant. In particular, there is a symmetric gauge function Φ such that Theorem 3.1. Consider the block triangular matrix
and assume that Λ(A 11 ) ∩ Λ(A 22 ) = ∅. Let · and | | | · | | | be norms on C (n−k)×k and C n×n , respectively, that satisfy the conditions (N1)-(N4). Let
(c) There exists a unique holomorphic function
with the following properties.
The spectrum of the restriction of A + E to X E is contained in the pseudospectrum Λ g( E 2) (A 11 ). The spectrum of the restriction of
as well as
where T : Z → ZA 11 − A 22 Z. Remark 3.2. The inequality (3.2) gives a bound for the remainder O( E 2 ) in the first-order expansion (2.7).
Remark 3.3. The first bound in (3.1) looks quite complicated. A slightly weaker but more appealing estimate for Z E is
which can be derived as follows. Setting ψ( ) = 2/ s + s 2 − 4 ( + A 12 ) the first bound in (3.1) can be written as [13] . Statement (b) is a consequence of Proposition 2.1 (biii). It remains to prove statement (c), in particular the upper bound (3.1). For this purpose, we will first derive an auxiliary result showing that this upper bound and a certain lower bound are mutually exclusive. The main part of the proof then consists of ruling out the lower bound by a continuity argument. In the following, we will write Z instead of Z E for notational convenience.
Lemma 3.4. With the notation and assumptions stated in Theorem 3.1, define
Proof. By direct computation, it can be verified that r − (ε) and r + (ε) are the zeros of the quadratic polynomial p ε (r) := (ε + A 12 2 )r 2 − s r + ε. Since its leading coefficient is positive, we have
The assumption Λ(A 11 ) ∩ Λ(A 22 ) = ∅ of Theorem 3.1 implies that the Sylvester operator T : Z → ZA 11 − A 22 Z is nonsingular, and hence s = T −1 −1 . The equation f (A + E, Z) = 0 can be written as
or, equivalently,
Using (2.3) and the fact that [−Z
Thus, the claim follows from (3.4) .
Note that the upper bound Z ≤ r + (| | |E| | |) in Lemma 3.4 is equivalent to the first inequality in (3.1).
Lemma 3.5. For E ∈ B ρ let I E denote the set of t ∈ [0, 1] such that there exists a matrix Z with the following properties:
Proof. The proof of the statement proceeds via analytic continuation in three steps.
Step 1. Since the conditions (α)-(δ) hold for t = 0 and Z = 0, it follows that 0 ∈ I E .
Step 2. We now claim that there exists ε > 0 such that [t,t + ε) ⊂ I E for anyt ∈ I E witĥ t < 1. LetẐ be such that f (A +tE,Ẑ) = 0. The pseudospectra Λ g( E 2) (A 11 ) and Λ g( E 2 ) (A 22 ) are disjoint by Theorem 3.1 (b). Thus Λ 1 (t) and Λ 2 (t) are disjoint, too. Hence, Lemma 2.3 applied to A +tE implies that there exist ε > 0 and a holomorphic function [t,t + ε) t −→ Z t ∈ C m×l such that f (A + tE, Z t ) = 0 and Zt =Ẑ. We may assume thatt + ε < 1. The set Λ 1 (t) is the spectrum of A + tE restricted to the right invariant subspace [I Z t ] . Thus,
However, since the latter pseudospectra are disjoint closed sets it follows from Λ 1 (t) ⊆ Λ g(| | |E| | |) (A 11 ) and the continuity of eigenvalues that Λ 1 (t) ⊆ Λ g(| | |E| | |) (A 11 ) for all t ∈ [t,t + ε). Analogously, we conclude that Λ 2 (t) ⊆ Λ g(| | |E| | |) (A 22 ) for all t ∈ [t,t + ε). It remains to verify property (δ)
Since the former inequality holds for t =t and r + (| | |E| | |) < r − (| | |E| | |), the continuity of t → Z t implies that Z t ≤ r + (| | |E| | |) for all t ∈ [t,t + ε). This establishes the claim.
Step 3. We now claim that the set I E is closed. Let (t j ) be a sequence in I E with limit t * . Then there exists a sequence (Z j ) such that the pairs (t j , Z j ) satisfy (α)-(δ). In particular Z j ≤ r + (| | |E| | |) for all j. By compactness the sequence (Z j ) has a convergent subsequence. Let Z * denote its limit. Then (t * , Z * ) satisfies (α)-(δ). In particular, the properties (β) and (γ) for (t * , Z * ) are consequences of the continuity of eigenvalues and the closedness of the pseudospectra Λ g( E 2) (A 11 ), Λ g( E 2 ) (A 22 ). This establishes the claim.
From
Step 3, together with Steps 1 and 2, it follows that 1 = sup I E ∈ I E .
Proof of Theorem 3.1 (c). By applying Lemma 2.2 to A + E, each of the conditions (ci) and (cii) of Theorem 3.1 is equivalent to property (α) of Lemma 3.5 for t = 1. Again by Lemma 2.2, condition (ciii) is equivalent to the properties (β) and (γ) for t = 1. Thus, Lemma 3.5 establishes the existence of Z satisfying (ci)-(ciii) as well as the first inequality in (3.1).
Next we prove uniqueness of any such matrix Z. For this purpose, suppose that f (A+E,
Since both Z andZ satisfy properties (β) and (γ) for t = 1, the spectra Λ(Ã 22 ) and Λ(Ã 11 ) are disjoint. Thus, Z −Z = 0.
In summary, we have shown the existence and uniqueness of a function E → Z E satisfying the conditions (i)-(iii) in Theorem 3.1. Lemma 2.3 implies that this function is holomorphic. It remains to prove the inequality (3.2). The relation f (A + E, Z E ) = 0 is equivalent to
Furthermore, by (3.1) we have Z E ≤ 2| | |E| | |/s < 2ρ/s ≤ 1. Thus,
This concludes the proof of Theorem 3.1.
3.2. The 2 × 2 case. In this section we show for a 2 × 2 example that the bounds in Theorem 3.1 are sharp. Let
Then s is the separation of the diagonal elements of A and E 2 = ε. Furthermore, let ρ = see also [13] . By Theorem 3.1 (a),
where D r (z) ⊂ C denotes the closed disk of radius r ≥ 0 around z ∈ C. If ε < ρ then ε(ε + c) < s/2 and the disks in (3.5) are disjoint. Hence, the pseudospectrum Λ ε (A) has two connected components. For ε = ρ the disks in (3.5) touch each other at 0 ∈ C. From (3.5) it follows that also 0 ∈ σ ρ (A). Hence, σ ε (A) has only one connected component for ε ≥ ρ. The eigenvalues of A + E are
These eigenvalues lie close to the boundary of Λ ε (A). The situation is illustrated in Figure 3 .1, where the shaded regions represent pseudospectra, the circles represent the boundaries of the disks D √ ε(ε+c) (±s/2), and the dots mark the eigenvalues λ ± (ε). A right eigenvector to the eigenvalue λ − (ε) is given by [1 z ε ] , where z ε = 2ε/(s + s 2 − 4ε(ε + c)). If ε < ρ then the eigenvalues are real and distinct. If ε = ρ then A + E is similar to a Jordan block. More specifically, in this case we have
If ε > ρ then the eigenvalues λ ± (ε) are purely imaginary. Note that the function ε → z ε is not differentiable at ε = ρ.
3.3.
A bound in terms of the spectral decomposition. The purpose of this section is to derive a bound based on the block diagonalization of A. We assume the setting of Theorem 3.1. In particular, A is block triangular and Λ(A 11 )∩Λ(A 22 ) = ∅. Then there exists a unique R ∈ C k×(n−k) such that RA 22 − A 11 R = A 12 . We have
Hence, the columns of [R I] span a right invariant subspace X c of A which is complementary to X = range([I 0] ). The projector onto X along X c is the spectral projector P = I −R 0 0 .
2 is the condition number of G [8] and
Furthermore, we have
where ϕ is the smallest angle between the subspaces X and X c , see [7] . With these preparations we are in a position to state and prove the following theorem. Theorem 3.6. Let A and s be defined as in Theorem 3.1, let · and | | | · | | | be unitarily invariant norms on C (n−k)×k and C n×n , respectively, satisfying the conditions (N1)-(N4). Let R and κ be defined as above. If | | |E| | | < s/(2κ) then there exists a unique W E ∈ C (n−k)×k , depending holomorphically on E with the following properties.
(i) The columns of
(ii) The rows of
(iii) The spectrum of the restriction of A + E to X E is contained in the pseudospectrum Λ κ E 2 (A 11 ). The spectrum of the restriction of
and
where
Then the columns of [I Z E ] span X E , the rows of [−Z E I] span the subspace Y E , and 
Hence, the claims (i)-(iv) follow from (i')-(iv'), the equivalences (3.10), the inequality (3.11) and the fact thatÊ 21 
The first statements of claim (v) follow from the identities
is a consequence of (3.7).
Remark 3.7. If E and the underlying norms fulfill the assumptions of both Theorem 3.1 and Theorem 3.6 then the solution matrices Z E established in these theorems are identical. This follows from the uniqueness statement in Theorem 3.1. Note that the bound (3.1) is tighter than the bound (3.9).
The case of Frobenius norm.
We now specialize our bounds to the case that the underlying norm is the Frobenius norm · F on C (n−k)×k . To this end, we define a unitarily invariant norm on C n×n by 12) where σ 1 (E) ≥ σ 2 (E) ≥ . . . ≥ σ n (E) denote the singular values of E ∈ C n×n in nonincreasing order. Note that E F,k ≤ E F with equality if and only if rank E ≤ k. Since the conditions (N1)-(N4) are satisfied for · = · F and | | | · | | | = · F,k , we have the following corollary to Theorems 3.1 and 3.6.
Corollary 3.8. Let A ∈ C n×n be partitioned as in Theorem 3.1. Let R, κ and p be defined as above, and let s = sep F (A 11 , A 22 ) .
then the matrix Z E in Theorem 3.6 satisfies
(3.14)
If E satisfies both conditions, E F,k < ρ and E F,k < s 2κ , then the matrices Z E in (i) and (ii) are identical.
Comparison with existing results.
Comparison with Theorem 2.7. Since always E F,k ≤ E F , R 2 ≤ p and κ ≤ 2p the bound (3.14) is an improvement of Demmel's bound in Theorem 2.7.
For the particular case that A is block diagonal (i.e. A 12 = 0) we have κ = p = 1, R = 0, and (3.14) as well as (3.13) state
where s = sep F (A 11 , A 22 ). In contrast, Theorem 2.7 yields
On the other hand, if R 2 is large then the constants in the bound (3.14) and in Demmel's bound are nearly identical since then R 2 ≈ p and 2κ/p ≈ 4.
Comparison with Theorem 2.5. It is not that easy to compare our bound (3.1) with Stewart's bound (2.12) from Theorem 2.5. First of all, the bound (3.1) holds under the condition
, where s = sep(A 11 , A 22 ) and s E = s − E 11 − E 22 . Hence, these bounds have different range of applicability. The advantage of the bound in Theorem 3.1 over Stewart's result is that it has the separation s in the denominator instead of the smaller number s E .
On the other hand, (3.1) works with the norm of the whole matrix E and Stewart's bound involves the norms of the blocks E ij , which are smaller than | | |E| | |. In particular, Stewart's bound properly predicts Z E = 0 when E 21 = 0. Our bound (3.1) does not reflect this fact.
Following advice by Stewart, we performed several numerical experiments with random matrices and perturbations. Not surprisingly, in these experiments Stewart's bound is observed to be tighter than ours in most cases when | | |E| | | is small compared to s/2. The same observation is made when A 12 is not significantly smaller than s.
It turns out that our new bound becomes advantageous when A 12 = 0, the perturbations are measured in the spectral norm, and | | |E| | | is not small compared with s/2. To demonstrate this, let us consider an n×n block diagonal matrix A with k ×k and (n−k)×(n−k) diagonal blocks. With A 12 = 0, the perturbation bounds depend on A only via the separation s and they scale nearly proportionally with 1/s. It therefore suffices to consider one value for s, say s = 1. We have then chosen ε ∈ (0, s/2] and generated a large set of random perturbations (10 000 for n = 7 and 1 000 for n = 50) having normally distributed entries and norm ε. The plots in Figure 3 .2 show the percentage of cases our bound is smaller than Stewart's bound. Note that "strong" refers to the stronger bounds (i.e., the first inequalities) while "weak" refers to the weaker but simpler bounds (i.e., the second inequalities) in (2.12) and (3.1). We have considered the spectral norm as well as the Frobenius norm for measuring perturbations. In the latter case, we have used the tighter bound (A.4) instead of (2.12) and set | | |E| | | := E F,k = σ 1 (E) 2 + · · · + σ 2 min{k,n−k} (E). For the spectral norm, Figures 3.2 (a) and (c) show that our new bound performs better for | | |E| | | close to s/2, especially when k is larger. For the Frobenius norm, the new bound seems to be better on average only for k = 1 and when | | |E| | | is close to s/2.
The following example illustrates that Stewart's bound can become very conservative for | | |E| | | ≈ s/2.
Example 3.9. For A 11 , A 22 ∈ C 2×2 with disjoint spectra consider
, where 0 ≤ t < 1 and s = sep 2 (A 11 , A 22 ) is the separation with respect to the spectral norm. Then E t 2 = E 4. The case of a simple eigenvalue. The theorem below gives the second order expansion of a simple eigenvalue as well as the first order expansion of the associated eigenvector. These expansions are well known and can be found, e.g., in [17] . Our novel contributions consist of the existence regions and the bounds for the remainders in the expansion. Below, M † and M denote the Moore-Penrose inverse and the Drazin inverse of M ∈ C n×n , respectively. Furthermore, θ(x, y) = arccos(|x * y|/( x 2 y 2 )) denotes the angle between the one-dimensional subspaces Cx and Cy.
Theorem 4.1. Let x 0 ∈ C n be a normalized right eigenvector of A ∈ C n×n belonging to a simple eigenvalue λ 0 ∈ C (i.e Ax 0 = λ 0 x 0 , x 0 2 = 1). Let y 0 ∈ C be a left eigenvector such that
where σ n−1 (·) denotes the second smallest singular value.
(i) If E 2 < 1 2 ( s 2 0 + c 2 − c) then there exists an eigenvector x E of A + E depending holomorphically on E such that x * 0 x E = 1 and
Furthermore,
(ii) If E 2 < s 0 /(2κ 0 ) then there exists an eigenvectorx E of A+E depending holomorphically on E such that y * 0xE = 1 andx
The corresponding eigenvalue of A + E satisfies
Proof. After a unitary similarity transformation we may assume that
The statements of the theorem are obtained by specializing Theorems 3.1 and 3.6 to the case
In this case we have the following identities.
According to Theorem 3.1 there exists a vector z E ∈ C n−1 depending holomorphically on E such that
It is straightforward to verify that
This concludes the proof of (i).
To show (ii), suppose that E 2 < κ 0 /(2s 0 ). According to Theorem 3.6 there exists a vector
It is easily verified that
This yields (4.1) and the first inequality in (4.2), since
. This implies the second inequality in (4.2). Equation (4.3) follows by multiplying the identity (A + E)x E = λ ExE with y * 0 . The estimates in (4.4) are then obvious. Let A ∈ C n×n be a normal matrix. Then we can take y 0 = x 0 in Theorem 4.1. Moreover, the separation s 0 = σ n−1 (P 0 (λ 0 I − A)) = σ n−1 (λ 0 I − A) equals the distance of λ 0 to the set Λ(A) \ {λ 0 }, and the identities a = 0,
We thus have the following corollary to Theorem 4.1.
Corollary 4.2. Let A ∈ C n×n be a normal matrix and consider a normalized eigenvector x 0 ∈ C n belonging to a simple eigenvalue λ 0 of A. Let s 0 denote the distance of λ 0 to the rest of the spectrum of A 0 , that is, s 0 = min{|λ 0 − ν| : ν ∈ Λ(A), ν = λ 0 }. Let E ∈ C n×n with E 2 < s 0 /2. Than there exists an eigenvector x E of A + E depending holomorphically on E such that x * 0 x E = 1 and x E = (I + (λI − A) † E)x 0 + ξ E for some ξ E ∈ C n with ξ E 2 ≤ 6 E 5. Conclusions. By establishing a link to the coalescence of pseudospectral components, we have derived a new perturbation bound for invariant subspaces. As the bound turns out to be sharp for a 2 × 2 example, no further obvious improvement of the bound seems to be possible. Moreover, we establish a novel bound for the remainder term of a well-known perturbation expansion. Even the (modified) specialization of this remainder bound to the case of individual eigenvectors and eigenvalues appears to be new. We believe that such bounds for remainder terms are important; e.g., they can be used for quantifying the validity for condition numbers frequently used in practice, e.g., in Matlab and LAPACK [2] .
As a side result, we have shown that Stewart's classical result on the perturbation of invariant subspaces is a direct consequence of the Newton-Kantorovich theorem. We believe that there is some interest in this observation, as it may more easily allow for extensions of Stewart's result to different settings.
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Appendix A. Stewart's result via the Newton-Kantorovich theorem.
In this section, we show that Theorem 2.5 is a special case of the Newton-Kantorovich theorem formulated as in [12, p. 536] .
Theorem A.1. Let E, Z be Banach spaces and let f : Z → E be twice continuously differentiable in a sufficiently large neighborhood Ω of Z ∈ Z. Suppose that there exists a linear operator T : Z → E having a continuous inverse T −1 and satisfying the following conditions: 
