INTRODUCTION
Two-phase gas-liquid flow occurs in a variety of industrial situations including boilers, gas-liquid contacting systems and natural gas production wells. Annular flow, one of the most common regimes in two-phase flow, is characterized by a thin liquid film distributed along the perimeter of a conduit with a core of gas flowing in the center of the conduit. One of the distinguishing features of annular flow is the entrainment and deposition process.
For liquid flow rates above some critical value, droplets are torn from large disturbance waves on the liquid film, become entrained in the gas core and may eventually redeposit onto the film. In the core, droplet acceleration increases the overall pressure drop while the increased interfaciai area represented by the droplets enhances heat and mass transport between the gas and liquid phases.
For these " reasons, characterization of the dispersed droplets is important for the modeling and prediction of momentum, heat and mass transfer in gas-liquid annular flow.
A number of experimental measurements of droplet size in annular flow have been performed over the years. Wicks & Dukler (1966) used two opposing needles with an adjustable gap to sense the presence of conducting water droplets larger than the gap spacing. The number of bridging events for each of a series of gap spacings within a fixed time period was then used to construct a drop size distribution.
In a related technique, Tatterson, et a/. (1977) applied an electrical charge to a needle which then discharged proportionately with the mass of individual impacting droplets. Recently, Trabold, et al. (1998) calculated mean drop sizes for Refrigerant-134a from measurements of void fraction, droplet velocity and droplet frequency obtained with a hot-film anemometry probe. Cousins & Hewitt (1968) used axial-view photography through a special window mounted on the top of a tubular test section to capture images of droplets. Hay, et al (1996) illuminated the gas-droplet core with a laser sheet and took photographs through a window in the side of a tubular test section. In both of these studies, the drops were sized manually, with much larger sample sizes used in the more recent Hay, et a/, study.
The commercial Malvern laser diffraction system has been used in annular flow work by Azzopardi, et al (1980) and in a number of related studies. TheSemiat&Dukler(1981 ) laser-grating technique for both drop size and velocity was applied by Lopes & Dukler (1987) and Fore & Dukler (1995) to annular flow. The phase-Doppler technique, which also produces size and velocity measurements, has been used by Azzopardi & Teixeira (1994) in annular flow. Azzopardi (1997) summarized most of the available annular flow drop size data, most of which were obtained for the air-water system at low pressures (< 2 atm) and temperatures.
Most available correlations (Tatterson, et a/., 1977; Kataoka, et aL, 1983; Ambrosini, et a/., 1991) were developed from particular data sets chosen from those listed above. Of these correlations, the one developed by Ambrosini, et a/. uses only data taken within the same group (Azzopardi, 1980, etc.) Instead of measuring individual drops, the laser diffraction method infers the size distribution from the interference pattern produced by passing a laser beam through the field of droplets. The droplets are usually implicitly assumed to follow a standard size or volume probability density function such as the Rosin-Rammler distribution, but recent results have shown a need for independence from any fixed type of distribution.
B-T-3263
Page 6
This paper presents new measurements of droplet size obtained for two-phase nitrogen-water annular flow at pressures of 3.4 and 17 atm, which substantially expands the pressure range above that represented by most available data. Video images of the gas-droplet core were obtained with an axial-view optical setup similar to that used by Cousins & Hewitt. The recorded images were then processed to obtain individual drop sizes, from which several weighted mean sizes were computed. The various mean drop sizes are tabulated applicability of those developed.
EXPERIMENTAL and compared to correlations outside existing correlations in order to assess the of the range of conditions over which they were
Flow Loop and Test Section
Figure 1 is a schematic of the test section and flow loop used to obtain the new drop size measurements presented in this paper. Both gas and liquid flow systems were operated as closed loops. A large separator tank was used as a loop pressurizer and as the reservoir for gas and liquid. A centrifugal pump was used to circulate water from the separator, through a pair of Endress-Hauser Promass model 63F Coriolis flow meters installed in series, and to the liquid feed section of the test section.
A reciprocating compressor was used to circulate nitrogen from the separator, through a pair of Rosemount model 8800 vortex flow meters installed in series, and to the test section gas inlet piping. The manufacturer-stated accuracies of the water and gas flow meters were +2?40 and +1 Yo, respectively. A gas heater was used to control the nitrogen temperature and several water heaters were used to control the water temperature.
The system pressure was controlled by a pressure-regulated nitrogen supply attached to the top portion of the loop separator.
Temperatures The test section was a 101.6 by 5.08 mm (9.67 mm hydraulic diameter) by 3.4-m-long duct constructed of type 304 stainless steel. The liquid feed in the test section was made up of two porous sections of the side walls and the gas feed was made up of an axial length of piping attached to the bottom of the test section. The gas and liquid exited through a porous wall section near the top of the test section and through piping attached to the top of the test section. Three pairs of fused-silica windows, including one large pair, were installed in the test section for flow observation and for illumination of the droplets in the core region. The test section dimensions were selected to provide a small hydraulic diameter with a relatively large cross-section for ease of optical access and reduction of pressure drop, while addressing structural concerns regarding the fused silica windows.
Pressure taps were located at nine locations between the liquid feed section and the lowest observation window pair along a vertical line displaced 25.4 mm from the center of the 101.6 mm wide wall. The tap locations were at positions 10. 8, 28.6, 46.4, 64.0, 81.9, 99.7, 117.5, 135 .3 and 153 cm above the liquid entry section, Eight pressure drop measurements were made with Rosemount Model 3051 C differential pressure transmitters between the lowest pressure tap and each of the taps located above it (from 10,8 to 28.6 cm, 10.8 to 46.4 cm, etc.) .
Each of these measurements was considered accurate within~1 Yo. All differential pressures were digitized at 3 samples per second and digitally filtered to smooth out time-dependent fluctuations. The time series of the smoothed differential pressures were observed until they reached steady values, at which time each was recorded to a disk file along with the flow rates, miscellaneous temperatures and system gage pressures.
Drop Size Measurement Technique
The droplet sizes were measured directly from video taken under annular flow conditions.
The water film was removed through 7.62-cm tall porous wall sections as shown in Figure 2 to help provide a clear image of the gas droplet core. An Infinity fardistance microscope mounted to a Cohu model 4912-2100/000 monochrome CCD camera was used to view and videotape the droplets through the exit window, which was purged with nitrogen through small ports which are not shown in the diagram. A Kodak MAS strobe with a flash duration of 20 microseconds and average power of 400 watts was used to illuminate the droplets from the side of the test section through a 3.81 cm tall window located 9.62 cm above the top of the porous wall section. The strobe was triggered externally at a frequency of 60 Hz by a pulse generator and the electronic shutter of the camera was kept continuously open, so that precise synchronization was not necessary.
A retractable size reference was positioned within the test section and its image recorded at the beginning of any extended period of testing.
The size reference was a 1.6-mm diameter steel rod with five lines scribed around its circumference at increments of 1 mm to form a graduated scale. Two minutes of video were recorded for each flow condition, producing a series of essentially still images. For conditions with clear droplet images, a number of frames were digitized with a Coreco Ultra II frame grabber card, all individual droplets identified manually and the drop sizes measured using a custom macro within Optimas (v. 6.0) image processing software.
The CCD camera, operated in interlaced field mode, produced a video image of 580 horizontal by 350 vertical lines. The camera captures 60 half-frames of video per second, where each half-frame alternates between odd and even horizontal lines. Each half-frame thus consists of 580 vertical by 175 horizontal lines. The horizontal lines determined the vertical resolution, while the vertical lines determine the horizontal resolution.
The magnification achieved with the optical setup was evaluated by measuring the distance between lines on the size reference on an 20.3-cm-high video monitor. On that monitor, the magnification was approximately 40X. With 175 lines, this resulted in a vertical resolution of 34.4 horizontal lines/mm or 0.029 mm/line (29 pm/line). The horizontal resolution is twice the vertical resolution, 68.8 vertical lines/mm or 0.015 mm/line. The resolution set a lower limit on the measurable drop size, such that drops smaller than 0.029 mm appear to be 0.029 mm in the vertical direction and drops smaller than 0.015 mm appear to be 0.015 mm in the horizontal direction.
In practice, the smallest measurable drops were usually larger than 0.030 mm although a few smaller drops were measured and their size recorded. The size of the largest drops approached and exceeded 1 mm, depending on flow conditions. Since the drops at the lower end of the distribution carry little weight in the calculation of the Sauter mean diameter, it was more important to accurately measure the large drops.
Since the droplets were illuminated through a flat window, their images appeared similar at various positions within the test section, which would not have occurred with illumination through the curved sutface of a tube. However, since the illumination was performed perpendicular to the viewing axis, the individual droplets did not always appear as complete circles.
In most cases, the drops appeared as two opposing crescents or half-moons, separated by a dark band similar to the description given by Hay, et al. (1996) .
In some cases, only one of the crescents appeared. For two crescents, the maximum distance between the outer edges of each crescent was measured and used to estimate the drop size with a calibration established using a recorded image of the size reference.
For one crescent, the maximum top-to-bottom distance of the crescent was measured and used to estimate the drop size. The camera was oriented to achieve the highest resolution for the two-crescent case, so the opposing crescents both pointed vertically and the measured distance was in the horizontal direction.
The best case single-drop accuracy is the resolution of the video camera and optics, +15 Urn for two-crescent measurements and *3O pm for singlecrescent measurements.
Provided that enough measurements are taken and the measurement error is random, the accuracy in the higher-order means such as the Sauter mean become dependent more on the sample size than on the accuracy of the individual drop sizes as discussed below.
Large sample sizes are needed for accuracy in the higher-order means. As the order of the mean increases, the number of required samples for a certain accuracy also increases. Bowen & Davies estimated the accuracies for the Sauter mean diameter within 95% confidence limits based on the sample size (Azzopardi, 1997) . In order to achieve accuracies better than *5 percent, more than 5000 individual droplets are needed. For the less strict requirements of+17 and al O percent accuracy, sample sizes of 500 and 1400, respectively, are required. With a few exceptions, most useful annular flow data sets in the literature are comprised of between 500 and 1400 samples, The sample sizes presented in this paper are between 800 and 2000.
The measurement volume for the drop size measurement is defined by the 101.6 by 5.08 mm cross-section of the test section and the depth-of-field of the microscope lens, which had a nominal value of approximately 10 mm, When the measurement volume is smaller than the droplets being measured, there is a measurement bias towards the larger droplet sizes. Since the measurement volume in this case is several times larger in each dimension than the largest droplets, there should be no significant bias from this effect.
Definitions
Two types of cumulative distribution functions are used to describe the statistics of dispersed drops. The cumulative size distribution function,~d, describes the fraction of droplets below a certain size.
The cumulative volume distribution function, F, , describes the fraction of the total dispersed liquid volume present in droplets below a certain size.
A probability density function (pdf) is associated with each of these cumulative distribution functions. The size pdf, fd (d), is defined as the probability that a droplet from the distribution will have a diameter of d. The volume pdf is calculated from the size pdf as 
size, the mean
The arithmetic number mean, d,O, is useful mainly for rough comparisons, while the Sauter mean, d32 or S'@, is the mean drop size most commonly reported and used in momentum, heat and mass transfer applications.
The Sauter mean is the drop size that has the same volume-to-surface area ratio as the entire drop size distribution. Other mean sizes used in limited application include the surface mean, d20 , and the volume mean, d30. Another statistic commonly reported and used mainly to characterize distributions is the volume median, dvm, which represents the 50th percentage point in the cumulative volume distribution, Fv (dvm) = 05. The general rule, (5) can be proven mathematically, mean.
RESULTS AND ANALYSIS

Test Conditions
and the volume median is usually larger than the Sauter The flow loop was operated at two pressures, 3.4 and 17 atm, established at the separator, and at a temperature of 38°C established at the test section inlet. The water flow rate was varied between 0.0157 and 0.1'26 kg/s for corresponding superficial liquid velocities, ULs, of 0.03 and 0.12 m/s. At the 3.4 atm separator pressure, the supetilcial gas velocity was varied between approximately 7 and 23 m/s at the measurement location. At 17 atm, the superficial gas velocity was varied between approximately 5 and 12 m/s. Measurements were performed only for conditions that resulted in clear images of the droplets.
This condition was dependent on the ability of the purging system to keep the upper window clear of droplets, which was directiy cfepencfent on a combination of liquid and gas flow rates. As the water flow, rate was increased, the maximum gas flow rate at which the window remained clear decreased.
Distributions and Mean Sizes
The size probability density function for each run was estimated from the collection of drop sizes by constructing a normalized size histogram. The range of the measured drop sizes was divided into a number of size classes of equal width, W, and the number of droplets within each size class was counted. The count from each size class was then divided by the total number of drops multiplied by the class-width, resulting in an estimate of the droplet size pdf.
Symbolically, this calculation is represented by
where Nj is the number of drops with sizes in the range di~W!2 and A/ is the total number of drops. The volume pdf and the cumulative distributions were then calculated with discrete versions of the continuous function definitions. The accuracy in the pdf for a particular size class is dependent on the number of drops within that size class as illustrated below.
Neglecting bias errors, the standard error for a point in the discrete size pdf is taken from Bendat & Piersol [1986) as
Two standard errors in the positive and negative direction from the estimated pdf represent the 95?40confidence interval. This equation clearly shows the importance of the number of samples within an individual size class. Taking the discrete definition of the volume probability density function, the corresponding standard error can be approximated as
For both the size and volume probability density functions, the largest relative or percentage errors occur at larger sizes, where increasing size classes include progressively fewer droplets. In the size pdf, the value of f~decreases with increasing size class so that the absolute uncertainty at the larger size classes is small for a sufficient sample size.
However, since the volume pdf is weighted by the cube of droplet size, the absolute uncertainties with the same sample size can be very large for the largest size classes, which may also correspond to the largest values of fv. A sample plot of size and volume probability density functions for the same conditions is provided in Figure 3 , in which the number of droplets sampled was greater than 2000. The size class width used for the calculation of the size pdf in this diagram was 20 pm, which effectively resolves the distribution at the smallest sizes. However, due to the larger uncertainty associated with the volume pdf, a size class width of 200 pm was necessary to produce the volume probability density function shown in Figure 3 , which still shows significant scatter.
This shows that the sample size requirement for an accurate volume probability density function estimate is much stricter than the requirement for an accurate Sauter mean diameter. For this reason, volume probability functions derived from limited sample size data sets should be used with caution.
The cumulative distribution function of droplet size is calculated from the discrete pdf as =~.
(11)
The maximum standard error occurs at F~=l and depends on the total number of drops in the distribution. For a total of 1000 drops, the 95% confidence interval for Fd or Fv=l.0 is 1.O*O.063, while for 2000 drops, it is 1.0+0.045.
The cumulative size and volume distributions for the same data set in Figure 3 are shown in Figure 4 . There is less random variation in the cumulative volume distribution than in the probability density functions due mainly to the different form of the standard error.
Due to the variable and sometimes significant uncertainty in the probability density function estimates, the mean drop sizes were calculated directly from the collection of individual drop sizes and not from the computed pdf's.
TO determine whether the sample size was adequate for the SMD computation, the SMD was calculated as a running average from the first to the last drops measured during each run in a manner suggested by Lopes & Dukler (1985) . A sample plot of this calculation is shown in Figure 5 along with the 95°/0 confidence limits. The calculated SMDS appear to have reached asymptotic values, providing some limited validation that the sample sizes are adequate, while the fluctuations in the running average remain for the most part within the confidence limits. Table 1 contains the flow conditions, mean pressure gradient and calculated mean drop sizes for each run. The behavior of the number mean size, dlo , with increasing gas velocity is not as systematic as the behavior of the higher-order means, due to the smallest drops that were missed in the analysis.
For an accurate SMD calculation, however, the heavy weighting of the largest drops allows the negligence of those small drops. 
Comparison with Drop Size Correlations
There are several annular flow droplet size correlations in the literature. Tatterson, et a/. (1977) developed a correlation using their own data combined with that of Wicks & Dukler (1966) and Cousins & Hewitt (1968) . The Tatterson, et a/. correlation relates the volume median diameter to flow variables, physical properties, and the hydraulic diameter as~' OO1'[pc;u:$Dr (12) This correlation can be rearranged by using a single phase friction factor, fG=().t)46/Re~0"2, and a gas Weber number, We~=p~U~2D/o, into the form, (13) A comparison of the current data with this correlation is shown in Figure 6 . Included in this comparison are the data sets of Fore& Dukler, Cousins & Hewitt and Wicks (1967) , which are summarized in Table 2 . While the correlation line passes through the Wicks and Cousins & Hewitt data, from which it was developed, it underpredicts the current data obtained at significantly higher pressures. Cousins & Hewitt (1968) 9.53 mm tube Air-Water 410 56 Wicks (1967) 152.4 x 19.05 mm duct Air-Watef 848 56 Kataoka, et a/. (1983) used the Ishii & Grolmes (1975) Similarly, the current data at a pressure of 3.4 atm fall around the correlation line with significant scatter but with the correct trend. However, the data obtained at a pressure of 17 atm, as well as the Fore & Dukler data obtained at a higher liquid viscosity, fall significantly above the correlation line. This difference indicates that the effects of gas density and liquid viscosity are not properly accounted for by the Kataoka, et a/. correlation. This result is not surprising, since all of the data used to build the Kataoka, et a/. correlation were obtained using air and water at pressures between 1 and 2 atm. Kocamustafaogullari, et a/. (1994 ) used Sevik & Parks (1973 theory for turbulent drop breakup, as applied by Lopes & Dukler (1985) , to develop a correlation for the maximum droplet size in annular flow. They used the maximum drop sizes reported by Lopes & et a/. assumed the droplets followed a fixed size distribution, the upper-limit log-normal distribution used by Wicks & Dukler (1966) A comparison with this correlation is shown in Figure 9 . The Sauter mean diameters obtained at pressures of 3.4 and 17 atm are underpredicted, although the form of the correlation does effectively group them together. Since the maximum drop sizes are represented well by the Kocamustafaogullari correlation in equation (1 9), the difference in the Sauter mean diameter is probably due to the assumption that the drop sizes follow a fixed type of distribution.
Otherwise, the coefficient in the correlation 
SUMMARY
Drop size distributions have been measured for nitrogen-water annular flow in a 9.67 mm hydraulic diameter duct, at system pressures of 3.4 and 17 atm and at a temperature of 38°C. These new measurements extend the range of conditions represented by existing annular flow droplet size data in the open literature, primarily through an increase in system pressure and gas density.
Since most existing correlations were developed from drop size data obtained at lower pressures and gas densities, it should be expected that the higher-pressure measurements presented in this paper would not necessarily follow those correlations.
Hence, the correlation of Tatterson, et a/. (1977) does not predict the current measurements very well, while the correlation of Kataoka, et al. (1983) only predicts the drop sizes measured at the lower pressure of 3.4 atm. The maximum drop size correlation of Kocamustafaogullari, et a/. (1994) does agree in trend and magnitude with the new measurements.
A correlation for the Sauter mean diameter derived from this maximum drop size correlation agrees with the new measurements, provided the leading coefficient in the correlation is modified from the original. Kataoka, et al. (1983) correlation 
