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Introduction
Let X be a real Banach space of dimension at least 2 and X * be the dual of X. For a nonempty subset A ⊂ X, by int A, ∂A, we mean the interior of A, and the boundary of A. We use B(x, r) to denote the closed ball in X with center x and radius r (> 0). We put, for short, B = B(0, 1).
Throughout this paper, C will denote a closed bounded convex subset of X with 0 ∈ int C. Clearly C is an absorbing subset of X but not necessarily symmetric. Recall that the Minkowski functional p C : X → R generated by the set C is defined by p C (x) = inf{α > 0: x ∈ αC}, ∀x ∈ X.
For a bounded closed nonempty subset K of X and x ∈ X, define the generalized farthest function by
A point z 0 ∈ K with p C (x − z 0 ) = F K (x) is called a generalized farthest point of x in K.
According to [9] , the one-sided directional derivative
exists, and −p C (−y) F K (x)(y) p C (y) if y ∈ X.
Recently, De Blasi and Myjak [3] , Li [7] , and Ni and Li [9] investigated the wellposedness of generalized nearest point. Their results improve and extend the corresponding results in [1, 2, 16, 17] .
As shown by Fitzpatrick [5] , in the case when p C (·) is the norm · , or equivalently C = B, differentiability properties of F K (·) are related to nonemptiness and continuity of the mapping Q K (·), defined by
Fitzpatrick [6] investigates the circumstances under which the distance function generated by a closed set in a Banach space having a one-sided directional derivative equal to 1 or −1 implies the existence of nearest points. In [8] , Li and author of this paper generalizes Fitzpatrick's [6] results to the circumstances of generalized nearest points.
In the present paper we will investigate, in the spirit of [3, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , the relationship between directional derivatives of generalized farthest functions and existence of generalized farthest points in Banach spaces. It is pointed out that the generalized farthest functions, generated by a bounded closed set in a Banach space having a one-sided directional derivative equal to 1 or −1, implies the existence of generalized farthest points. New characterization theorems of (compact) locally uniformly convex sets are given. The methods of proof given in this paper are quite different from [8] in some respects.
Preliminaries and lemmas
We first state some well-known properties of the Minkowski functional which will be used directly in the rest of the paper, while other properties are referred to [3, 7] . Proposition 2.1. Let X and C be as above. Then for every x, y ∈ X, we have 
and
Definition 2.1. C is called (sequentially) Kadec if every sequence {x n } ⊂ ∂C which converges weakly to some x 0 ∈ ∂C, converges also strongly to x 0 .
Definition 2.2. C is called strictly convex if for any
Remark 2.1. Obviously, C is both strictly convex and Kadec if and only if so is −C.
Definition 2.3.
(i) C is called compact locally uniformly convex at y ∈ ∂C, if every sequence {y n } ⊂ ∂C with lim n→∞ p C (y n + y) = 2 implies that {y n } has a converging subsequence. (ii) C is called locally uniformly convex at y ∈ ∂C if for every sequence {y n } ⊂ ∂C,
Denote by N the set of all integers n 1. Finally, we still need two lemmas. Recall that a sequence {z n } in K called a maximizing sequence for
Lemma 2.1. Let {y n } ⊂ ∂C and y ∈ ∂C satisfy lim n→∞ p C (y n + y) = 2. Let
Proof. For every t > 0, we have
From the last inequality, we have lim t→0 + n t = +∞ (otherwise the last formula gives 0 0 − lim t→0 + 1/n t + 0, a contradiction). By convexity of p C (·), it follows that
3) and Proposition 2.2, we have
The proof is complete. 2 Remark 2.2. Let {y n } ⊂ ∂C and (−y) ∈ ∂C satisfy lim n→∞ p C (y n − y) = 2. Let
Then F K 0 (0)(y) = −1, by Lemma 2.1.
Lemma 2.2.
Let K be a closed bounded nonempty subset of X. Let x ∈ X, −y ∈ ∂C with
Proof. Let t n → 0 + be such that
With no loss of generality, we may assume that
for every n ∈ N . Let s and µ be arbitrary two points in (0, +∞),
Now taking s = p C (x − z n ) and u = t n in (2.5), and using inequality (2.4) and definition of F K (x + t n y), we have
Since −y, y n ∈ ∂C, it follows that p C (y n − y) p C (y n ) + p C (−y) = 2. This implies that lim n→∞ p C (y n − y) = 2. The proof is complete. 2
Main results
Theorem 3.1. Let X be a Banach space, y ∈ ∂C. The following statements are equivalent:
(ii) C is compact locally uniformly convex at y.
Proof. (i) ⇒ (ii)
. Suppose (ii) does not hold. Then there is a sequence {y n } ∈ ∂C such that lim n→∞ p C (y n + y) = 2, but {y n } has no converging subsequence.
Let
Then K is a bounded closed subset of X and
which contradicts to (i).
(ii) ⇒ (i). Let t n > 0 be such that lim n→∞ t n = 0 and
Choosing {z n } ⊂ K with F k (x + t n y) p C (x + t n y − z n ) + t 2 n and t n < p C (x − z n ). Note that the function
nondecreasing with respect to t (∈ (0, +∞)). Then
where
Thus, {y n } ⊂ ∂C and lim n→∞ p C (y n + y) = 2. So {y n } has a converging subsequence, say {y n }. Using Propositions 2.1(iv) and 2.2, we have 
Thus
By the positive homogeneity of F K (x)(u) with respect to u, we have
This completes the proof of Corollary 3.1. 2
Theorem 3.2. Let X be a Banach space, −y ∈ ∂C.
The following statements are equivalent:
every maximizing sequence for x has a converging subsequence; (iii) C is compact locally uniformly convex at −y.
Proof. (i) ⇒ (iii)
. Suppose that C is not locally uniformly convex at −y, then there is {y n } ⊂ ∂C such that lim n→∞ p C (y n − y) = 2, but {y n } has no converging subsequence. Let
Then K is a bounded closed subset of X and Q K (x) = ∅. But Remark 2.1 implies that
Let F K (x)(y) = −1 and x ∈ X. By Lemma 2.2, it follows that any maximizing sequence {z n } for x satisfies lim n→∞ p C (y n −y) = 2, where y n = (x − z n )/p C (x − z n ) and p C (−y n ) = 1. Using (iii), {y n } has a converging subsequence, say {y n }, and so {z n } is converging since lim n→∞ p C (x − z n ) = F K (x) > 0. Therefore (ii) holds.
(ii) ⇒ (i). It is obvious. 2
Remark 3.1. If C is the closed unit ball B in X, then p C (x) = x and it is easy to see that C is compact locally uniformly convex at y ∈ ∂B if and only if C is compact locally uniformly convex at −y ∈ ∂B. Moreover, x is as in (i), every maximizing sequence for x has a converging subsequence. 
Hence,
However, Proof. Observe that F K (·) is a continuous convex function on X and X is an Asplund space. Thus, F K (·) is Fréchet differentiable on a dense G δ -set H of X. For every x ∈ H , put DF K (x) = x * . From the proof of Lemma 2.2, we have x * ∈ X * with q C (x * ) = 1. By James' theorem [4] , there exists z ∈ ∂C with q C (x * ) = x * , z = 1. Then 
