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Abstract. We discuss the higher order stabilization of the coefficients of the colored
Jones polynomial. In particular, we find an expression for the second stable sequence of
the colored Jones polynomial of a certain class of knots. We also determine which knots
have the same higher order stability.
1. Introduction
The colored Jones polynomial is a knot invariant that assigns to each knot K a sequence
of Laurent polynomials {JN,K(q)}. An important open question is how to relate the colored
Jones polynomial of a knot to the knot’s geometry. One such relation is the hyperbolic
volume conjecture of Kashaev, Murakami and Murakami [8], which states that one can find
the hyperbolic volume of a knot’s complement by evaluating J ′N,K(q) (the appropriately
normalized colored Jones polynomial) at an Nth root of unity and then taking a particular
limit as N goes to infinity. Specifically,
(1) 2pi lim
N→∞
log |J ′N,K(e2pii/N )|
N
= vol(S3\K).
The hyperbolic volume conjecture has been proven for various knots, including the figure-
eight knot, (see [8]) but is still open for many knots and links.
In [4], Dasbach and Lin related the first and last two coefficients of the original Jones
polynomial of alternating, prime, non-torus knots to the the volume of the knot in the
following way: Let
(2) J ′2,K(q) = anq
n + · · ·+ amqm
be the Jones polynomial of K. Then
(3) 2v8(max(|am−1|, |an+1|)− 1) ≤ vol(S3\K) ≤ 10v3(|an+1|+ |am−1| − 1).
Here, v3 ≈ 1.0149416 is the volume of an ideal regular hyperbolic tetrahedron and v8 ≈
3.66386 is the volume of an ideal regular hyperbolic octahedron.
Dasbach and Lin also proved that the first two and last two coefficients of the Jones
polynomial were the same as the first and last two coefficients of the N colored Jones
polynomial for all N and noticed that the first and last N coefficients of the N colored
Jones polynomial were the same, up to sign, as the first N coefficients of the k colored
Jones polynomial for all k > N . These theorems and observed patterns encourage us to
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look more deeply at the coefficients of the colored Jones polynomial to see what they can
tell us about the knot.
Given a sequence of Laurent polynomials, the head of this sequence exists if the highest
N coefficients (coefficients of the N terms with the highest q degree) of the Nth polynomial
in the sequence are the same as the highest N coefficients of the kth polynomial for all
k ≥ N . The tail of the sequence of polynomials, if it exists, is the stabilized sequence of
the coefficients of the lowest terms.
In [1, 2], Dasbach and Armond proved that the head and tail of the colored Jones poly-
nomial exist for alternating and adequate knots and depend on the reduced checkerboard
graphs of the knot diagrams.
For example, they show that for any knot whose B-checkerboard graph is a triangle
graph, the highest coefficients stabilize to the pentagonal number sequence (expanded so
that we have a maximum degree of 0). By this, we mean that for these knots, the highest
N coefficients of J ′N,K are the same as the highest N coefficients of
(4) T0 =
∞∏
n=1
(1− q−n) =
∞∑
k=−∞
(−1)kq−k2 (3k−1).
The knot 85 has an A-checkerboard graph that is a triangle graph. This means that the
mirror image of 85, 85 will have a B-checkerboard graph which is a triangle graph. The
table below lists the highest several coefficients of the N-colored Jones polynomial for the
knot 85 for N = 5, 6 and 7. See the appendix for the calculation of the first 3N − 2 of
these, the rest can be found on the Knot Atlas [3]. We see that the highest N coefficients
of the N colored Jones polynomial are the same as the highest N coefficients of T0.
T0 1 -1 -1 0 0 1 0 1 0 0 0 0 -1 0 0 · · ·
N = 5 1 -1 -1 0 0 5 -1 -3 -3 -5 11 4 1 -6 17 · · ·
N = 6 1 -1 -1 0 0 1 4 0 -4 -3 -3 -1 9 8 1 · · ·
N = 7 1 -1 -1 0 0 1 0 5 -1 -4 -3 -3 0 -2 14 · · ·
Now, since we know all of T0, we can subtract it from the shifted colored Jones polyno-
mials. Now the coefficients are:
T0 1 -1 -1 0 0 1 0 1 0 0 0 0 -1 0 0 · · ·
N = 5 0 0 0 0 0 4 -1 -4 -3 -5 11 4 2 -6 17 · · ·
N = 6 0 0 0 0 0 0 4 -1 -4 -3 -3 -1 10 8 1 · · ·
N = 7 0 0 0 0 0 0 0 4 -1 -4 -3 -3 1 -2 14 · · ·
Shifting these sequences back so that they start with a non-zero term, we can see that
they again stabilize, but now only N−1 terms stabilize. We call the sequence they stabilize
to T1.
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T1 4 -1 -4 -3 -3 1 0 4 3 3 · · ·
N = 5 4 -1 -4 -3 -5 11 4 2 -6 17 · · ·
N = 6 4 -1 -4 -3 -3 -1 10 8 1 -4 · · ·
N = 7 4 -1 -4 -3 -3 1 -2 14 7 1 · · ·
After another subtraction and shifting (by N − 1), we see that this pattern continues:
T2 -2 10 4 -2 -7 -12 · · ·
N = 5 -2 10 4 -2 -9 14 · · ·
N = 6 -2 10 4 -2 -7 -14 · · ·
N = 7 -2 10 4 -2 -7 -12 · · ·
Following a suggestion by Dasbach, we can also define this higher order stability another
way. Instead of subtracting off the stabilized sequence, we can find JN,K − q∗JN+1,K ,
where the power of q ensures that these polynomials have the same degree. Then with
these differences, we can find the second order differences, and so forth. These sequences
of differences also stabilize. We will show that their stability is equivalent to the stability
we see above.
We call the sequence T1 the “neck” of the colored Jones polynomial. (The corresponding
stable sequence in the lower degree terms is called the “tailneck.”) The main results in
this paper relate to determining which knots will have the same higher order stability, or
equivalently, what reductions can be done to a knot which do not change its higher order
stability, and explicitly finding T1 for three strand pretzel knots with negative twists. In
particular, the main theorems are stated below.
Given a B-checkerboard graph of a knot, we might have multiple parallel edges corre-
sponding to multiple negative twists in a region. We get a reduced graph by reducing all
parallel edges down to a single edge. We get an m-reduced graph by reducing m + 1 or
more parallel edges down to m parallel edges.
Theorem 1.1. If K1 and K2 are alternating knots whose alternating diagrams have the
same m+ 1-reduced B-checkerboard graph structure, then the highest (m+1)N coefficients
(in q) of JN,K1 are the same as the first (m + 1)N coefficients of JN,K2, up to possible
rescaling by ±1.
Consider three strand pretzel knots with negative twists in each region. For knots in this
family, the B-checkerboard graph is a triangle graph. These knots can be drawn like the
trefoil in Fig. 1, except we will have more crossings below the pictured crossings (and thus
more parallel edges before we reduce the graph). Let mi represent the number of crossings
in each section.
Theorem 1.2. Let m be the number edges in the checkerboard graph with mi of 2 or more.
The neck of knots whose reduced checkerboard graph is the triangle graph is:
(5)
∞∏
n=1
(1− q−n) +m
∏∞
n=1(1− q−i)
1− q−1 ,
i.e. the pentagonal numbers plus the m times the partial sum of the pentagonal numbers.
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m1
m2
m3
Figure 1. A trefoil knot with its checkerboard graph.
Using the alternate view of stability provided by Dasbach, we get the following corollary:
Corollary 1.3. Again, let m be the number edges in the checkerboard graph with mi of 2
or more. Then we have
(6) J ′N,K − q∗J ′N+1,K ·N−1= (1 +m− q−1)
∞∏
n=1
(1− q−n).
The paper is arranged as follows: In Section 2, we will show how the existence of Tm
is similar to a property proved by Garoufalidis and Leˆ . We then explicitly compute
this sequence, in certain cases, using the framework set up by Armond and Dasbach. In
particular, in Section 3, we show what graph reductions can be done to find these stable
sequences. Then, in Section 4, we find an explicit description of T1 for knots whose B-
checkerboard graph is a triangle graph.
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2. Connection to the work of Garoufalidis and Leˆ
The motivation for looking at this higher order stability came from the work of Garoufa-
lidis and Leˆ . In [5], they independently proved that the head and tail of the colored Jones
polynomial exist for alternating knots while proving (for alternating knots) a stronger ver-
sion of this stability. In particular, they defined the property of k-stability for a sequence
of polynomials as follows:
Definition 2.1. Suppose fn(q), f(q) ∈ Z((q)), i.e. fn(q) and f(q) are formal Laurent
series – series that can be written as
∑
i≥m aiq
i where ai ∈ Z. We write that
(7) lim
n→∞ fn(q) = f(q)
HIGHER ORDER STABILITY IN THE COEFFICIENTS OF THE COLORED JONES POLYNOMIAL 5
if
• there exists C such that mindegq(fn(q)) ≥ C for all n, and
• for each j ∈ Z,
(8) lim
n→∞ coeff(fn(q), q
j) = coeff(f(q), qj)
This implies that for each j there exist Nj such that for all n > Nj
(9) fn(q)− f(q) ∈ qjZ[[q]]
In particular, coeff(fn(q), q
j) = coeff(f(q), qj) for all n > Nj.
Definition 2.2. A sequence (fn(q)) ∈ Z[[q]] is k-stable if there exist Φj(q) ∈ Z((q)) for
j = 0, . . . , k such that
(10) lim
n→∞ q
−k(n+1)
fn(q)− k∑
j=0
Φj(q)q
j(n+1)
 = 0.
We call Φk(q) the k-limit of (fn(q)). We say that (fn(q)) is stable if it is k-stable for all
k.
For example, a sequence (fn(q)) is 3-stable if
(11) lim
n→∞ q
−3(n+1)
(
fn(q)−
(
Φ0(q) + q
(n+1)Φ1(q) + q
2(n+1)Φ2(q) + q
3(n+1)Φ3(q)
))
= 0.
The property of the head and tail existing for the colored Jones Polynomial of a knot is
similar to the condition of the colored Jones sequence being 0−stable. In addition, in [5],
Garoufalidis and Leˆ proved the following theorem about higher order stability.
Theorem 2.3 ([5]). For every alternating link K, the sequence fN (q) = (JˆN+1,K(q))
is stable and its associated k-limit ΦK,k(q) can be effectively computed from any reduced
alternating diagram D of K.
A note on indexing, scaling and normalization: Garoufalidis and Leˆ use the conven-
tion that Jn,K gives the colored Jones polynomial with each component colored by the
(n+ 1)-dimensional irreducible representation of sl2. (So, n = 1 gives the standard Jones
polynomial.) In this paper, we use another standard convention that instead JN,K gives
that colored Jones polynomial with each component colored by the N -dimensional irre-
ducible representation. (So, N = 2 gives the standard Jones polynomial). These changes
were already made to the statement of Theorem 2.3 above. To obtain JˆN+1,K , we divide
JN+1,k by its lowest monomial so that its lowest term is now 1. These polynomials are not
normalized. We generally normalize so that the value of the colored Jones polynomial of
the unknot is 1. We will call this normalized polynomial, J ′N,K . In [5], Garoufalidis and Leˆ
remark that the same stability holds for the normalized colored Jones sequence.
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Instead of viewing stability as a limit, we look at stability from the beginning of the
sequence by focusing on particular coefficients of the colored Jones polynomials in the col-
ored Jones sequence for a given knot. First, we will consider the similarities and differences
between the theorem proved in [5] and the pattern seen in the subtraction of coefficients.
The theorem tells us that the colored Jones sequence for alternating knots is stable,
meaning it is k-stable for any k. To begin, let’s look at what it means for the sequence to
be 0-stable. If fN (q) = JN+1,K is 0-stable then
(12) lim
N→∞
JN+1,K(q)− Φ0(q) = 0.
This only means that JN+1,K matches Φ0(q) for an arbitrarily large number of terms for
sufficiently large N . It does not guarantee that the first N + 1 terms of JN+1,K(q) are the
same as those of Φ0(q).
However, as we continue on and look at 1-stability, we have that
(13) lim
N→∞
q−(N+1)
(
JN+1,K(q)− Φ0(q)− qN+1Φ1(q)
)
= 0.
In order for the left hand side to have a minimum degree, as the first condition in the
definition requires, at some point the first N + 1 coefficients of JN+1,K(q) must match
those of Φ0(q) and continue matching as N increases. Thus, at some point, we must have
the first N +1 coefficients stabilize. This is not as strong as the theorem due to Armond in
[1] since that theorem guarantees this coefficient stabilization from the beginning. However,
the proof given for 0-stability in the paper [5], does include this stronger result.
As we look at higher order stabilizations, this pattern continues. In particular, a k + 1-
stable sequence must have the property that
(14) lim
N→∞
q−(k+1)(N+1)
JN+1,K(q)− k+1∑
j=0
qj(N+1)Φj(q)
 = 0.
We can see that in order for this to have a lowest degree we must have the the first
k(N + 1) coefficients of JN+1,K(q) match
∑k
j=0 q
j(N+1)Φj for large enough N . This gives
us, that for large enough N , we have the property we observed above, i.e. that JN+1,K =
Φ0 + q
N+1Φ1 + q
2(N+1)Φ2 + · · · . It, again, however, does not guarantee this property from
the beginning.
As a note, it seems there may be an indexing error in the statement of the theorem. As
we can see in the example in the introduction, for the knot 85, the second stable sequence
stabilizes with length one less than guaranteed by the theorem of Garoufalidis and Leˆ .
This continues as we increase N , contradicting their theorem. As a consequence of this
discrepancy, we do not rely on this theorem. The needed results are proved independently
using skein theoretical techniques. We also prove that the stability is a property true from
the beginning of the sequence, not starting at some unknown N . Because of the N versus
N + 1 discrepancy, we will use different notation, i.e. Ti instead of Φi(q) for the ith stable
sequence. Also, Ti gives us the highest order terms while Φi gives the lowest order - since
we can change q to q−1 in the polynomial by taking a mirror image of the knot, this is not
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a major difference. What we will show is a special case of the results of Garoufalidis and
Leˆ with a change of N to N + 1 in specific cases.
3. Finding Ti(q) from the reduced graph.
In [2], Armond and Dasbach show that the head and tail of the colored Jones polynomial
of alternating links only depend on the reduced checkerboard graphs of the knot diagrams.
We will show that to find Tm(q), we can reduce any parallel edges of m+ 1 or more in the
checkerboard graph with m+1 parallel edges. We call this the m+1-reduced checkerboard
graph.
Given an alternating diagram of a knot, we can assign a (gray/white) checkerboard
coloring the faces in the diagram. We then place a vertex in each of the gray colored
regions. We draw an edge between vertices for every crossing between the corresponding
regions. Alternatively, we can start by placing a vertex in every white region to get the
dual graph. If, when moving along an edge, the over-crossing starts on the right of the
edge and ends on the left, this graph is the A-checkerboard graph. If the over-crossing goes
from the left to the right, the graph is the B-checkerboard graph. See Fig. 2. To get the
m-reduced checkerboard graph, we can replace higher order parallel edges in the graph,
i.e. m or more edges between the same vertices, with a m parallel edges. When m = 1,
the 1-reduced graph is the same as the standard reduced graph.
(a) A diagram of 61
(b) 61 with a checker-
board coloring
(c) The A-checkerboard
graph
(d) The B-checkerboard
graph
Figure 2. The Knot 61 and its associated graphs.
Armond and Dasbach proved that the head and tail of the colored Jones polynomial of
alternating links only depend on the reduced graph structure.
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Theorem 3.1 ([2]). Let K1 and K2 be the two alternating links with alternating diagrams
D1 and D2 such that the reduced A-checkerboard (respectively B checkerboard) graphs of
D1 and D2 coincide. Then the tails (respectively heads) of the colored Jones polynomial of
K1 and K2 are identical.
The main idea of their proof of this theorem is to show that the head only depends on
the highest term in the summand that gives the colored Jones polynomial. To get that
sum, we can use formulas for the evaluation and simplification of various pieces. These
formulas can be found in many places, including [7].
To find the colored Jones polynomial, we will need to use fusion.
(15)
a
b
=
∑
c
∆c
θ(a, b, c)
a ac
b b
This relies on
(16) ∆n =
〈
n
〉
= (−1)n[n+ 1]
where
(17) [n] =
{n}
{1} , {n} = A
2n −A−2n and A−4 = a−2 = q.
It also relies on the evaluation of θ(a, b, c). Assume (a, b, c) is an admissible triple, then
let i, j, k be the internal colors, in particular
(18) i = (b+ c− a)/2 j = (a+ c− b)/2 k = (a+ b− c)/2.
The condition of being an admissible triple is exactly the condition that makes i, j and k
positive integers.
The term θ(a, b, c) is the trihedron coefficient. In particular,
(19) θ(a, b, c) =
〈 a
b
c
〉
= (−1)i+j+k [i+ j + k + 1]![i]![j]![k]!
[i+ j]![j + k]![i+ k]!
.
Once we use fusion, we get rid of twists using γ, the negative half twist coefficient.
(20)
a
b
c = γ(a, b, c)ab c
with
(21) γ(a, b, c) = (−1)a+b−c2 Aa+b−c+a
2+b2−c2
2 .
To use these to find the colored Jones polynomial of a knot, we identify all of the negative
twist regions of the knot diagram D. A negative twist region is a section of the knot with
one or more consecutive negative twists. (Here, we think of a local orientation where each
strand is oriented in the same direction, as opposed to a global orientation, when defining
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negative twists.) We do fusion along each of the k negative twist regions and then use the
twist coefficients to remove all crossings.
Each of the k regions corresponding to the negative twists will be labeled with 2ji for
1 ≤ i ≤ k. The other edges will be labeled n. Thus we have a multi-sum of trivalent
graphs, Γn,(j1,...,jk) where each ji runs from 1 to n. The evaluation of this sum gives us the
n+ 1 colored Jones polynomial of the knot K. i.e.,
(22) Jn+1,K =
n∑
j1,...jk=0
k∏
i=1
γ(n, n, 2ji)
mi
∆2ji
θ(n, n, 2ji)
Γn,(j1,...,jk)
Armond and Dasbach show that when we decrease a single ji from n to n−1, we decrease
the highest degree (in q) by n+1 and we continue to decrease it as we decrease j1 further, so
the only graphs that contribute to the highest n+1 terms of the colored Jones polynomial,
the head, are the ones where all ji = n.
We will use the notation f(q)
·n
= g(q) if the highest n terms of f(q) agree with those of
g(q), i.e once we multiply by some power of q to get f∗ and g∗ so that f∗(q) and g∗(q) both
have highest degree equal to n, then f∗(q)− g∗(q) has highest degree k for some k ≤ 0.
Thus we have
(23) Jn+1,K
·n+1
=
k∏
i=1
γ(n, n, 2n)mi
∆2n
θ(n, n, 2n)
Γn,(n,...,n).
When calculating Jn+1,K , we calculate in terms of the variable A where A
−4 = q, so
looking at the highest degree terms of q is the same as looking at the lowest degree terms of
A, which is where we will do our work. For a rational function R, let d(R) be the minimum
degree of R considered as a power series when you expand Z(q) ↪→ Z[q−1, q]]. We choose
to expand the power series allowing for infinite terms in the positive direction so that we
get a minimum degree.
The following are the three lemmas proved in [2]. We will use these lemmas to prove an
extension on their work.
Lemma 3.2 ([2]). When we decrease ji from n to n − 1, we increase the minimum A
degree of γ(n, n, ji) by 4n, i.e.,
(24) d(γ(n, n, 2(n− 1))) = d(γ(n, n, 2n)) + 4n.
As we continue to decrease each ji, the minimum A degree continues to increase, i.e.,
(25) d(γ(n, n, 2(j − 1))) ≥ d(γ(n, n, 2j)).
Lemma 3.3 ([2]). Each time we decrease the ji, we increase the minimum A degree of
∆2j
θ(n,n,2j) by 2, i.e.,
(26) d
(
∆2(j−1)
θ(n, n, 2(j − 1))
)
= d
(
∆2j
θ(n, n, 2j)
)
+ 2.
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Lemma 3.4 ([2]). When we decrease ji from n to n − 1, we increase the minimum A
degree of Γn,(j1,...,ji−1,ji,ji+1,...,jk) by at least 2, i,e.,
(27) d(Γn,(n,...,n−1,...,n)) ≥ d(Γn,(n,...,n,...,n)) + 2.
We can only guarantee this change of two at the first step. As we continue to decrease ji,
the best we get is:
(28) d(Γn,(j1,...,ji−1,ji−1,ji+1,...,jk)) ≥ d(Γn,(j1,...,ji−1,ji,ji+1,...,jk))± 2.
Thus when we decrease a single ji from n to n − 1, we increase the lowest degree in A
by at least (4n)mi + 2 + 2 ≥ 4n+ 4 which means for the n+ 1 Colored Jones Polynomial,
we decrease the q degree by n+ 1 . After this, the lowest degree in A is non-decreasing as
we continue to change the ji so the only term that contributes to the lowest 4n+ 4 terms
of the polynomial in A are the ones where each ji = n.
One can then show that the first n + 1 coefficients only depend on the overall graph
structure and not the number of twists. This is the same information we lose when going
to the reduced graph. This gives the proof of Theorem 3.1. It does not, however, tells us
anything about the existence of the head and tail of alternating or adequate knots. It just
tells us that if the head and tail exist, they only depend on the overall graph structure.
To show the head (tail) exists, we must show that the highest (lowest) n+ 1 coefficients
of the evaluation of the n-trivalent graph is the same as those of the evaluation of the
n+1-trivalent graph. Armond does this in [1] by demonstrating a way to reduce the n+1-
colored graph to the n-colored graph by peeling off one of the strands without changing
the highest n+ 1 coefficients.
We can use similar techniques to those used by Armond and Dasbach to find which
knots will have the same higher order stabilizing sequences.
First, we state a direct corollary to the theorem above in the case where each of the
twist coefficients is large.
Corollary 3.5. Let m be the minimum of the mi. When we change a single ji from n to
n − 1, we increase the lowest degree in A by at least (4n)m + 2 + 2 = 4nm + 4 and thus
decrease the q degree by n(m) + 1 for the (n + 1) Colored Jones Polynomial. In addition
to the first n + 1 terms only depending on the overall graph structure, the next (m − 1)n
terms also depend only on the graph structure.
There is also a stronger theorem, which was stated in the introduction. It deals with
the case where some of the twist coefficients are large but others are small. We restate the
theorem here and then proceed with the proof.
Theorem 1.1. If K1 and K2 are alternating knots whose alternating diagrams have the
same m+ 1-reduced B-checkerboard graph structure, then the highest (m+1)N coefficients
(in q) of JN,K1 are the same as the first (m + 1)N coefficients of JN,K2, up to possible
rescaling by ±1.
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Proof. Let b be the number of pairs of vertices in the B-checkerboard graph that have
more than m parallel edges. Relabel the graph such that j1, · · · , jb correspond to these
high order parallel edges. By Lemma 3.2, when any of these ji decrease from N to N − 1,
there is an overall decrease in the maximum degree of (m+ 1)(N). Since the other terms
in the sum do not increase the maximum degree, we also know that the degrees continue
to decrease as we decrease the value of any ji. Thus to contribute to the highest (m+ 1)N
coefficients, and thus contribute to Φm(q), each of j1, . . . , jb needs to be labeled N . This
means we can write the colored Jones polynomial as
JN+1,K =
N∑
j1,...jk=0
k∏
i=1
γ(N,N, 2ji)
mi
∆2ji
θ(N,N, 2ji)
ΓN,(j1,...,jk)
·(m+1)N
= γ(N,N, 2N)
∑b
i=1mi
×
N∑
jb+1,...,jk=0
k∏
i=b+1
γ(N,N, 2ji)
mi
k∏
i=1
∆2ji
θ(N,N, 2ji)
ΓN,(N,...,N,jb+1,...,jk)(29)
Again, since γ(N,N, 2N) only contributes an overall shift, we get the same highest (m+1)N
coefficients regardless of the values of m1, . . . ,mb and thus knots with the same m + 1-
reduced graph structure have the same highest (m+ 1)N coefficients.

4. Knots which reduce to a triangle graph
m1
m2
m3
Figure 3. A trefoil knot with its checkerboard graph.
In this section, we will find T1, the “neck” of the colored Jones polynomial of knots
whose reduced checkerboard graph is a triangle graph. We define T1 to be the polynomial
which when added in the right way to T0, the head, will have the property that its highest
order 2N + 1 terms agree with the highest order 2N + 1 terms of the N + 1 colored Jones
polynomial. The knots we will focus on can be drawn like the trefoil in Fig. 3, except we
will have more crossings below the pictured crossings (and thus more parallel edges before
we reduce the graph). The mi represent the number of crossings in each section. As it is
drawn, each mi = 1. If m1 = 2 and the others are 1, we get the figure 8 knot.
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As before, we find the colored Jones polynomial by doing fusion and removing negative
twists.
JN+1,K(q) =
〈
m1 m2 m3
〉
=
N∑
ji=0
3∏
i=1
∆2ji
θ(N,N, 2ji)
〈
2j1
2j2
2j3
m1
m2 m3
〉
=
N∑
ji=0
3∏
i=1
γ(N,N, 2ji)
mi
∆2ji
θ(N,N, 2ji)
〈
2j1
2j2
2j3
〉
=
N∑
ji=0
3∏
i=1
γ(N,N, 2ji)
mi
∆2ji
θ(N,N, 2ji)
ΓN,(j1,j2,j3)(30)
where
(31) ΓN,(j1,j2,j3) =
〈
2j1
2j2
2j3
〉
=
〈
2
j 1
2j2
2
j3
〉
Now, compare this diagram to the diagram in Fig. 4. Following [6], we denote the evalua-
tion of the graph in Fig. 4 as Γ(x, y, z).
We are interested in finding the highest order 2N + 1 coefficients (in the variable q) of
the N+1 colored Jones polynomial. To find the highest order coefficients of the polynomial
in q, we need to find the lowest order in A since q = A−4 First, we prove we only need to
consider the cases where either all ji = N or where exactly one ji = N − 1. Then, we will
look at ΓN,(j1,j2,j3) in these two cases.
Consider JN+1,K(q). We already saw that the lowest order terms in A, and thus highest
order terms in q, come from the summand where all ji are N . We also saw that when we
decrease a single j1 from N to N − 1, we decrease the maximum degree (in q) by (N + 1).
And hence the (N,N,N) labeled term is the only one that contributes to the head. Now,
we want to find the next N terms. We know that the terms with one N − 1 and two N
labelings count toward these terms, but we want to know if any other terms contribute.
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x
x
z
y z
y
Figure 4. This diagram has x parallel copies of one circle, y of another
and z of a third. They are joined by the x+y, y+z, and x+z idempotents.
Its evaluation is Γ(x, y, z)
Decreasing a different N to N − 1 will again decrease the maximum degree by N + 1 and
thus not contribute to the next N terms.
If we decrease the N − 1 label to N − 2, we decrease the maximum degree coming from
γ(N,N, 2j) by N − 1. In general, when decreasing a general j to j − 1 the ∆2jiΘ(N,N,2ji)
term and ΓN,(j1,j2,j3) term may cancel each other’s changes since ΓN,(j1,j2,j3) changes by
±2. However, by comparing the specific ΓN,(N,N,N−1) and ΓN,(N,N,N−2) in this case, we
can see that again we are decreasing the number of circles and thus these together decrease
the maximum degree (in q) by 1. We can conclude that the (N,N,N − 2) terms also
does not contribute to highest 2N + 1 coefficients. Since the maximum degrees (in q)
continues to decrease as we decrease the labels, the (N,N,N) and (N −1, N,N) terms (up
to permutation) are the only ones we need to consider.
Now, we find the evaluation of the graph in each of these cases. In the case where each
ji is N, it is easy to see that
(32) ΓN,(N,N,N) = Γ(N,N,N).
In the case where one is N − 1, we can expand the fusion into the idempotents, see Fig.
5. The N idempotents can be absorbed into the 2N idempotents, see Fig. 6. We can then
pull the outer and inner single strand down. Doing this we can see that
(33) ΓN,(N−1,N,N) = Γ(N + 1, N − 1, N − 1)).
4.1. Finding an expression for T1. Recall, if two polynomials, f(q) and g(q) have the
same coefficients for the n highest order terms, we will write
(34) f(q)
·n
= g(q).
This is also used to mean that the lowest degree terms in A match for 4n terms. For
notational convenience, if f(q) is a Laurent polynomial (or has a power series representation
as a Laurent polynomial whose q terms are bounded), let fn(q) represent a polynomial
whose highest n terms agree with f(q).
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2
N
2
N
N N
N
1
N N
N
N-1N-1
1
Figure 5. This diagram shows the expansion of the fusion with ji = N−1
into the idempotent form.
2
N
2
N
N-1
N-1
N
1N-1
N
N-1N-1
1
1
1
N-1
Figure 6. We can get rid of the N idempotents. Then after moving the 1
strands, we can see that ΓN,(N−1,N,N) = Γ(N + 1, N − 1, N − 1).
Lemma 4.1. If f(q) = g(q)h(q) then fn(q)
·n
= gn(q)hn(q) .
Proof of 4.1. If f(q) = g(q)h(q) then f(q)h(q) = g(q). Since the highest n terms of f(q) and
g(q) determine the highest n terms of h(q), fn(q)hn(q) = gn(q) so fn(q) =
gn(q)
hn(q)
. 
In order to find T1, we will reduce our formula for the N + 1 colored Jones polynomial
as much as possible while keeping the highest 2N + 1 coefficients the same. To help keep
our calculations as clear as possible, we will first prove a few lemmas.
Lemma 4.2.
(35) {2N}! ·2N+1= (−1)Nq 3N
2+N
4 {N}!
(
1− q
−N−1
1− q−1
)
Proof. We expand the higher terms in the factorial. In the
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q−(N+i)/2 − q(N+i)/2) terms changing from the −q(N+i)/2 term to the q−(N+i)/2 term de-
creases the degree by N + i. Thus, we can either not do this at all or only do this once.
We refer to the q−(N+i)/2 term as a q− term.
{2N}! = {2N}{2N − 1} · · · {N + 1}{N}!
= (q−(N+N)/2 − q(N+N)/2) · · · (q−(N+1)/2 − q(N+1)/2){N}!
·2N+1
= (−1)Nq
∑N
i=1(N+i)/2
 {N}!︸ ︷︷ ︸
no q− terms
−
N∑
i=1
q−(N+i){N}!︸ ︷︷ ︸
one q− term

= (−1)Nq 3N
2+N
4 {N}!
(
1−
N∑
i=1
q−N−i
)
= (−1)Nq 3N
2+N
4 {N}!
(
1− q
−N−1 − q−2N−1
1− q−1
)
= (−1)Nq 3N
2+N
4 {N}!
1− q−N−11− q−1 +q−2N−11− q−1︸ ︷︷ ︸
no effect on highest 2N + 1 terms

·2N+1
= (−1)Nq 3N
2+N
4 {N}!
(
1− q
−N−1
1− q−1
)
(36)
This concludes the proof.

Now using this lemma, we can get an expression for the first 2N + 1 terms of {2N}!2.
Corollary 4.3.
(37) ({2N}!)2 ·2N+1= q 3N
2+N
2 {N}!2
(
1− 2q
−N−1
1− q−1
)
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Proof.
({2N}!)2 ·2N+1=
(
(−1)Nq 3N
2+N
4 {N}!
(
1− q
−N−1
1− q−1
))2
= q
3N2+N
2 {N}!2
(
1− 2q
−N−1
1− q−1 +
q−2N−2
(1− q−1)2
)
= q
3N2+N
2 {N}!2
(
1− 2q
−N−1
1− q−1 +
q−2N−2
1− (2q−1 − q−2)
)
= q
3N2+N
2 {N}!2
1− 2q−N−1
1− q−1 + q
−2N−2(1 + (2q−1 − q−2) + · · · )︸ ︷︷ ︸
no effect on first 2N + 1 terms

·2N+1
= q
3N2+N
2 {N}!2
(
1− 2q
−N−1
1− q−1
)
.(38)
This concludes the proof. 
4.2. Knots with mi > 2. In the case where each mi is greater than 2, the maximum
degree decreases by more than 2N when we decrease ji from N to N − 1, thus we only
need to deal with the case where each ji = N . Thus we get
JN+1,K(q) =
N∑
ji=0
3∏
i=1
γ(N,N, 2ji)
mi
∆2ji
θ(N,N, 2ji)
ΓN,(j1,j2,j3)
·2N+1
=
3∏
i=1
γ(N,N, 2N)mi
∆2N
θ(N,N, 2N)
ΓN,(N,N,N)
= γ(N,N, 2N)m1+m2+m3
(
∆2N
θ(N,N, 2N)
)3 (
ΓN,(N,N,N)
)
.(39)
Recall that γ(a, b, c) = (−1)a+b−c2 Aa+b+c+a
2+b2−c2
2 . This just has the effect of shifting
polynomial but does not affect the sequence of coefficients. Also
(40) ∆n =
(−1)n(an+1 − a−(n+1))
a− a−1 =
(−1)n{n+ 1}
{1}
and
(41) ∆n! = ∆n∆n−1 · · ·∆1 = (−1)
n(n+1)
2
{n+ 1}!
{1}n+1 .
Following Lickorish [6], we define Γ(x, y, z) to be the diagram consisting of x parallel
copies of a circle, y parallel copies of a circle and z parallel copies of a circle joined by the
x + y, y + z, and z + x idempotents. This is what our knot reduces to, i.e. ΓN,(N,N,N) =
Γ(N,N,N).
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Lemma 4.4. [6]
(42) Γ(x, y, z) =
∆x+y+z!∆x−1!∆y−1!∆z−1!
∆y+z−1!∆z+x−1!∆x+y−1!
.
Also
(43) θ(N,N, 2N) = Γ(N,N, 0) =
∆2N !∆N−1!∆N−1!
∆N−1!∆N−1!∆2N−1!
= ∆2N .
So
(
∆2N
θ(N,N,2N)
)
= 1, and we have:
JN+1,K(q)
·2N+1
= γ(N,N, 2N)m1+m2+m3
(
∆2N
θ(N,N, 2N)
)3 (
ΓN,(N,N,N)
)
·2N+1
= Γ(N,N,N)
=
∆3N !∆N−1!∆N−1!∆N−1!
∆2N−1!∆2N−1!∆2N−1!
=
∆3N !∆N−1!3
∆2N−1!3
=
(−1)N{3N + 1}!{N}!3
{2N}!3{1} .(44)
Again, since we only want the 2N + 1 terms with highest q degree, we can reduce the
{3N + 1}! term. We know we have to choose the −q(2N+i) term for each 1 ≤ i ≤ N + 1.
This gives us a shift in degree that we can ignore. It also gives a factor of (−1)N+1. We
have
JN+1,K(q)
·2N+1
=
(−1)N{3N + 1}!{N}!3
{2N}!3{1}
·2N+1
=
(−1)1{2N}!{N}!3
{2N}!3{1}
=
(−1){N}!3
{2N}!2{1} .(45)
By Lemma 4.1, we know that if f(q)
·k
= g(q), then 1/f(q)
·k
= 1/g(q). We can reduce the
{2N}!2 term to its lowest 2N + 1 terms, which we found in Corollary 4.3, again forgetting
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about the shifting. Thus we have:
JN+1,K(q)
·2N+1
=
(−1){N}!3
{2N}!2{1}
·2N+1
=
(−1){N}!3
{N}!2
(
1− 2q−N−1
1−q−1
)
{1}
=
(−1){N}!(
1− 2q−N−1
1−q−1
)
{1}
.(46)
We ultimately want the tailneck of the normalized Colored Jones polynomial, so we will
divide by ∆N =
(−1)N{N+1}
{1} at this point.
J ′N+1,K(q)
·2N+1
=
(−1){N}!(
1− 2q−N−1
1−q−1
)
{1}
{1}
(−1)N{N + 1}
=
(−1)N−1{N}!(
1− 2q−N+−1
1−q−1
)
{N + 1}
=
(−1)N−1{N}!
−q(N+1)/2
(
1− 2q−N−1
1−q−1
)
(1− q−N−1)
·∞
=
(−1)N{N}!
1− 2q−N−1
1−q1 − q−N−1 +
2q−2N−2
1− q−1︸ ︷︷ ︸
does not contribute
.(47)
Now we do a power series expansion of the denominator. Since we only want the highest
2N + 1 terms, we can ignore most of the terms in the expansion.
J ′N+1,K(q)
·2N+1
=
(−1)N{N}!
1−
(
2q−N−1
1−q−1 + q
−N−1
)
= (−1)N{N}!
(
1 +
(
2q−N−1
1− q−1 + q
−N−1
)
+
(
2q−N−1
1− q−1 + q
−N−1
)2
+ · · ·︸ ︷︷ ︸
do not contribute to highest 2N + 1 terms
)
·2N+1
= (−1)N{N}!
(
1 +
2q−N−1
1− q−1 + q
−N−1
)
.(48)
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Note: The (maximum) degree of this term is
∑N
i=1
i
2 =
N2+N
4 and its coefficient is 1.
Now we need to subtract off the stabilized head. Since the reduced graph is a triangle
graph, any knot in this family will have the same head as the figure 8 knot. We need the
stabilized head so we take the head of the 2N + 1 colored Jones polynomial of 41, which is
{2N}!. By Lemma 4.2 we get
stabilized head
·2N+1
= {2N}!
·2N+1
= (−1)N{N}!
(
1− q
−N−1
1− q−1
)
.(49)
Note: The (maximum) degree of this term is
∑N
i=1
i
2 =
N2+N
4 and its coefficient is 1. Thus
the maximum degree and sign of the highest 2N + 1 coefficients we found above match so
we are set to subtract.
J ′N+1,K(q)− stabilized head ·2N+1= (−1)N{N}!
((
1 +
2q−N−1
1− q−1 + q
−N−1
)
−
(
1− q
−N−1
1− q−1
))
= (−1)N{N}!
(
q−N−1 +
3q−N−1
1− q−1
)
= (−1)Nq−N−1
(
{N}! + 3{N}!
1− q−1
)
.(50)
Note that
(−1)N{N}! = (−1)N
N∏
i=1
(q−i/2 − qi/2)
= (−1)Nq1/2+2/2+···+N/2
N∏
i=1
(q−i − 1)
= q
N(N+1)
4
N∏
i=1
(1− q−i)
·∞
=
N∏
i=1
(1− q−i).(51)
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Thus
J ′N+1,K(q)− stabilized head ·2N+1= (−1)Nq−N−1
(
{N}! + 3{N}!
1− q−1
)
·∞
=
N∏
i=1
(1− q−i) + 3
∏N
i=1(1− q−i)
1− q−1 .(52)
This tells us that the tailneck, T1, is the pentagonal numbers plus 3 times the partial sum
of the pentagonal numbers.
4.3. When at least one of the mi is 1. When we have an mi which is 1, we need to
consider the ji = N − 1 term as well as the ji = N term. We can only allow this for the i
with mi = 1 and only one can be N − 1 at a time. Thus we need to determine what this
term contributes to the highest 2N + 1 terms and then add it once for each of the mi = 1.
Label the edge that we will allow to be either N or N −1 as j1 and thus we label the edges
so m1 = 1
Because the degree decreases by N + 1 when j1 decreases from N to N − 1 we only
need to consider the highest N terms of the j1 = N − 1 graph evaluation. Call the
j1 = N − 1, j2 = j3 = N summand SN−1,N,N .
SN−1,N,N =
3∏
i=1
γ(N,N, 2ji)
∆2ji
θ(N,N, 2ji)
Γ(N + 1, N − 1, N − 1)
= γ(N,N, 2N)2γ(N,N, 2N − 2)︸ ︷︷ ︸
shift, does not affect coefficients
(
∆2N
θ(N,N, 2N)
)2
︸ ︷︷ ︸
=1
· ∆2N−2
θ(N,N, 2N − 2)Γ(N + 1, N − 1, N − 1)
·∞
=
∆2N−2
θ(N,N, 2N − 2)Γ(N + 1, N − 1, N − 1).(53)
We know that
θ(N,N, 2N − 2) = ∆2N−1!∆N−2!∆N−2!
∆N−1!∆N−1!∆2N−3!
=
∆2N−1∆2N−2
∆2N−1
.(54)
So
∆2N−2
θ(N,N, 2N − 2) =
∆2N−1
∆2N−1
=
−{N}2
{1}{2N} .(55)
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Also by Lemma 4.4 and simplifying the ∆i in terms of {j} we get:
Γ(N + 1, N − 1, N − 1) = (−1)
N−1{3N}!{N + 1}!{N − 1}!2
{1}{2N − 2}!{2N}!2 .(56)
Thus we have:
SN−1,N,N
·∞
=
∆2N−2
θ(N,N, 2N − 2)Γ(N + 1, N − 1, N − 1)
=
−{N}2
{1}{2N}
(−1)N−1{3N}!{N + 1}!{N − 1}!2
{1}{2N − 2}!{2N}!2
=
(−1)N{N}2{3N}!{N + 1}!{N − 1}!2
{1}2{2N − 2}!{2N}!2{2N} .(57)
Let’s normalize by dividing by (−1)
N{N+1}
{1} . Let SN−1,N,N represent the normalized term.
Then we only want the highest N terms so we can reduce {N+i} to −qN+i. We can ignore
the overall shift that this reduction creates.
SN−1,N,N
·∞
=
{3N}!{N}!3
{1}{2N − 2}!{2N}!2{2N}
·N
=
(−1)2N{N}!{N}!3
{1}(−1)N−2{N}!(−1)2N{N}!2(qN )
·∞
=
(−1)N{N}!4
{1}{N}!3
=
(−1)N{N}!
{1}
·∞
=
∏N
i=1(1− q−i)
(q−1/2 − q1/2) .
·∞
=
−∏Ni=1(1− q−i)
(1− q−1) .(58)
This gives us a copy of the pentagonal partial sums for each of the mi = 1. Since the sign
here is negative and for the other piece the sign was positive these will cancel with the pen-
tagonal partial sums we got from the other piece. This proves Theorem 1.2, restated below.
Theorem 1.2. Let m be the number edges in the checkerboard graph with mi of 2 or more.
The neck of knots whose reduced checkboard graph is the triangle graph is:
(59)
∞∏
n=1
(1− q−n) +m
∏∞
n=1(1− q−n)
1− q−1 ,
i.e. the pentagonal numbers plus the m times the partial sum of the pentagonal numbers.
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Using Dasbach’s suggestion, we can redefine the neck and tailneck of the colored Jones
polynomial by subtracting consecutive terms in the colored Jones sequence, shifted so that
they have the same maximum/minimum degree, instead of subtracting off the stabilized
head or tail series. This gives us a simpler expression for the higher order stable pieces.
For this class of knots, we have the following:
Corollary 1.3. Again, let m be the number edges in the checkerboard graph with mi of 2
or more. Then we have
(60) J ′N,K − q∗J ′N+1,K ·N−1= (1 +m− q−1)
∞∏
n=1
(1− q−n).
In particular, the highest N terms cancel and the next N − 1 terms agree with the
expression above. To see this, recall that the head of the colored Jones polynomial for
these knots is given by
∏∞
n=0(1−q−n). For simplicity, call this expression P . Then we have
that
(61) J ′N,K
·2N−1
= head + q−Nneck.
Thus,
J ′N,K − q∗J ′N+1,K ·2N−1=
(
P + q−NP +
q−NmP
1− q−1
)
−
(
P + q−N−1P +
q−N−1mP
1− q−1
)
·N−1
= q−NP
(
1− q−1 + m(1− q
−1)
1− q−1
)
·N−1
= P (1 +m− q−1)
·N−1
= (1 +m− q−1)
∞∏
n=1
(1− q−n).(62)
We call this polynomial T ∗1 . Using the formula given in the appendix, we can use
Mathematica to conjecture the polynomials of the next stable sequence T ∗2 . For the next
sequence, we need to consider the case of the twist numbers (mi) being 1, 2 and 3 or more.
Let JˆN,K be the N colored Jones polynomial shifted so that the highest order term is 1. The
polynomials given are q(2N+2)(q−1(Jˆ ′N,K−Jˆ ′N+1,K)−(Jˆ ′N+1,K−Jˆ ′N+2,K))/
∏∞
i=1(1−q−i).
They are listed by listing their coefficients under the appropriate power to best show the
observed patterns. These have been checked for various values of N but have not yet been
proved.
There seems to be a lot of information encoded in these coefficients. One thing to notice
is that for any knot with three or more twists in a region, the polynomial starts with a
constant term. This is equivalent to having a T1 sequence whose first N terms match those
of J ′N+1,K instead of having the first N + 1 terms match.
In the future, we hope to prove these conjectures and determine what, if any, effect the
graph properties have on the coefficients. We also hope to find similar sequences for other
families of knots and even higher order stability.
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Table 1. This table lists the coefficients for the higher order stable se-
quences of the colored Jones polynomial of knots whose reduced checker-
board graph is a triangle graph.
Values of (m1,m2,m3) T
∗
1 : 1 q
−1 T ∗2 : 1 q−1 q−2 q−3 q−4
(up to permutation)
(1, 1, 1) 1 -1 0 1 -1 -1 1
(1, 1, 2) 2 -1 0 4 -1 -3 1
(1, 1, 3+) 2 -1 -1 4 0 -3 1
(1, 2, 2) 3 -1 0 7 0 -4 1
(1, 2, 3+) 3 -1 -1 7 1 -4 1
(1, 3+, 3+) 3 -1 -2 7 2 -4 1
(2, 2, 2) 4 -1 0 10 2 -4 1
(2, 2, 3+) 4 -1 -1 10 3 -4 1
(2, 3+, 3+) 4 -1 -2 10 4 -4 1
(3+, 3+, 3+) 4 -1 -3 10 5 -4 1
Appendix A. Finding the first 3N + 1 coefficients of the JN+1,K of Certain
Knots
In order to study the further stabilization of knots whose B-checkerboard graph is a
triangle graph, we present a formula that allows Mathematica to easily find the highest
3N + 1 coefficients of the N + 1 colored Jones polynomial of these knots. To develop this
formula, we again consider which terms will contribute.
For notational ease, let’s consider JN+1,K . We want the highest 3N+1 coefficients. This
gives us the N + 1 terms that stabilize in the head as well as the next two sequences which
stabilize with length N . In the table below, we list out the possible labels (ordered from
highest label to lowest) and the decrease of maximum degree from the (N,N,N) labeling.
These are lower bounds on the decrease in maximum degree found by considering the basic
decreases and not whether the number of circles is increased or decreased in each case.
They are grouped by the number of changes from the (N,N,N) labeling.
Table 2. This table lists out possible labelings and the decrease maximum
degree with that labeling.
Labeling (up to permutation) decrease in maximum degree from (N,N,N)
(N,N,N) 0
(N,N,N − 1) at least N + 1
(N,N,N − 2) at least 2N + 1
(N,N − 1, N − 1) at least 2N + 2
(N,N,N − 3) at least 3N − 1
(N,N − 1, N − 2) at least 3N + 1
(N − 1, N − 1, N − 1) at least 3N + 3
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As we continue to decrease the labelings, the maximum degrees continue to decrease
and thus the only terms that contribute to the terms we want to find are the ones with the
labelings of (N,N,N), (N,N,N − 1), (N,N,N − 2), (N,N − 1, N − 1) and (N,N,N − 3).
To find the formula, we need to determine the evaluation of the graphs with these
labelings. The case of the graph labeled with (N,N,N − i) works just like the case of
(N,N,N − 1) explained in Section 4. And thus, the evaluation of ΓN,(N,N,N−i) = Γ(N +
i,N − i,N − i).
2
N
N N
N
1
N N
N
N-1N-1
1
N
N
1N-1
1
(a) The Graph ΓN,(N,N−1,N−1)
2
N
1
N-1
N-1
N-1
N-1N-1
1N-1
1
(b) We can absorb the smaller idempo-
tents into the larger ones and combine
adjoining ones.
2
N
1
N-1
N-1
N-1
N-1N-1
1N-1
1
N-2
N-2
(c) We resolve the remaining N idem-
potents but only one of the terms is non-
zero. We get a factor of −
(
∆N−2
∆N−1
)
from
each resolution.
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1
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(d) We can then absorb the remaining
N − 1 idempotents.
Figure 7. The evaluation of ΓN,(N,N−1,N−1) =
(
∆N−2
∆N−1
)2
Γ(N,N,N − 2)
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The interesting case is the case of ΓN,(N,N−1,N−1), see Fig. 7. First, we can see that most
of the idempotents are absorbed into the larger ones. This leaves four N idempotents which
can be combined in pairs. We begin to resolve the remaining two idempotents labeled N .
The first term in the resolution gives a back track into the 2N idempotent for each one.
Thus neither of these terms for either idempotent contribute. The other term is non-zero.
We can see that then new N −1 labeled idempotents can now be absorbed into the 2N −2
idempotents. This leaves us with N − 2 circles going around the top left area and N in
each of the other two. We get a −∆N−2∆N−1 factor from each resolution and thus
(63) ΓN,(N,N−1,N−1) =
(
∆N−2
∆N−1
)2
Γ(N,N,N − 2).
Now, we can go back to our original expression for the Colored Jones polynomials of
knots that reduce to a triangle graph. In particular,
(64) JN+1,K =
N∑
j1,...j3=0
3∏
i=1
γ(N,N, 2ji)
mi
∆2ji
θ(N,N, 2ji)
ΓN,(j1,...,j3).
We only need to evaluate the terms indicated above. For each of these terms, we know
how to evaluate the graph. Thus we can evaluate the highest 3N + 1 terms of JN+1,K(q).
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