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A class of nonlinear second-order ODEs with movable
algebraic singularities
Thomas Kecker
Abstract. A class of nonlinear second-order rational ODEs is studied for
which it is shown that any movable singularity of a solution that can be reached
along a finite length curve is an algebraic branch point. Some conditions
need to be imposed on the equations including the existence of certain formal
algebraic series solutions. An example is discussed demonstrating the degree
of restriction for the parameters of the equation.
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1. Introduction
The aim of this article is to describe a class of ordinary differential equations
(ODEs) the solutions of which have a somewhat simple singularity structure. A
simple singularity structure of ODEs has been put forward as a criterion for their
integrability [8], however note that the equations considered in this article are
in general non-integrable. The simplest possible singularity structure is for the
solutions to have only poles as movable singularities, commonly known as the
Painleve´ property. The next step is to allow also for movable singularities with
a finite branching. This property is called the quasi-Painleve´ property in [10]
or also weak-Painleve´ property in [8]. Here, we consider rational second-order
ODEs of the form
(1) y′′ = E(z, y)(y′)2 + F (z, y)y′ +G(z, y),
where E,F,G are certain types of rational functions in y with coefficients that are
analytic in z. Under the assumptions listed below it is shown that all movable
singularities of solutions of (1) which can be reached along a curve of finite
length are at most algebraic branch points. A main ingredient in the proof is
to construct a function W (z, y, y′) which remains bounded as the singularity is
approached along the curve. This method has been applied in many of the proofs
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that the Painleve´ equations possess the Painleve´ property, e.g. [5], [7], [9], and
subsequently for classes of equations with the quasi-Painleve´ property, e.g. [10],
[1], [2] and [3]. Although the local structure of a solution of (1) is simple in the
way that it is finitely branched about the movable singularities described here,
its global structure can be complicated. An example of a singularity which is
approached along a curve of infinite length is discussed by Smith in [11]. There
it is shown that such a singularity is an accumulation point of algebraic branch
points.
In [3], W is taken to be strictly quadratic in y′ in order for the class of equations
considered to include the Painleve´ equations PII−PIV . In this article we consider
a class of equations of the form (1) with the quasi-Painleve´ property where it
suffices to take W to be linear in y′. Although this class of equations does not
include any of the Painleve´ equations, it generalises the result in [2] for equations
of Lie´nard type.
For the class of equations considered here we make the following assumptions:
(i) There are functions αµ, µ = 1, . . . ,M , analytic in a neighbourhood of some
point z∞ ∈ C such that α1(z∞), . . . , αM(z∞) are pairwise distinct and E,
F and G are of the form
E =
M∑
µ=1
kµA
y − αµ(z) ,
F =f(z, y)
M∏
µ=1
(y − αµ(z))−k
µ
F ,
G =g(z, y)
M∏
µ=1
(y − αµ(z))−k
µ
G ,
where kµA, k
µ
F , k
µ
G are integers and f, g are polynomials in y with coefficients
analytic in a neighbourhood of z = z∞ such that f(z∞, αµ(z∞)) 6= 0 for
all µ ∈ {1, . . . ,M} and the highest coefficient of f is non-zero at z∞. For
the degree of f we assume that degy f >
∑M
µ=1 k
µ
F and the degree of g is
restricted by degy g ≤ 1 + degy f −
∑M
µ=1(k
µ
F − kµG).
(ii) For all µ ∈ {1, . . . ,M} for which α′µ ≡ 0, i.e. αµ = const, we have kµF >
kµG ≥ 0. For those µ for which α′µ 6= 0 we have kµF = kµG > 0, and the
condition
(2) Gµ(z, αµ(z)) + α
′
µ(z)F
µ(z, αµ(z)) ≡ 0
is satified identically, where F µ(z, y) = f(z, y)
∏M
ν=1
ν 6=µ
(y − αν(z))−kνF and
Gµ(z, y) = g(z, y)
∏M
ν=1
ν 6=µ
(y − αν(z))−kνG . In the case kµF = kµG = 1 the
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following additional condition is satisfied:
(3) kµAα
′
µ(z∞) + F
µ(z∞, αµ(z∞)) 6= 0.
(iii) There is a neighbourhood U of z∞ such that for all zˆ ∈ U there exists a
formal series solution
(4) y(z) = αµ(zˆ) +
∞∑
k=1
ck(z − zˆ)k/k
µ
F , c1 6= 0.
(iv) Let k0F = degy f −
∑M
µ=1 k
µ
F . There is a neighbourhood U of z∞ such that
for all zˆ ∈ U there exists a formal series solution of the form
(5) y(z) =
∞∑
k=0
ck(z − zˆ)(k−1)/k0F , c0 6= 0.
Under these assumptions we are going to prove the main result of this article:
Theorem 1. Let γ be a finite length curve up to, but not including its endpoint
z∞. Let y be a solution of (1) under the assumptions (i) – (iv) which is analytic
on γ but cannot be analytically continued to γ ∪ {z∞}. Then y has a convergent
Puiseux series expansion in the vicinity of z∞ of the form
(6) y(z) = αµ(z∞) +
∞∑
k=1
ck(z − z∞)k/k
µ
F ,
or
(7) y(z) =
∞∑
k=0
ck(z − z∞)(k−1)/k0F .
If a solution y has a singularity at z∞, assumption (i) expresses what we mean
by a movable singularity. The condition f(z∞, α(z∞)) 6= 0 is needed to ensure
that the leading order behaviour of F (z, y) does not change discontinuously when
z∞ is approached along γ. In assumption (ii), condition (2) is needed so that
in equation (1), when expanded in y − αµ(z), the leading orders of the terms
F (z, y)y′ and G(z, y) cancel. The existence of formal series solutions, assump-
tions (iii) and (iv), are necessary for a solution to acquire the form (6) or (7). The
theorem then states that every solution about any movable singularity, reach-
able along a finite length curve, is of this algebraic type. The existence of formal
series solutions puts some constraints on the parameters of the equation known
as resonance conditions. They are differential relations between f and g which
can be calculated algorithmically and will be described by means of an example
in section 5.
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2. Preliminary Lemmas
We start with some general lemmas regarding local solutions of systems of ordi-
nary differential equations and their analytic continuation which are standard in
the literature, e.g. [4] or [6].
Lemma 2 (Cauchy). Let f1, . . . , fm be functions in the variables y1, . . . , ym and
z, analytic in the domain |z − z0| ≤ r, |yk − yk,0| ≤ r. Let M be the maximum
modulus of the functions f1, . . . , fm in this domain. Then the initial value problem
(8)
dyk
dz
= fk(z, y1, . . . , ym), yk(z0) = yk,0, k = 1, . . . ,m,
has a unique analytic solution in the disc B(ρ, z0), where
(9) ρ = r
(
1− e− 1(m+1)M
)
.
Lemma 3 (Painleve´). Let f1, . . . , fm be as in Lemma 2. Let γ be a curve up to,
but not including its endpoint z0. Suppose that (y1, . . . , ym) is a solution of the
system (8) which is analytic on γ. Let (zn)n∈N ⊂ γ be a sequence of points on
the curve such that zn → z0 and yk(zn) → yk,0 as n → ∞ for all k = 1, . . . ,m.
Then the solution (y1, . . . , ym) can be analytically continued to include the point
z0 and satisfies yk(z0) = yk,0, k = 1, . . . ,m.
Proof. From some n onwards one has |zn − z0| < r2 and |yk(zn) − yk,0| < r2 for
all k = 1, . . . ,m. Then, by Lemma 2, the solution (y1, . . . , ym) is analytic in
B(zn,
ρ
2
) with ρ in (9). Taking n sufficiently large one has z0 ∈ B(zn, ρ2).
Lemma 4. Let γ be a finite length curve in the complex plane and let P (z, w),
Q(z, w) and R(z, w) be polynomials in w = w(z) with coefficients analytic in z
in a neighbourhood of γ. If w is bounded on γ then any solution of the equation
(10) W ′ = PW +Qw′ +R,
is also bounded on γ.
Proof. The proof is very similar to the corresponding proof in [3], [9] or [10].
The solution of the first-order linear differential equation (10) can be found by
the method of variation of the constant. Choosing a point z0 ∈ γ the solution
can be written as
(11)
W (z) = Qˆ(z, w(z))+
1
I(z)
(
W (z0)− Qˆ(z0, w(z0)) +
∫ z
z0
(R− Qˆζ + PQˆ)I(ζ)dζ
)
,
where I(z) = exp
(
− ∫ z
z0
P (ζ, w(ζ))dζ
)
and Qˆ(z, w) is a polynomial in w such
that Qˆw = Q. Since P , Qˆ and R are polynomials in w and γ has finite length,
the integral in I(z) and the integral in (11) are bounded. It follows that W (z)
is bounded on γ.
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The following lemma by Shimomura is essential in our method of proof for The-
orem 1. In its original version in [9] it was used for a proof that the Painleve´
equations possess the Painleve´ property. The first complete proof of this fact not
using integrability and isomonodromic methods was published by Hinkkanen and
Laine in 1999 [5] although a rigorous proof of this kind was already contained in
the lecture notes by Hukuhara from 1960 which, however, were only published in
2001 [7]. The lemma in the form stated here requires only a slight modification
in the original proof.
Lemma 5. Let y be a solution of (1) under the assumptions in Theorem 1.
Let c be some complex number not equal to α1(z∞), . . . , αM(z∞). Then γ can
be continuously deformed, in the region where y is analytic, to a new curve γ˜
with same endpoint and of finite length such that there exists  > 0 for which
|y(z)− c| >  for all z ∈ γ˜.
3. Structure of the Proof
Below a summary of the structure of the proof of Theorem 1 is given.
1. Choose a complex number c ∈ C \ {α1(z∞), . . . , αM(z∞)} and let w(z) =
(y(z) − c)−1. The structure of the differential equation is invariant under
this transformation as shown below.
2. A function W , rational in w and linear in w′ is constructed which satisfies a
first-order linear differential equation of the form (10). Lemma 4 together
with Lemma 5 then shows that W is bounded as z → z∞ along γ˜.
3. Using all the previous lemmas it is now straightforward to show that w →
α˜µ(z∞) for some µ ∈ {0, 1, . . . ,M}.
4. The function W is used to construct a regular initial value problem for z
and W as functions of w showing that z is analytic in w near α˜(z∞), i.e.
one can write a solution for z as a power series expansion in w− α˜µ(z∞) for
some µ ∈ {0, 1, . . . ,M}. Inverting this power series and transforming back
to the original variable y then leads to the form of the solution as described
in Theorem 1.
For step 1, the transformation w(z) = (y(z)− c)−1 takes equation (1) into
w′′ =
(
2w−1 − w−2E(z, c+ w−1)) (w′)2 + F (z, c+ w−1)w′ − w2G(z, c+ w−1),
which is of the same form as (1),
(12) w′′ = E˜(z, w)(w′)2 + F˜ (z, w)w′ + G˜(z, w),
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with
E˜(z, w) =
M∑
µ=0
kµA
w(z)− α˜µ(z) ,(13)
F˜ (z, w) =f˜(z, w)
M∏
µ=0
(w(z)− α˜µ(z))−k
µ
F ,(14)
G˜(z, w) =g˜(z, w)
M∏
µ=0
(w(z)− α˜µ(z))−k
µ
G ,(15)
where α˜µ(z) = (αµ(z)− c)−1 for µ = 1, . . . ,M and α˜0(z) ≡ 0, k0A = 2−
∑M
µ=1 k
µ
A,
k0F = degy f−
∑M
µ=1 k
µ
F , k
0
G = degy g−
∑M
µ=1 k
µ
G−2 and f˜ , g˜ are polynomials in w
with analytic coefficients such that f˜(z∞, α˜µ(z∞)) 6= 0 for all µ ∈ {0, 1, · · · ,M}.
Note that the restriction for the degree of g in assumption (i) implies k0F > k
0
G.
Proceeding with step 2 we have
Lemma 6. Let y be a solution of (1) under the assumptions in Theorem 1. Then
there exist functions A and B, rational in w = (y−c)−1, with coefficients analytic
in z, such that
(16) W (z) := A(z, w)w′ +B(z, w)
satisfies a first-order linear differential equation of the form
(17) W ′ = PW +Qw′ +R,
where P (z, w), Q(z, w) and R(z, w) are polynomials in w with coefficients ana-
lytic in z.
Proof. Differentiating (16) with respect to z and using (12) to substitute for w′′
it follows that W satisfying (17) is equivalent to the equations
AE˜ + Aw =0,(18)
AF˜ +Bw + Az =PA+Q,(19)
AG˜+Bz =PB +R.(20)
In order for E˜ to have the form (13) we choose
A(z, w) =
M∏
µ=0
(w − α˜µ(z))−k
µ
A ,
which is rational in w and satisfies (18). To find a suitable rational function
B we expand all functions involved in (19) and (20) as Laurent series in w −
α˜µ(z) and write down the equations which need to be satisfied by the Laurent
coefficients. We will show that for every µ = 0, 1, . . . ,M only finitely many non-
zero coefficients of B need to be determined in order to satisfy the two equations.
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The Laurent coefficients of every function will be denoted by the corresponding
lower case letter, e.g. f˜µk denotes the kth coefficient of F˜ expanded in w− α˜µ(z),
(21) F˜ (z, w) =
∞∑
k=−kµF
f˜µk (z)(w − α˜µ(z))k.
Comparing coefficients of power (w − α˜µ(z))k−kµA−kµF in equations (19) and (20)
we obtain, with kµB := k
µ
A + k
µ
F − 1,
(22)
k∑
i=0
aµ
i−kµA
f˜µ
k−i−kµF
+(k−kµB)(bµk−kµB−α˜
′
µa
µ
k−kµB
)+aµ′k−kµB−1 =
k−kµF∑
i=0
pµi a
µ
k−kµB−1−i
+qµ
k−kµB−1
,
(23)
k−kµF+kµG∑
i=0
aµ
i−kµA
g˜µ
k−kµF−i
+(bµ
k−kµB−1
)′− α˜′µ(k−kµB)bµk−kµB =
k−1∑
i=0
pµi b
µ
k−kµB−1−i
+rµ
k−kµB−1
.
For k < 0, the only terms remaining in equations (22) and (23) are the terms
involving bµj on the left-hand sides and q
µ
j , r
µ
j , respectively, on the right-hand
sides. The equations are therefore consistent with choosing
bµ
k−kµB
= qµ
k−kµB−1
= rµ
k−kµB−1
= 0 for all k < 0.
We will show in the following that most of the remaining coefficients qµj , r
µ
j ,
j < 0, can also be set to zero. If kµB < 0 there is nothing to be done.
Distinguish those µ ∈ {0, 1, . . . ,M} for which α˜′µ ≡ 0 and those for which α˜′µ 6= 0.
Consider first the case α˜′µ ≡ 0 where kµF > kµG. Here, equation (23) for k = 0
reduces to rµ−kµB−1
= 0 and equation (22) becomes aµ−kµA
f˜µ−kµF
− kµBbµ−kµB = q
µ
−kµB−1
.
If kµB = 0 we have q
µ
−1 = a
µ
−kµA
f˜µ−kµF
. Otherwise, for kµB > 0, we can set q
µ
−kµB−1
= 0
by choosing
(24) bµ−kµB
=
1
kµB
aµ−kµA
f˜µ−kµF
.
Now consider the case α˜′µ 6= 0 where kµF = kµG. Again, for k = 0, with the same
choice of bµ−kµB
, we can set qµ−kµB−1
= 0 if kµB 6= 0. However, equation (23) now
reduces to aµ−kµA
g˜µ−kµF
+ α˜′µk
µ
Bb
µ
−kµB
= rµ−kµB−1
. By using (24) and assumption (ii)
of Theorem 1 one obtains rµ−kµB−1
= aµ−kµA
(
g˜µ−kµF
+ α˜′µf˜
µ
−kµF
)
= 0 since, as one can
compute, f˜µ−kµF
= (−1)kµF (αµ(z) − c)−2kµFF µ(z, αµ(z)), g˜µ−kµF = (−1)
kµG+1(αµ(z) −
c)−2k
µ
G−2Gµ(z, αµ(z)) and α˜′µ(z) = −(αµ(z)− c)−2α′µ(z). In case kµB = 0 we have
rµ−1 = a
µ
−kµA
g˜µ−kµF
= −α˜′µaµ−kµA f˜
µ
−kµF
= −α˜′µqµ−1.
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If kµB ≥ 1 one can now successively determine the coefficients pµk−1 and bµk−kµB for
all k = 1, . . . , kµB − 1 by solving the linear system of equations
δ1,kµF a
µ
−kµA
pµk−1 − (k − kµB)bµk−kµB =
k∑
i=0
aµ
i−kµA
f˜µ
k−i−kµF
+(aµ
k−kµB−1
)′ − α˜′µ(k − kµB)aµk−kµB
(25)
−
k−kµF−δ1,kµ
F∑
i=0
pµi a
µ
k−kµB−1−i
bµ−kµB
pµk−1 + α˜
′
µ(k − kµB)bµk−kµB =
k−kµF+kµG∑
i=0
aµ
i−kµA
g˜µ
k−kµF−i
+ (bµ
k−kµB−1
)′ −
k−2∑
i=0
pµi b
µ
k−kµB−1−i
(26)
where δ1,kµF = 1 if k
µ
F = 1 and δ1,kµF = 0 otherwise.
This system can be solved for each k = 1, . . . , kµB − 1 since
det
(
δ1,kµF a
µ
−kµA
−(k − kµB)
bµ−kµB
α˜′µ(k − kµB)
)
= δ1,kµF a
µ
−kµA
α˜′µ(k − kµB) + bµ−kµB(k − k
µ
B)
=
{
k−kµB
kµB
aµ−kµA
(
kµBα˜
′
µ + f˜
µ
−kµF
)
bµ−kµB
(k − kµB)
}
6= 0,
where the first line is valid only for the case kµF = k
µ
G = 1 and is non-zero in a
neighbourhood of z∞ by the additional condition (3) in assumption (ii), and the
second line for all other cases. Having determined pµk−1 and b
µ
k−kµB
in this way
one obtains rµ
k−kµB−1
= qµ
k−kµB−1
= 0 for k = 1, . . . , kµB − 1. For k = kµB one can
still determine pµ
kµB−1
by equation (26) implying that rµ−1 = 0. However, q
µ
−1 will
then in general be non-zero.
With the coefficients bµ
k−kµB
, k = 0, 1, . . . , kµB − 1, determined above we now
consider the principle parts of a Laurent series expansion
(27)
bµ−kµB
(z)
(w − α˜µ(z))kµB
+
bµ
1−kµB
(z)
(w − α˜µ(z))kµB−1
+ · · ·+ b
µ
−1(z)
w − α˜µ(z) .
By Mittag-Leﬄer’s theorem there exists a function, rational in w, which has poles
at most at α˜µ(z), µ = 0, 1, . . . ,M , with prescribed principle parts given by (27)
and we take B(z, w) to be such a function. Also, there exists a function P (z, w),
polynomial in w, such that about α˜µ(z) its Taylor series expansion starts with
pµ0(z) + p
µ
1(z)(w − α˜µ(z)) + · · ·+ pµkµB−1(z)(w − α˜µ(z))
kµB−1 + · · · .
Note that the functions B and P are not uniquely determined by these expan-
sions. However, to construct a polynomial P of minimal degree in w one could
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start with P (z, w) = P0(z) +P1(z)w+ · · ·+PD(z)wD where D =
∑M
µ=0 k
µ+
B − 1,
(kµ+B = max{0, kµB}), and determine the coefficient functions P0(z), . . . , PD(z) by
solving the linear system of D + 1 equations
(28)
P (z, α˜µ) = p
µ
0 ,
∂P
∂w
(z, α˜µ) = 1! · pµ1 , . . . ,
∂k
µ
B−1P
∂wk
µ
B−1
(z, α˜µ) = (k
µ
B − 1)! · pµkµB−1,
µ = 0, . . . ,M . Similarly one could construct a rational function B by choosing a
polynomial ansatz for B(z, w) ·∏Mµ=0(w − α˜µ(z))kµ+B . B being rational in w and
P polynomial, equations (19) and (20) show that Q and R are also rational in
w, of certain degrees determined by the other terms in (19) and (20), and with
at most simple poles at α˜µ(z). However, only the existence of such polynomial
P and functions Q,R is important here.
Conditions (iii) and (iv) of Theorem 1 imply the existence of formal series solu-
tions of equation (12) in the transformed variable w = (y − c)−1 of the form
(29) w(z) = α˜µ(zˆ) +
∞∑
k=1
c˜k(z − zˆ)k/k
µ
F , c˜1 6= 0,
for all µ ∈ {0, 1, . . . ,M}.
With the integrating factor I(z) = exp
(
− ∫ z
z0
P (ζ, w(ζ))dζ
)
equation (17) can
be written in the form
(30)
d
dz
(I(z)W (z)) = (Q(z, w)w′ +R(z, w)) I(z).
If, in equation (16), we substitute for w the series expansion (29) we see that
W has a Laurent series expansion in (z − zˆ)1/kµF . Also, since P is a polynomial
in w, I(z) has a power series expansion in (z − zˆ)1/kµF . Therefore, the product
I(z)W (z) has a Laurent series expansion in (z− zˆ)1/kµF . Similarly, the right-hand
side of equation (30) has a Laurent series expansion in (z − zˆ)1/kµF of which the
coefficient of the term involving (z−zˆ)−1 must be zero since otherwise integration
on both sides would imply that I(z)W (z) contained a term log(z− zˆ). However,
Q has leading order of the form
Q(z, w(z)) ∼ q
µ
−1(z)
w − α˜µ(z) ∼
qµ−1(zˆ)
(z − zˆ)1/kµF .
Therefore, the right-hand side of equation (30) has leading order
qµ−1(zˆ)
z − zˆ ,
but by the argument above the existence of the formal series solution implies
that qµ−1(zˆ) = 0. Since this condition holds for all zˆ in some open neighbourhood
of z∞, we have in fact shown that q
µ
−1 ≡ 0, which also implies rµ−1 ≡ 0 in the case
kµB = 0. This proves that Q and R are in fact polynomials in w.
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4. Proof of Theorem 1
By Lemma 5 we can continuously deform γ such that w is bounded on the
modified curve γ˜. Continuing with step 3, the following lemma shows that w has
a well-determined behaviour as z approaches z∞ along γ˜.
Lemma 7. Let y be a solution of (1) under the assumptions in Theorem 1 and
w = (y − c)−1 as before. Then, for some µ = 0, 1, . . . ,M ,
lim
γ˜3z→z∞
w(z) = α˜µ(z∞).
Proof. If this was not the case, there would exist some  > 0 and a sequence
(zn)n∈N ⊂ γ˜ with zn → z∞ as n → ∞ such that |w(zn) − α˜µ(z∞)| >  for all
µ = 0, 1, . . . ,M . Also, by Lemmas 4 and 6, W in (16) is bounded on γ˜. Now
A =
∏M
µ=0(w − α˜µ(z))−k
µ
A is bounded away from zero on the sequence (zn) and
B, a rational function in w with only possible poles at α˜µ(z), is bounded on
(zn). Since W = Aw
′ + B this implies that w′ is bounded on the sequence
(zn). However, Lemma 3 applied to the system w
′ = w1, w′1 = E˜(z, w)(w
′)2 +
F˜ (z, w)w′ + G˜(z, w) now shows that w, and therefore y, can be analytically
continued to z∞, contradicting the assumption in Theorem 1.
Remark. In the above lemma, w(z) can in fact only converge to one of those
α˜µ(z∞) for which k
µ
B = k
µ
A + k
µ
F − 1 > 0.
Proof of Theorem 1. Solving (16) for w′ and taking the reciprocal yields
(31)
dz
dw
=
A
W −B.
One can then multiply equation (17) by (31) to obtain
(32)
dW
dw
=
dW
dz
dz
dw
= Q+ (PW +R)
A
W −B.
The two equations (31) and (32) form a system of ordinary differential equations
for z and W as functions of w. By Lemma 7, w → α˜µ(z∞) for some µ ∈
{0, 1, . . . ,M}. Since W is bounded as z → z∞, there exists a sequence (zn)n∈N ⊂
γ˜ with zn → z∞ as n → ∞ such that W (zn) → W∞ for some W∞ ∈ C. B is a
rational function with pole of order kµB at α˜µ(z), i.e. one can write
B(z, w) = (w − α˜µ(z))−k
µ
Bb(z, w),
where b(z, w(z)) is regular on γ˜ and b(z∞, α˜µ(z∞)) 6= 0. Therefore, the right-hand
side of (31),
A
W −B =
∏M
ν=0
ν 6=µ
(w − α˜ν(z))−kνA
W (w − α˜µ(z))kµB − b(z, w)
(w − α˜µ(z))k
µ
B−kµA ,
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as well as the right-hand side of (32) are analytic functions in the variables
(w, z,W ) in some neighbourhood of the point (α˜µ(z∞), z∞,W∞). Applying
Lemma 3 to this system of equations shows that z and W are analytic func-
tions of w at w = α˜µ(z∞). Since dzdw =
A
W−B has a series expansion with leading
term of order kµB − kµA = kµF − 1 in (w − α˜µ(z∞)), z has a series expansion
z − z∞ =
∞∑
k=0
ξk(w − α˜µ(z∞))k
µ
F+k,
convergent in a neighbourhood of α˜µ(z∞). Taking the k
µ
F -th root on both sides
and making a choice of branch shows that
(z − z∞)1/k
µ
F =
∞∑
k=1
ηk(w − α˜µ(z∞))k.
By inverting this series one obtains
w(z) = α˜µ(z∞) +
∞∑
k=1
ζk(z − z∞)k/k
µ
F ,
from which follows that y has a series expansion of the form (6) or (7), convergent
in a (punctured) neighbourhood of z∞.
5. Resonance Conditions
Assumptions (iii) and (iv) in Theorem 1, the existence of formal series solutions,
are equivalent to a number of resonance conditions. These are certain differential
relations among the functions f(z, y), g(z, y) and αµ(z), µ = 1, 2, . . . ,M , arising
from the fact that when inserting the formal series (4) or (5) into equation (1)
to obtain a recurrence relation for the coefficients ck, the coefficient to some
power (z − zˆ)k/kµF must vanish identically. In the proof of Lemma 6 we have
used the existence of the formal series to show the vanishing of the coefficients
qµ−1(z), µ = 0, 1, . . . ,M , which, when written out explicitely, would yield exactly
the resonance conditions. However, inserting the formal series expansions (4)
or (5) into equation (1) directly is more natural and provides an algorithmic
procedure to determine the resonance conditions for any given equation (1) in
the specified form. This procedure is demonstrated below for an example. Note,
however, that the steps at which the resonances occur depend on the values of
the kµB = k
µ
A + k
µ
F − 1, µ = 0, . . . ,M . Although straightforward, the expressions
can get rather complex and it is therefore of advantage to use a computer algebra
software. Here we have used Mathematica 8.0.1 to carry out the calculations.
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An Example. Consider the case with only one function α1 = α(z) 6= const,
(33) −y′′ + (y
′)2
y − α +
f(z, y)
(y − α)2y
′ +
g(z, y)
(y − α)2 = 0,
where f and g are polynomials with degrees degy f = 4, degy g = 5. Since α
′ 6= 0,
condition (ii) of Theorem 1 is
(34) g(z, α(z)) + α′(z)f(z, α(z)) = 0.
By substituting the formal series solution
y(z) = α(zˆ) +
∞∑
k=1
ck(z − zˆ)k/2
into equation (33) one obtains the following expansion in (z − zˆ)1/2 of the left-
hand side:
f + c21
2c1(z − zˆ)3/2 +
4g + 4fα′ + c21 (3c2 + α
′ + 2fy)
4c21(z − zˆ)
+
1
4c31(z − zˆ)1/2
[−8g (c2 − α′)− 2f (c22 − c1c3 + 2c2α′ − 3α′2)+
c21
(
c22 + 2c1c3 + α
′2 + 4α′fy + 2c2 (α′ + fy) + 4gy + c21fyy + 2fz
)]
+ O(1),
where the functions in the numerators are evaluated at (zˆ, α(zˆ)). Equating the
coefficient of (z − zˆ)−3/2 to zero gives
c21 = −f(zˆ, α(zˆ)),
where the choice of branch for c1 can be absorbed into the choice of branch for
(z− zˆ)1/2. Equating the coefficient of (z− zˆ)−1 to zero and using (34) one obtains
c2 = −1
3
(α′(zˆ) + 2fy(zˆ, α(zˆ))) .
The coefficient of (z − zˆ)−1/2 equated to zero then yields, since valid for all zˆ in
a neighbourhood of z∞, the resonance condition
(35)
4gy(z, α(z)) + 6α
′(z)fy(z, α(z)) + 2fz(z, α(z)) + 4α′(z)2 = f(z, α(z))fyy(z, α(z)).
To express the other resonance condition, corresponding to the existence of the
formal series solution
y(z) =
∞∑
k=0
ck(z − zˆ)(k−1)/2,
write f(z, y) = f0(z) + f1(z)y + · · · + f4(z)y4, g(z, y) = g0(z) + · · · + g5(z)y5.
Inserting the formal series solution into the equation one obtains the following
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expansion in (z − zˆ)1/2:
−c0 (1 + c20f4)
2(z − zˆ)5/2 +
α− c1 (1 + 4c20f4)− 2c20 (f3 + 2αf4)
4(z − zˆ)2
+
1
4(z − zˆ)−3/2
[−2c0 (f2 + 2αf3 + c21f4 + 3α2f4 + c1 (f3 + 2αf4))
−2c2 + c−10 (c1 − α)2 − 2c20c2f4 + c30 (4g5 − 2f ′4)
]
+ O((z − zˆ)−1),
where the argument of the functions in the numerators is zˆ. Equating the coef-
ficient of (z − zˆ)−5/2 to zero gives, since c0 6= 0 by assumption,
c20 = −
1
f4(zˆ)
,
where again the choice of branch for c0 can be absorbed into (z− zˆ)1/2. Equating
the coefficient of (z − zˆ)−2 to zero one obtains
c1 =
−2f3(zˆ)− 5α(zˆ)f4(zˆ)
3f4(zˆ)
.
The coefficient of (z− zˆ)−3/2 equated to zero then yields the resonance condition
(36) f2(z)f4(z) + 3α(z)f3(z)f4(z) + 6α(z)
2f4(z)
2 + 2g5(z)− f ′4(z) = 0.
For equation (33) we have thus obtained the resonance conditions (35) and (36).
If one prescribes the polynomial f , condition (36) then determines the coefficient
g5 of g. Conditions (35) and (34) together determine two further coefficients of
g, e.g. g0 and g1. There are then three coefficients of g remaining which can
be chosen arbitrarily. Given f , we have thus specified all possible polynomials g
such that assumptions (iii) and (iv) are satisfied for equation (33).
6. Conclusion
For a class of rational ODEs of the form (1) Theorem 1 states under the assump-
tions made that all movable singularities of a solution which are reached along a
curve of finite length are of algebraic type. The class of ODEs considered here
arises from the fact that the function W which remains bounded as the singu-
larity is approached is taken to be linear in y′. This generalises the result for
equations of Lie´nard type in [2].
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