Abstract. Visual codebooks generated by the quantization of local descriptors allows building effective feature vectors for image archives. Codebooks are usually constructed by clustering a subset of image descriptors from a set of training images. In this paper we investigate the effect of the combination of an ensemble of different codebooks, each codebook being created by using different pseudo-random techniques for subsampling the set of local descriptors. Despite the claims in the literature on the gain attained by combining different codebook representations, reported results on different visual detection tasks show that the diversity is quite small, thus allowing for modest improvement in performance w.r.t. the standard random subsampling procedure, and calling for further investigation on the use of ensemble approaches in this context.
Introduction
As far as an increasing amount of information is available in digital form, smart tools are needed to search into multimedia collections by semantic content. The automatic extraction of semantic content from images can still be a problem in an unconstrained scenario, while, for a number of tasks, some effective techniques are currently available. Due to the difficulty of capturing the complex semantics of images, a number of highly accurate low-level representation of images (e.g., color features, texture, shapes, local descriptors, etc.) have been proposed.
For example, if the goal is to classify a photo as depicting one out of a set of specific scenes, or as containing a certain object of interest, a representation based on a collection of numerical global feature vectors can be used. In the field of visual concept detection, many global features have been proposed to describe image contents such as color [3, 8] , and texture [4] histograms. These approaches work very well as long as the concept the user is interested in can be captured by global features. Indeed, global features are not useful to distinguish different parts of the images, e.g., the foreground from the background, and thus information from different parts can be mixed together. On the other hand, descriptors based on local features, i.e., image patterns that differs from the immediate neighborhood for changes in intensity, color, or texture, allows recognizing objects or scenes in an image, but lose the capability of capturing the global concept as a whole. A way to make a trade-off between global/local features is the use of the so-called bag-of-features methods that have extensively exhibited high levels of performance [7, 23] .
These kind of methods have been proposed in the literature under different names such as 'textons' [13] , 'object parts' [9] and 'codebooks' [10] , but the main idea is more or less the same: the use of vector quantization techniques on local descriptors extracted in some particular areas of an image. The quantization is performed according to a visual codebook where each descriptor is assigned to the codebook element which is closest in the feature space.
Codebooks are usually constructed by clustering local descriptors from a set of training images by using standard clustering algorithms such as the k-means. Clustering is usually performed by sampling either densely or sparsely the set of local descriptors. The final result is the set of centroids of the clusters, so that an image is represented by a vector where the i -th component represents the number of local descriptors that falls in the i -th cluster. The algorithm for generating the codebook is composed of three main parts: the detection of interest points, the extraction of effective descriptors, and the clustering algorithm.
The extraction of interest points can be carried out according to a number of approaches that have been proposed in the past years [15, 10, 12, 27] . The easiest approach that allows extracting a large number of interest points is based on exhaustively sampling different sub-parts of the image at each location and scale [6] . However, by far the more severe drawback of this approach lies in its high computational cost. In order to overcome this problem, a fixed grid of image patches has been proposed in [14] in the context of scene classification, where sampling is performed at every n-th pixel, and at fixed multiple scales. Other approaches, instead of focussing on a more or less dense exhaustive pixels sampling, focus on the search of a set of few but informative interest points. In [27] the authors propose a distinction of corner detectors, blob detectors, and region detectors. Among all, the Harris-Laplace corner detector [17] , and the Hessian-Laplace blob detector [18] have proved successful in many applications.
Intensity-based descriptors have been widely used so far to extract distinctive invariant features from interest points. The Scale Invariant Feature Transform (SIFT) descriptor proposed in [15] is one of the most used approaches. It describes the patches of an image by edge orientation histograms. This descriptor is not invariant to changes in light color, because the intensity channel is a combination of the R, G and B channels. In order to add color invariance, and increase its discriminative power, several color descriptors have been proposed [21] .
Clustering is the last step of the codebook generation, and it is the step this paper is focused in. In fact, as above mentioned, a large number of works investigated different ways of detecting interest points, and extracting effective descriptors, but very few works investigated how to combine different codebooks by manipulating the clustering process [16] .
Clustering is usually performed by taking into account the interest points of all the images in the training set. The clustering process aims at detecting the so-called visual words, i.e., the basic low-level building blocks that allows detecting the concepts of interests. The underlying assumption is that each concept can be detected by representing the images in terms of the number of interest points falling in each cluster. It is easy to see that the clustering process depends on the way interest points are detected, and on the employed descriptor.
Usually, from a dataset of a few thousands of images, it is possible to extract from a few millions to several dozens of million of interest points depending on the employed detector. To reduce the computational cost of the clustering process, the set of interest points is usually under-sampled up to a few hundreds of thousand of elements. However, this means that, on average, we are actually considering less than ten points for each image in datasets containing some dozens of thousands images. On the other hand, a larger number of interest point can be taken into account by resorting to the ensemble paradigm. Different codebooks can be created by using different random or pseudo-random undersamplings of the set of interest points so that the overall number of points used to train the system is as large as possible. Then, a set of classifiers can be trained using the set of different codebook representations and their results combined.
In this paper, we aim at investigating the diversity of the codebooks that can be created according to this approach, and the related performance. Previous works showed that some improvement can be attained by using different clustering algorithms or by employing codebooks of different sizes [16] . Reported results showed that ensemble members where characterized by some kind of diversity, but the overall performance improvements where often modest with respect to other state of the art methods. The approaches investigated in this work are more easy to implement as they don't require different clustering algorithms, and the size of the codebook is kept constant. Experiments have been performed on two distinct visual concept detection tasks. Reported results show that some modest improvements can be attained, even if the correlation of outputs of the ensemble members is quite large. However, as the base performance of concept classifiers are not very high, even modest improvements provide a useful gain in real scenarios. This paper is organized as follows: Sect.2 presents the proposed pseudorandom under-sampling approach; Sect.3 presents the three different combination rules used in order to combine the score gained from the different classifiers; Experimental results are reported in Sect.4 and conclusions are drawn in Sect.5.
Random selection of interest points for visual feature extraction
We focus this section on the clustering process. The clustering process is the key step that transforms the set of interest point descriptors of a set of training images into "bags of visual words" and codebooks.
The process of creating a codebook is quite simple. First, m interest points are extracted from all the training images by resorting to one of the techniques revised in Section 1. Then, these points are clustered by using any of the clustering algorithms available in the literature. Typically, k-means clustering is used, and the number of clusters k is chosen a-priori, where k << m. For each cluster, the centroid is computed, so that each image can be mapped into a codebook of size k by assigning the interest points of the image to the nearest centroid. Finally, this new feature vector representation can be used for image classification.
However, some tricky settings are needed for the clustering process to be effective such as the estimation of the "optimal" number of clusters (i.e., codebook's dimension) in the case of the k-means clustering algorithm, and the number of interest points to be clustered. The "optimal" codebook's dimension is usually empirically determined by testing the performance of different codebook sizes.
A common procedure to set the total number of interest points to be clustered is based on a random extraction of a fixed number of points from the totality of points belonging to all images in the training set. This number is fixed regardless of the number of images in the dataset in order to limit the computational complexity of the clustering algorithm. Consequently, the number of points per image automatically decreases as long as the number of images increases. For example, the Color Descriptors toolkit [21] (i.e., one of the most popular toolkits available to generate codebooks) employs the k-means clustering algorithm to produce a "bag of visual words" representation by randomly selecting 250,000 points from the set of points of the images of the input dataset, regardless of the dimension of the dataset.
In this paper we investigate how the number of points selected for clustering affects the performance of the concept detector. In particular, we investigate if a larger number of points allows extracting a larger amount of information from the training set. However, in order to limit the computational complexity of the clustering phase, we use different codebooks of the same size generated by selecting different subsets of points from the totality of points of the training set. Then, the detectors trained using these different codebooks are combined in order to exploit the information embedded in a larger number of interest points.
It is well known that the performance of the combination of an ensemble of classifiers depends on the "diversity" among the ensemble members, the higher the diversity, the larger the gain in performance that can be expected. To increase the diversity of the ensemble members, we test a pseudo-random procedure to create different codebooks. In particular, we randomly divide the set of training images into n groups, each group containing the same proportion of images per class as the original training set, then a fixed number of interest points is extracted from each group. In this way n different "bags of visual words" representations are obtained, the diversity being attained by using points from distinct set of images from the training set. and the final decision (in the form of a predicted binary label), respectively, produced for x k j by a classifier trained for detecting concept i. Without losing generality, let us assume that the score is in the range [0, 1]. Then, for each concept i, the scores s k ij are combined in order to obtain a final score s * ij for image x j . We tested the following combination rules:
-The Mean rule -The Dynamic Score Combination by Majority Vote -The Dynamic Score Combination by Mean rule These combination approaches has been chosen for their limited computational cost and because their performance showed to be quite good when compared to more complex combination rules that require a higher computational cost in different application scenarios [25] .
For the Mean rule, we computed the average of the scores obtained from the set of classifiers [11] :
In the case of the other two combination rules, we used the Dynamic Score Combination (DSC) approach [25] :
In a two-class problem formulation, the aim of the DSC approach is to combine the scores so that the combined score distributions for the two classes exhibit a larger separation than the score distributions produced by the individual classifiers. Thus, ideally, the maximum separation can be achieved by selecting the maximum score for patterns belonging to the class of interest, and the minimum score otherwise. Equation 2 is a formulation that embeds selection and combination through the use of the weights α. In [25] different methods to compute dynamically the weights α are proposed. The rule for computing α in the case of DSC by Majority Vote is the following:
i.e., for each image and class, the maximum score is selected if the majority of classifiers claims that the image belongs to that class, while the minimum score is selected otherwise. The rule for computing α in the case of DSC by Mean Rule is the following:
i.e., the combined score is a combination of the maximum and minimum scores, the value of α being equal to the average of the scores produced by the classifiers.
Experimental Results
Experiments have been carried out using two datasets, namely a subset of the MIRFLICKR 1 collection proposed for the ImageCLEF 2012 Photo Flickr Annotation Task [24] and the MICC-Flickr101 dataset [1] . The first dataset comprises 25 thousand multi-labelled images that have been manually annotated using 94 concepts. The MICC-Flickr101 dataset is based on the 101 object categories of the Caltech101 dataset, while the images were obtained by downloading them from Flickr in January 2012. This dataset is made up of 7348 single labelled images with at least about 40 images per class, the median of the number of elements per class being equal to 70. Images are at high resolution, 1024 x 768 pixels on average, and depict objects in daily-life real scenarios. The ImageCLEF 2012 dataset was originally subdivided into a training and a test set, while we randomly subdivided the MICC-Flickr101 dataset.
A dense sampling strategy for interest point detection has been used: features are extracted at 4 scales (0.5, 1, 1.5, and 2) with a regular grid spaced 10 pixels. For extracting the SIFT descriptors, the ISIS Color Descriptors 2 toolkit has been used [21] .
In order to create different codebooks, and test the proposed pseudo-random procedure, we randomly divided the training set into 4 groups. Each group contained the same proportion of images per class as the original training set, then 1 million of interest points has been extracted from each group. We compared this approach to the common procedure, i.e. randomly selecting 250,000 points from the set of points extracted from the entire training set. In particular, we performed four random extractions of 250,000 points to create four different codebooks. The dimension of the codebooks, i.e. the number of clusters k in the k-means approach, has been fixed to 512. The choice of the parameters for training set divisions (4) and k-means (512) was carried out to obtain a "good" compromise between the diversity of the codebooks, and the associated computational cost. In particular, we aimed to limit the overall computational cost related to all the phases involved in obtaining the bag-of-visual-words representation, and the later parameter estimation for each SVM that has to be trained for each representation. It is well known that all these phases are highly time consuming. In several preliminary experiments, we also used different values for the k parameter, and the comparison between the proposed mechanism and the usual one exhibits the same behavior as the one reported in the paper.
The Support Vector Machine with RBF kernel has been used as the base classifier for its good performance on various image classification tasks [5, 2] . In particular, we implemented a multi-label classifier by independently training a SVM classifier for each class [22, 26] . SVM parameters have been set by exploring the set of parameters in order to select the detector with the highest performance in the training set. For each classifier, a different decision threshold has been set according to the threshold optimization approach proposed in [19] aimed at maximizing the overall classification performance when, for each pattern, a score value is available for each class. We trained a single SVM for each concept and for each "bags of visual words" representation. Thus, a S k i SVM is available for concept i in the k representation.
Results
Performance are evaluated in terms of Macro-averaged and micro-averaged Fmeasures [22, 26] . In multi-label classification tasks, the F-measure [20] over all classes can be defined in terms of empirical averages in two different ways. Macroaveraging (denoted with the capital 'M') consists of averaging over all the classes the corresponding class-related measure. It equally weights each class, and thus tends to be dominated by the performance on rare classes, which is usually lower than that attained for common ones [28] . Micro-averaging (denoted with 'u') consists of computing the measure with respect to the sum of the true positive, false positive and false negative values over all classes.
The results of the experiments on the ImageCLEF and the MICC-Flickr101 datasets are reported in the following Tables. Reported results are related to different experimental settings:
-average performance of four concept detectors, each one trained on different codebooks, each created by 250,000 independently random selected points (SE avg); -combination of the scores of the codebooks generated as in the former experiments by the Mean rule; -combination of the scores obtained by training four concepts detectors on four different codebooks generated according to the proposed pseudo-random procedure (Mean rule, DSC mean, DSC majority).
Reported results show that the different ways of selecting the points for the creation of the codebooks influences the performance depending on the number of the images in the dataset. Table 1 , related to the ImageCLEF dataset, shows that combining the scores of four concept detectors trained on different codebooks (SE Mean, Mean rule, DSC mean, and DSC majority) allows obtaining a slight better results w.r.t. the average performance of individual detectors (SE avg). In addition, reported results shows that in the case of the ImageCLEF dataset the improvement in performance is larger when ensemble members rely on codebooks generated by four independent random extractions of points (SE Mean) than those attained by creating the codebooks by first splitting the training set into four groups (Training set splitting).
Results reported in Table 2 show that the F1u performance of the Mean rule, related to the (Training set splitting), is slightly worse than that of the SE Mean techniques, related to four random extractions of points. On the other hand, (Training set splitting) exhibits a better performance if the F1M measure is considered. This behavior can be explained by the definition of the two measures. While the F1u measure computes the sum of the true positive, false Table 2 . Results in terms of F1 micro and macro for the MICC-Flickr101 dataset.
positive and false negative values over all classes, and then evaluates a "global" average, the F1M measure averages the corresponding class-related measure over all the classes, with equal weights for each class. Consequently, the F1M tends to be dominated by the performance of the classes containing a tiny fraction of patterns. In other words, this means that when the dataset contains a lot of images, and, consequently, a very large number of interest points are extracted, the (Training set splitting) procedure allows using a larger number of points per image w.r.t. the random extraction of points from the entire training set, but it does not translates into an increased diversity of the generated codebooks. On the other hand, when the number of images in the dataset is not so high, the (Training set splitting) procedure allows extracting those points that permit to create diverse codebooks that can improve the performance on rare classes. It is worth noting that the performance improvements are related to the correlation (i.e,, the diversity) of codebooks. In fact, reported results show that the performance obtained by using an ensemble of diverse codebooks are always higher than those obtained by using just a single codebook. To this end, Figure  1 shows the degree of correlation among the scores of the 8 concept detectors, four of them trained with the codebooks obtained according to the (Training set splitting) procedure (Splitx), the other four trained with the codebooks obtained by following the common approach (Tradx). It is easy to see that, regardless the technique used to produce different codebooks, the output scores tend to exhibit high correlation values. Nonetheless, some improvements in performance is attained.
Conclusions
We investigated the effect of the combination of an ensemble of different codebooks, each codebook being created by using different pseudo-random techniques for sub-sampling the set of local descriptors. In particular, we tested different Fig. 1 . Correlation matrix between the score obtained using the proposed approach (Splitx) and the score obtained using the common clustering method (Tradx) in the ImageCLEF (a) and MICC-Flickr101 (b) dataset combination strategies to combine the scores produced by the detectors trained on such different codebooks. Reported results show that the use of ensemble approaches allows attaining modest improvement in performance even if the correlation of the output score is somewhat high. However, it is worth noting that the proposed approaches allows reducing the computational cost w.r.t. the typical settings. Thus, we can conclude that creating diverse codebooks allows reducing the training cost of the classification system, while retaining or slightly increasing the classification performance.
