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We study high-dimensional sample covariance matrices based on independent random vectors
with missing coordinates. The presence of missing observations is common in modern applica-
tions such as climate studies or gene expression micro-arrays. A weak approximation on the
spectral distribution in the ”large dimension d and large sample size n” asymptotics is derived
for possibly different observation probabilities in the coordinates. The spectral distribution turns
out to be strongly influenced by the missingness mechanism. In the null case under the miss-
ing at random scenario where each component is observed with the same probability p, the
limiting spectral distribution is a Marcˇenko-Pastur law shifted by (1 − p)/p to the left. As
d/n → y ∈ (0, 1), the almost sure convergence of the extremal eigenvalues to the respective
boundary points of the support of the limiting spectral distribution is proved, which are explic-
itly given in terms of y and p. Eventually, the sample covariance matrix is positive definite if p
is larger than
1− (1−√y)2 ,
whereas this is not true any longer if p is smaller than this quantity.
Keywords: Sample covariance matrix with missing observations, limiting spectral distribution,
Stieltjes transform, almost sure convergence of extremal eigenvalues, characterization of positive
definiteness.
1. Introduction
In many modern applications high-dimensional data suffers from missing observations.
As pointed out in Troyanskaya et al. (2001), “The data from microarray experiments is
usually in the form of large matrices of expression levels of genes (rows) under differ-
ent experimental conditions (columns) and frequently with some values missing. Missing
values occur for diverse reasons, including insufficient resolution, image corruption, or
simply due to dust or scratches on the slide. Missing data may also occur systematically
∗Supported by the DFG Research Unit 1735, RO 3766/3-1 and DE 502/26-2.
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2as a result of the robotic methods used to create them.” “Data available for climate
research typically suffer from uneven sampling due to ... sporadic instrument failure; or
other interruptions during the period of interest,” Sherwood (2001). Further, missing ob-
servations in telescope data may be caused by a cloudy sky, Nishizawa and Inoue (2013).
In the statistical literature, high-dimensional low-rank covariance matrix estimation with
missing observations has been recently investigated in Lounici (2014), where sparsity or-
acle inequalities for a matrix-Lasso estimator are derived. An adaptive test for large
covariance matrices with missing observations have been proposed recently in Butucea
and Zgheib (2016). While in view of inference statements asymptotic properties of the
eigenvalues and eigenvectors for high-dimensional sample covariance matrices based on
complete data are exhaustively investigated in random matrix theory, the statistically
equally important case of missing observations has not been studied so far. Concerning
spectral based dimension reduction techniques and statistics such as the log-determinant,
a profound spectral analysis is inevitable. The aim of this article is to get this develop-
ment underway. We study asymptotic spectral properties of high-dimensional sample
covariance matrices with missing observations. Let
Y = (Y1, ..., Yn) ∈ Rd×n, Yk = (Y1k, ..., Ydk)∗ ∈ Rd, k = 1, ..., n,
be a sample of independent identically distributed (iid) random vectors with covariance
matrix
T = E
(
(Y1 − EY1)⊗ (Y1 − EY1)
)
.
In examples as described above, we do not observe the whole random vector Yk but some
of its components. This missingness is represented by a random matrix ε ∈ Rd×n with
entries
εik =
{
1 if Yik is observed
0 if Yik is missing.
Under the assumption that the matrices Y and ε are independent, the estimator
Tˆij =
1
Nij
∑
k∈Nij
(
Yik − Y¯i
) (
Yjk − Y¯j
)
is the analogue of the sample covariance and hence the natural estimator for Tij , where
Nij =
{
k ∈ {1, . . . , n} : εikεjk = 1
}
, Nij = 1 ∨#Nij (1.1)
and
Y¯i =
1
Nii
∑
k∈Nii
Yik.
Subsequently, Tˆ = (Tˆij) ∈ Rd×d is referred to as sample covariance matrix with missing
observations. If EYk = 0 is known in advance one typically uses the estimator
Σˆ =
(
Σˆij
) ∈ Rd×d, Σˆij = 1
Nij
∑
k∈Nij
YikYjk.
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In what follows we write Ξˆ for Tˆ and Σˆ if a statement holds for both estimators. The
distribution of the missingness matrix ε substantially influences the spectrum of Ξˆ (see
Figure 1). In the high-dimensional scenario, Ξˆ may be asymptotically indefinite even if
the smallest eigenvalue of T stays uniformly bounded away from zero. Heuristically, it is
not clear at all how the high dimensionality affects the spectral properties in the situation
of missing observations, and whether well-known phenomena occur in a possibly modified
way. In this article we investigate asymptotic spectral properties of Ξˆ under the classical
missing (completely) at random (MAR) setting. Here, the variables εik, i = 1, ..., d,
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Figure 1. The left column shows histograms of the eigenvalues of the estimator Σˆ and the right column
of the estimator Tˆ from a centered Gaussian sample. The underlying population covariance matrix in
each histogram is the identity. The dimension of the observations in the first row is 2000, the sample size
8000 and all coordinates are observed. In the second row each coordinate is observed with probability
1/2. In the last row the probabilities of observation are changed to 1/4 for the first 1000 coordinates and
to 3/4 for the other half of the coordinates.
k = 1, ..., n, are independent random Bernoulli variables with
P(εik = 1) = pi and P(εik = 0) = 1− pi,
4and they are jointly independent of Y1, . . . , Yn. The latter are assumed to be of the form
Yk = T
1/2Xk + EYk, k = 1, . . . , n,
where X1, . . . , Xn are iid centered random vectors with independent coordinates of vari-
ance 1. This representation is common in literature on random matrix theory. Without
missing observations, that is, for completely observed random vectors Y1, . . . Yn, the clas-
sical sample covariance matrix is a well-studied object in the large dimension d and
large sample size n asymptotics. The first result on its spectral distribution is due to
Marcˇenko and Pastur (1967). They established in particular weak convergence in proba-
bility of the empirical spectral distribution for diagonal T under the assumption of finite
fourth moment on the entries of X1, . . . , Xn and some dependency condition reflected in
their mixed second and fourth moments. The most general version of this statement has
been proved in Silverstein (1995), where weak convergence (almost surely) is established
under the finite second moment assumption for rather general matrices T . The almost
sure convergence of the largest eigenvalue in the null case T = Id×d (identity matrix) has
been proved in Yin, Bai and Krishnaiah (1988) under the assumption of the existence of
the fourth moment, which generalizes a first result in this direction due to Geman (1980).
Bai, Silverstein and Yin (1988) have shown that the existence of the fourth moment is
in fact necessary. As concerns the smallest eigenvalue in the null case, the most current
theorem on its almost sure convergence has been derived by Bai and Yin (1993). Under
quite general regularity conditions on T , the convergence of the extremal eigenvalues to
the respective boundaries of the support of the limiting spectral distribution follows from
Bai and Silverstein (1998).
Our contributions in this article are the following.
(i) We establish a weak approximation of the empirical spectral distribution of the
sample covariance matrix with missing observations Ξˆ by a non-random sequence
of probability measures expressed in terms of their Stieltjes transforms, which holds
true for possibly different observation probabilities in the coordinates. In the null
case under the missing at random scenario where each component is observed with
the same probability p, the limiting spectral distribution is shown to be a Marcˇenko-
Pastur law shifted by (1− p)/p to the left.
(ii) As d/n → y ∈ (0, 1) and under the missing at random scenario where each com-
ponent is observed with the same probability, we prove almost sure convergence
of the extremal eigenvalues of Σˆ to the respective boundary points of the support
of the limiting spectral distribution in the null case. A statistically important con-
sequence is the characterization of positive definiteness for the sample covariance
matrix with missing observations.
Understanding the empirical spectral distribution of sample covariance matrices with
missing observations is of great importance to develop improved estimators for the pop-
ulation covariance matrix and the precision matrix. Such estimators have been already
established for completely observed data by El Karoui (2008) and Ledoit and Wolf (2012)
based on non-linear shrinkage of the eigenvalues. However, if some data is missing, the
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situation is more intricate since the analysis in our article reveals that the limiting be-
havior of the empirical spectral distribution does not only depend on the eigenvalues of
the population covariance matrix but also on its eigenvectors. Nevertheless, we expect
that adjusting the diagonal of the sample covariance matrix with missing observations
yields a more suitable matrix for spectrum estimation.
Very recently, various authors studied asymptotic spectral properties of sample autoco-
variance matrices of high-dimensional time series which is another statistically relevant
scenario. Jin et al. (2014) derived the limiting spectral distribution of the symmetrized
autocovariance matrix in the iid case. Liu, Aue and Paul (2015) established a Marcˇenko-
Pastur-type law for the empirical spectral distribution in case of general high-dimensional
linear time series. They investigated the moderately high-dimensional case of this prob-
lem in Wang, Aue and Paul (2015). Li, Pan and Yao (2015) developed the limiting
singular value distribution of the sample autocovariance matrix by means of the Stieltjes
transform for an independent sequence with elements possessing finite fourth moments.
Wang and Yao (2015) proved the same result by the method of moments, and addition-
ally the almost sure convergence of the spectral norm. The strong limit of the extreme
eigenvalues of symmetrized autocovariance matrices is established in Wang et al. (2015).
The article is organized as follows. First we introduce the essential notation and the
model assumptions in the next section. Section 3 is devoted to our main results. The
proof of Theorem 3.1 is quite long and therefore decomposed into Section 4, Section 5
and Appendix A. The proof of Theorem 3.3 is deferred to Section 6 and Appendix B.
Some auxiliary results which are used throughout the proofs are collected in Appendix
C.
2. Notation and preliminaries
2.1. Notation
For any bounded function f : R→ R
‖f‖ = sup
x∈R
|f(x)|
denotes its supremum norm. If f is Lipschitz in addition then the bounded Lipschitz
norm is defined as
‖f‖BL = max (‖f‖L, ‖f‖) ,
where ‖f‖L denotes is the best Lipschitz constant of f . We write
C+ = {z ∈ C : =(z) > 0}
for the upper complex half plane. For any Hermitian matrix A ∈ Cd×d denote the (nor-
malized) spectral measure by
µA =
1
d
d∑
i=1
δλi(A),
6where λ1(A) ≥ ... ≥ λd(A) are the eigenvalues of A and δx denotes the Dirac measure in
x. If it is clear that we refer to a matrix A, we use the shortened notation λ1 ≥ ... ≥ λd.
We write A∗ for the adjoint of A. Let us introduce the Schatten norms for matrices
‖A‖Sp =
(
d∑
i=1
λi(AA
∗)p/2
)1/p
, p ≥ 1.
Furthermore, tr(A) denotes the trace of A and rank(A) its rank. For two matrices A,B ∈
Rd×n we write A ◦ B = (AikBik)i,k for the Hadamard product. For any vector v ∈ Rd,
diag(v) ∈ Rd×d is the diagonal matrix with the i-th diagonal entry equal to vi. With
slight abuse of notation we also write diag(A) for diag(A11, . . . , Add), A ∈ Rd×d. The
Stieltjes transform of a measure µ on the real line is defined by
mµ(z) =
∫
R
1
λ− zdµ(λ), z ∈ C
+.
On the space of probability measures on R recall the following distance measures
Kolmogorov metric: dK(µ, ν) = ‖µ((−∞, ·])− ν((−∞, ·])‖,
Dual bounded Lipschitz metric: dBL(µ, ν) = sup
‖f‖BL≤1
∫
R
fd(µ− ν),
Le´vy metric:
dL(µ, ν) = inf
{
ε > 0
 µ((−∞, x− ε])− ε ≤ ν((−∞, x])
≤ µ((−∞, x+ ε]) + ε for all x ∈ R
}
.
We will frequently make use of the well-known relation dL(µ, ν) ≤ dK(µ, ν) for any two
probability measures µ and ν on the real line, cf. Petrov (1995), p. 43. For any measures
µ and ν, µ?ν denotes their convolution. As usual, =⇒ stands for weak convergence. The
Marcˇenko-Pastur distribution with parameters y, σ2 > 0 is given by
µMPy,σ2 =
(
1− 1
y
)
+
δ0 +
1
2piσ2
√
(b− x)(x− a)
yx
1{a ≤ x ≤ b}dx (2.1)
with a = σ2(1 − √y)2 and b = σ2(1 +√y)2. Moreover, for σ2 > 0 let µMP0,σ2 = δσ2 . The
notation . means less or equal up to some positive multiplicative constant which does
not depend on the variable parameters in the expression.
2.2. Preliminaries
Let (X(i, k))i,k∈N be a double array of iid centered random variables with unit vari-
ance. The left upper d × n submatrix is denoted by Xd,n. Then the random vectors
Y1,d,n, . . . , Yn,d,n ∈ Rd are the columns of the matrix
Yd,n − EYd,n = T 1/2d,nXd,n.
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with
Td,n = diag(T11,d,n, . . . , Tdd,d,n) ∈ Rd×d.
This structure on the population covariance matrix is the simplest one which allows to
visualize the effects of missing observations on the spectrum of the sample covariance
matrix. The non-diagonal case is discussed at the end of Section 4. Its treatment requires
some technical modification of the arguments presented here but not substantially new
ideas and is beyond the scope of the article. (εd,n)d,n is a triangular array of random ma-
trices εd,n ∈ Rd×n independent of (X(i, k))i,k∈N, where the entries εik,d,n are independent
Bernoulli variables with observation probabilities
P(εik,d,n = 1) = pi,d,n, i = 1, . . . , d, k = 1, . . . n.
The dependence of the set Nij and the number Nij in (1.1) on the sequence (εd,n) is
indicated by an additional subscript d, n. Throughout this article we impose that the
family of spectral measures of the population covariance matrices (Td,n) as well as the
family of empirical distributions
(µwd,n)d,n , with µ
wd,n =
1
d
d∑
i=1
δwi,d,n and wd,n =
(
p−11,d,n, ..., p
−1
d,d,n
)
,
are tight. This assumption ensures that there are not too many probabilities of obser-
vation pi,d,n in the vector pd,n that are very close to zero, in the sense that for most
coordinates i = 1, ..., n the number of observations remains proportional to n, while a
few degeneracies may occur. Asymptotic statements refer to
d→∞ while n = n(d) satisfies lim sup
d→∞
(d/n) <∞. (2.2)
The sequence of sample covariance matrices with missing observations is denoted by(
Ξˆd,n
)
d,n
,
the corresponding sequence of spectral measures by (µd,n)d,n and their Stieltjes trans-
forms by (md,n)d,n.
3. Results
The main results of the article are the weak approximation of the spectral measure µd,n
of Ξˆd,n by a non-random sequence of probability measures, and, in the null case, the
almost sure convergence of the extremal eigenvalues of Σˆd,n. Thereto, define the matrices
Sd,n = diag
(
1− p1,d,n
p1,d,n
T11,d,n, . . . ,
1− pd,d,n
pd,d,n
Tdd,d,n
)
and Rd,n = diag
(
1
p1,d,n
T11,d,n, . . . ,
1
pd,d,n
Tdd,d,n
)
.
8Theorem 3.1. Suppose that the assumptions stated in Subsection 2.2 hold, and
sup
d
‖Rd,n‖S∞ <∞.
Then for any z ∈ C+,
|md,n(z)−m◦d,n(z)| → 0 a.s.,
where m◦d,n(z) satisfies
m◦d,n(z) =
1
d
tr

(
1
1 + dne
◦
d,n(z)
Rd,n − Sd,n − zId×d
)−1 (3.1)
and e◦d,n is the (unique) solution of the fixed point equation
e◦d,n(z) =
1
d
tr
Rd,n
(
1
1 + dne
◦
d,n(z)
Rd,n − Sd,n − zId×d
)−1 .
Moreover, m◦d,n is the Stieltjes transform of a probability measure µ
◦
d,n on the real line
and
µ◦d,n − µd,n =⇒ 0 a.s.
Remark. Note that the theorem covers in particular the case d/n→ 0. It follows from
the proof that
|e◦d,n(z)| ≤
‖Rd,n‖S∞
=(z) , z ∈ C
+.
Due to Rd,n−Sd,n = Td,n, this implies that the Stieltjes transforms m◦d,n approach those of
the spectral measures of Td,n as d/n→ 0. That is, an effect caused by missing observations
appears asymptotically only in the high-dimensional scenario lim infd d/n > 0.
The equation (3.1) characterizes uniquely the approximating spectral measure via its
Stieltjes transform. Without missing observation, i.e. pi,d,n = 1, the solution of (3.1)
coincides with the solution to the Marcˇenko-Pastur equation
m◦d,n(z) =
1
d
d∑
i=1
1
Tii,d,n
(
1− dn − dnz ·m◦d,n(z)
)
− z
.
The difference in the representation results from the fact that the spectra of
T
1/2
d,nXd,nX
∗
d,nT
1/2
d,n and X
∗
d,nTd,nXd,n
are identical up to |d−n| zero eigenvalues, which is used in the classical analysis. Except
for special cases, this simplification is not possible in the missing at random scenario.
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It is well-known that the Stieltjes transform of the Marcˇenko-Pastur law with parameters(
y, σ2/p0
)
is the unique solution to
s(z) =
(
σ2
p0
· 1
1 + σ
2
p0
ys(z)
− z
)−1
from C+ → C+. In the special case Td,n = σ2Id×d and pd,n = (p0, . . . , p0) ∈ (0, 1)d, we
have
m◦d,n
(
z − σ2 1− p0
p0
)
=
σ2
p0
1
1 + dn
σ2
p0
m◦d,n
(
z − σ2 1−p0p0
) − z
−1 .
Hence, µ◦d,n is the Marcˇenko-Pastur law µ
MP
d
n ,
σ2
p0
shifted by σ2 1−p0p0 to the left.
Corollary 3.2. Grant the conditions of Theorem 3.1. If pi,d,n = p0 > 0 for i = 1, . . . , d
and d, n ∈ N and Td,n = σ2Id×d, σ2 > 0, we obtain
µd,n =⇒ µMPy,σ2p0
? δ− 1−p0p0 σ2
a.s.
as d→∞ and d/n→ y > 0. Eventually, as y < 1,
lim sup
d
λmin
(
Ξˆd,n
)
< 0 a.s. if p0 < 1− (1−√y)2.
In other words, under the missing at random scenario where each component is observed
with the same probability p0, the limiting spectral distribution is a Marcˇenko-Pastur
law shifted by σ2(1− p0)/p0 to the left. Eventually, the sample covariance matrix is not
positive definite if p0 is smaller than
1− (1−√y)2 .
For the estimator Σˆd,n we even determine the almost sure limit of the extremal eigenval-
ues.
Theorem 3.3. Grant the conditions of Corollary 3.2 let additionally EX411 < ∞ and
εd,n ∈ Rd×n be the upper left corner of a double array (ε(i, k))i,k∈N of iid Bernoulli
variables with parameter p0. Assume that EYd,n = 0.Then, if 0 < y < 1,
lim
d→∞
λmin
(
Σˆd,n
)
=
σ2
p0
(1−√y)2 − 1− p0
p0
σ2 a.s., and
lim
d→∞
λmax
(
Σˆd,n
)
=
σ2
p0
(1 +
√
y)
2 − 1− p0
p0
σ2 a.s.
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The limit of the smallest eigenvalue is always smaller than in the completely observed case
p0 = 1, whereas the largest eigenvalue is always larger. In the limiting case y → 0 both
expressions on the right-hand side reduce to σ2 as in the completely observed classical
case, independently of p0.
As in Theorem 1 of Bai and Yin (1993) the existence of the fourth moment is necessary
for the above Theorem to hold. The proof of the necessity is a straightforward adaption
of the arguments in Yin, Bai and Krishnaiah (1988).
The characterization of positive definiteness in the null case under the missing at random
scenario is an immediate corollary of Theorem 3.3.
Corollary 3.4. Under the condition of Theorem 3.3,
lim
d→∞
λmin
(
Σˆd,n
)
< 0 a.s. if p0 < 1− (1−√y)2, and
lim
d→∞
λmin
(
Σˆd,n
)
> 0 a.s. if p0 > 1− (1−√y)2.
4. Proof of Theorem 3.1, Part I
Reduction to the form
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n − Sd,n
With the notation
T¯d,n =
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n − Sd,n
and
Zd,n ∈ Rd×n, Zik,d,n = Xik,d,nεik,d,n
p
1/2
i,d,n
, i = 1, . . . , d, k = 1, . . . , n,
let µ¯d,n be the spectral measure of T¯d,n. The aim of this section is to show that the
spectral distributions µd,n of Ξˆd,n may be approximated by µ¯d,n.
Proposition 4.1. Grant the conditions of Subsection 2.2. Then
dL (µ¯d,n, µd,n) −→ 0 a.s.
Remark. Corollary 3.2 can be equally deduced from Proposition 4.1. Since in that case
Sd,n is a multiple of identity, the eigenvalues satisfy
λi
(
T¯d,n
)
= λi
(
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n
)
− 1− p0
p0
σ2, i = 1, . . . , d.
For the matrix
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n
it is well-known (see e.g. Silverstein (1995)) that the spectral distribution converges weakly
to µMPy,σ2/p0 almost surely as d/n→ y > 0.
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The proof of Proposition 4.1 is postponed to Appendix A. At this place we give a sketch
of the proof. Subsequently we restrict our attention to the estimator Tˆd,n. The proof for
Σˆd,n is just a simplified version.
The proof of Proposition 4.1 is subdivided into eight steps. In each step Tˆd,n is modified in
a way which does not affect its spectral distribution asymptotically. In order to simplify
the notation each modification of Tˆd,n from one step will be again denoted by Tˆd,n in the
next step. Within the proof denote
Wˆd,n ∈ Rd×d, Wˆij,d,n = n
Nij,d,n
,
Wd,n ∈ Rd×d, Wij,d,n = nE#Nij,d,n .
Before we start with the description of the proof we rearrange the entries Tˆij,d,n as follows
1
Nij,d,n
∑
k∈Nij,d,n
(
Yik,d,n − Y¯i,d,n
) (
Yjk,d,n − Y¯j,d,n
)
=
1
Nij,d,n
∑
k∈Nij,d,n
(
(Yik,d,n − EYik,d,n)−
(
Y¯i,d,n − EYik,d,n
) )
×
(
(Yjk,d,n − EYjk,d,n)−
(
Y¯j,d,n − EYjk,d,n
) )
=
1
Nij,d,n
∑
k∈Nij,d,n
(Yik,d,n − EYik,d,n)− 1
Nii,d,n
∑
l∈Nii,d,n
(Yil,d,n − EYil,d,n)

×
(Yjk,d,n − EYjk,d,n)− 1
Njj,d,n
∑
l∈Njj,d,n
(Yjl,d,n − EYjl,d,n)
 .
Therefore, we may assume without loss of generality Yd,n to be centered. Rewrite Tˆd,n
in the following way
Tˆd,n =
1
n
Wˆd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wˆd,n ◦
(
(Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
+
1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
,
where
Mˆd,n = (mˆd,n, ..., mˆd,n︸ ︷︷ ︸
n times
) ∈ Rd×n with mˆi,d,n = 1
Nii,d,n
∑
k∈Nii,d,n
Yik,d,n. (4.1)
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Let us briefly describe the separate steps of the proof. The first three steps use the
inequality
dK(µ
A, µB) ≤ 1
d
rank(A−B)
for Hermitian matrices A,B ∈ Rd×d in order to regularize certain rows of εd,n for which
the probability of observation pi,d,n is smaller than some given value p0 > 0, to get rid
of the additive term
1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
,
and to truncate the diagonal entries of Td,n. Thereafter we want to make use of the
inequality
d3L
(
µA, µB
) ≤ 1
d
tr
(
(A−B)(A−B)∗), (4.2)
where, in our case, A and B are two d × d random Hermitian matrices. In order to
deduce almost sure convergence to 0 of the right-hand side by means of the Borel-Cantelli
lemma, truncation of the random variables Xik,d,n is necessary to guarantee the existence
of higher order moments of the empirical spectral distribution of Tˆd,n. This is realized in
Step IV. In Step V the matrix Wˆd,n is replaced by its deterministic counterpart Wd,n the
evaluation of which is based on a sophisticated combinatorial analysis of moments. In
Step VI a combination of both inequalities displayed above is applied. More precisely, an
entry Yik,d,n is preserved depending on whether its absolute row sum
∑
l |Yil,d,n| exceeds
a certain value or not. The number of removed rows is asymptotically negligible while
the remaining matrix is suitable for an application of (4.2). Hereby, the matrices
− 1
n
Wd,n ◦
(
(Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
and − 1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
are removed from Tˆd,n. The form
Wd,n = wd,nw
∗
d,n + diag
(
Wd,n − wd,nw∗d,n
)
is the motivation for replacing
1
n
diag
(
Wd,n − wd,nw∗d,n
) ◦ ((Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗)
by its expectation in Step VII. Reverting finally the truncation Steps II, III, IV yields
the claim.
In the next section Ξˆd,n denotes the matrix
1
n
(wd,nw
∗
d,n) ◦ ((Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗)− Sd,n =
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n − Sd,n
which is obtained in step VIII. Correspondingly, we write µd,n and md,n for its spectral
measure and the Stieltjes transform.
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Remark. In the case of non-diagonal Td,n we cannot reduce the sample covariance
matrix with missing observations to the form
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n − Sd,n
but instead have to analyze the spectrum of
1
n
(wd,nw
∗
d,n) ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− Sd,n = 1
n
(
Y˜d,n ◦ ε
)(
Y˜d,n ◦ ε
)∗
− Sd,n
with
Y˜d,n = diag(w)Yd,n.
Nevertheless, the arguments of Section 5 can be modified at the cost of additional technical
expenditure. We find that the ideas of the proof are much clearer for the diagonal special
case and therefore omitted this extension due to length of the paper.
5. Proof of Theorem 3.1, Part II
Note that, in general, the spectral analysis and limiting behavior of Ξˆd,n significantly
differ from those of the matrix analyzed in Bai and Silverstein (1995). By Proposition
4.1 as well as Lemma C.12 and Lemma C.13, we continue to show thatmd,n(z)−m◦d,n(z) −→ 0 a.s.
for all z ∈ C+. Such type of convergence has been established in Couillet, Debbah and
Silverstein (2011) for
B
1/2
d,nXd,nX
∗
d,nB
1/2
d,n +Ad,n
for positive semidefinite Hermitian matrices Ad,n, Bd,n ∈ Cd×d. For the proof of Theorem
3.1 we establish the weak approximation in case of the negative semidefinite matrix
Ad,n = −Sd,n. This requires several changes in the arguments of Couillet, Debbah and
Silverstein (2011) due to the fact that the function
z 7→ − 1
z(1 +m(z))
is a Stieltjes transform if m is a Stieltjes transform of a finite measure on [0,∞) but in
general, this is not true any longer if m is just a Stieltjes transform of a finite measure
on R. Moreover, our proof includes also the case d/n→ 0.
The proof is structured as follows. In the first step we truncate the entries of Xd,n at
the threshold level K > 0 which goes to infinity at the very end. Afterwards we start to
analyze the Stieltjes transform of the empirical spectral distribution of Ξˆd,n. With the
resolvent
Gˆd,n(z) = (Ξd,n − zId×d)−1
14
we prove that
ed,n(z) =
1
d
tr
{
Rd,nGˆd,n(z)
}
is an approximate solution to the fixed point equation in Theorem 3.1 in Step II. Corre-
spondingly, the Stieltjes transform md,n is shown to be approximated by the expression
(3.1) with ed,n in place of e
◦
d,n. In the third step existence and uniqueness of a solution
to the system of equations for m◦d,n is established. The solution m
◦
d,n is identified as a
Stieltjes transform in Step IV. In Step V and VI, pointwise almost sure convergence of
ed,n − e◦d,n and md,n −m◦d,n to zero is derived. Finally, we deduce the weak convergence
µd,n − µ◦d,n =⇒ 0 almost surely in Step VII.
5.1. Step I: Second truncation of Xd,n
For arbitrary K > 0 define matrices X˜d,n, Z˜d,n and Ξ˜d,n = n
−1R1/2d,n Z˜d,nZ˜
∗
d,nR
1/2
d,n −Sd,n,
where
X˜ik = Xik1{|Xik| ≤ K} and Z˜ik,d,n = X˜ik,d,nεik,d,n
p
1/2
i,d,n
.
Moreover, define for arbitrary δ > 0 the event
∆i,d,n =
{
1
n
∣∣∣∣∣
n∑
l=1
X2il − EX2il
∣∣∣∣∣ ∨ 1n
∣∣∣∣∣
n∑
l=1
X2il1{|Xil| > K} − EX2il1{|Xil| > K}
∣∣∣∣∣ < δ
}
.
With this notation, let
Ξˆ′d,n =
1
n
R
1/2
d,nZ
′
d,n(Z
′
d,n)
∗R1/2d,n − Sd,n and Ξ˜′d,n =
1
n
R
1/2
d,n Z˜
′
d,n(Z˜
′
d,n)
∗R1/2d,n − Sd,n,
where
X ′ik,d,n = Xik1∆i,d,n , X˜
′
ik,d,n = X˜ik1∆i,d,n
and
Z ′ik,d,n =
X ′ik,d,nεik,d,n
p
1/2
i,d,n
, Z˜ ′ik,d,n =
X˜ ′ik,d,nεik,d,n
p
1/2
i,d,n
.
Then,
dL
(
µΞˆd,n , µΞ˜d,n
)
≤ dL
(
µΞˆd,n , µΞˆ
′
d,n
)
+ dL
(
µΞˆ
′
d,n , µΞ˜
′
d,n
)
+ dL
(
µΞ˜
′
d,n , µΞ˜d,n
)
. (5.1)
First, we evaluate the second term dL(µ
Ξˆ′d,n , µΞ˜
′
d,n) in (5.1). By Theorem C.10 for α = 1,
the Lidskii-Wielandt perturbation bound (1.2) in Li and Mathias (1999), and Ho¨lder’s
inequality for Schatten norms,
d2L
(
µΞˆ
′
d,n , µΞ˜
′
d,n
)
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≤ 1
d
d∑
i=1
∣∣∣λi(Ξˆ′d,n)− λi(Ξ˜′d,n)∣∣∣
≤ 1
dn
wwwR1/2d,nZ ′d,n(Z ′d,n)∗R1/2d,n −R1/2d,n Z˜ ′d,n(Z˜ ′d,n)∗R1/2d,nwww
S1
≤ 1
dn
wwwZ ′d,n(Z ′d,n)∗ − Z˜ ′d,n(Z˜ ′d,n)∗www
S1
‖Rd,n‖S∞
=
1
dn
www(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗ + (Z ′d,n − Z˜ ′d,n)(Z˜ ′d,n)∗ + Z˜ ′d,n(Z ′d,n − Z˜ ′d,n)∗www
S1
× ‖Rd,n‖S∞
≤ 1
dn
(www(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗www
S1
+ 2
www(Z ′d,n − Z˜ ′d,n)(Z˜ ′d,n)∗www
S1
)
‖Rd,n‖S∞
≤ 1
dn
(www(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗www
S1
+ 2
wwwZ ′d,n − Z˜ ′d,nwww
S2
wwwZ˜ ′d,nwww
S2
)
× ‖Rd,n‖S∞
≤ 1
dn
{
tr
(
(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗
)
+ 2
(
tr
(
(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗
))1/2(
tr(Z˜ ′d,n(Z˜
′
d,n)
∗)
)1/2} ‖Rd,n‖S∞ .
As in Subsection A.1 let p0 > 0 be the lower bound on pi,d,n, i = 1, . . . , d and d ∈ N.
With this notation, we show that
sup
d
1
dn
tr
(
(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗
)
≤ EX
2
111{|X11| > K}+ δ
p0
,
while
sup
d
1
dn
tr
(
Z˜ ′d,n(Z˜
′
d,n)
∗) ≤ δ + EX211
p0
.
We have
1
dn
tr
(
(Z ′d,n − Z˜ ′d,n)(Z ′d,n − Z˜ ′d,n)∗
)
=
1
dn
d∑
i=1
n∑
k=1
(Z ′ik,d,n − Z˜ ′ik,d,n)2
≤ 1
dn
max
i=1,...,d
(
1
pi,d,n
) d∑
i=1
1∆i,d,n
n∑
k=1
X2ik1{|Xik| > K}
≤ EX
2
111{|X11| > K}+ δ
p0
.
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Moreover,
1
dn
tr
(
Z˜ ′d,n(Z˜
′
d,n)
∗
)
=
1
dn
d∑
i=1
n∑
k=1
(Z˜ ′ik,d,n)
2
≤ 1
dn
max
i=1,...,d
(
1
pi,d,n
) d∑
i=1
1∆i,d,n
n∑
k=1
X2ik,d,n1{|Xik,d,n| ≤ K}
≤ EX
2
11 + δ
p0
.
As concerns the first summand in (5.1), it holds P(∆i,d,n)→ 1 as d→∞ by weak law of
large numbers. Note that P(∆1,d,n) = P(∆2,d,n) = · · · = P(∆d,d,n). Then by Hoeffding’s
inequality for sufficiently large d,
P
(
d∑
i=1
1∆ci,d,n ≥ δd
)
≤ P
(
d∑
i=1
(
1∆ci,d,n − P(∆ci,d,n)
)
≥ 1
2
δd
)
≤ exp
(
−δ
2d
2
)
.
Hence, by the Borel-Cantelli lemma
lim sup
d→∞
1
d
d∑
i=1
1∆ci,d,n < δ
almost surely. As in inequality (A.2) of Subsection A.4 we deduce
lim sup
d→∞
dL
(
µΞˆd,n , µΞˆ
′
d,n
)
≤ lim sup
d→∞
dK
(
µΞˆd,n , µΞˆ
′
d,n
)
≤ lim sup
d→∞
1
d
rank
(
Ξˆd,n − Ξˆ′d,n
)
≤ 2δ
almost surely. The third summand in (5.1) is bounded in the same way. Putting things
together in right hand side of (5.1),
lim sup
d→∞
dL
(
µΞˆd,n , µΞ˜d,n
)
≤ 4δ + sup
d
‖Rd,n‖1/2S∞
[
EX2111{|X11| > K}+ δ
p0
+ 2
√
EX2111{|X11| > K}+ δ
√
δ + EX211
p0
]1/2
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almost surely. Since δ may be chosen arbitrarily small, we conclude
lim sup
d→∞
dL
(
µΞˆd,n , µΞ˜d,n
)
≤ sup
d
‖Rd,n‖1/2S∞
[
EX2111{|X11| > K}
p0
+ 2
√
EX2111{|X11| > K}
√
EX211
p0
]1/2
.
In turn, the last expression can be made arbitrary small for K sufficiently large. Since the
centralization of the truncated random variables X˜ik leads to a finite rank perturbation
of Ξ˜d,n (uniformly in d), we may assume the entries of X˜ik to be centered. In the following
denote the centered truncated random matrix again by Xd,n. Then, analogously to the
truncation step by replacing 1{|Xik| ≤ K} with (EX211)−1/2 in the definition of X˜ we
may assume the entries to be standardized since the variance of the truncated variables
converges to one as the truncation level tends to infinity. Therefore, in the rest of the
proof we analyze the matrix
Ξˆd,n =
1
n
R
1/2
d,nZd,nZ
∗
d,nR
1/2
d,n − Sd,n,
where the entries of the matrix Zd,n are centered, standardized and bounded.
5.2. Step II: Approximate solution to the fixed point equation
(3.1)
Subsequently, we assume that
lim inf
d→∞
d
3
2
n
> 0. (5.2)
The general case is treated in Step VI. Recall that µd,n denotes the (normalized) spectral
measure of Ξˆd,n, and denote its Stieltjes transform by
md,n(z) =
∫
1
λ− z dµd,n(λ), z ∈ C
+. (5.3)
We use subsequently the following abbreviations for the resolvents
Gˆd,n(z) =
(
Ξˆd,n − zId×d
)−1
and Gˆ
(k)
d,n(z) =
(
Ξˆ
(k)
d,n − zId×d
)−1
, k = 1, . . . , n.
For z ∈ C+, define
ed,n(z) =
1
d
tr
{
Rd,nGˆd,n(z)
}
.
Our goal in this step is to show that
1
d
tr
(
D−1d,n(z)
)
−md,n(z) → 0 a.s., and (5.4)
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1
d
tr
(
Rd,nD
−1
d,n(z)
)
− ed,n(z) → 0 a.s. (5.5)
with
Dd,n(z) =
1
1 + dned,n(z)
Rd,n − Sd,n − zId×d. (5.6)
Let Ξˆd,n = Od,nΛd,nO
∗
d,n denote a spectral decomposition, where
Λd,n = diag(λ1,d,n, . . . , λd,d,n),
and define Rd,n = O
∗
d,nRd,nOd,n. With this notation,
ed,n(z) =
1
d
tr
{
Rd,nGˆd,n(z)
}
=
1
d
tr
{
Rd,n
(
Od,nΛd,nO
∗
d,n − zId×d
)−1}
=
1
d
tr
{
Rd,n
(
Od,n [Λd,n − zId×d]O∗d,n
)−1}
=
1
d
tr
{
Rd,n
(
Od,n [Λd,n − zId×d]−1O∗d,n
)}
=
1
d
tr
{
O∗d,nRd,nOd,n (Λd,n − zId×d)−1
}
=
1
d
tr
{
Rd,n (Λd,n − zId×d)−1
}
=
1
d
d∑
i=1
Rii,d,n
λi,d,n − z . (5.7)
Since Rd,n and therefore Rd,n are positive semidefinite, the diagonal entries Rii,d,n, i =
1, ..., d, are non-negative. Hence, ed,n is the Stieltjes transform of a measure on R with
at most d support points and total mass
1
d
trRd,n.
Note that Ξˆd,n is not necessarily positive semidefinite, hence the support points are not
restricted to [0,∞). As a Stieltjes transform,
ed,n : C+ → C+. (5.8)
This implies in particular that Dd,n(z) as defined in (5.6) is in fact invertible by means
of Lemma C.3. Moreover, since ‖Rd,n‖S∞ ≤ κ for some constant κ > 0, it follows by
Ho¨lder’s inequality and the positive definiteness of Rd,n,
|ed,n(z)| ≤ 1
d
‖Rd,n‖S1
www(Λd,n − zId×d)−1www
S∞
Spectral analysis with missing observations 19
=
(
1
d
trRd,n
)
max
1≤i≤d
1
|λi,d,n − z|
≤ κ=z . (5.9)
Let Zk,d,n be the k-th column of the matrix Zd,n, and define
Yk,d,n =
1√
n
R
1/2
d,nZk,d,n and Ξˆ
(k)
d,n = Ξˆd,n − Yk,d,nY ∗k,d,n, k = 1, . . . , n,
which arises from Ξˆd,n by taking away the k-th sample vector, and recall (5.6). Then,
Ξˆd,n − zId×d −Dd,n(z) =
n∑
k=1
Yk,d,nY
∗
k,d,n −
1
1 + dned,n(z)
Rd,n,
whence
Dd,n(z)
{
Gˆd,n(z)−D−1d,n(z)
}(
Ξˆd,n − zId×d
)
= Dd,n(z)−
(
Ξˆd,n − zId×d
)
=
1
1 + dned,n(z)
Rd,n −
n∑
k=1
Yk,d,nY
∗
k,d,n.
Therefore,
Gˆd,n(z)−D−1d,n(z) = −
n∑
k=1
D−1d,n(z)Yk,d,nY
∗
k,d,nGˆd,n(z)
+
1
1 + dned,n(z)
D−1d,n(z)Rd,nGˆd,n(z)
= −
n∑
k=1
D−1d,n(z)Yk,d,nY
∗
k,d,nGˆ
(k)
d,n(z)
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
(5.10)
+
1
1 + dned,n(z)
D−1d,n(z)Rd,nGˆd,n(z),
where (5.10) follows from Lemma C.1. Altogether,
1
d
tr
(
D−1d,n(z)
)
−md,n(z) = 1
n
n∑
k=1
fk,m (5.11)
with
fk,m =
1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)D
−1
d,n(z)R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
tr
(
Rd,nGˆd,n(z)D
−1
d,n(z)
)
1 + dned,n(z)
.
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Multiplication of the matrix equality (5.10) with Rd,n from the right, we deduce
1
d
tr
(
Rd,nD
−1
d,n(z)
)
− ed,n(z) = 1
n
n∑
k=1
fk,e (5.12)
with
fk,e =
1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)Rd,nD
−1
d,n(z)R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
tr
(
Rd,nGˆd,n(z)Rd,nD
−1
d,n(z)
)
1 + dned,n(z)
.
Subsequently, we show that
lim
d→∞
1
n
n∑
k=1
fk,x = 0 a.s., x = e,m. (5.13)
First observe that
Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n = tr
(
Yk,d,nY
∗
k,d,nGˆ
(k)
d,n(z)
)
is the Stieltjes transform of a measue on R with total mass ‖Yk,d,n‖22, following the
arguments in (5.7). Next, with λ
(k)
1,d,n, ..., λ
(k)
d,d,n denoting the eigenvalues of Ξˆ
(k)
d,n,wwwGˆ(k)d,n(z)www
S∞
= max
i=1,...,d
1√(
λ
(k)
i,d,n −<z
)2
+ =(z)2
≤ 1=z . (5.14)
The same holds true for Gˆd,n(z) in place of Gˆ
(k)
d,n(z). Therefore,Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n ≤ ‖Yk‖22=z ,
which gives  11 + Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n
 ≤ 11− ‖Yk,d,n‖22=z if
‖Yk,d,n‖22
=z < 1. (5.15)
Denoting with OΛO∗ the spectral decomposition of Ξˆ(k)d,n and V
(k)
ii = (O
∗Yk,d,nY ∗k,d,nO)ii
for the moment, we obtain for ‖Yk,d,n‖2 > 0 the bound 11 + Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n
 ≤ 1=(Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n)
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=
1
=(z)∑di=1 V (k)ii(λ(k)i,d,n−<(z))2+=(z)2
≤ 1
=(z)∑di=1 V (k)ii2 maxi |λ(k)i,d,n|2+2|z|2
≤
2 maxi
λ(k)i,d,n2 + 2|z|2
=(z)‖Yk‖22
. (5.16)
Combining the first bound (5.15) in case ‖Yk,d,n‖22/=z ≤ 1/2 with the second bound
(5.16) if ‖Yk,d,n‖22/=z > 1/2 yields 11 + Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n
 ≤ 2

maxi
λ(k)i,d,n2 + |z|2
=(z)2 + 1

≤
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2 . (5.17)
Finally, due to wwΞˆd,nwwS∞ ≤ wwSd,nwwS∞ +
wwwww
n∑
l=1
l 6=k
Yl,d,nY
∗
l,d,n
wwwww
S∞
and Lemma C.7,
lim sup
d→∞
{(
2c+ 4|z|2
=(z)2
)−1  11 + Y ∗k,d,nGˆ(k)d,n(z)Yk,d,n

}
≤ C <∞ (5.18)
almost surely for some constants C, c > 0. Define
e
(k)
d,n =
1
d
tr
(
Rd,nGˆ
(k)
d,n(z)
)
, k ∈ {1, ..., n}.
Note that analogously to (5.7), e
(k)
d,n is a Stieltjes transform. Using (5.14) and the argu-
ments of (5.15) for the case n−1 tr(Rd,n)/=(z) ≤ 1/2 as well as (5.16) for n−1 tr(Rd,n)/=(z) >
1/2 we obtain analogously 11 + dne(k)d,n(z)
 ≤ 2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2 (5.19)
and for some constants C, c > 0
lim sup
d→∞
{(
2c+ 4|z|2
=(z)2
)−1  11 + dne(k)d,n(z)

}
≤ C <∞. (5.20)
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The same bound holds true for ed,n instead of e
(k)
d,n, in which case λ
(k)
i,d,n are to be replaced
by the eigenvalues λi,d,n of Ξˆd,n. Therefore, with
ψ
(k)
d,n = max
i=1,...,d
{(
λ
(k)
i,d,n
)2
, λ2i,d,n
}
,
 11 + dned,n(z) − 11 + dne(k)d,n(z)
 = dn ·
e(k)d,n(z)− ed,n(z)(1 + dned,n(z)) (1 + dne(k)d,n(z))
≤ d
n
‖Rd,n‖S∞
=z
1
d
1(1 + dned,n(z)) (1 + dne(k)d,n(z))
(5.21)
≤ 1
n
‖Rd,n‖S∞
=z
(
2ψ
(k)
d,n + 4|z|2
=(z)2
)2
, (5.22)
where inequality (5.21) follows from Lemma C.2 and (5.22) results from (5.19). Further-
more, with
D
(k)
d,n(z) =
1
1 + dne
(k)
d,n(z)
Rd,n − Sd,n − zId×d, (5.23)
it follows from Lemma C.3 thatwwwD−1d,n(z)www
S∞
≤ 1=z as well as
wwww(D(k)d,n(z))−1wwww
S∞
≤ 1=z . (5.24)
We begin with establishing (5.13). To this aim, let
Ex,d,n =
{
Id×d for x = m,
Rd,n for x = e.
We decompose
fk,x = f
[1]
k,x + f
[2]
k,x + f
[3]
k,x + f
[4]
k,x,
where
f
[1]
k,x =
1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)Ex,d,nD
−1
d,n(z)R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1
R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
,
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f
[2]
k,x =
1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1
R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
tr
(
Rd,nGˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1)
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
,
f
[3]
k,x =
1
d
tr
(
Rd,nGˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1)
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
tr
(
Rd,nGˆd,n(z)Ex,d,nD
−1
d,n(z)
)
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
,
f
[4]
k,x =
1
d
tr
(
Rd,nGˆd,n(z)Ex,d,nD
−1
d,n(z)
)
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
− 1
d
tr
(
Rd,nGˆd,n(z)Ex,d,nD
−1
d,n(z)
)
1 + dned,n(z)
.
Using Lemma C.1 in (5.25) as well as the spectral norm bounds (5.22), (5.14) and (5.24)
in (5.27), we obtain
f [1]k,x =

1
d
Z∗k,d,nR
1/2
d,nGˆ
(k)
d,n(z)Ex,d,n
[
D−1d,n(z)−
(
D
(k)
d,n(z)
)−1]
R
1/2
d,nZk,d,n
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n

=
ndY ∗k,d,nGˆd,n(z)Ex,d,n
[
D−1d,n(z)−
(
D
(k)
d,n(z)
)−1]
Yk,d,n
 (5.25)
=
ndY ∗k,d,nGˆd,n(z)Ex,d,n (D(k)d,n(z))−1
×
[
D
(k)
d,n(z)−Dd,n(z)
]
D−1d,n(z)Yk,d,n

≤ n
d
‖Yk,d,n‖22
wwwGˆd,n(z)www
S∞
‖Ex,d,n‖S∞ (5.26)
×
wwwD−1d,n(z)www
S∞
wwwD(k)d,n(z)−Dd,nwww
S∞
wwww(D(k)d,n(z))−1wwww
S∞
≤ 1
d
‖Yk,d,n‖22
(
2ψ
(k)
d,n + 4|z|2
)2
‖Rd,n‖2S∞ ‖Ex,d,n‖S∞
(=z)8 (5.27)
24
≤ 1
dn
‖Zk,d,n‖22
(
2ψ
(k)
d,n + 4|z|2
)2
‖Rd,n‖3S∞ ‖Ex,d,n‖S∞
(=z)8 .
By (5.17),
f [2]k,x =

1
d
tr
[(
R
1/2
d,nZk,d,nZ
∗
k,d,nR
1/2
d,n −Rd,n
)
Gˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1]
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n

≤
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2
× 1
d
tr [(R1/2d,nZk,d,nZ∗k,d,nR1/2d,n −Rd,n) Gˆ(k)d,n(z)Ex,d,n (D(k)d,n(z))−1] .
Furthermore, using (5.17) in (5.28), the invariance of the trace under cyclic permutation
and Lemma C.2 in (5.29) for the first term in the curly brackets and the spectral norm
bounds (5.22), (5.14) and (5.24) in (5.30) yields the bound
f [3]k,x =

1
d
tr
[
Rd,n
(
Gˆ
(k)
d,n(z)Ex,d,n
(
D
(k)
d,n(z)
)−1
− Gˆd,n(z)Ex,d,nD−1d,n(z)
)]
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n

≤
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2 (5.28)
×
{
1
d
tr [Rd,n (Gˆ(k)d,n(z)− Gˆd,n(z))Ex,d,n (D(k)d,n(z))−1]
+
1
d
tr [Rd,nGˆd,n(z)Ex,d,n((D(k)d,n(z))−1 −D−1d,n(z))]}
≤
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2

1
d
wwwwEx,d,n (D(k)d,n(z))−1Rd,nwwww
S∞
=z (5.29)
+
1
d
tr [Rd,nGˆd,n(z)Ex,d,nD−1d,n(z) [Dd,n(z)−D(k)d,n(z)] (D(k)d,n(z))−1]

≤ 1
d
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2
1
(=z)2 ‖Rd,n‖S∞ ‖Ex,d,n‖S∞ (5.30)
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+
1
n
(
2ψ
(k)
d,n + 4|z|2
=(z)2
)3 ‖Rd,n‖3S∞
(=z)4 ‖Ex,d,n‖S∞ .
Finally, using (5.14) and (5.24) in (5.31), (5.17) and (5.19) in (5.32) and Lemma C.2 in
(5.33),f [4]k,x = 1d tr(Rd,nGˆd,n(z)Ex,d,nD−1d,n(z))
×

n−1 tr
[
R
1/2
d,nGˆd,n(z)R
1/2
d,n
]
− n−1Z∗k,d,nR1/2d,nGˆ(k)d,n(z)R1/2d,nZk,d,n(
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
) (
1 + dned,n(z)
)

≤ 1
d
‖Rd,n‖S1 ‖Ex,d,n‖S∞
(=z)2 (5.31)
×

n−1 tr
[
R
1/2
d,nGˆd,n(z)R
1/2
d,n
]
− n−1Z∗k,d,nR1/2d,nGˆ(k)d,n(z)R1/2d,nZk,d,n(
1 + Y ∗k,d,nGˆ
(k)
d,n(z)Yk,d,n
) (
1 + dned,n(z)
)

≤ 1
d
‖Rd,n‖S1 ‖Ex,d,n‖S∞
(=z)2
2
(
ψ
(k)
d,n
)2
+ 4|z|2
=(z)2

2
(5.32)
×
 1n tr [R1/2d,nGˆd,n(z)R1/2d,n]− 1nZ∗k,d,nR1/2d,nGˆ(k)d,n(z)R1/2d,nZk,d,n

≤ 1
d
‖Rd,n‖S1 ‖Ex,d,n‖S∞
(=z)2
2
(
ψ
(k)
d,n
)2
+ 4|z|2
=(z)2

2
(5.33)
×
{ 1n tr [R1/2d,nGˆ(k)d,n(z)R1/2d,n]− 1nZ∗k,d,nR1/2d,nGˆ(k)d,n(z)R1/2d,nZk,d,n

+
1
n
‖Rd,n‖S∞
=z
}
Based on these estimates on f
[l]
k,x, l = 1, 2, 3, 4, we are ready to prove (5.4) and (5.5). In
the next display, c > 0 denotes a constant depending only on the support of Z11, and
may change from line to line. By means of Lemma C.4, Lemma C.5, Lemma C.6 and the
spectral norm bounds (5.14) and (5.24),
E
f [1]k,x6 ≤ ‖Rd,n‖18S∞ ‖Ex,d,n‖6S∞n6d6(=z)48 E
{
‖Zk,d,n‖122
(
2ψ
(k)
d,n + 4|z|2
)6}
≤ 217 ‖Rd,n‖
18
S∞ ‖Ex,d,n‖
6
S∞
d6n6(=z)48
[(
E‖Zk,d,n‖242
)1/2
26
×
(
E
(
‖Sd,n‖2S∞ + max
{wwwww
n∑
l=1
YlY
∗
l
wwwww
2
S∞
,
wwwww
n∑
l=1
l 6=k
YlY
∗
l
wwwww
2
S∞
})12)1/2
+ |z|12
)]
≤ c‖Rd,n‖
18
S∞ ‖Ex,d,n‖
6
S∞
n6(=z)48
(
‖Sd,n‖12S∞ + ‖Rd,n‖12S∞ + |z|12
)
E
f [2]k,x6 ≤ cd3E
{(
2 maxi
λ(k)i,d,n2 + 4|z|2
=(z)2
)6
×
wwwwR1/2d,nGˆ(k)d,n(z)Ex,d,n (D(k)d,n(z))−1R1/2d,nwwww6
S∞
}
≤ c
d3(=z)24 ‖Rd,n‖
6
S∞
‖Ex,d,n‖6S∞
(
‖Sd,n‖12S∞ + ‖Rd,n‖12S∞ + |z|12
)
,
E
f [3]k,x6 ≤ c(=z)24d6 ‖Rd,n‖6S∞ ‖Ex,d,n‖6S∞ (‖Sd,n‖12S∞ + ‖Rd,n‖12S∞ + |z|12)
+
c
(=z)60n6 ‖Rd,n‖
18
S∞
‖Ex,d,n‖6S∞
(
‖Sd,n‖36S∞ + ‖Rd,n‖36S∞ + |z|36
)
,
E
f [4]k,x6 ≤ cd3 ‖Rd,n‖12S∞ ‖Ex,d,n‖6S∞n6(=z)42 (‖Sd,n‖24S∞ + ‖Rd,n‖24S∞ + |z|24).
In order to show finally (5.13), it remains to note that for any ε > 0,
∞∑
d=1
P
( 1n
n∑
k=1
fk,x
 > ε
)
≤
∞∑
d=1
n∑
k=1
4∑
l=1
P
(f [l]k,x > ε/4)
≤
∞∑
d=1
n∑
k=1
4∑
l=1
(ε
4
)−6
E
f [l]k,x6 <∞
by an application of the union bound, Markov’s inequality, and (5.2). (5.13) is then a
consequence of the Borel-Cantelli lemma.
5.3. Step III: Existence and uniqueness of e◦d,n
We show that for any d, n and Rd,n, there exists a unique e(z) ∈ C+ which solves the
fixed point equation
e◦d,n(z) =
1
d
tr
Rd,n
(
1
1 + dne
◦
d,n(z)
Rd,n − Sd,n − zId×d
)−1 , z ∈ C+. (5.34)
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To this end, define for any fixed d, n the subsequences (dl)l∈N and (nl)l∈N, where dl = ld
and nl = ln, l ∈ N, and correspondingly the l-block diagonal matrices
R(d,n)l = diag (Rd,n, ...., Rd,n) and S(d,n)l = diag (Sd,n, ...., Sd,n)
of size dl×dl. Note that the right-hand side of (5.34) remains unchanged when replacing
d, n,Rd,n and Id×d by dl, nl, R(d,n)l and Idl×dl . By (5.5) of the previous section,
e(d,n)l(z)−
1
dl
tr
R(d,n)l
(
1
1 + dlnl e(d,n)l(z)
R(d,n)l − S(d,n)l − zIdl×dl
)−1→ 0
a.s. as l→∞ with
e(d,n)l(z) =
1
dl
tr
{
R(d,n)l
(
Ξˆ(d,n)l − zIdl×dl
)−1}
,
where
Ξˆ(d,n)l =
1
nl
nl∑
k=1
R
1/2
(d,n)l
Zˇk,dl,nlZˇ
∗
k,dl,nl
R
1/2
(d,n)l
− S(d,n)l ,
Zˇ = (Zˇik)i,k∈N is a double array of iid Rademacher variables, and Zˇk,d,n is the k-th
column of the submatrix Zˇd,n = (Zˇik,d,n)i≤d, k≤n. Consider a realization of these random
variables where this convergence occurs. First note by (5.9),e(d,n)l(z) ≤ κ=z ∀ l ∈ N.
By Bolzano-Weierstraß, there exists a convergent subsequence of (e(d,n)l) with limit e(z),
say, such that in particular
1
1 + dlnl e(d,n)l(z)
→ 1
1 + dne(z)
(5.35)
along this subsequence due to (5.20) for e(d,n)l(z). By (5.5), e(z) solves the fixed point
equation (5.34). As = (e(d,n)l(z)) > 0 for any l ∈ N and z ∈ C+, it follows that its limit
satisfies = (e(z)) ≥ 0 and therefore = (e(z)) > 0, because =(e(z)) = 0 contradicts with
e(z) being a solution of the fixed point equation. Consequently, any such solution e of
(5.34) enjoys the following two properties:
e : C+ → C+ (5.36)
and
|e(z)| ≤ κ=z ∀ z ∈ C
+. (5.37)
It remains to show uniqueness. Denoting
D˜d,n(z) = D˜d,n(z, e(z)) =
1
1 + dne(z)
Rd,n − Sd,n − zId×d, (5.38)
28
we obtain the representation
e(z) =
1
d
tr
(
D˜−1d,n(z)Rd,n
)
=
1
d
tr
(
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1 [ 1
1 + dne(z)
∗Rd,n − Sd,n − z
∗Id×d
])
.
Note that (A∗)−1 = (A−1)∗. Now, the expression
tr
(
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1
Sd,n
)
≥ 0 (5.39)
is in particular real because the trace of the product of two positive semidefinite Hermitian
matrices is non-negative. Hence
=(e(z)) = 1
d
=
(
tr
{
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1( 1
1 + dne(z)
∗Rd,n − z
∗Id×d
)})
=
1
d
tr
{
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1(
=
(
1
1 + dne(z)
∗
)
Rd,n −= (z∗) Id×d
)}
=
1
d
tr
{
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1( (d/n)=(e(z))1 + dne(z)2Rd,n + = (z) Id×d
)}
= α(e(z))=(e(z)) + β(e(z))=(z)
with
α(e(z)) =
1
n
1 + dne(z)
−2 tr{D˜−1d,n(z)Rd,n (D˜∗d,n(z))−1Rd,n}
β(e(z)) =
1
d
tr
{
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1}
Note that both, α and β, are non-negative, and α(e(z)) > 0 implies β(e(z)) > 0 since the
trace of a positive semidefinite Hermitian matrix equals zero only for the null matrix. If
e¯(z) is another solution of (5.34), we obtain the analogous identity
= (e¯(z)) = α (e¯(z))= (e¯(z)) + β (e¯(z))= (z) .
We denote by D¯d,n(z) the matrix D˜d,n(z) as defined in (5.38) with e¯(z) in place of e(z),
and define α(e¯(z)) and β(e¯(z)) correspondingly. Then
e(z)− e¯(z) = 1
d
tr
{(
D˜−1d,n(z)− D¯−1d,n(z)
)
Rd,n
}
=
1
d
tr
{
D˜−1d,n(z)
(
D¯d,n(z)− D˜d,n(z)
)
D¯−1d,n(z)Rd,n
}
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=
1
d
tr
{
D˜−1d,n(z)
(
1 + dne(z)
)− (1 + dn e¯(z))(
1 + dn e¯(z)
) (
1 + dne(z)
) Rd,nD¯−1d,n(z)Rd,n
}
= (e(z)− e¯(z)) d/n(
1 + dn e¯(z)
) (
1 + dne(z)
) 1
d
tr
{
D˜−1d,n(z)Rd,nD¯
−1
d,n(z)Rd,n
}
=: (e(z)− e¯(z)) γ. (5.40)
If γ = 0, uniqueness of e(z) follows immediately. In case γ 6= 0, we deduce the inequality
|γ| ≤
[
d/n1 + dne(z)2
1
d
tr
{
D˜−1d,n(z)Rd,n
(
D˜∗d,n(z)
)−1
Rd,n
}]1/2
×
[
d/n1 + dn e¯(z)2
1
d
tr
{
D¯−1d,n(z)Rd,n
(
D¯∗d,n(z)
)−1
Rd,n
}]1/2
=
√
α(e(z)) ·
√
α(e¯(z)) (5.41)
=
( =(e(z))α(e(z))
=(e(z))α(e(z)) + =(z)β(e(z))
)1/2
×
( =(e¯(z))α(e¯(z))
=(e¯(z))α(e¯(z)) + =(z)β(e¯(z))
)1/2
.
But β(e(z)), β(e¯(z)) > 0 for α(e(z)), α(e¯(z)) > 0 which implies |γ| < 1 and therefore,
e = e¯.
5.4. Step IV: Identification of e◦d,n and m
◦
d,n as Stieltjes
transforms
As concerns e◦d,n, we know already that e
◦
d,n : C+ → C+. Its analyticity follows by the
analyticity of the pointwise approximating sequence e(d,n)l and the local boundedness of
(e(d,n)l) on C+. Note that the pointwise convergence occurs simultaneously on a countable
set with a accumulation point in C+ with probability 1. Using on the right hand side of
(5.34) the fact that e◦d,n(z)→ 0 as =(z)→∞ which follows from (5.37), we also have
z · e◦d,n(z) → −
1
d
tr (Rd,n) as =(z),<(z)→∞.
Hence, Lemma 2.2 in Shohat and Tamarkin (1943) implies that e◦d,n is the Stieltjes
transform of a measure on the real line with total mass d−1 tr(Rd,n).
Define
D◦d,n(z) =
1
1 + dne
◦
d,n(z)
Rd,n − Sd,n − zId×d. (5.42)
Finally, observe that for any z ∈ C+,
= (m◦d,n(z)) = 1d= tr
{
D◦d,n(z)
−1
((
D◦d,n(z)
)∗)−1 (
D◦d,n(z)
)∗}
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=
1
d
= tr
{
D◦d,n(z)
−1
((
D◦d,n(z)
)∗)−1
×
(
1
1 + dn (e
◦
d,n(z))
∗Rd,n − z
∗Id×d
)}
=
1
n
=
(
e◦d,n(z)
)
∣∣∣1 + dne◦d,n(z)∣∣∣2 tr
(
D◦d,n(z)
−1
((
D◦d,n(z)
)∗)−1
Rd,n
)
+
1
d
=(z) tr
(
D◦d,n(z)
−1
((
D◦d,n(z)
)∗)−1)
> 0 (5.43)
since both =(z) and =
(
e◦d,n(z)
)
are strictly positive. Furthermore, since e◦d,n(z)→ 0 as
=(z)→∞ by (5.37), we conclude
z ·m◦d,n(z)→ −1 as =(z),<(z)→∞.
As above, m◦d,n is the Stieltjes transform of a measure on the real line with total mass 1.
5.5. Step V: Approximation of ed,n by e
◦
d,n
Let e◦d,n denote the solution of (5.34). We will show that for any z ∈ C+,
ed,n(z)− e◦d,n(z)→ 0 a.s. as d→∞. (5.44)
Define
α◦(z) = α
(
e◦d,n(z)
)
and β◦(z) = β
(
e◦d,n(z)
)
such that
= (e◦d,n(z)) = α◦(z)= (e◦d,n)+ β◦(z)=(z). (5.45)
Noting that
α◦(z)
β◦(z)
≤ ‖Rd,n‖S∞
d
n
1 + dne◦d,n(z)
−2 ,
we deduce
= (e◦d,n(z)) α◦(z)β◦(z) ≤ = (e◦d,n(z)) ‖Rd,n‖S∞ dn
1 + dne◦d,n(z)
−2 (5.46)
= −‖Rd,n‖S∞=
(
1
1 + dne
◦
d,n(z)
)
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≤ ‖Rd,n‖S∞
 11 + dne◦d,n(z)

≤ ‖Rd,n‖S∞ lim sup
l→∞
2 maxi
λi (Ξˆ(d,n)l)2 + 4|z|2
=(z)2 , (5.47)
where the last inequality follows by convergence (5.35) and bound (5.19) (in the latter
the eigenvalues corresponding to Ξˆ(d,n)l have to be inserted). As a consequence,
α◦(z) =
 =
(
e◦d,n(z)
)
α◦(z)
(=z)β◦(z) + =
(
e◦d,n(z)
)
α◦(z)
 (5.48)
≤ 2‖Rd,n‖S∞‖Ξˆd,n‖
2
S∞ + 4|z|2
(=z)3 + 2‖Rd,n‖S∞‖Ξˆd,n‖2S∞ + 4|z|2
, (5.49)
where the first identity (5.48) follows by rearrangement of (5.45), and after expanding
the fraction by (β◦(z))−1 we used the elementary inequality
x
y + x
≤ z
y + z
for x, y, z > 0 and x ≤ z
and (5.47) in (5.49). By (5.12),
ed,n(z) =
1
d
tr
(
Rd,nD
−1
d,n(z)
)
− 1
n
n∑
k=1
fk,e.
Then as previously in (5.39) and the subsequent display, we obtain the representation
= (ed,n(z)) = 1
d
=
(
1
1 + dne
∗
d,n(z)
)
tr
{
D−1d,n(z)Rd,n
(
D∗d,n(z)
)−1
Rd,n
}
− 1
d
= (z∗) tr
{
D−1d,n(z)Rd,n
(
D∗d,n(z)
)−1}− 1
n
n∑
k=1
= (fk,e)
= = (ed,n(z))α (ed,n(z)) + =(z)β (ed,n(z))− 1
n
n∑
k=1
= (fk,e) , (5.50)
and as in (5.40),
ed,n(z)− e◦d,n(z) = γ
(
ed,n(z)− e◦d,n(z)
)− 1
n
n∑
k=1
fk,e (5.51)
with
|γ| ≤
√
α◦(z)α(ed,n(z)). (5.52)
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Consider a realization for which the convergence
1
n
n∑
k=1
fk,e → 0
occurs. Then in particular, 1n
n∑
k=1
fk,e
 ≤ =(z) n4d (‖Rd,n‖S∞ ∨ 1)
(
2‖Ξˆd,n‖2S∞ + 4|z|2
=(z)2
)−2
(5.53)
for sufficiently large d. Recall that by definition of α(ed,n(z)) and β(ed,n(z)),
α(ed,n(z))
β(ed,n(z))
≤ ‖Rd,n‖S∞
d
n
1 + dned,n(z)
−2 . (5.54)
Hence, if
β(ed,n(z)) ≤ n
4d (‖Rd,n‖S∞ ∨ 1)
(
2‖Ξˆd,n‖2S∞ + 4|z|2
=(z)2
)−2
,
then inserting (5.19) into (5.54) yields
α(ed,n(z)) ≤ ‖Rd,n‖S∞
d
n
(
2‖Ξˆd,n‖2S∞ + 4|z|2
=(z)2
)2
β(ed,n(z)) ≤ 1
4
,
in which case (5.52) implies |γ| ≤ 1/2 since α◦(z) ≤ 1 by (5.48) and the non-negativity
of α◦(z), β◦(z) and =(e◦d,n(z)). Otherwise, if
β(e◦d,n(z)) >
n
4d (‖Rd,n‖S∞ ∨ 1)
(
2‖Ξˆd,n‖2S∞ + 4|z|2
=(z)2
)−2
,
(5.52), (5.50), (5.53), and (5.49) imply
|γ| ≤
√
α◦(z)
( = (ed,n(z))α(ed,n(z))
= (ed,n(z))α(ed,n(z)) + =(z)β(ed,n(z))− 1n
∑n
k=1= (fk,e)
)1/2
≤
(
2‖Rd,n‖S∞‖Ξˆd,n‖2S∞ + 4|z|2
(=z)3 + 2‖Rd,n‖S∞‖Ξˆd,n‖2S∞ + 4|z|2
)1/2
.
As d→∞ the limes superior of the last expression is bounded by some positive constant
γ˜(z) < 1 almost surely. Finally, solving the equation (5.51) for ed,n − e◦d,n and using the
upper bounds on |γ|, we obtained,n(z)− e◦d,n(z) ≤  1n∑nk=1 fk,e1− ( 14 ∨ γ˜(z))
→ 0 a.s. (5.55)
as d→∞, by (5.13). This proves (5.44).
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5.6. Step VI: Approximation of md,n by m
◦
d,n
Without loss of generality we may assume that either
d
3
2
n
> 1 or
d
3
2
n
≤ 1
holds on the whole sequence. We start with the first case. Recall the definition (3.1) of
m◦d,n and (5.42) of D
◦
d,n(z), and note that
m◦d,n(z) =
1
d
tr
((
D◦d,n(z)
)−1)
,
while by (5.11),
md,n =
1
d
tr
(
(Dd,n(z))
−1
)
− 1
n
n∑
k=1
fk,m
with
1
n
n∑
k=1
fk,m → 0 a.s. as d→∞.
Then,
md,n(z)−m◦d,n(z) =
1
d
tr
{
D−1d,n(z)−
(
D◦d,n(z)
)−1}− 1
n
n∑
k=1
fk,m
=
1
d
tr
{
D−1d,n(z)
(
D◦d,n(z)−Dd,n(z)
) (
D◦d,n(z)
)−1}− 1
n
n∑
k=1
fk,m
=
1
n
ed,n(z)− e◦d,n(z)
(1 + dned,n(z))(1 +
d
ne
◦
d,n(z))
tr
{
D−1d,n(z)Rd,n
(
D◦d,n(z)
)−1}
− 1
n
n∑
k=1
fk,m.
So, almost surely by (5.24), (5.19) and (5.55),
lim sup
d→∞
|md,n −m◦d,n|
≤ lim sup
d→∞
|ed,n − e◦d,n| lim sup
d→∞
d
n
‖Rd,n‖S∞
(
2‖Ξˆd,n‖S∞ + 4|z|4
)2
=(z)6
= 0.
Now, consider the case
d
3
2
n
≤ 1.
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Due to
d
n
|e◦d,n| ≤
d
n
supd ‖Rd,n‖S∞
=z −→ 0
for any z ∈ C+ and by reasons of continuity, we conclude∣∣∣m◦d,n(z)−mµTd,n (z)∣∣∣→ 0
for any z ∈ C+, where µTd,n is the spectral measure of the matrix Td,n. Therefore, it
remains to show that ∣∣∣md,n(z)−mµTd,n (z)∣∣∣→ 0.
By Lemma C.12 and Lemma C.13 this convergence holds true if dL(µd,n, µ
Td,n) → 0.
Theorem C.10 for α = 1 and inequality (1.2) of Li and Mathias (1999) yield
d2L
(
µd,n, µ
Td,n
) ≤ 1
d
d∑
i=1
|λi(Ξd,n)− λi(Td,n)| ≤
wwww 1nR1/2d,nXd,nX∗d,nR1/2d,n −Rd,n
wwww
S∞
.
Finally, for arbitrary ε > 0 and d sufficiently large we apply Corollary 5.50 of Vershynin
(2012) with t = 1 so thatwwww 1nR1/2d,nXd,nX∗d,nR1/2d,n −Rd,n
wwww
S∞
≤ ε
with probability at least 1− 2 exp(−d). Again, by the Borel-Cantelli lemma,
dL
(
µd,n, µ
Td,n
) ≤ wwww 1nR1/2d,nXd,nX∗d,nR1/2d,n −Rd,n
wwww1/2
S∞
→ 0
almost surely as d→∞.
5.7. Step VII: Weak approximation of the spectral measures
First we show that the measure µ◦d,n has compact support. Thereto, define similarly to
the definition of e(d,n)l , l ∈ N in Step III,
m(d,n)l(z) =
1
dl
tr
{(
Ξˆ(d,n)l − zIdl×dl
)−1}
.
By (5.4),
m(d,n)l −
1
dl
tr

(
1
1 + dne(d,n)l(z)
R(d,n)l − S(d,n)l − zIdl×dl
)−1→ 0 as l→∞
Spectral analysis with missing observations 35
almost surely. Note that
1
dl
tr

(
1
1 + dne(d,n)l(z)
R(d,n)l − S(d,n)l − zIdl×dl
)−1
=
1
d
tr

(
1
1 + dne(d,n)l(z)
Rd,n − Sd,n − zId×d
)−1 ,
and therefore by reasons of continuity
m(d,n)l −
1
d
tr

(
1
1 + dne
◦
d,n(z)
Rd,n − Sd,n − zId×d
)−1→ 0 as l→∞
almost surely because of (5.44). This implies that µ◦d,n is the weak limit of µ(d,n)l , and
in particular the support of µ◦d,n is bounded sinceinf {x : µ◦d,n((−∞, x]) > 0} ≥ lim inf
l→∞
λdl
(
Ξˆ(d,n)l
)
≥ −‖Sd,n‖S∞
and sup{x : µ◦d,n((−∞, x]) < 1} ≤ lim sup
l→∞
wwΞˆ(d,n)lwwS∞ ≤ ‖Sd,n‖S∞ + c′,
where c′ > 0 is a constant satisfying inequality (C.6) of Lemma C.7 applied to
1
nl
nl∑
k=1
R
1/2
(d,n)l
Zˇk,dl,nlZˇ
∗
k,dl,nl
R
1/2
(d,n)l
,
and is chosen uniformly over d ∈ N. Subsequently, we assume that d (in dependence on
the specific realization) is sufficiently large such that
|inf {x : µd,n((−∞, x]) > 0}| ≥ −‖Sd,n‖S∞ − c′′
and
|sup {x : µd,n((−∞, x]) < 1}| ≤ ‖Sd,n‖S∞ + c′′
with an appropriate contant c′′ > 0 from (C.6). Now, define c = c′ ∨ c′′. For fixed
0 < v < 1, define the closed interval K =
[
u0, ubv−3c+1
]
with
ul = −v−1/4
(
‖Sd,n‖S∞ + c
)
+
2l
bv−3c+ 1v
−1/4
(
‖Sd,n‖S∞ + c
)
for l = 1, . . . , bv−3c+ 1. By Step VI, we have
|md,n(ul + iv)−m◦d,n(ul + iv)| < v
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simultaneously at all points ul, l = 0, . . . , bv−3c + 1, almost surely for all d sufficiently
large. Furthermore, for any inner point u of K, pick l such that u ∈ [ul, ul+1). Then,md,n(u+ iv)−m◦d,n(u+ iv)
≤ |md,n(u+ iv)−md,n(ul + iv)|+
m◦d,n(u+ iv)−m◦d,n(ul + iv)
+
md,n(ul + iv)−m◦d,n(ul + iv)
≤
∫ ∣∣∣∣ 1x− u− iv − 1x− ul − iv
∣∣∣∣ dµd,n(x)
+
∫ ∣∣∣∣ 1x− u− iv − 1x− ul − iv
∣∣∣∣dµ◦d,n(x) + v
≤
∫
u− ul
v2
d(µd,n + µ
◦
d,n)(x) + v
≤ v(4|u0|+ 1).
Next, we derive an upper bound on the integral∫
Kc
md,n(u+ iv)−m◦d,n(u+ iv) du
which tends to zero for v → 0. For this aim, we decompose the integral into∫
Kc
md,n(u+ iv)−m◦d,n(u+ iv)du
=
∫
(−∞,u0)
md,n(u+ iv)−m◦d,n(u+ iv) du
+
∫
(ubv−3c+1,∞)
md,n(u+ iv)−m◦d,n(u+ iv)du
We can use the same arguments for both integrals and therefore only consider the first
one. By Fubini’s theorem and the bounds on the support of µd,n and µ
◦
d,n,∫
(−∞,u0)
md,n(u+ iv)−m◦d,n(u+ iv)du
≤
∫ ∫ ∫
(−∞,u0)
∣∣∣∣ 1x− u− iv − 1y − u− iv
∣∣∣∣ du dµd,n(x) dµ◦d,n(y)
≤
∫ ∫ ∫
(−∞,u0)
|x− y|
(u− v1/4u0)2 du dµd,n(x) dµ
◦
d,n(y)
≤ 1
(1− v1/4)|u0|
∫ ∫
|x− y| dµd,n(x) dµ◦d,n(y)
≤ 1
(1− v1/4)|u0|
(∫
|x|dµd,n(x) +
∫
|y|dµ◦d,n(y)
)
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≤ 2 v
1/4
1− v1/4 .
Now, by Lemma C.11 we conclude
dL(µd,n, µ
◦
d,n) ≤ 2
√
v
pi
+
1
2pi
∫ md,n(u+ iv)−m◦d,n(u+ iv)du
≤ 2
√
v
pi
+
1
pi
|u0|(4|u0|+ 1)v + 2
pi
v1/4
1− v1/4 ,
where the inequalities hold almost surely for all d sufficiently large. Hence,
dL(µd,n, µ
◦
d,n) −→ 0
almost surely as d→∞. Lemma C.13 yields finally µd,n − µ◦d,n =⇒ 0 a.s. 
5.8. Proof of Corollary 3.2
As afore-mentioned to the corollary,
µ◦d,n = µ
MP
d
n ,
p0
σ2
? δ−σ2 1−p0p0
.
Therefore, by the representation (2.1) of the Marcˇenko-Pastur distribution we deduce
µ◦d,n =⇒ µMPy,σ2p0
? δ− 1−p0p0 σ2
,
such that
µd,n =⇒ µMPy,σ2p0
? δ− 1−p0p0 σ2
.
Furthermore, if the left edge of the limiting distribution
µMP
y,σ
2
p0
? δ− 1−p0p0 σ2
is smaller than zero, then almost surely
lim sup
d→∞
λmin(Ξˆd,n) < 0.
For y < 1 the left edge of the limiting distribution is smaller than zero if and only if
p0 < 1− (1−√y)2. 
6. Proof of Theorem 3.3
We will show Theorem 3.3 by means of the next proposition. The proof of the proposition
is postponed to Appendix B.
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Proposition 6.1. Let (X(i, k))i,k∈N be a double array of iid centered random variables
with unit variance and finite fourth moment, and denote by Xd,n ∈ Rd×n its d × n
submatrix in the upper left corner. Moreover, let (Ad,n)d,n, Ad,n ∈ Rd×d, be a sequence of
symmetric random matrices and (Bd,n)d,n, Bd,n ∈ Rd×n be another sequence of random
matrices such that (Ad,n, Bd,n) and Xd,n are independent. Let d, n→∞ and d/n→ y >
0. If
lim sup
d→∞
max
i,j
|Aij,d,n|max
i,k
B2ik,d,n < α a.s. (6.1)
for some absolute constant α > 0, then
lim sup
d→∞
wwww 1nAd,n ◦ ((Xd,n ◦Bd,n) (Xd,n ◦Bd,n)∗)
wwww
S∞
≤ α (1 +√y)2 a.s. (6.2)
Proof of Theorem 3.3. By Weyl’s inequality, we obtain
λmax
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
+ λmin
(
1
n
(
Wˆd,n −Wd,n
)
◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗))
≤ λmax
(
1
n
Wˆd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
≤ λmax
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
+ λmax
(
1
n
(
Wˆd,n −Wd,n
)
◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗)) .
and
λmin
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
+ λmin
(
1
n
(
Wˆd,n −Wd,n
)
◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗))
≤ λmin
(
1
n
Wˆd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
≤ λmin
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
+ λmax
(
1
n
(
Wˆd,n −Wd,n
)
◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗)) .
Because of
λmax
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
))
Spectral analysis with missing observations 39
= λmax
(
1
n
(
wd,nw
∗
d,n
) ◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n))− 1− p0
p0
σ2Id×d
+ diag
[
1
n
(
Wd,n − wd,nw∗d,n
) ◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗)]+ 1− p0
p0
σ2Id×d
)
,
andwwwwdiag [ 1n (Wd,n − wd,nw∗d,n) ◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗)
]
+
1− p0
p0
σ2Id×d
wwww
S∞
−→ 0 a.s. as d→∞
by the Marcinkiewicz-Zygmund strong law of large numbers (cf. Lemma B.25 in Bai and
Silverstein (2010)), we obtain again by Weyl’s inequality and Theorem 1 of Bai and Yin
(1993)
λmax
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
)) a.s.−→ σ2
p0
(1 +
√
y)
2 − 1− p0
p0
σ2.
With same argument,
λmin
(
1
n
Wd,n ◦
(
(Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗
)) a.s.−→ σ2
p0
(1−√y)2 − 1− p0
p0
σ2.
In order to finish the proof, it suffices to show thatwwww 1n (Wˆd,n −Wd,n) ◦ ((Xd,n ◦ εd,n) (Xd,n ◦ εd,n)∗)
wwww
S∞
a.s.−→ 0.
But this is an easy consequence of Proposition 6.1 since by (A.12),
lim sup
n→∞
max
i,j
∣∣∣Wˆij,d,n −Wij,d,n∣∣∣ a.s.−→ 0.
Appendix A: Proof of Proposition 4.1
A.1. Step I: Modifying εd,n
By tightness of (µwd,n) we have for any δ > 0 a constant p0 > 0 such that for sufficiently
large d ∈ N
#{pi,d,n < p0} ≤ dδ.
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We replace the matrix εd,n by ε˜d,n, where ε˜ik,d,n = εik,d,n if pi ≥ p0 and otherwise ε˜ik,d,n
is a Bernoulli random variable with P(ε˜ik = 1) = p0 such that the entries of ε˜d,n are
independent and jointly independent of Y1,d,n, ..., Yn,d,n. T˜d,n be the matrix as Tˆd,n but
relying on the missingness matrix ε˜d,n in place of εd,n. Since by Theorem C.8
dK
(
µT˜d,n , µTˆd,n
)
≤ 1
d
rank(T˜d,n − Tˆd,n) ≤ δ,
we may assume subsequently pi,d,n ≥ p0.
A.2. Step II: Removing 1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
Let
T˜d,n = Tˆd,n − 1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
.
First note that
P
(
min
i,j
#Nij = 0
)
≤ d2 max
i,j
P (#Nij = 0) ≤ d2(1− p20)n.
Hence, by the Borel-Cantelli lemma we have almost surely for all but finitely many indices
d
1
n
Wˆd,n ◦
(
(Mˆd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
= mˆd,nmˆ
∗
d,n.
Now, by Theorem C.8 we have
lim sup
d→∞
dK
(
µTˆd,n , µT˜d,n
)
= 0 a.s.
Therefore it is sufficient to prove dL(µ
T˜d,n , µT¯d,n) → 0. In the next subsection, we refer
to T˜d,n as Tˆd,n.
A.3. Step III: Truncation of Td,n
By the tightness of the sequence (µTd,n) we have for any δ > 0 a constant τ0 > 0 such
that for sufficiently large d ∈ N
#{Tkk,d,n > τ0} ≤ dδ.
Therefore, let Tˇd,n = diag(1{T11,d,n ≤ τ0}T11,d,n, ..., 1{Tdd,d,n ≤ τ0}Tdd,d,n) and T˜d,n be
the sample covariance matrix with missing observations built from the random variables
Y˜i,d,n = Tˇd,nXi,d,n, i = 1, . . . , n,
while εd,n remains the same. Since again by Theorem C.8
dK
(
µTˇd,n , µTˆd,n
)
≤ 1
d
rank
(
Tˇd,n − Tˆd,n
)
≤ δ,
it is sufficient to assume subsequently that the spectral measures of the sequence (Td,n)
have uniformly bounded support.
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A.4. Step IV: Truncation of Xd,n
For 0 < δ < 12 we truncate the variables Xik,d,n at the threshold level n
1/2dα−1/2,
α > 1+δ2 . Hence, let
X˜ik,d,n = Xik,d,n1(|Xik,d,n| ≤ n1/2dα−1/2) (A.1)
and T˜d,n, Y˜d,n, and M˜d,n be the matrices constructed by replacing Xd,n with X˜d,n =
(X˜ik,d,n) in Tˆd,n, Yd,n, and Mˆd,n. We have
dK
(
µT˜d,n , µTˆd,n
)
≤ 1
d
rank(T˜d,n − Tˆd,n)
=
1
d
rank
[
1
n
Wˆd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗ − (Y˜d,n ◦ εd,n)(Y˜d,n ◦ εd,n)∗
− (Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗ + (M˜d,n ◦ εd,n)(Y˜d,n ◦ εd,n)∗
− (Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗ + (Y˜d,n ◦ εd,n)(M˜d,n ◦ εd,n)∗
)]
=
1
d
rank
[
1
n
Wˆd,n ◦
(
((Yd,n − Y˜d,n) ◦ εd,n)(Yd,n ◦ εd,n)∗
+ (Y˜d,n ◦ εd,n)((Yd,n − Y˜d,n) ◦ εd,n)∗
− (Mˆd,n ◦ εd,n)((Yd,n − Y˜d,n) ◦ εd,n)∗
− ((Mˆd,n − M˜d,n) ◦ εd,n)(Y˜d,n ◦ εd,n)∗
− ((Yd,n − Y˜d,n) ◦ εd,n)(Mˆd,n ◦ εd,n)∗
− (Y˜d,n ◦ εd,n)((Mˆd,n − M˜d,n) ◦ εd,n)∗
)]
≤ 1
d
rank
[
1
n
Wˆd,n ◦
(
((Yd,n − Y˜d,n) ◦ εd,n)((Yd,n − Mˆd,n) ◦ εd,n)∗
− ((Mˆd,n − M˜d,n) ◦ εd,n)(Y˜d,n ◦ εd,n)∗
)]
+
1
d
rank
[
1
n
Wˆd,n ◦
(
((Y˜d,n − Mˆd,n) ◦ εd,n)((Yd,n − Y˜d,n) ◦ εd,n)∗
− (Y˜d,n ◦ εd,n)((Mˆd,n − M˜d,n) ◦ εd,n)∗
)]
≤ 2
d
#
{
i ∈ {1, . . . , d} :
n∑
k=1
1(|Xik,d,n| > n1/2dα−1/2) > 0
}
(A.2)
≤ 2
d
∑
i,k
1(|Xik,d,n| > n1/2dα−1/2), (A.3)
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where inequality (A.2) follows by the simple observation that the i-th row respectively
the i-th column of the matrices(
(Yd,n − Y˜d,n) ◦ εd,n
)(
(Yd,n − Mˆd,n) ◦ εd,n
)∗
and (
(Mˆd,n − M˜d,n) ◦ εd,n
)
(Y˜d,n ◦ εd,n)∗
respectively (
(Y˜d,n − Mˆd,n) ◦ εd,n
)(
(Yd,n − Y˜d,n) ◦ εd,n
)∗
and
(Y˜d,n ◦ εd,n)
(
(Mˆd,n − M˜d,n) ◦ εd,n
)∗
is the null vector if
n∑
k=1
1(|Xik,d,n| > n1/2dα−1/2) = 0.
Next we prove that
2
d
∑
i,k
1(|Xik,d,n| > n1/2dα−1/2) a.s.−→ 0
as d→∞. Note first that by Markov’s inequality
Var
(
1{|X11,d,n| > n1/2dα−1/2}
)
≤ E1(|Xik,d,n| > n1/2dα−1/2}
≤ n−1d1−2α. (A.4)
Using (A.4) in (A.5), and (A.4) in Bernstein’s inequality in (A.7), we conclude for suffi-
ciently large d and some constant β > 0
P
∑
k,i
1{|Xik,d,n| > n1/2dα−1/2} ≥ d1−δ

= P
(∑
k,i
(
1{|Xik,d,n| > n1/2dα−1/2} − E1(|Xik,d,n| > n1/2dα−1/2}
)
≥ d1−δ − ndE1{|X11,d,n| > n1/2dα−1/2}
)
≤ P
(∑
k,i
(1{|Xik,d,n| > n1/2dα−1/2} − E1{|Xik,d,n| > n1/2dα−1/2})
≥ d1−δ − d2(1−α)
)
(A.5)
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≤ P
(∑
k,i
(1{|Xik,d,n| > n1/2dα−1/2} − E1{|Xik,d,n| > n1/2dα−1/2})
≥ 1
2
d1−δ
)
(A.6)
≤ exp (−βd1−δ) , (A.7)
where inequality (A.6) holds since α > (1 + δ)/2. So, by inequality (A.3) follows
dK
(
µT˜d,n , µTˆd,n
)
a.s.−→ 0 for d→∞.
Note that X˜d,n is not centered and standardized, but by Cauchy-Schwarz inequality and
Markov inequality,
|EX˜ik,d,n| = |EXik,d,n − EX˜ik,d,n|
= |EXik,d,n1(|Xik,d,n| > n1/2dα−1/2)|
≤
√
P(|Xik,d,n| > n1/2dα−1/2)
≤ n−1/2d1/2−α (A.8)
and moreover, Var(X˜ik,d,n) ↑ 1 as d → ∞. In the subsequent section we redefine the
matrix Xd,n by X˜d,n and keep the initial notations.
A.5. Step V: Replacing the normalizing matrix n−1Wˆd,n
Let
T˜d,n =
1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wd,n ◦
(
(Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
)
.
By Theorem C.9, the elementary inequality
tr
(
(C +D)2
) ≤ 2 tr(C2 +D2)
for symmetric d× d matrices C and D, applied to
C =
1
n
(Wˆd,n −Wd,n) ◦
((
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
))
,
D = − 1
n
(Wˆd,n −Wd,n) ◦
((
(Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
+
(
(Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗
))
,
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as well as the inequality
tr[(A+A∗)2] ≤ 4 tr(AA∗)
for any matrix A with real entries, we deduce
d3L
(
µT˜d,n , µTˆd,n
)
≤ 1
d
tr
[(
1
n
(Wˆd,n −Wd,n) ◦
((
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− ((Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗)− ((Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗)))2]
≤ 2
d
tr
[(
1
n
(Wˆd,n −Wd,n) ◦
((
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)))2 ]
+
8
d
tr
[
1
n2
(Wˆd,n −Wd,n)2 ◦
((
(Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
× ((Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗))]
=: hd,n. (A.9)
We prove that hd,n → 0 a.s. as d→∞. Thereto, define for an arbitrary constant
γ >
√
4α+ 7 (A.10)
the event
Ad,n =
{
∀ 1 ≤ i, j ≤ d :
∣∣∣(Wˆij,d,n)−1 − (Wij,d,n)−1∣∣∣ ≤ γ√ log n
n
}
. (A.11)
Then, for sufficiently large d the union bound and Hoeffding’s inequality yield
P(Ad,n) = 1− P(Acd,n)
≥ 1− d2 max
i,j
P
(∣∣∣(Wˆij,d,n)−1 − (Wij,d,n)−1∣∣∣ > γ√ log n
n
)
≥ 1− 2d2 exp
(
−γ
2 log n
2
)
= 1− 2d2n−2γ2 .
By the Borel-Cantelli lemma all but finitely many events Ad,n almost surely occur. Hence,
if 1Ad,nhd,n → 0 a.s. for d → ∞ then hd,n → 0 a.s. Note furthermore that on the event
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Ad,n, ∣∣∣Wˆij,d,n −Wij,d,n∣∣∣ =
∣∣∣∣∣ 1(Wˆij,d,n)−1 − 1(Wij,d,n)−1
∣∣∣∣∣
=
∣∣∣(Wˆij,d,n)−1 −W−1ij,d,n∣∣∣∣∣∣(Wˆij,d,n)−1(Wij,d,n)−1∣∣∣
≤ γ
√
(log n)/n
mini p2i,d,n
(
(Wij,d,n)−1 −
∣∣∣(Wˆij,d,n)−1 − (Wij,d,n)−1∣∣∣)
≤ γ
√
(log n)/n
mini p2i,d,n
(
mini p2i,d,n − γ
√
(log n)/n
)
≤ 2γ
mini p4i,d,n
√
log n
n
(A.12)
for d sufficiently large. Now we prove that E1Ad,nhd,n → 0. In order to save space the
explicit dependence on d and n is suppressed in the displays until the end of the section.
By inequality (A.12), we have
Eh1A ≤ 8γ
2 log n
mini p8i dn
3
d∑
i,j=1
E
( n∑
k=1
YikYjkεikεjk
)2
+ 4
(
n∑
k=1
MˆikYjkεikεjk
)2 1A
≤ 8γ
2 log n
mini p8i dn
3
(
d∑
i,j=1
n∑
k,l=1
|EYikYjkYilYjl|
+ 4
n∑
k,l=1
EMˆikYjkMˆilYjlεikεjkεilεjl1A
)
= I1 + I2,
where
I1 =
8γ2 log n
mini p8i dn
3
d∑
i,j=1
n∑
k,l=1
|EYikYjkYilYjl|
and
I2 =
32γ2 log n
mini p8i dn
3
d∑
i,j=1
n∑
k,l=1
EMˆikYjkMˆilYjlεikεjkεilεjl1A.
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For the first term we obtain by (A.8), (2.2), uniform boundedness of the entries of Td,n,
and (A.1)
I1 =
8γ2 log n
mini p8i dn
3
(
d∑
i,j=1
i6=j
n∑
k,l=1
k 6=l
|EYikYjkYilYjl|+
d∑
i=1
n∑
k,l=1
k 6=l
|EY 2ikY 2il |
+
d∑
i,j=1
i 6=j
n∑
k=1
|EY 2ikY 2jk|+
d∑
i=1
n∑
k=1
EY 4ik
)
. log n
nd4α−1
+
log n
n
+
d log n
n2
+
log n
nd1−2α
. log n
nd1−2α
−→ 0.
Recall the definition (4.1) of Mˆd,n. Using again the bound
|Wˆii| ≤ 1
(Wii)−1 − |(Wˆii)−1 − (Wii)−1|
≤ 2
mini p2i
on the event A (A.13)
for d sufficiently large, we get for the second term with the same type of arguments
I2 =
24γ2 log n
mini p8i dn
3
d∑
i,j=1
n∑
k1,k2,k3,k4=1
E
1
n2
Wˆ 2iiYjk1Yjk2Yik3Yik4εik1εjk1εik2εjk2εik3εik41A
≤ 96γ
2 log n
mini p12i dn
5
d∑
i,j=1
n∑
k1,k2,k3k4=1
|EYjk1Yjk2Yik3Yik4 |
. log n
dn5
[
d∑
i=1
(
n∑
k1,k2,k3,k4=1
k1 6=k2 6=k3 6=k4
+
n∑
k1,k2,k3,k4=1
¬(k1 6=k2 6=k3 6=k4)
)
|EYik1Yik2Yik3Yik4 |
+
d∑
i,j=1
i6=j
(
n∑
k1,k2,k3,k4=1
k1 6=k2 6=k3 6=k4
+
n∑
k1,k2,k3,k4=1
¬(k1 6=k2 6=k3 6=k4)
)
|EYjk1Yjk2Yik3Yik4 |
]
. log n
dn5
(
d3−4αn2 + d2αn4 + d4−4αn2 + d2n3
)
. d
2α−1 log n
n
−→ 0.
We need a sufficiently tight bound on the variance of hd,n1Ad,n in order to conclude by
the Borel-Cantelli lemma that in addition hd,n1Ad,n → 0 almost surely. Thereto, define
Gˆij,d,n =
1
n
(
Wˆij,d,n −Wij,d,n
)
, i, j = 1, ..., d.
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Using (A.12) in (A.15) and dropping those summands of (A.14) whose indices satisfy
{i1, j1} ∩ {i2, j2} 6= ∅, we get
Varh1A
=
1
d2
d∑
i1,i2,j1,j2=1
E
{
Gˆ2i1j1
(
2
( ∑
k∈Ni1j1
Yi1kYj1k
)2
+ 8
( ∑
k∈Ni1j1
Mˆi1kYj1k
)2)
× Gˆ2i2j2
(
2
( ∑
k∈Ni2j2
Yi2kYj2k
)2
+ 8
( ∑
k∈Ni2j2
Mˆi2kYj2k
)2)
1A
}
− 1
d2
d∑
i1,i2,j1,j2=1
E
{
Gˆ2i1j1
(
2
( ∑
k∈Ni1j1
Yi1kYj1k
)2
+ 8
( ∑
k∈Ni1j1
Mˆi1kYj1k
)2)
1A
}
(A.14)
× E
{
Gˆ2i2j2
(
2
( ∑
k∈Ni2j2
Yi2kYj2k
)2
+ 8
( ∑
k∈Ni2j2
Mˆi2kYj2k
)2)
1A
}
≤ 2
10γ4(log n)2
min p16i d
2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
E
{(( ∑
k∈Ni1j1
Yi1kYj1k
)2
+
( ∑
k∈Ni1j1
Mˆi1kYj1k
)2
1A
)
×
((
n∑
k∈Ni2j2
Yi2kYj2k
)2
+
( ∑
k∈Ni2j2
Mˆi2kYj2k
)2
1A
)}
(A.15)
+
1
d2
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}=∅
E
{
Gˆ2i1j1
(( ∑
k∈Ni1j1
Yi1kYj1k
)2
+
( ∑
k∈Ni1j1
Mˆi1kYj1k
)2)
× Gˆ2i2j2
(( ∑
k∈Ni2j2
Yi2kYj2k
)2
+
( ∑
k∈Ni2j2
Mˆi2kYj2k
)2)
1A
}
(A.16)
− 1
d2
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}=∅
E
{
Gˆ2i1j1
(( ∑
k∈Ni1j1
Yi1kYj1k
)2
+
( ∑
k∈Ni1j1
Mˆi1kYj1k
)2)
1A
}
× E
{
Gˆ2i2j2
(( ∑
k=∈Ni2j2
Yi2kYj2k
)2
+
( ∑
k∈Ni2j2
Mˆi2kYj2k
)2)
1A
}
(A.17)
= I1 + I2,
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where I1 consists of the term (A.15) and I2 of (A.16) and (A.17). The term I1 yields
I1 . I1,1 + I1,2 + I1,3,
with
I1,1 =
(log n)2
d2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,k2,k3,k4=1
|EYi1k1Yj1k1Yi1k2Yj1k2Yi2k3Yj2k3Yi2k4Yj2k4 | ,
I1,2 =
(log n)2
d2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,k2,k3,k4=1
E(Yi1k1Yj1k1Yi1k2Yj1k2Mˆi2k3Yj2k3Mˆi2k4Yj2k4
× εi1k1εj1k1εi1k2εj1k2εi2k3εj2k3εi2k4εj2k41A
),
I1,3 =
(log n)2
d2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,k2,k3,k4=1
E(Mˆi1k1Yj1k1Mˆi1k2Yj1k2Mˆi2k3Yj2k3Mˆi2k4Yj2k4
× εi1k1εj1k1εi1k2εj1k2εi2k3εj2k3εi2k4εj2k41A
).
For I1,1 we have
I1,1 =
(log n)2
d2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
i1 6=j1∨i2 6=j2
n∑
k1,k2,k3,k4=1
|EYi1k1Yj1k1Yi1k2Yj1k2Yi2k3Yj2k3Yi2k4Yj2k4 |
+
(log n)2
d2n6
d∑
i=1
n∑
k1,k2,k3,k4=1
EY 2ik1Y
2
ik2Y
2
ik3Y
2
ik4
. n
4α(log n)2
n4
,
where we used for i1, j1, i2, j2 with {i1, j1} ∩ {i2, j2} 6= ∅ and i1 6= j1 or i2 6= j2 the
bounds
|EYi1k1Yj1k1Yi1k2Yj1k2Yi2k3Yj2k3Yi2k4Yj2k4 | .

n2d4α−2 for #{k1, k2, k3, k4} = 1
nd2α−1 for #{k1, k2, k3, k4} = 2
1 for #{k1, k2, k3, k4} = 3
n−2d2−4α for #{k1, k2, k3, k4} = 4
and for i = i1 = j1 = i2 = j2 the estimates
EY 2ik1Y
2
ik2Y
2
ik3Y
2
ik4 .

n3d6α−3 for #{k1, k2, k3, k4} = 1
n2d4α−2 for #{k1, k2, k3, k4} = 2
nd2α−1 for #{k1, k2, k3, k4} = 3
1 for #{k1, k2, k3, k4} = 4.
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These estimates are deduced by the following consideration. First, the expectation is
factorized by independence into a product of moments of the Yik’s. Then applying (A.1)
and (A.8), the l-th moment is bounded by∣∣EY lik∣∣ . (n1/2dα−1/2)l−2 , l ∈ N.
Now we evaluate I1,2. Using (A.13) in (A.18)
I1,2 =
(log n)2
d2n6
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,...,k6=1
∣∣EYi1k1Yj1k1Yi1k2Yj1k2Yj2k3Yj2k4Yi2k5Yi2k6 ∣∣
× E
( 1
n2
Wˆ 2i2i2εi1k1εj1k1εi1k2εj1k2εi2k3εj2k3εi2k4εj2k4εi2k5εi2k61A
)
. (log n)
2
d2n8
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,...,k6=1
|EYi1k1Yj1k1Yi1k2Yj1k2Yi2k5Yj2k3Yi2k6Yj2k4 |
(A.18)
. (log n)
2d6α
d2n4
,
where we used for the bound
|EYi1k1Yj1k1Yi1k2Yj1k2Yi2k5Yj2k3Yi2k6Yj2k4 |
.
(
d
n
)i−4
d2α(4−i) for i = #{k1, k2, k3, k4, k5, k6}.
Again by (A.13), we obtain with the same argument as for I1,2
I1,3 .
(log n)2
d2n10
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}6=∅
n∑
k1,...,k8=1
|EYi1k5Yi1k6Yj1k1Yj1k2Yi2k7Yi2k8Yj2k3Yj2k4 |
. (log n)
2d6α
d2n6
with
|EYi1k5Yi1k6Yj1k1Yj1k2Yi2k7Yi2k8Yj2k3Yj2k4 |
.
(
d
n
)i−4
d2α(4−i) for i = #{k1, k2, k3, k4, k5, k6, k7, k8}.
50
As concerns I2, define
Uij,d,n = Gˆ
2
ij,d,n
{( ∑
k∈Nij,d,n
Yik,d,nYjk,d,n
)2
+
( ∑
k∈Nij,d,n
Mˆik,d,nYjk,d,n
)2}
,
and note that Uij,d,n is bounded by a constant multiple of n
6d4α−2 because Nij,d,n
contains at most n elements, Gˆ2ij,d,n . 1 since by Subsection A.1 mini pi,d,n is uniformly
bounded away from zero, |Yik,d,n| . n1/2dα−1/2 by Subsection A.3 and Subsection A.4,
|Mˆik,d,n| =
∣∣∣∣∣∣ 1Nii,d,n
∑
l∈Nii,d,n
Yil,d,n
∣∣∣∣∣∣ . n1/2dα−1/2.
Hence,
I2 =
1
d2
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}=∅
E (Ui1j1Ui2j21A)− E (Ui1j11A)E (Ui2j21A)
=
1
d2
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}=∅
{
− E (Ui1j1Ui2j21Ac) + E (Ui1j11Ac)E (Ui2j2)
+ E (Ui1j1)E (Ui2j21Ac)− E (Ui1j11Ac)E (Ui2j21Ac)
}
≤ 2
d2
d∑
i1,i2,j1,j2=1
{i1,j1}∩{i2,j2}=∅
E (Ui1j1)E (Ui2j21Ac)
. d8α−2n12P(Ac)
. n12+8α−2γ2 .
Note that by choice of γ in (5.40) the exponent in the last line is strictly smaller than
−1. Therefore by the lemma of Borel-Cantelli hd,n1Ad,n→ 0 almost surely (d → ∞). In
the following subsection we redefine the matrix Tˆd,n by T˜d,n.
A.6. Step VI: Removing
n−1W ◦ ((Y ◦ ε)(Mˆ ◦ ε)∗ + (Mˆ ◦ ε)(Y ◦ ε)∗)
By the same arguments as in Subsection A.4 we return to the original centered and
standardized matrix Xd,n. Define
T˜d,n =
1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
.
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We prove that
dL(µ
Td,n , µT˜d,n)→ 0
almost surely. For γ > 1, define the event
A˜d,n =
{
max
i
|Nii,d,n − npi,d,n| < γ
√
n log n
}
.
Note that{
max
i
|Nii,d,n − npi,d,n| < γ
√
n log n
}
=
{
max
i
∣∣∣∣∣
n∑
k=1
(εik,d,n − pi,d,n)
∣∣∣∣∣ < γ√n log n
}
for d sufficently large. The union bound and Hoeffding’s inequality yield
P
(
A˜cd,n
)
≤ 2dn−2γ2 (A.19)
By the Borel-Cantelli Lemma all but finitely many of the events (Ad) occur. Moreover,
for 12 < η < 1 define the event
Bd,n =
{
d∑
i=1
1
{
|mˆi,d,n| >
√
d2(1−η)
n
}
< dη
}
.
First observe that by the same type of argument as used in (A.13) and by Markov’s
inequality
max
i
P
(
|mˆi,d,n| >
√
d2(1−η)
n
, A˜d,n
)
≤ max
i
P
(
2
nmin pi,d,n
∣∣∣∣∣∑
k
εik,d,nYik,d,n
∣∣∣∣∣ >
√
d2(1−η)
n
)
≤ 4E (
∑
k εik,d,nYik,d,n)
2
n2 mini p2i,d,n
d2(1−η)
n
. d2η−2,
where we have used
1
Nii,d,n
≤ 2
nmin pi,d,n
for d sufficiently large in the first inequality. In particular,
E1
{
|mˆi,d,n| >
√
d2(1−η)
n
}
= E1
{
|mˆi,d,n| >
√
d2(1−η)
n
}(
1 A˜d,n + 1 A˜cd,n
)
≤ κ
(
d2η−2 + dn−2γ
2
)
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for some suitably chosen constant κ > 0. We conclude for d sufficiently large by Hoeffd-
ing’s inequality
P
(
Bcd,n
) ≤ P( d∑
i=1
1
{
mˆi,d,n >
√
d2(1−η)
n
}
− E1
{
mˆi,d,n >
√
d2(1−η)
n
}
> dη − κ
(
d2η−1 − d2n−2γ2
))
≤ P
(
d∑
i=1
1
{
mˆi,d,n >
√
d2(1−η)
n
}
− E1
{
mˆi,d,n >
√
d2(1−η)
n
}
>
1
2
dη
)
≤ exp
(
−d
2η−1
2
)
.
By the Borel-Cantelli Lemma all but finitely many of the events (Bd,n) occur.
Let γ′ > 0 be an appropriate constant such that for all n
2
n∑
k=1
E|Yik,d,n| ≤ γ′n.
Then, define the event
Dd,n =
{
d∑
i=1
1
{
n∑
k=1
|Yik,d,n| > γ′n
}
≤ d
log d
}
.
In the next step we shall prove that P(lim supdDcd,n) = 0 in order to remove the corre-
sponding rows from the matrix Y . By Chebychev’s inequality we have
max
i
P
(
n∑
k=1
|Yik,d,n| > γ′n
)
≤ max
i
P
(
n∑
k=1
|Yik,d,n| − E|Yik,d,n| > γ′n−
n∑
k=1
E|Yik,d,n|
)
≤ max
i
P
(
n∑
k=1
|Yik,d,n| − E|Yik,d,n| > 1
2
γ′n
)
≤ κ
′
n
for an appropriate constant κ′ > 0. Again, by the Hoeffding inequality for sufficiently
large d,
P(Dcd,n) ≤ P
(
d∑
i=1
1
{
n∑
k=1
|Yik,d,n| > γ′n
}
− E1
{
n∑
k=1
|Yik,d,n| > γ′n
}
>
d
log d
− κ
′d
n
)
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≤ P
(
d∑
i=1
1
{
n∑
k=1
|Yik,d,n| > γ′n
}
− E1
{
n∑
k=1
|Yik,d,n| > γ′n
}
>
1
2
d
log d
)
≤ exp
(
− d
2(log d)2
)
,
and therefore P(lim supdDcd,n) = 0. Now let
Tˇd,n =
1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗ − (Y˜d,n ◦ εd,n)(M˜d,n ◦ εd,n)∗
− (M˜d,n ◦ εd,n)(Y˜d,n ◦ εd,n)∗
)
,
where
M˜ik,d,n = Mˆik,d,n1
{
|Mˆik,d,n| ≤
√
d2(1−η)
n
}
and
Y˜ik,d,n = Yik,d,n1
{
n∑
l=1
|Yil,d,n| ≤ γ′n
}
.
By Theorem C.8 and due to P(lim supd(Dcd,n ∪Bcd,n)) = 0 we conclude by the same type
of arguments as in Subsection A.4
dL
(
µTˆd,n , µTˇd,n
)
≤ 1
d
rank
(
1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Mˆd,n ◦ εd,n)∗ + (Mˆd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
− (Y˜d,n ◦ εd,n)(M˜d,n ◦ εd,n)∗ − (M˜d,n ◦ εd,n)(Y˜d,n ◦ εd,n)∗
))
a.s.−→ 0 as d→∞.
In order to save space the explicit dependence on d and n is suppressed in the displays
until the end of the section. By Theorem C.9,
d3L(µ
Tˇ , µT˜ ) (A.20)
≤ 1
d
tr
((
1
n
W ◦
(
(Y˜ ◦ ε)(M˜ ◦ ε)∗ + (M˜ ◦ ε)(Y˜ ◦ ε)∗
))
×
(
1
n
W ◦
(
(Y˜ ◦ ε)(M˜ ◦ ε)∗ + (M˜ ◦ ε)(Y˜ ◦ ε)∗
)))
=
2
d
tr
(
1
n2
W 2 ◦
(
(M˜ ◦ ε)(Y˜ ◦ ε)∗(Y˜ ◦ ε)(M˜ ◦ ε)∗ + (Y˜ ◦ ε)(M˜ ◦ ε)∗(Y˜ ◦ ε)(M˜ ◦ ε)∗
))
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≤ 4
d
tr
(
1
n2
W 2 ◦
(
(M˜ ◦ ε)(Y˜ ◦ ε)∗(Y˜ ◦ ε)(M˜ ◦ ε)∗
))
(A.21)
≤ 4
d
d∑
i=1
mˆ2i 1
{
|mˆi| ≤
√
d2(1−η)
n
}
×
d∑
j=1
1
n2
W 2ij
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
. d
2(η−1)
dn3
d∑
i=1
d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
, (A.22)
where we have used the elementary inequality
tr(C2) ≤ tr(CC∗) for any C ∈ Rd×d
in (A.21). It remains to prove that the last line (A.22) converges to zero almost surely.
Let η < η′ < 1, and rewrite
max
i
P
(
d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
≥ n
3
d2(η′−1)
)
= max
i
E
P
 d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
≥ n
3
d2(η′−1)
∣∣∣∣∣ ε

(A.23)
Define for η′ < η′′ < 1 the random variables
Iij,d,n = 1
{∣∣∣∣∣
n∑
l=1
εil,d,nεjl,d,nYjl,d,n
∣∣∣∣∣ ≥ √nd(η′′−1)
}
, 1 ≤ i, j ≤ d.
Then by Markov’s inequality for the conditional probability and an appropriate constant
κ′′ > 0,
E(Iij
∣∣ε) = P(∣∣∣∣∣
n∑
l=1
εilεjlYjl
∣∣∣∣∣ ≥√nd2(η′′−1)
∣∣∣∣∣ ε
)
≤
n∑
l=1
εilεjlEY 2jl
nd2(η′′−1)
≤ κ
′′
d2(η′′−1)
.
The inner conditional probability in line (A.23) can be further estimated by
P
 d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
≥ n
3
d2(η′−1)
∣∣∣∣∣ ε

≤ P
(γ′n)2 d∑
j=1
1
{
√
nd(η
′′−1) ≤
∣∣∣∣∣
n∑
l=1
εilεjlYjl
∣∣∣∣∣ ≤ γ′n
}
≥ n
3
2d2(η′−1)
∣∣∣∣∣ ε

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+ P
nd2(η′′−1) d∑
j=1
1
{∣∣∣∣∣
n∑
l=1
εilεjlYjl
∣∣∣∣∣ ≤ √nd(η′′−1)
}
≥ n
3
2d2(η′−1)
∣∣∣∣∣ ε
 ,
where the last conditional probability disappears for d sufficiently large. For the first
probability on the right hand side, we obtain
P
(γ′n)2 d∑
j=1
1
{
√
nd(η
′′−1) ≤
∣∣∣∣∣
n∑
l=1
εilεjlYjl
∣∣∣∣∣ ≤ γ′n
}
≥ n
3
2d2(η′−1)
∣∣∣∣∣ ε

≤ P
(γ′n)2 d∑
j=1
(
Iij − E(Iij |ε)
)
≥ n
3
2d2(η′−1)
− κ′′ (γ
′n)2d
d2(η′′−1)
∣∣∣∣∣ ε

≤ P
 d∑
j=1
(
Iij − E(Iij |ε)
)
≥ n
4γ′2d2(η′−1)
∣∣∣∣∣ ε

for d sufficiently large. Finally, by Hoeffding’s inequality the last line is bounded by
exp
(
− n
2
8γ′4d4η′−3
)
.
Altogether, (A.22) is bounded by d2(η−η
′) with probability
1− P
d2(η−1)
dn3
d∑
i=1
d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′
}
≥ d2(η−η′)

≥ 1− dmax
i
P
 d∑
j=1
(
n∑
k=1
εikεjkYjk
)2
1
{
n∑
l=1
|Yjl| ≤ γ′n
}
≥ n
3
d2(η′−1)

≥ 1− d exp
(
− n
2
8γ′4d4η′−3
)
.
By the Lemma of Borel-Cantelli,
d3L(µ
Tˇd,n , µT˜d,n)→ 0
almost surely. Consequently,
dL(µ
Tˆd,n , µT˜d,n) ≤ dL(µTˆd,n , µTˇd,n) + dL(µTˇd,n , µT˜d,n) a.s.−→ 0 as d→∞.
Subsequently, we denote T˜d,n by Tˆd,n.
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A.7. Step VII: Diagonal manipulation
Rewrite the matrix Tˆd,n in the following way
Tˆd,n =
1
n
(wd,nw
∗
d,n) ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− diag
[
1
n
(wd,nw
∗
d,n) ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)]
.
In this step we replace the diagonal matrix
Sˆd,n : = diag
[
1
n
(wd,nw
∗
d,n) ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)
− 1
n
Wd,n ◦
(
(Yd,n ◦ εd,n)(Yd,n ◦ εd,n)∗
)]
by its diagonal deterministic counterpart Sd,n with
Sii,d,n =
1− pi,d,n
pi,d,n
Tii,d,n, i = 1, ..., d.
Thereto, we use similar arguments as in the last subsection. In contrast to the last
subsection we cannot simply rely on Markov’s inequality since Yik,d,n is assumed to
possess only two moments. In order to save space the explicit dependence on d and n is
suppressed in the displays until the end of the section. Note that for any u > 0,
αmax = max
i=1,...,d
P
(∣∣∣Sˆii − Sii∣∣∣ > u)
= max
i=1,...,d
P
(∣∣∣∣∣1− pinpi
n∑
k=1
(
Y 2ik
εik
pi
− Tii
)∣∣∣∣∣ > u
)
≤ max
i=1,...,d
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u,
∣∣∣∣∣
n∑
k=1
(εik − pi)
∣∣∣∣∣ >√n log n
)
+ max
i=1,...,d
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u,
∣∣∣∣∣
n∑
k=1
(εik − pi)
∣∣∣∣∣ ≤√n log n
)
.
As concerns the first term in this last inequality, Hoeffding’s inequality yields
max
i=1,...,d
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u,
∣∣∣∣∣
n∑
k=1
(εik − pi)
∣∣∣∣∣ >√n log n
)
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≤ max
i=1,...,d
P
(∣∣∣∣∣
n∑
k=1
(εik − pi)
∣∣∣∣∣ >√n log n
)
≤ 2n−2.
In order to bound the second term, note that
max
i=1,...,d
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u,
∣∣∣∣∣
n∑
k=1
(εik − pi)
∣∣∣∣∣ ≤√n log n
)
= max
i=1,...,d
bnpi+
√
n lognc∑
l=dnpi−
√
n logne
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u,
n∑
k=1
εik = l
)
= max
i=1,...,d
bnpi+
√
n lognc∑
l=dnpi−
√
n logne
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
n∑
k=1
Y 2ik
εik
pi
∣∣∣∣∣ > u
∣∣∣∣∣
n∑
k=1
εik = l
)
× P
(
n∑
k=1
εik = l
)
= max
i=1,...,d
bnpi+
√
n lognc∑
l=dnpi−
√
n logne
P
(∣∣∣∣∣1− pipi Tii − 1− pinpi
l∑
k=1
Y 2ik
pi
∣∣∣∣∣ > u
)
P
(
n∑
k=1
εik = l
)
,
(A.24)
where the last identity holds true because Yi1,d,n, . . . , Yin,d,n are iid and jointly indepen-
dent of εd,n. By the elementary inequality∣∣∣∣∣Tii − 1n
l∑
k=1
Y 2ik
pi
∣∣∣∣∣ ≤
∣∣∣∣∣∣Tii − 1n
dnpi−
√
n logne∑
k=1
Y 2ik
pi
∣∣∣∣∣∣ ∨
∣∣∣∣∣∣Tii − 1n
bnpi+
√
n lognc∑
k=1
Y 2ik
pi
∣∣∣∣∣∣ ,
we conclude
(A.24) ≤ max
i=1,...,d
P
∣∣∣∣∣∣1− pipi Tii − 1− pinpi
dnpi−
√
n logne∑
k=1
Y 2ik
pi
∣∣∣∣∣∣ > u

+ max
i=1,...,d
P
∣∣∣∣∣∣1− pipi Tii − 1− pinpi
bnpi+
√
n lognc∑
k=1
Y 2ik
pi
∣∣∣∣∣∣ > u

≤ 2 max
i=1,...,d
P
∣∣∣∣∣∣1− pipi Tii − 1− pinp2i
bnpic∑
k=1
Y 2ik
∣∣∣∣∣∣ > u2

+ P
1− pi
np2i
d√n logne+1∑
k=1
Y 2ik >
u
2

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≤ 2 max
i=1,...,d
[
P
(∣∣∣∣∣1− pipi Tii − 1− pinp2i
bnpic∑
k=1
TiiX
2
ik
∣∣∣∣∣ > u2
)
+
2Tii(1− pi)
up2i
(√
log n
n
+
2
n
)]
.
For n sufficiently large, the last expression is bounded by
2 max
i=1,...,d
[
P
(∣∣∣∣∣ 1bnpic
bnpic∑
k=1
(X2ik − 1)
∣∣∣∣∣ > upi4(Tii ∨ 1)
)
+
4Tii(1− pi)
up2i
√
log n
n
]
. (A.25)
Note that by Subsection A.3 and Subsection A.1
lim inf
d→∞
min
i=1,...,d
pi,d,n
Tii,d,n ∨ 1 > 0 and lim infd→∞ mini=1,...,dbnpi,d,nc =∞.
Hence, by the weak law of large numbers (A.25) converges to zero as d → ∞ which
implies αmax → 0. Now, with αi = P
(
|Sˆii − Sii| > u
)
, i = 1, . . . , d,
P
 d∑
i=1
1
{∣∣∣Sˆii − Sii∣∣∣ > u} > 2d
√
αmax ∨
√
1
d

≤ P
 d∑
i=1
1
{∣∣∣Sˆii − Sii∣∣∣ > u}− αi > 2d
√
αmax ∨
√
1
d
− dαmax

≤ P
(
d∑
i=1
1
{∣∣∣Sˆii − Sii∣∣∣ > u}− αi > d 34)
≤ exp
(
−2
√
d
)
,
where we used Hoeffding’s inequality in the last line. Therefore,
1
d
d∑
i=1
1
{∣∣∣Sˆii,d,n − Sii,d,n∣∣∣ > u} a.s.−→ 0
as d→∞. Let S˜d,n be the diagonal matrix with entries
S˜ii,d,n = Sˆii,d,n1
{∣∣∣Sˆii,d,n − Sii,d,n∣∣∣ ≤ u} .
We conclude by Theorem C.9 and Theorem C.8 that almost surely for sufficiently large
d
dL
(
µTˆd,n , µTˆd,n−Sd,n+Sˆd,n
)
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≤ dL
(
µTˆd,n , µTˆd,n−S˜d,n+Sˆd,n
)
+ dL
(
µTˆd,n−S˜d,n+Sˆd,n , µTˆd,n−Sd,n+Sˆd,n
)
≤ 1
d
rank
(
Sˆd,n − S˜d,n
)
+
(
1
d
d∑
i=1
(
Sii,d,n − S˜ii,d,n
)2)1/3
≤ 1
d
d∑
i=1
1
{∣∣∣Sˆii,d,n − Sii,d,n∣∣∣ > u}+ u2/3
≤ 2u2/3.
Since the constant u > 0 is chosen arbitrarily, we have
dL
(
µTˆd,n , µTˆd,n−Sd,n+Sˆd,n
)
a.s.−→ 0
for d→∞.
A.8. Step VIII: Reverting the truncation
Reverting finally the truncation steps I, III, IV yields the claim.
Appendix B: Proof of Proposition 6.1
Define Xˆd,n ∈ Rd×n by Xˆik,d,n = Xik1{|Xik| < δd,n
√
n}. By Lemma 2.2 (truncation
lemma) of Yin, Bai and Krishnaiah (1988) for r = 1/2, given any preassigned decay rate
to zero, there exists a sequence (δd,n), δd,n → 0, with lower speed of convergence than
that decay rate such that
P
(
Xd,n 6= Xˆd,n infinitely often
)
= 0.
Let (δd,n) be a sequence satisfying the truncation lemma with
1√
nδ3d,n
= o(1). (B.1)
Therefore,
lim sup
d→∞
∣∣∣∣∣
wwww 1nAd,n ◦ ((Xd,n ◦Bd,n) (Xd,n ◦Bd,n)∗)
wwww
S∞
−
wwww 1nAd,n ◦ ((Xˆd,n ◦Bd,n)(Xˆd,n ◦Bd,n)∗)
wwww
S∞
∣∣∣∣∣ = 0.
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Now let X˜d,n be the random matrix with entries X˜ik,d,n = Xˆik,d,n − EXˆik,d,n. We prove
lim sup
d→∞
∣∣∣∣∣
wwww 1nAd,n ◦ ((X˜d,n ◦Bd,n)(X˜d,n ◦Bd,n)∗)
wwww
S∞
−
wwww 1nAd,n ◦ ((Xˆd,n ◦Bd,n)(Xˆd,n ◦Bd,n)∗)
wwww
S∞
∣∣∣∣∣ = 0.
As EX11 = 0, note first that∣∣∣EXˆ11,d,n∣∣∣ = EX11 − EX111{|X11| ≥ δn√n}
=
EX111{|X11| ≥ δn√n}
≤ EX411n−3/2δ−3d,n. (B.2)
Using the triangle inequality, the bound ‖ · ‖S∞ ≤ ‖ · ‖S2 as well as the inequality
‖C‖S∞ ≤ max
j=1,...,d
d∑
i=1
|Cij | for symmetric C ∈ Rd×d
in (B.3), we conclude∣∣∣∣∣
wwww 1nAd,n ◦ ((X˜d,n ◦Bd,n)(X˜d,n ◦Bd,n)∗)
wwww
S∞
−
wwww 1nAd,n ◦ ((Xˆd,n ◦Bd,n)(Xˆd,n ◦Bd,n)∗)
wwww
S∞
∣∣∣∣∣
≤
wwww 1nAd,n ◦
(
−
(
Xˆd,n ◦Bd,n
)(
EXˆd,n ◦Bd,n
)∗
−
(
Bd,n ◦ EXˆd,n
)
×
(
Xˆd,n ◦Bd,n
)∗
+
(
EXˆd,n ◦Bd,n
)(
EXˆd,n ◦Bd,n
)∗)wwww
S∞
≤ 2
n
√√√√ d∑
i,j=1
A2ij,d,n
(
n∑
k=1
Xˆik,d,nBik,d,nBjk,d,nEXˆjk
)2
(B.3)
+ dmax
i,j
|Aij,d,n|
(
max
ik
B2ik,d,n
)(
EXˆ11,d,n
)2
≤ 2
√
d
n
|EXˆ11,d,n|max
i,j
|Aij,d,n|
(
max
ik
B2ik,d,n
)√√√√d max
i=1,...,d
n∑
k=1
X2ik (B.4)
+ dmax
i,j
|Aij,d,n|
(
max
ik
B2ik,d,n
)(
EXˆ11,d,n
)2
−→ 0 a.s.,
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where the first summand in inequality (B.4) tends to 0 by (6.1), (B.1), (B.2) and the
Marcinkiewicz-Zygmund strong law of large numbers (cf. Lemma B.25 in Bai and Silver-
stein (2010) with β = 1 and α = 3/4). Since the entries of X˜d,n have all the same finite
variance and EX˜211,d,n → 1, we may assume for convergence statements aboutwwww 1nAd,n ◦ ((X˜d,n ◦Bd,n)(X˜d,n ◦Bd,n)∗)
wwww
S∞
that the entries of X˜d,n to have unit variance. In order to apply the Lemma of Borel-
Cantelli, we need to show that the probabilities
P
(wwww 1nAd,n ◦ ((X˜d,n ◦Bd,n)(X˜d,n ◦Bd,n)∗)
wwww
S∞
> zα
)
are summable over d ∈ N for any z > (1 +√y)2. By Markov’s inequality and because of
‖S‖2l∞ ≤ tr
(
S2l
)
for any symmetric matrix S and l ∈ N, it is sufficient to show that for
any sequence (ld,n) of even integers with
ld,n/ log n→∞ and δ1/6d,n ld,n/ log n→ 0,
we get
md,n,ld,n = E tr
[
1Ed,n
(
1
n
Ad,n ◦
((
X˜d,n ◦Bd,n
)(
X˜d,n ◦Bd,n
)∗))ld,n]
≤ (αη)ld,n ,
where
(
1 +
√
y
)2
< η < z is an absolute constant and Ed,n is the event
Ed,n =
{
max
i,j
|Aij,d,n|
(
max
i,k
B2ik,d,n
)
< α
}
.
We have by independence of X˜d,n and (Ad,n, Bd,n),
md,n,ld,n = n
−ld,n
d∑
i1,...,ild,n=1
n∑
k1,...,kld,n=1
E
[
1Ed,nAi1i2Ai2i3 · · ·Aild,n−1ild,nAild,n i1
×Bi1k1Bi2k1 · · ·Bild,nkld,nBi1kld,n
]
× E
[
X˜i1k1X˜i2k1 · · · X˜ild,nkld,n X˜i1kld,n
]
≤ αld,nn−ld,n
d∑
i1,...,ild,n=1
n∑
k1,...,kld,n=1
∣∣∣E[X˜i1k1X˜i2k1 · · · X˜ild,nkld,n X˜i1kld,n ]∣∣∣
≤ αld,nηld,n ,
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for d sufficiently large in which case the inequality
n−ld,n
d∑
i1,...,ild,n=1
n∑
k1,...,kld,n=1
∣∣∣E[X˜i1k1X˜i2k1 · · · X˜ild,nkld,n X˜i1kld,n ]∣∣∣ ≤ ηld,n
has been shown in the proof of Theorem 3.1 in Yin, Bai and Krishnaiah (1988).
Appendix C: Auxiliary results
Lemma C.1. [Lemma 4 in Couillet, Debbah and Silverstein (2011)] Let A ∈ Cd×d,
τ ∈ C and r ∈ Rd such that A and A+ τrr∗ are invertable. Then
r∗ (A+ τrr∗)−1 =
1
1 + τr∗A−1r
r∗A−1. (C.1)
Lemma C.2. [Lemma 2.6 in Silverstein and Bai (1995)] Let z ∈ C+, A,B ∈ Cd×d, B
Hermitian, τ ∈ R and q ∈ Cd. Thentr [((B − zId×d)−1 − (B + τqq∗ − zId×d)−1)A] ≤ ‖A‖S∞=z . (C.2)
Lemma C.3. [Lemma 8 in Couillet, Debbah and Silverstein (2011)] Let C = A+ iB+
ivId×d, with A,B ∈ Rd×d symmetric and B positive semidefinite, v > 0. ThenwwC−1ww
S∞
≤ v−1. (C.3)
Lemma C.4. Let Z = (Z1, ..., Zd) ∈ Rd be a centered random vector with components
bounded in absolute value by some constant c > 0. Then for any p ≥ 1,
E
∣∣‖Z‖22 − E‖Z‖22∣∣p ≤ Cppp/2dp/2, (C.4)
E‖Z‖2p2 ≤ Cppp/2dp, (C.5)
where the constant C > 0 depends on c only.
Proof. The lemma is an easy consequence of Lemma 5.9 of Vershynin (2012) together
with the Definition 5.7 of the subgaussian norm of Vershynin (2012), sincewwww1d(‖Z‖22 − E‖Z‖22)
wwww2
ψ2
≤ ∆
d2
d∑
i=1
‖Z2i − EZ2i ‖2ψ2
≤ 8∆
d
c4,
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where ∆ corresponds to the absolute constant of Lemma 5.9 of Vershynin (2012), andwwww1d‖Z‖22
wwww2
ψ2
=
wwww1dE‖Z‖22 + 1d (‖Z‖22 − E‖Z‖22)
wwww2
ψ2
≤ 2
(wwww1dE‖Z‖22
wwww2
ψ2
+
wwww1d(‖Z‖22 − E‖Z‖22)
wwww2
ψ2
)
≤
(
2 +
16∆
d
)
c4.
Lemma C.5. Let d/n < c1 and Z1, ..., Zn ∈ Rd be a sample of i.i.d. random vectors
with centered and independent components of variance 1 and bounded in absolute value
by some constant c2 > 0. Denote the largest eigenvalue of the matrix n
−1∑
k ZkZ
∗
k by
λ1. Then for any p ≥ 1,
Eλp1 ≤ C,
where C depends on c1, c2 and p only.
Proof. Since
1
n
n∑
k=1
ZkZ
∗
k =
1
n
ZZ∗,
where the k-th column of the matrix Z ∈ Rd×n is given by Zk, λ1 = s21 with s1 the largest
singular value of n−1/2Z. Dividing the right-hand side of inequality (5.22) of Vershynin
(2012) by
√
n yields
s1 ≤ √c1 + ∆1 + t√
n
with probability at least 1 − 2 exp(−∆2t2) for some constant ∆1,∆2 > 0 depending on
c2 only. Therefore,
Eλp1 = Es
2p
1
=
∫ ∞
0
x2pP(s1 > x)dx
≤ (√c1 + ∆1)2p + 2
∫ ∞
√
c1+∆1
x2p exp
(−∆2n(x− (√c1 + ∆1))2) dx
≤ (√c1 + ∆1)2p + 2
∫ ∞
0
(x+
√
c1 + ∆1)
2p exp
(−∆2nx2) dx
≤ C,
where C can be chosen independently of n.
64
Lemma C.6. Let U1, ..., Ud iid random C-valued random variables with EUi = 0,
E|Ui|2 = 1, |Ui| ≤ C for some constant C > 0 and A ∈ Cd×d. Denote U = (U1, ..., Ud)∗.
Then
E |U∗AU − trA|6 ≤ c‖A‖6S∞d3C12
with a constant c > 0 which does not depend on d, A and the distribution of Ui.
Proof. The proof follows the lines of Lemma 3.1 in Silverstein and Bai (1995) by replac-
ing the logarithmic bound on the entries of U with C.
Lemma C.7. For d ∈ N and n = nd ∈ N with lim supd d/n ≤ c1 <∞ let X1,d, . . . , Xn,d
be i.i.d. d-dimensional, centered random vectors with variance 1 such that
lim sup
d→∞
max
i=1,...,d
max
k=1,...,n
|Xi,k,d| ≤ c2
almost surely and Rd ∈ Rd×d be a positive definite diagonal matrix with
lim sup
d→∞
max
i=1,...,d
|Ri,i,d| ≤ c3.
Then,
lim sup
d→∞
λmax
(
1
n
n∑
k=1
R
1/2
d Xk,dX
∗
k,dR
1/2
d
)
< c a.s. (C.6)
for some constant c > 0 depending on c1, c2 and c3 only.
Proof. Since the random variables are uniformly bounded which implies uniform sub-
gaussian tails, Theorem 5.39 of Vershynin (2012) applies. The particular choice t = log d
yields
λmax
(
1
n
n∑
k=1
R
1/2
d Xk,dX
∗
k,dR
1/2
d
)
≤ d
n
+ C +
(log d)2
n
with probability at least 1 − 2 exp(−C ′(log d)2) for two positive constants C,C ′ which
depend only on c1 and c2. Hence, the claim follows by the Lemma of Borel-Cantelli.
Theorem C.8 (Theorem A.43 Bai and Silverstein (2010)). Let A and B be two d× d
Hermitian matrices. Then,
dK
(
µA, µB
) ≤ 1
d
rank(A−B), (C.7)
where µA and µB denote the spectral distributions of A and B, respectively.
Theorem C.9 (Corollary A.41 from Bai and Silverstein (2010)). Let A and B be two
d× d Hermitian matrices with spectral distribution µA and µB. Then,
d3L
(
µA, µB
) ≤ 1
d
tr
(
(A−B)(A−B)∗). (C.8)
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Theorem C.10 (Theorem A. 38 Bai and Silverstein (2010)). Let λ1, . . . , λd and δ1, . . . , δd
be two families of real numbers and their empirical distributions be denoted by µ and µ¯.
Then, for any α > 0, we have
dα+1L (µ, µ¯) ≤ minpi
1
d
d∑
k=1
|λk − δpi(k)|α, (C.9)
where the minimum is running over all permutations pi on {1, . . . , d}.
The next lemma and its proof are essentially taken from Krishnapur (2012), Lemma
34. Since the necessary dependence of (in his notation) δ on y is neither mentioned in
his statement nor its proof, we include a proof for completeness.
Lemma C.11. Let µ and ν be two probability measures on the real line and mµ and
mν their Stieltjes transforms. Then for any v > 0 we have
dL(µ, ν) ≤ 2
√
v
pi
+
1
2pi
∫
|= (mµ(u+ iv))−= (mν(u+ iv))|du.
Proof. Let Cv denote the Cauchy distribution with scale parameter v > 0. Recall that
its Lebesgue density fv is given by
fv(x) =
1
pi
v
v2 + x2
, x ∈ R.
By the triangle inequality,
dL(µ, ν) ≤ dL (µ, µ ? Cv) + dL (µ ? Cv, ν ? Cv) + dL (ν, ν ? Cv) . (C.10)
Now observe that for η = µ, ν and any z = u+ iv ∈ C+,
− 1
pi
= (mη(u+ iv)) =
∫
1
pi
v
(u− λ)2 + v2 dη(λ) = fη?Cv (u) ,
where fη?Cv is the Lebesgue density of the convolution η ? Cv. Therefore,
dL (µ ? Cv, ν ? Cv) ≤ dK (µ ? Cv, ν ? Cv)
≤ 1
2
∫
|fµ?Cv (u)− fν?Cv (u)|du
=
1
2pi
∫
|= (mµ(u+ iv))−= (mν(u+ iv))|du. (C.11)
As concerns dL (η, η ? Cv), let X ∼ η and Z ∼ C1 be two independent random variables
on a common probability space, whence X + vZ ∼ η ? Cv for any v > 0. Using the
elementary tail inequalities
P(Z < −t) = P(Z > t) ≤
∫ ∞
t
1
pit2
dt =
1
pit
,
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we obtain for any δ > 0 and x ∈ R,
P (X ≤ x− δ) ≤ P (X + vZ ≤ x) + P
(
Z >
δ
v
)
≤ P (X + vZ ≤ x) + 1
pi
v
δ
.
That is,
P (X ≤ x− δ)− δ ≤ P (X + vZ ≤ x) (C.12)
whenever δ ≥√v/pi, in which case we also have
P (X + vZ ≤ x) ≤ P (X ≤ x+ δ) + P
(
Z < − δ
v
)
≤ P (X ≤ x+ δ) + δ. (C.13)
(C.12) and (C.13) imply
dL (η, η ? Cv) ≤
√
v
pi
, η = µ, ν. (C.14)
Plugging (C.14) and (C.11) into (C.10) yields the claim.
Lemma C.12. Let µ, ν be two probability measures on the real line and mµ, mν the
corresponding Stieltjes transforms. Then for any z ∈ C+,
|mµ(z)−mν(z)| ≤ 2 dBL(µ, ν)
(=z)2 ∧ =z . (C.15)
Proof. Note that  1λ− z − 1λ′ − z
 = |λ− λ′||(λ− z)(λ′ − z)| ≤ |λ− λ′|(=z)2 ,
i.e.
λ 7→ <
(
(=z)2 ∧ =z
λ− z
)
and λ 7→ =
(
(=z)2 ∧ =z
λ− z
)
are bounded by 1 in absolute value and 1-Lipschitz. This proves (C.15).
Lemma C.13. Let (µn)n∈N and (νn)n∈N be two sequences of probability measures on
the Borel σ-algebra on R. Assume that (µn)n∈N is tight. Then
dL(µn, νn)→ 0 ⇔ dBL(µn, νn)→ 0. (C.16)
Moreover, tightness of (µn)n∈N and (C.16) imply weak convergence µn − νn ⇒ 0 on the
space of finite signed measures on R.
Proof. As concerns the equivalence relation, we need only to verify that
dL(µn, νn)→ 0 ⇒ dBL(µn, νn)→ 0, (C.17)
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because d2L ≤ dBL (see, e.g. Huber (1974)). Assume that dL(µn, νn) → 0. Tightness
of (µn)n implies that any subsequence (µnk)k possesses a subsubsequence (µnkl )l which
converges weakly to a limiting probability measure µ, say. Consequently, as both, dBL
and dL metrize weak convergence on the space of probability measures on R,
dL(µnkl , µ)→ 0 ⇔ dBL(µnkl , µ)→ 0. (C.18)
By the triangle inequality,
dL(νnkl , µ) ≤ dL(µnkl , µ) + dL(µnkl , νnkl )→ 0,
which in turn is equivalent to dBL(νnkl , µ) → 0. Again by the triangle inequality,
dBL(µnkl , νnkl )→ 0. This proves (C.17) and therefore the equivalence relation (C.16).
As concerns the second statement, it is sufficient to show that any subsequence (nk)k pos-
sesses a subsubsequence (nkl)l with µnkl − νnkl ⇒ 0. But this follows immediately from
the above arguments, because for any subsequence (nk)k, there exist a subsubsequence
(nkl)l and a measure µ such that both, µnkl ⇒ µ and νnkl ⇒ µ, hence µnkl−νnkl ⇒ 0.
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