Abstract. We propose a new and simpler residual based a posteriori error estimator for finite element approximation of the elliptic obstacle problem. The results in the article are two fold. Firstly, we address the influence of the inhomogeneous Dirichlet boundary condition in a posteriori error control of the elliptic obstacle problem. Secondly by rewriting the obstacle problem in an equivalent form, we derive simpler a posteriori error bounds which are free from min/max functions. To accomplish this, we construct a post-processed solutioñ u h of the discrete solution u h which satisfies the exact boundary conditions although the discrete solution u h may not satisfy. We propose two post processing methods and analyze them. We remark that the results known in the literature are either for the homogeneous Dirichlet boundary condition or that the estimator is only weakly reliable in the case of inhomogeneous Dirichlet boundary condition.
Introduction
The elliptic obstacle problem is one of the popular prototype models for the study of elliptic variational inequalities. The applications of variational inequalities are enormous in the modern scientific computing world, e.g. in contact mechanics, option pricing and fluid flow problems. The numerical analysis of these class of problems is an interesting subject as they offer challenges both in theory and computation. We refer to the books [3, 22, 35, 43] for the theory of variational inequalities and their corresponding numerical analysis. Apart from these, we refer to the articles [12, 20] and the recent articles [10, 11, 32, 47, 48] for the convergence analysis of finite element methods for the obstacle problem. The obstacle problem exhibits free boundaries where the regularity of the solution is affected. It is worth remarking here that the location of a free boundary is not known a priori. Adaptive finite element methods based on reliable and efficient a posteriori error estimates are of particular interest in this contest as they can capture the free boundaries by local mesh refinement around them. In designing any of adaptive schemes, the first step is to derive some computable error estimators which are both reliable and efficient, see [1] for error analysis of various type. There are many works in deriving residual based a posteriori error estimates for the obstacle problem, see [2, 5, 8, 16, 23, 24, 25, 26, 37, 39, 44, 50] and see [4, 27, 28, 49] . In recent years, much of research is focused on proving the convergence of adaptive methods based on a posteriori error estimates. In this direction, we refer to [13, 14, 21, 42, 40] for the work related to the obstacle problem. Further, we refer [6, 19, 29, 33] and [41, 7, 30, 51] for the work related to the numerical approximation of the Signorini contact problem.
In many occasions, it is assumed for convenience in the a posteriori error analysis of obstacle problems that the Dirichlet data is either zero or trace of a finite element function. However it is not clear if the error estimator with homogeneous Dirichlet boundary condition is reliable and efficient in the energy norm up to some Dirichlet data oscillations. The answer to this question so far seems to be not clear as it can be seen in [21, Section 4.2] that the error estimator is proved only weakly reliable with nonhomogeneous Dirichlet boundary data oscillations. Exceptions to this question hold for the local error analysis (estimates in maximum norm) in [38, 37] where reliable and efficient error estimates were derived for general Dirichlet boundary data. One of the difficulties in the energy norm error estimate arises due to the fact that the error u − u h does not belong to H 1 0 (Ω). It will be difficult to argue with the residual directly using the error u − u h . We may think of introducing an auxiliary problem correcting this as in the case of linear elliptic problems, but with this the estimator will consists of the unknown solution of that auxiliary problem. In this article, we introduce two options of constructing a post-processed solution in which one of them can be computed explicitly. We also derive some estimates for the discrete solution and its post-processed solution. Thereby, we address the question of proving the reliability and efficiency of the error estimator up to some Dirichlet data oscillations as in the case of linear elliptic problems. The results also can be viewed in another aspect that since the obstacle problem with a general obstacle χ can be transformed into a problem with zero obstacle with nonhomogeneous Dirichlet boundary condition, for example see [21] , the error estimator for general obstacle problem can be simplified to the error estimator for the zero obstacle. Generally, the error estimator for zero obstacle problem is simpler and is free of min/max functions dealing with inconsistency of obstacle constraint.
The rest of the article is organized as follows. In the remaining part of this section, we introduce the model problem and some preliminaries. In section 2, we introduce some notation, define the discrete problem and derive some properties of the discrete solution. In section 3, we construct a post-processed discrete solution. We propose two methods for this purpose. One of them is by harmonic extension and the other by linear extension. Therein, we derive some error estimates for the discrete solution and its post-processed solution. In section 4, we present the a posteriori error analysis. In section 5, we derive error bounds that are simpler by rewriting general obstacle problem into a problem with zero obstacle. We present some numerical experiments in section 6 to illustrate the theoretical findings and finally conclude the article in section 7.
Let Ω ∈ R 2 be a bounded polygonal domain with boundary denoted by ∂Ω (without slit). However the results on harmonic extension and the results in section 5 are applicable to three dimensional problems. We consider the obstacle χ ∈ C(Ω) ∩ H 1 (Ω) satisfying χ| ∂Ω ≤ g a.e. on ∂Ω, hereafter the function g is assumed to be given and denotes the Dirichlet boundary data. Further, we assume that g is the trace of a H 1 (Ω) function. Define the closed and convex set by
where γ 0 :
is the trace map, whose range is denoted byH 1/2 (∂Ω). Since g ∈H 1/2 (∂Ω), there is someg ∈ H 1 (Ω) with γ 0 (g) = g. Then it can be seen that the set K is nonempty as χ + := max{χ,g} ∈ K. The model problem for the discussion consists of finding u ∈ K such that
The existence of a unique solution to (1.1) follows from the result of Stampacchia [3, 22, 35] .
For the rest of the discussions, we assume that the Dirichlet data g ∈H 1/2 (∂Ω) ∩ C(∂Ω). Define the Lagrange multiplier σ ∈ H −1 (Ω) by
where ·, · denotes the duality bracket of H −1 (Ω) and H 1 0 (Ω). It follows from (1.2) and (1.1) that
Note that in the above equation (1.3) , the test function v − u ∈ H 1 0 (Ω) and hence the duality bracket σ, v − u is meaningful.
Notation and Preliminaries
Below, we list the notation that will be used throughout the article: We mean by regular triangulation that the triangles in T h are shape-regular and there are no hanging nodes in T h . Each triangle T in T h is assumed to be closed. Define T i h to be the set of all triangles which do not share an edge with boundary ∂Ω. Let T b h denote the remaining set of triangles, i.e., the set of all triangles T ∈ T h which have an edge e ∈ E b h on its boundary ∂T . For simplicity assume that any T ∈ T b h shares at most one edge with boundary ∂Ω, otherwise the triangle T has no interior node.
In order to define the jump of discontinuous functions conveniently, define a broken Sobolev space
For any e ∈ E i h , there are two triangles T + and T − such that e = ∂T + ∩ ∂T − . Let n + be the unit normal of e pointing from T + to T − , and n − = −n + , see Fig 5. 1. For any v ∈ H 1 (Ω, T h ), we define the jump of v on e by
where w ± = w| T ± . For any edge e ∈ E b h , there is a triangle T ∈ T h such that e = ∂T ∩ ∂Ω.
2.1. Discrete Problem. We use the following linear finite element spaces V h and
and
The discrete problem consists of finding u h ∈ K h such that
Similar to the case of the continuous problem (1.1), it can easily be shown that the discrete problem (2.2) has a unique solution. Below, we derive some properties of the solution u h .
Note that for any z ∈ V i h and the corresponding Lagrange basis function (hat function) ψ z defined by
As in the case of continuous problem, we define the discrete Lagrange multiplier
which is the well-known mass lumping formula. Using (2.3)-(2.4), we deduce that
The following error estimate for the lumped-mass numerical integration is well-known, [44, 24] : For any T ∈ T h and v h , w h ∈ V h , there holds
Then defineũ h to be some
In general, there will be many choices ofũ h . In the following we will present two methods for constructing it. One approach is by using the Harmonic extension and the other is by linear interpolation. We discuss this in two dimensions context and note that the similar extension in three dimension is quite similar.
h and u * h ∈ C(∂T ) be defined by (3.1). Then defineũ h ∈ H 1 (T ) to be the weak solution of
By the stability of elliptic problems and scaling, we find that
where the constant C is independent of T . Note thatũ h − u h satisfies
We can show by the stability of elliptic problems and scaling that
1 (e) where e = ∂Ω∩∂T , then by the approximation property of Lagrange interpolation, see [15] , we find
and hence
Further since the triangle T is convex and g ∈ H 1 (e), by the elliptic regularity theorỹ
Then the weak maximum principle for harmonic functions implies that
We deduce the following proposition on the harmonic extension:
h and e be an edge of T with e ∈ E b h . Letũ h be the harmonic extension of u * be such that e ⊂ ∂T . We will constructũ h by connecting through line segments using the values of u on ℓ as a linear polynomial assuming the values u * h (x 0 , y 0 ) and u * h (x 1 , y 1 ) at z 1 = (x 0 , y 0 ) and z 2 = (x 1 , y 1 ), respectively.
We divide the triangle T as T = T 1 ∪ T 2 , where T 1 and T 2 are sub triangles of T separated by the heighth as shown in the Figure 3 
where T
• is the interior of T ,
where | · | denotes the absolute value and
Note that h 1 is the distance between z = (x, y) and z 1 = (x 0 , y 0 ); and h 2 is the distance between z = (x, y) and z 2 (x 1 , y 1 ). Again by the construction, it is immediate to see that
In the rest of this section, we assume that g| e ∈ H 1 (e) and we establish the following estimate:
h be an edge of T and assume that g| e ∈ H 1 (e). Then there holds
, where C is a positive constant, e ∈ E b h an edge of T and g ′ (resp. g ′ h ) denotes the tangential derivative of g (resp. g h ) along e.
In subsequent discussion, we prove two lemmas before proving the theorem. Note that
where D(T ) is the space of all C ∞ functions having compact support in T . The distribution derivative ∂ũ h /∂x i for (i = 1, 2) is given by [34] ,
Further, we have
Since u h | T ∈ P 1 (T ), we note that
From (3.10), we can treat the differentiation onũ h − u h under the integral (in the sense of a.e.) and write
Using the formula for h 1 and h 2 , we find
,
and then
where, θ i is the interior angle of T at (a i , b i ) for i = 1, 2. Since the triangulation is regular, the minimal angle in the triangulation T h is bounded below by some angle θ 0 . Therefore θ i ≤ π/2 − θ 0 and cos(θ i ) ≥ cos(π/2 − θ 0 ) ≥ C for some positive constant C uniformly. Further, we find by the chain rule
Then t is the unit tangent vector to the edge e in the direction of (t 1 , t 2 ). It is now easy to see that
The term on the right hand side of the above inequality is nothing but the tangential derivative of (g − g h ) in the direction of (t 1 , t 2 ) on the edge e. We now prove the following lemma:
where g ′ (resp. g ′ h ) denotes the tangential derivative of g (resp. g h ) along e.
Proof. From the identity (3.12), we find
Now the proof follows from the observation that the integrand is constant along the lines that are orthogonal to e.
We further prove the following lemma:
Lemma 3.4. Assume the hypothesis of Lemma 3.3, then there holds
Proof. For simplicity denote x 0 (x, y) by x 0 and y 0 (x, y) = y 0 . Then
Without loss of generality, assume that the boundary edge is parallel to the x-axis and consider the integral on T 1 .
Since g ∈ H 1 (ē), g is absolutely continuous on e [34, Theorem 2.1.2]. Then as (g − g h )(a 1 , b 1 ) = 0, we find using a property of absolutely continuous functions [36, Theorem 14 on page 110] that for any x ∈ (a 1 , a 3 ),
Subsequently, there holds
. Also since (a 3 − a 1 )/(b 3 − b 1 ) ≤ C for some constant C which is independent of T , we obtain
Using the same arguments, we obtain the similar estimate for T 2 . Finally using the fact that cos(θ i ) ≥ C for some positive constant, we conclude the proof.
Proof of Theorem 3.2: Using the equation (3.11) and since
we complete the proof by using the triangle inequality, Lemma 3.3 and Lemma 3.4.
A posteriori Error Analysis
In this section, we derive a reliable and efficient a posteriori error estimator. The error analysis can conveniently be derived by using an appropriate residual. To this end, define the residual R h :
or equivalently, define
whereũ h is either the harmonic extension or the linear extension as in Section 3. The following lemma establishes a relation between the residual and the errors. 
Proof. From (4.2) and Young's inequality, we find
which proves
Then the triangle inequality and Young's inequality imply
Again from (4.2), we find
then by Young's inequality and (4.3),
The proof then follows by combining the estimates in (4.4)-(4.5).
In order to derive the error analysis, we define the following error estimators :
, and
and finally define
g . In the following lemma, we estimate the dual norm of the residual R h .
Lemma 4.2. There holds
Proof. From (4.1) and (2.5), we note that
for any v h ∈ V h . Let v h be the Clement interpolation of v. Then the proof now follows by integration by parts, the approximation properties of v h and the estimate in (2.9).
It is now remaining to estimate − σ − σ h , u −ũ h . The error estimator depends on the following sets defined by
We call the sets F h , C h and N h as free boundary set, contact set and non-contact set, respectively. We also define
the set of all interior edges that share a vertex of a triangle in F h . We prove the following lemma in the spirit of [44, 24] : Lemma 4.3. Let χ h ∈ V h be the Lagrange interpolation of χ. Then there holds
Proof. Letû h = max{ũ h , χ}. Thenû h ∈ K and find
where we have used the fact that σ, u −û h ≥ 0, thanks to (1.3) . Note by the definition of
where ǫ > 0 is some constant which will be chosen later. Therefore
We consider
since σ h ≡ 0 on N h . We split the proof into a few cases. Case 1.(Free boundary set near ∂Ω, F h ): Let T ∈ F h and T ∩ ∂Ω = ∅. Then since there is at least one node z ∈ V T such that σ h | T (z) = 0, we find by using equivalence of norms on finite dimensional spaces and scaling that
(Ω), we find by using Poincaré inequality and scaling that
In the case if T ∩ ∂Ω is a node in V b h , we find by using the equivalence of norms on finite dimensional spaces that
where T T := ∪{T ∈ T h : T ′ ∩ T = ∅} and Π h :
Similarly, we find that
For the remaining proof, we note that
since σ h ≤ 0 and χ ≤ u. Further since any φ = φ + − φ − , where φ − = max{−φ, 0}, we note that
Case 2(Free boundary set away from ∂Ω, F h ): Let T ∈ F h and T ∩ ∂Ω = ∅. Thenũ h ≡ u h on T and
Also since σ h | T (z) = 0 for at least one z ∈ V T , we find using (4.6) and (4.12) that
, which implies that
Case 4(Contact set near ∂Ω, C h ): Let T ∈ C h and T ∩ ∂Ω = ∅. Then u h ≡ χ h on T and
Further since σ h (z) = 0 for z ∈ ∂T ∩ ∂Ω, we find by using equivalence of norms on finite dimensional spaces and scaling as in (4.6) that
and similar to (4.7)-(4.8), we find that
. This completes the rest of the proof.
We combine Lemma 4.1, Lemma 4.2, Lemma 4.3 and deduce the following main result of the article.
Theorem 4.4. Let χ h ∈ V h be the Lagrange interpolation of χ and g| e ∈ H 1 (e) for all e ∈ E b h . Then there holds
Remark 4.5. The error estimator in general explicitly depends on the post-processed solutioñ u h . Ifũ h is defined by the harmonic extension, then the error estimator is not computable. However, the linear extension can be used to constructũ h and the error estimator is computable.
Under an assumption that the free boundary is interior to Ω, we prove the following estimate: Note that the hypothesis we make in the corollary is easy to check. where u * h is defined as in (3.1). Then, we have
In particular, the error estimator is independent of the post-processed solutionũ h .
Proof. From (3.5) and (3.9), we have for any
Hence by the hypothesis in the statement of the corollary, (χ −ũ h )
Moreover, from (3.4) and Theorem 3.2, we have
The proof now follows from Theorem 4.4.
Corollary 4.7. Suppose that χ ∈ P 1 (Ω). Then
Proof. Since χ ∈ P 1 (Ω), we have that u h ≥ χ onΩ. From the hypothesis on g, we have g ≥ χ on ∂Ω. These together imply that u * h ≥ χ on ∂T for any T ∈ T Remark 4.8. The post-processed solutionũ h defined by the linear extension is computable once the discrete solution u h is known. The new solutionũ h satisfies the exact boundary conditions. It may also be useful in other contexts.
Simplified Error Estimator
In this section, we conclude a simplified error estimator for the obstacle problem by equivalently rewriting the model problem (1.1) as follows: Find u ∈ K such that u = w + χ, where
It can be seen that the set K 0 is nonempty as u − χ ∈ K 0 . The discrete version of K 0 can be defined as
where χ h ∈ V h is the Lagrange interpolation of χ. The discrete problem (2.2) also can be equivalently rewritten as to find u h ∈ K h such that u h = w h + χ h , where w h ∈ K 0h satisfies
h . Then the Dirichlet data g − χ satisfies the hypothesis of Theorem 4.4 and hence the Corollary 4.7 deduce the following result under the assumption that γ 0 (χ) ∈ H 1 (e) for all e ∈ E b h : Theorem 5.1. Let u ∈ K (resp. u h ∈ K h ) be the solution of (1.1) (resp. (2.2) ). Assume that the obstacle χ and the Dirichlet data g satisfy γ 0 (χ) ∈ H 1 (e) and g ∈ H 1 (e) for all e ∈ E b h . Then there holds
Note that the error estimator in Theorem 5.1 does not involve any min/max functions (which are non smooth and not easy to compute in the implementation).
Local Efficiency Estimates:
The terms
and ∇(χ − χ h ) are considered to be the data approximations. We will prove the local efficiency of the remaining error estimators.
Theorem 5.2. There holds
for any T ∈ T h andf ∈ P 0 (T ). Furthermore for any e ∈ E i h , there holds h
where T e is the patch of two triangles T ± sharing the edge e, see Fig 5. 1.
Proof. The proof follows by bubble function techniques [45, 46] [44] . Letf | T ∈ P 0 (T ) for all T ∈ T h . Let T ∈ T h be arbitrary and b T ∈ P 3 (T ) ∩ H 1 0 (T ) be the bubble function defined on T such that b T (x T ) = 1, where x T is the barycenter of T . Let φ = b T (f − σ h ) on T and extend it to be zero on Ω\T . We have for some mesh independent constants C 1 and C 2 that
It follows from (1.2) and integration by parts that
Using a standard inverse estimate [9, 17] , we find
Using the triangle inequality, we obtain
This completes the proof of (5.3). Using an inverse inequality [9, 17] , note that
. An appeal to (5.6), completes the proof of (5.4). We next prove (5.5) using similar bubble function techniques. Let e ∈ E i h and T ± be the triangles sharing this edge e. Denote by T e the patch of the two triangles T ± (cf. Fig. 5.1) . Now consider [[∇u h ]] on e and extend it to T ± so that it is constant along the lines orthogonal to e. Denote the resulting function by ζ 1 ∈ P 0 (T e ). It is then obvious that
Construct a piecewise polynomial bubble function ζ 2 ∈ H 1 0 (T e ) such that ζ 2 (x e ) = 1, where x e is the midpoint of e. Denote φ = ζ 1 ζ 2 and extend φ to be zero on Ω\T e . We have by scaling [45] ,
, for some mesh independent constant C. Then, using (1.2), Poincaré's inequality and a standard inverse inequality [9, 17] , we find Finally using (5.7), (5.4) and (5.3), we complete the proof of (5.5).
Numerical Experiments
In this section, we present some numerical experiments. Let Ω be the unit disk and the obstacle function to be χ = 1 − 2r 2 , where r = x 2 + y 2 . The load function f is taken to be We use the primal-dual active set strategy [31] in the step SOLVE to solve the discrete obstacle problem. The estimator derived in Theorem 5.1 is computed in the step ESTIMATE and then the Dörfler's bulk marking strategy [18] with parameter θ = 0.3 has been used in the step MARK to mark the elements for refinement. Using the newest vertex bisection algorithm, we refine the mesh and obtain a new mesh. The convergence history of errors and estimators is depicted in Figure 6 .1. The figure illustrates the optimal order of convergence as well as the reliability of the error estimator. The efficiency index := estimator/error is computed and plotted in Figure 6 .2. The free boundary set and the contact set have been captured by the error estimator efficiently see Figure 6 .3. The experiment clearly illustrates the theoretical results derived in the article.
Conclusions
The a posteriori error analysis of finite element method for the elliptic obstacle problem is revisited. By rewriting general obstacle problem into a problem with zero obstacle and inhomogeneous Dirichlet boundary condition, we have derived reliable and efficient error 
