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Abstract 
We consider the Resource-Constrained Project Scheduling 
Problem with minimal and maximal time lags under resource 
and duration uncertainties.  To manage resource uncertainties, 
we build upon the work of Lambrechts et al 2007 and develop a 
method to analyze the effect of resource breakdowns on activity 
durations. We then extend the robust local search framework of 
Lau et al 2007 with additional considerations on the impact of 
unexpected resource breakdowns to the project makespan, so 
that partial order schedules (POS) can absorb both resource and 
duration uncertainties. Experiments show that our proposed 
model is capable of addressing the uncertainty of resources, 
where the most robust POS is generated to minimize the robust 
makespan with statistical guarantee. Compared with prevailing 
methods, our method is also capable of achieving more feasible 
solutions with better robust makespan.  
Introduction   
Research on the Resource-Constrained Project 
Scheduling Problem with minimal and maximal time lags 
(RCPSP/max) has been mostly concerned with the 
generation of a precedence and resource feasible schedule 
that minimizes the project makespan. However, in the 
real-world environment, the project is often unable to 
observe to its given baseline schedule due to external 
uncontrollable events such as manpower unavailability, 
machine breakdowns, weather changes, and hence the 
scheduled completion time of the project is often delayed.  
 
Under such an uncertainty setting, the objective function 
assumes different values under different realizations of 
the uncertain data. This problem is gaining popularity, as 
evidenced by a recent Journal of Scheduling special issue. 
One of the ways to cope with the problem is what is 
termed proactive-reactive procedures which combines a 
proactive baseline schedule that is hopefully robust, and a 
reactive procedure that fixes the schedule during 
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execution, and a good survey is in Van de Vonder et al 
2007 reported in that journal issue.  
 
Yet another interesting approach is taken from a risk 
management perspective. Beck and Wilson 2004 
considers the Job Shop Scheduling Problem where 
activity durations are random variables. Given a level of 
risk , they are interested in a solution of 
minimal (probabilistic) makespan which has a probability 
of execution of at least ; they show how to find a 
lower bound for this minimal makespan by solving a 
deterministic problem. In Lau et al 2007, techniques from 
robust optimization is integrated into the classical local 
search resulting in a computationally efficient search 
approach to find a partial-order schedule (POS) with the 
minimum robust makespan , such that given , 
one guarantees the probability of  that the actual 
realized makespan of the schedule does not exceed . 
The limitation of the work is that only duration variability 
was considered, and fixed resource units are assumed to 
be available throughout the execution of the whole 
project. 
 
In this paper, we extend the above framework with 
additional considerations on resource uncertainty. More 
precisely, we are interested in the following robust 
RCPSP/max problem: given duration variability 
described by a random variable with bounded support for 
each activity, and resource breakdown described by 
exponential distributions for the time between failure as 
well as repair time for each resource, construct a POS that 
minimizes the robust makespan. The intuition behind our 
approach is based on the following major ingredients: (a) 
a new chaining procedure that obtains a POS and 
corresponding resource assignment based on the given 
resource breakdown distributions; (b) a model that 
translates resource breakdowns to (further) duration 
variability (similar to the approach taken by Lambrechts 
et al 2007); and (c) a local search framework extended 
from Lau et al 2007 that iteratively finds the POS (using 
the chaining algorithm in (a)) minimizing the robust 
makespan, which is measured in terms of the model 
defined in (b). 
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The rest of the paper is organized as follows. A literature 
review and preliminaries are presented in sections 2 and 3 
respectively. In Section 4, we describe our new chaining 
procedure and resource assignment heuristic. The model 
for mapping resource breakdown to duration variability is 
presented in Section 5.  In Section 6, we present the 
extended robust local search framework that incorporates 
the chaining procedure in Section 4 and the measurement 
of robust makespan utilizing the model in Section 5. 
Finally, we provide results of computational results of our 
approach as well as the comparisons with other metrics of 
robustness, followed by a summary of our findings. 
 
                             Literature Review 
 
In recent years, there have been contributions that 
consider the problem of duration uncertainty. One 
important direction is to execute a baseline schedule that 
is buffered against uncertainty (see surveys in Aytug et al 
2005 and Herroelen and Leus 2005). However, baseline 
schedules are brittle in the face of unpredictable 
execution dynamics and can quickly become invalidated. 
On the other hand, a partial order schedule (POS) defined 
by Policella et al 2004 retains temporal flexibility 
whenever problem constraints allow it and can often 
absorb unexpected deviation from predictive assumptions. 
  
On a separate front, optimization under uncertainty has 
been an active topic in Operations Research community. 
Chen et al 2007 proposes tractable decision rule models 
to solve linear stochastic optimization problem. To 
overcome the inherent computational challenge of this 
decision rule model in solving large-scale problems, Lau 
et al. 2007 integrates robust optimization techniques into 
local search and proposes robust local search framework.  
 
There has been very little work covering the aspect of 
uncertainty in terms of the stochastic availability of the 
resources in scheduling project. One example is 
Lambrechts et al. 2007 which analytically determines the 
expected duration increase an activity experiences due to 
resource breakdowns. Based on this information, they use 
simulation-based time buffering to protect the schedule 
from disruptions caused by resource unavailability. This 
algorithm, however, is still computationally challenging 
in solving large-scale scheduling problems as compared 
to local search, and this approach can not handle 
uncertain activity durations and unexpected machine 
breakdowns simultaneously.  
 
This paper is motivated by the above limitation. Our 
contribution is in devising a computationally efficient 
approach based on robust local search that deals with both 
resource and duration uncertainties in RCPSP/max, and 
our goal is to produce a robust POS, i.e. one that can be 
executed within the robust makespan with a probability of 
at least 1  for a given level of risk .  
 
Preliminaries 
The RCPSP/max problem is defined as follows: Given a 
set of N activities a1,…, aN, with processing time di for 
activity i requiring ikr  units of resource type k (k=1,…,K), 
Ck is the constant resource capacity for resource type k, 
and minimum and maximum time lags between the start 
times of two related activities, find a resource and time 
feasible schedule (an assignment of start times to 
activities) that minimizes the makespan (i.e. completion 
time of the last activity).   
 
A Partial Order Schedule (POS) (Policella 2005) is a 
set of activities which are partially ordered such that any 
possible total order that is consistent with the partial order 
is a resource and time feasible schedule. Mathematically, 
a POS can be represented by a graph where an activity is 
represented by a node and the edges represent the 
precedence constraints between the activities. Within a 
POS, each activity retains a set of feasible start times, 
thus provide a basis for responding to unexpected 
disruptions.  To construct POS, typically a feasible 
schedule is first obtained using a simple greedy heuristic, 
followed by a chaining procedure. 
 
Segregated Linear Decision Rule  
In Lau et al 2007, the uncertain duration of an activity is 
parameterized by a random variable : 
                                  (1) 
where the deterministic part is the mean processing 
time. Furthermore, the stochastic part  can be split into 
two segregated random variables: 
                                       (2) 
where the positive segregated random variable 
 represents the probability 
distribution of earliness and the negative segregated 
random variable  represents lateness.  
 
In RCPSP, activities are connected in series or parallel. 
Lau et al 2007 shows how to compute the starting and 
ending time of each activity in terms of the random 
variables associated with the activities preceding it.  The 
earliest starting time  and finishing time  for 
each activity is represented as follows: 
1) Consider activities that are connected serially, the 
ending time of the n-th activity in the serial N-
activity project network can be expressed as the sum 
of all activity durations in the project :   
      (3)
                                                        
2) In the parallel case, the upper-bound of the ending 
time of any parallel N-activity project networks can 
be expressed as the start time of the dummy activity 
 which can be expressed as:  
  =       (4)
                      
Given any POS , the makespan of  can be expressed as 
a random variable , where  denotes a set of 
84
  
random variables that describe the uncertainty of the 
given RCPSP instance.              
 
Robust Fitness Function (Lau et al 2007) 
The goal is to find among all possible POS-es, the one x 
with the minimum robust makespan value  for which 
the following probability bound is observed: 
                    (5)                       
 
From the one-sided Chebyshev’s Inequality, the robust 
optimization problem can be reformulated as the 
following optimization model: 
min    
s.t.       (6) 
   
Thus the robust fitness function can be derived as:  
 
                                                                          (7) 
 
Resource Breakdown Representation 
In this paper, we assume all resources are renewable and 
resources are assigned to the activities before project 
execution and this resource assignment remains fixed 
until the project finishes. For unit j of resource type k, we 
model the time to breakdown (or time between failure) of 
this unit as a random variable jkX and the time needed to 
repair this unit as a random variable jkY .  
 
Suppose that both jkX and jkY are exponentially 
distributed. Then the corresponding cumulative 
distributions ( )
jkXF x  and ( )jkYG y  are given by:  
    for 0x                  (8) 
    for  0y                  (9) 
where 1/ jk  and 1/ jk  are the expected value of jkX  
and jkY , respectively. 
 
Chaining Procedure 
 
In this section, we discuss a new chaining procedure 
Forward-Backward-Chaining (FBC) that produces a POS 
and a resource assignment that takes into account resource 
breakdowns.  
 
Resource Ranking Heuristic 
Given that the distributions of breakdown and repair time 
vary across resource units, it is clear that different choices 
of resource assignments to activities will have different 
effects on robustness.  In this paper, we ignore the effects 
of repair time and focus instead on the breakdown 
distribution instead. A desirable property is to have an 
optimal resource assignment to activities such that the 
maximal (or other metrics such as sum of) probability of 
breakdown over all activities is minimized. However, 
even such a simple case involving two activities on a 
given breakdown distribution can be proven to be NP-
hard via a reduction from Partition Problem (the proof is 
excluded due to space constraints).  
 
In the following, we propose a heuristic to establish a 
ranking among resource units according to their 
breakdown (or reliability), which will be used by the 
chaining procedure subsequently in assigning resources to 
activities.  
 
Given two arbitrary resource units with the time to 
breakdown denoted as X and Y whose cumulative 
distribution are F and G, respectively. If at any time x, the 
probability of breakdown at or before time x is lower 
under F than under G, then intuitively X is a preferred 
resource choice over Y. 
 
This intuition leads us to apply the concept of Stochastic 
Dominance (Levy 2006), which is a form of stochastic 
ordering used commonly to establish the order of 
preference between two random variables. The canonical 
form of stochastic dominance is the first-order dominance 
which we use in this paper:  
 
Definition. Let X and Y denote two random variables 
whose cumulative distributions are F and G, respectively. 
X stochastically dominates Y, denoted by XDY, if and only 
if ( ) ( )F x G x  for all x.  
 
This stochastic dominance definition implies that if XDY 
then F must be below G for the whole range of x. Thus in 
our context, we can have the following proposition. 
 
Proposition. Let X and Y denote the time to breakdown of 
two resource units whose cumulative distributions are F 
and G, respectively. Assume that X and Y, the two 
random variables, are exponentially distributed with the 
following parameters: 
                              ( )X EXP  
                              ( )Y EXP  
Then X stochastically dominates Y (XDY), if and only if 
. 
 
Figure 1 is the graphical exposition of the stochastic 
dominance rule. Based on the above proposition of 
dominance, we can rank the different resource units in non-
increasing order of reliability.  
                 
Figure 1. Cumulative exponential distributions of two random 
distributions X and Y with   
 
Forward-Backward Chaining (FBC) 
Various chaining algorithms have been proposed in the 
literature (e.g. Policella 2004) to generate a POS based on a 
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baseline schedule. According to our experiments, the 
robust makespan is highly correlated with the deterministic 
makespan. In the section, we propose a new iterative 
forward-backward chaining procedure which is capable of 
producing good deterministic makespans. To cope with 
resource breakdowns, this procedure also incorporates the 
greedy resource assignment heuristic based on the resource 
ranking described above. 
 
Suppose that all resource units have been ranked according 
to non-increasing order of reliability. The following FBC 
procedure will return a POS and resource assignment R.  
 
Algorithm 1 FBC(S) 
// The variable used in this function are all local variables  
Input: fixed-time schedule S 
Output: partial order schedule POS and resource assignment R 
1. Improved True 
2. calculate deterministic makespan MK based on S 
3. set V*  
4. while (Improved)  
5.     (POS’,R’) Forward-Chaining(S) 
6.     calculate robust makespan  V*’  based on (POS’ ,R’) 
7.     if (V*’<V*)  
8.        POS POS’ , V* V*’, R R’ 
9.     calculate new baseline schedule S based on POS’  
10.   (POS’,R’) Backward-Chaining(S) 
11.   calculate robust makespan  V*’ based on (POS’ ,R’)  
12.    if (V*’<V*)  
13.      POS POS’ , V* V*’, R R’ 
14.   calculate new baseline schedule S based on POS’  
15.   calculate deterministic makespan MK’ based on S     
16.   if (MK’<MK)  
17.    Improved True  
18.  else  
19.    Improved False  
20.  endif 
21. endwhile 
22. return (POS,R)  
 
Let chainkp represent the chain associated with unit p of 
resource type k, and Rijk store the index of the resource unit 
of resource type k that is assigned as the jth resource unit to 
activity i. The detailed Forward-Chaining function is given 
as follows,   
 
Algorithm 2   Forward-Chaining(S) 
Input:  fixed-time schedule S 
Output: partial order schedule POS 
              resource assignment R 
1. sort activities by start times in S, ties broken randomly  
2. initialize all chains with dummy activity a0 
3. for i 1 to N 
4.   for k 1 to K 
5.      for j 1 to rik 
6.               p Selectchain(ai, rk) 
7.         al last(chainkp)  
8.         Rijk p 
9.         add precedence constraints between al and ai to POS  
10.     endfor  
11.   endfor  
12. endfor  
13. return (POS,R) 
 
Selectchain is a greedy resource assignment heuristic 
that selects the index p of the first available chain of 
resource type k where the ending time of the last activity al 
on the chain is earlier than the start time of activity ai.  
Since the resource units are already sorted in non-
increasing order of reliability, it will thus pick the most 
stochastically reliable resource units to be assigned to the 
activity.   
 
Backward-Chaining is similar to Forward-Chaining except 
the activities are instead sorted according to finish time and 
start chaining backward. 
 
Note that similar to the Forward-Backward Improvement 
(FBI) algorithm of Kolisch 2006 for RCPSP, each call of 
the forward or backward chaining function will only result 
in a better or equal makespan.  
 
                       Resource Breakdown 
 
In this section, following on from the work of Lambrechts 
et al. 2007, we analytically measure the impact of resource 
breakdowns on an activity’s duration. Given that we have a 
fixed resource assignment to each activity (see above 
section), we can precisely translate a resource breakdown 
as delay in the activity it has been assigned. Note that since 
we also consider the activity to already have an innate 
duration variability, this adds further variability to the 
activity. (We will consider both in next section). Where we 
depart from Lambrechts et al. 2007 in our analysis is that 
we consider a more general case, i.e., even in the same 
resource type, we allow different mean time to failures and 
repair times for different resource units. Furthermore, for 
our purpose, we also need to measure the variance in 
addition to the mean values of the resulting duration 
variability.  
 
We first assume that resource breakdowns can only occur 
during activity execution. For simplicity, we assume only 
one resource unit can break down at any one time. 
Whenever a resource unit breaks down, it will be 
immediately sent for repair before it becomes available 
again. In the meantime, the activity corresponding to the 
resource unit is interrupted and has to wait for the resource 
to be repaired. It can resume from the point where 
execution was interrupted. Note that throughout the 
lifetime of an activity, there may be multiple interruptions 
and we assume that any two interruptions are independent 
from each other.  
 
The following are notations used in this section: 
  : actual duration (variability) of activity ia due to 
resource breakdowns 
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0
id : deterministic duration of activity ia  when no  
interruption occurs 
 : total delay time of activity ia due to resource  
breakdowns 
iN : number of interruptions due to resource breakdowns 
throughout the lifetime of execution for activity ia  
 iT : random variable describing the time to interruption 
of activity ia due to resource breakdown 
 ijR : at the 
thj interruption, the time that activity ia  
waits before it resumes (i.e. the repair time of the 
corresponding failed resource (see Figure 3)) 
 : time to failure for the resource unit j of resource 
type k, ( )jk jkX EXP  
 : repair time for resource unit j of resource type k, 
( )jk jkY EXP  
 kM : minimum time to breakdown of all resource units 
of resource type k needed by activity ia . 
1 2min( , ,..., )ikk k k r kM X X X   
We first model the duration variability of an activity ia due 
to resource breakdowns as: 
 
                                                   (10)
                                      
The duration of activity ia in the deterministic as opposed 
to an uncertain environment (due to resource breakdowns) 
are shown pictorially in Figures 2 and 3 respectively. 
     
 
 
 
                                         
Figure 2: Activity ia in the deterministic environment 
 
 
 
 
                             
   
 
Figure 3: Activity ia interrupted by resource breakdown 
 
As shown in Figure 3, we have the following relationships: 
 
                                   (11) 
 
where  equals to zero, which represents the case that no 
resource breakdown occurs during the execution of activity 
ia . For simplicity, due to the independence relationship we 
assumed before, we henceforth rewrite ijR  as iR . 
 
Then, from equation (11), we can calculate the mean value 
of  as follows:  
 
0
( ) ( )i i
j
j E R P N j  
                              ( ) ( )i iE R E N                                (12) 
 
To compute the variance of  we need the following 
Lemma: 
 
Lemma 1 (Rice 1995). Let , ,...,1 2 NX X X be independent 
and identically distributed random variables with the same 
mean E(X) and variance Var(X). The sum has the type 
                                 
 
 
where N is a random variable with a finite mean and 
variance and iX are independent of N. Then the variance 
value of T is  
2( ) [ ( )] ( ) ( ) ( )Var T E X Var N E N Var X  
 
From Lemma 1, the variance of  can be calculated as: 
 
Var( )= 2[ ( )] ( ) ( ) ( )i i i iE R Var N E N Var R       (13) 
 
Hence, to determine the values of  and  , we 
need to calculate the mean and variance values of iN and 
iR ,. The detailed mathematical derivation will be shown in 
the following subsections. 
 
Number of Interruptions 
In this subsection, we analyze the random variable iN  
describing the total number of interruptions due to 
resource breakdowns experienced by activity 
ia throughout its execution.  
 
Lemma 2 (Hillier and Lieberman. 2005). 
Let 1X , 2X ,..., nX  be independent exponential random 
variables with parameters 1 2, ,..., n respectively. Then 
the minimum of these random variables follows an 
exponential distribution; that is, 
                                                               . 
 
During execution, activity ia is interrupted as soon as one 
of these resource units allocated to ia  breaks down, and 
thus, iT  describing the time to failure of activity ia  can be 
shown as the minimum time to failure over all of these 
resource units: 
 
111, 21 1 1 , 2
min{ ,..., ,..., ,..., }
i iKi r K K r K
T X X X X X X   (14) 
 
We then rewrite iT as: 
 
          1 2min( , ,..., )i KT M M M                                     (15) 
 
where kM represents the minimum time to failure of 
resource type k allocated to activity ia .  
 
Since ( )jk jkX EXP , using Lemma 2, we then have 
    
1
( )
ikr
k jk
j
M EXP                              (16)                       
1iR iiNR2iR
t 0id
t
1 2
1
min{ , ,..., } ( )
n
n i
i
X X X EXP
1
N
i
i
T X
87
  
Similarly, following equations (15), (16) and Lemma 2, we 
can see that iT  is also exponentially distributed with the 
parameter
1 1
ikrK
jk
k j
, so that 
1 1
( ) 1/
ikrK
i jk
k j
E T                              (17) 
 
Lemma 3  (Hillier and Lieberman. 2005). Suppose the 
time between consecutive occurrences of arrivals follows 
an exponential distribution with parameter . Let X(t) be 
the number of  occurrences by time t, then X(t) follows a 
Poisson distribution with parameter t.  
 
Using Lemma 3, iN representing the mean number of 
interruptions of activity ia during its execution, follows a 
Poisson distribution with the mean number of occurrences 
given by 0 / ( )i id E T . Consequently, the mean and variance 
values of iN  are both
0 / ( )i id E T . 
 
 We can see that  no larger than  when activity ia is 
interrupted by resource breakdowns. On the other hand, 
when  takes a value equal to or more than , it means 
no resource breakdown occurs during the execution of 
activity , i.e. iN and  equal zero. 
 
Thus, we have the mean and variance values of iN  as: 
 
( ) ( )i iE N Var N  
            
            
 
(18) 
                                                                                                                                         
Total Vacancy Time 
Lemma 4 (Lambrechts et al. 2007). Let X and Y be 
independent random variables that are both exponentially 
distributed, respectively with parameter  and . The 
probability that X will be smaller than Y is then: 
         ( )P X Y                                 
Let jkP denote the probability that the interruption for 
activity ia is caused by the resource unit j of resource 
type k. That is, among all resource units used by 
activity ia , this resource unit has the smallest time to 
breakdown. Then jkP can be calculated as: 
( 1,... ; 1,... ;( , ) ( , ))
( min )
il
jk jk ill K i r i l j k
P P X X            (19) 
 
From equation (21) and Lemma 4, we can rewrite:  
 
( 1,... ; 1,... ;( , ) ( , ))il
jk
jk
jk il
l K i r i l j k
P                             (20) 
                                      
Since we assume that only one unit of resource is allowed 
to break down at a time, we can calculate the mean and 
variance values of iR  describing the vacancy time for ia to 
wait once interrupted as:      
1 1
2 2
( ) ( )
( ) ( ) ( )
ikrK
i jk jk
k j
i i i
E R P E Y
Var R E R E R
              
2 2
1 1
2 2
1 1
( ) ( )
( ( ) ( )) ( )
ik
ik
rK
jk jk i
k j
rK
jk jk jk i
k j
P E Y E R
P Var Y E Y E R
       
(21)                     
Here, the random variable jkY represents the time needed to 
repair for the resource unit j of resource type k once broken. 
Since we assume that ( )jk jkY EXP , then we can obtain:  
2
( ) 1/
( ) 1/( )
jk jk
jk jk
E Y
Var Y
                                     (22)    
Therefore, from equations (12), (13), (18), (21) and (22), 
the mean and variance values of the stochastic part of 
duration  can be derived as: 
0 0
1 1 1 1
1/
0
ik ikr rK Kjk
i jk i
k j k jjk
d if d
otherwise
                                          
0 0
2
1 1 1 1
2
1/
( )
0
ik ikr rK Kjk
i jk i
k j k jjk
d if d
otherwise
                               
 
                                                                         (23) 
                                                                         
Extended Robust Local Search Framework 
   
The above section shows how to compute the mean and 
variance of the stochastic duration , which we now use 
to compute the robust makespan in our proposed extended 
robust local search framework, presented as follows.  
 
The idea is to be able to separate the effects of the innate 
duration variability and the delay due to resource 
breakdown. For this purpose, we introduce two notions: a 
real activity and a dummy activity.  
 
   
 
                                               
 
Figure 4: The left figure is activity  with duration . The 
right figure contains two parts associated with activity  : the 
‘real’ activity  and its corresponding ‘dummy’ activity   
with durations      and , respectively. 
 
1 1
il
jk
rK
il
l i
tt
0 0
1 1
( ( ) )
0
ikrK
0
i jk i i i i
k j
d if T d or E T d
otherwise
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As shown in the Figure 4, for each activity  , we divide it 
into a ‘real’ activity  and a ‘dummy’ activity . Thus,  
                                                   (24) 
We model the duration of the real part as: 
                              (25)  
where the segregated random variables  and  represent 
the distributions of the lateness and earliness respectively, 
as proposed in Lau et al 2007. And the duration of its 
dummy activity is modeled as .  
 
We now extend the robust local search framework 
proposed in Lau et al 2007, with additional considerations 
on the impact of resource breakdowns to the robust 
makespan of a given POS.  First, we revise the segregated 
linear decision rules as follows: 
 
Serial Activities Consider two activities 1a and 2a  
connected serially and assume no lag times in between. 
Then the starting and ending times for 1a are: 
 
                                                                (26) 
 
           (27) 
            
The starting time and ending time for 2a  are:  
 
                (28) 
 
                                                                                       (29)                                                                                                                
In general, the ending time of the n-th activity of a serial N- 
activity project network can be extended as follows: 
 
                             (30) 
                                          
Parallel Activities Consider two parallel activities 1a and 
2a . Then, an upper bound ending time of both activities 
can be expressed as follows: 
 
 
        (31) 
                       
Thus, the upper-bound of the ending time of any parallel 
N-activity project networks can be expressed as: 
 
                       (32) 
                           
Based on the segregated linear decision rule, the earliest 
finishing time of any given project network can be 
formulated and the robust makespan *V is computed as: 
 
       (33)   
                                                   
Improved Robust Local Search 
We are now ready to present our improved Robust Local 
Search which is capable of handling resource and duration 
uncertainty. The detailed description of our Robust Local 
Search with Forward-Backward Chaining (RLSFBC) is 
presented as follows: 
 
Algorithm 3 RLSFBC 
Input: RCPSP/max instance with resource and duration uncertainty 
           risk level  
Output: robust makespan V*  
1. rank resource units in non-increasing order of reliability (by stochastic 
dominance) 
2.  initialize activity list AL 
3.  set i  0; V*  
4.  while (i<Max_Iteration)  
5.   generate baseline schedule S according to AL   
6.   call FBC(S) to generate (POS,R)    
7.  calculate robust makespan V according to (POS,R) 
8. if (V <V*)  
9.       set V* V, and update AL and R  
10. i i+1  
11.   apply local move on AL to generate new AL 
12. endwhile 
13. return V*  
Note that we use the same local move as Lau et al. 2007.   
 
Experimental Evaluation 
We tested RLSFBC on 3 sets of benchmark test problems 
J10, J20 and J30 specified in Kolish et al. 1998.  RLSFBC 
has been implemented in C++ and run on 1.7G HZ 
Pentium 4. For all the experiments, we run RLSFBC for 
2000 iterations with 3 seconds time limit.  
In Table 1, we compare the performance of RLSFBC with 
RLSL07 (developed by Lau et al. 2007) on RCPSP/max 
instances under only duration uncertainty, where  is set 
to 0.05. We can find in Table 1 that not only is a better 
robust makespan achieved for all the test sets by RLSFBC, 
but also our approach obtains much better results in terms 
of  deviation from lower bound ( LB%), percent of optimal 
solution found (NOpt%). RLSFBC is also faster 
computationally than RLSL07 on the J20 and J30 test sets.  
Table1.  Effectiveness of RLSFBC on benchmark problems  
 
We also like to remark that when compared with the 
state- of-the-art algorithm (Smith and Pyle 2004) based 
on squeaky wheel optimization, RLSFBC is found to be 
highly competitive. Moreover, RLSFBC and their 
algorithm are the only algorithms to our knowledge 
Set Algorithm LB% NOpt% NFeas% V* CPU
RLSFBC 0.00 100 100 46.3 0.20 
J10 RLSL07 0.16 93.6 100 46.6 0.14
RLSFBC 4.83 70.1 100 75.2 0.92 
J20 RLSL07 9.35 40.1 100 78.3 1.20
RLSFBC 12.31 47.6 100 98.4 2.30 
J30 RLSL07 19.63 20.54 99.5 103.8 4.87
89
  
which can find all feasible solutions for J10, J20 and J30 
test problems.  
 
We next conducted experiments on the effect of different 
breakdown parameters on different data sets, each of 
which is generated randomly with the range of  and  
varying respectively according to Table 2 (row 1 and 
column 2). Here, the risk level  is set to 0.05. We 
observe from the table that the robust makespan increases 
when  increases, and the robust makespan decreases 
when  increases. The reason is that the mean and 
variance of the dummy activity capturing the resource 
uncertainty increase when  increases according to 
equation (23), while the mean and variance decrease 
when  increases. To improve the probability to finish the 
project on time, it is important to reduce the probability 
for resource breakdown and reduce the time for repairing 
the resource. 
Set            [0.01,0.03] [0.03,0.06] [0.06,0.09] 
[1,2] 87.67 102.50 127.09  
[2,3] 81.54 89.06 98.21 
 
J20 
[3,4] 79.48 84.40 90.01 
Table 2. Robust makespan with different breakdown parameters 
 
In Table 3, we show how different risk levels                               
affect the robust makespan over different data sets, each 
of which are generated randomly with  and  set to 
[0.03,0.06] and [2,3] respectively. We observe from the 
results that as the risk level gets increasingly smaller, one 
must be prepared to settle for a nonlinearly increase in the 
robust makespan.   
                
Set 
 
    0.01 
 
0.05 
 
0.1 
 
0.2 
J10 63.31 55.12 53.13 51.66 
J20 100.61 89.06    86.26 84.19 
J30 129.06 114.91 111.47 108.94 
Table 3.  Robust makespan with different risk levels  
 
                   Conclusion 
In this paper, we solved RCPSP/max with additional 
consideration of the impact of unexpected resource 
breakdowns on activity durations, so that the Partial Order 
Schedule (POS) can absorb both resource and duration 
uncertainty. Another contribution of the paper is that we 
calculated the mean and variance values of increased 
variables based on the work in Lambrechts et al. 2007, 
specially, we considered a more general case and give a 
more detailed mathematical derivation of the result. A third 
contribution of the paper is that we extended the robust 
local search framework proposed by Lau et al. 2007 so that 
this framework can solve optimization problems subject to 
both resource and duration uncertainties. Our experimental 
results show that the new RLSFBC has significantly 
improved results. We like also to remark that FBC may be 
used as an improvement procedure to further improve the 
results of other algorithms for RCPSP/max.  
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