Representation of the quantum algebra $SU_q(2)$ in the basis with
  diagonal $"J_x"$ generator by Leznov, A. N.
ar
X
iv
:m
at
h-
ph
/9
90
80
14
v1
  1
0 
A
ug
 1
99
9
Representation of the quantum algebra SUq(2)
in the basis with diagonal ”Jx” generator
A.N. Leznovb,c
(b) Institute for High Energy Physics,
142284 Protvino, Moscow Region, Russia
(c) Bogoliubov Laboratory of Theoretical Physics, JINR,
141980 Dubna, Moscow Region, Russia
Abstract
Generators of the quantum SUq(2) algebra are obtained in the explicit form in the
basis where the operator exp Jz2 Jx exp
Jz
2 is diagonal. It is shown that the solution of this
problem is related to the representation theory of the two-dimensional algebra [s, r] =
tanh t (s2 − r2 + 1). The relevance of such basis to some problems of quantum optics is
discussed.
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1 Introduction
The common realizations of the quantum algebra SUq(2) are connected with the basis where
the generator Jz is diagonal. This tradition can be explained by the fact that this algebra is
invariant under the U(1)-rotations in x, y plane. However, in the recent paper [1] it was shown
that in each irreducible representation of SUq(2) algebra the operator exp
Jzt
2
Jx exp
Jzt
2
can be
diagonalized, and its spectrum does not depend on the choice of the representation.
The aim of the present paper is to show that this result is not occasional but has deep
foundations. We will be able to construct in the explicit form generators of irreducible repre-
sentations of SUq(2) algebra in the above mentioned basis. The strategy of our calculations
is based upon the quasi-classical nature of representation of the quantum algebras, as it was
observed in [2]. Firstly, we will find the representation of the corresponding functional quantum
group and then generalize these results properly to the quantum algebra case.
The paper is organized in the following way. In Section 2 we consider the basis in quantum
algebra SUq(2), where operator ”Jx” is diagonal. We show that the SUq(2) generators can be
written in terms of only two operators from the enveloping algebra (see S and r below, s is
proportional to ”Jx” generator), which obey a single commutation relations. In Sections 3 and 4
we find realization of this new {s, r} algebrain terms of generators of Heisenberg-Weyl algebra.
We start with the consideration at the classical level, when all commutators are changed for the
Poisson brackets ( a functional group case) in Section 3. In Section 4 we give solution for the
”quantum” case. The limit, when deformation parameter t→ 0, (q → 1) is considered in Section
5. The raising and lowering operators in the new basis are found in Sectoion 6. Nontrivial role
of the Casimir operator is discussed in Section 7, where finite-dimensional representations of
{s, r} algebra are represented in explicit form. Conclusions are given in Section 8.
2 New form of commutation relations of the SUq(2) al-
gebra
The common form of the commutation relations for the generators J±, H of the SUq(2) algebra
is :
[H, J±] = ±2J±, [J+, J−] =
sinh(tH)
sinh t
, Jx = J
+ + J−, H = 2Jz, (2.1)
where t = log q is the deformation parameter. The Casimir operator that commutes with all
generators of the algebra has the form:
C = J+J− + J−J+ +
cosh t
sinh2 t
(cosh(tH)− 1)
Let us introduce the generators
T± = exp
Ht
4
J± exp
Ht
4
, R = exp(tH) .
The commutation relations determining the SUq(2) algebra (2.1) may be rewritten as follows:
RT± = e±2t T±R, et T+T− − e−t T−T+ =
R2 − 1
2 sinh t
. (2.2)
2
The Casimir operator takes the form:
C = R−1
(
et T+T− + e−t T−T+ +
(R− 1)2 cosh t
2 sinh2 t
)
The remarkable property of the commutation relations (2.2) is that the last equation may be
rewritten in terms of only two (not three!) generators of the initial algebra. Introducing the
pair of operators
Q± = T± ±
R
2 sinh t
,
we rewrite the last equation of (2.2) in the form:
etQ+Q− − e−tQ−Q+ = −
1
2 sinh t
. (2.3)
Note that
Q+ +Q− = T+ + T− = exp
Jzt
2
Jx exp
Jzt
2
, H = 2Jz
is exactly the operator which was diagonalized in [1].
Now we want to consider the representations of SUq(2) algebra in the basis where this
operator is diagonal. Our strategy is as follows: We will try to find solutions of the single
equation (2.3), and express R in terms of Q+, Q− and the Casimir operator. We start with the
less difficult second part of the problem.
Let us introduce the generators
s = (Q+ +Q−) sinh t, r = (Q+ −Q−) sinh t .
We now can rewrite (2.3) in the more attractive form:
[s, r] = (s2 − r2 + 1) tanh t . (2.4)
It is clear that the two-dimensional quantum algebra (2.3) is invariant with respect to U(1)
transformations Q± → exp±αQ±. As a consequence, the algebra (2.4) is invariant with respect
to the Lorenz transformations in the two-dimensional r, s plane.
By means of purely algebraic manipulations using the above formulae, it is not difficult to
rewrite the Casimir operator in terms of s, r, R operators:
C = sinh−2 tR−1
[
s2 − r2 + 1
2 cosh t
+R ((r − 1) cosh t− s sinh t)
]
The remarkable fact is that the quadratic terms (R2) in the square brackets in the right-hand
side of the last expression are canceled and this give the possibility to express R in terms of
s, r operators under the fixed numerical value of the Casimir operator,
R = K−1 (s2 − r2 + 1)/2 , K = cosh t
(
C sinh2 t+ (1− r) cosh t− s sinh t
)
, (2.5)
provided that the inverse of the operator K exists. We recall that the operators s, r do not
commute and thus the order of the factors in the above formulae is important.
In conclusion of this section we describe the way of proving that the operator R as defined
by (2.5), indeed satisfies the first pair of equations of initial quantum algebra (2.2). We restrict
ourselves by + sign in Eq. (2.2).
3
In accordance with the above definitions,
T± =
s± r ∓ R
2 sinh t
.
Thus, for the checking of (2.2) it is necessary to move s + r throughout R. The following
formulae explain this procedure:
(s− r)(s+ r) + 1 = s2 − r2 + [s, r] + 1 =
exp t
cosh t
(s2 − r2 + 1)
(s+ r)(s− r) + 1 = s2 − r2 − [s, r] + 1 =
exp(−t)
cosh t
(s2 − r2 + 1)
(s2 − r2 + 1) (s+ r) = et cosh t ((s+ r)(s− r) + 1)(s+ r) =
et cosh t (s+ r)((s− r)(s+ r) + 1) = e2t(s+ r)(s2 − r2 + 1) .
These formulae explain the action connected with the second factor of R = K−1(s2− r2+1)/2.
The calculations connected with the first factor are based upon the commutator:
[K, s+ r] = −4e−t cosh t [s, r] = −2(1− e−2t)(s2 − r2 + 1) .
Multiplying the last equations from the left and from the right by K−1 we come to the formula
[s+ r,K−1] = −2(1− e−2t)K−1(s2 − r2 + 1)K−1
which completes checking of Eq. (2.2).
3 Resolution of the two-dimensional algebra on the level
of the functional group
On the functional group level [3] commutator in (2.4) is replaced by Poisson brackets. We thus
have,
{s, r} = tanh t (s2 − r2 + 1) . (3.6)
In accordance with the Darboux’s theorem [3], s, r from (3.6) may be expressed as functions
of the pair of canonically conjugated variables p, x, {p, x} = 1.
To keep the correspondence with the results [1] let us choose s = sinh tp and r = r(x, p).
Eq. (3.6) takes on the form
t cosh(tp)
dr
dx
= tanh t (cosh2 tp− r2)
with the obvious general solution:
r = cosh(tp) coth (νx+ φ(p)) , ν ≡
tanh t
t
.
4
4 The case of the quantum algebra
Reminding about the quasi-classical nature of the problem of construction of irreducible rep-
resentation of the quantum algebras [2], and keeping in mind the results of the consideration
on the functional group level (the previous section), let us try to resolve the quantum algebra
(2.4) with the help of the substitution:
s = sinh(tp) , r =
A(x)(x) etp + e−tpB(x)
2
, (4.7)
where now p, x are the generators of the Heisenberg-Weil algebra, [p, x] = 1. (Note that the
term e−tpB(x) in the expression for r is understood as a multiplication of two operators but not
as an action of the first operator on the function B(x).) We use below the following obvious
relation from the theory of Heisenberg-Weil algebra:
eµpF (x) = F (x+ µ)eµp .
Substituting (4.7) into (2.4) and equating to zero the coefficients at the operators exp 2tp, exp−2tp, I
we come to the following system of equations for unknown functions A(x), B(x):
A(x+ t)− A(x) = tanh t (1− A(x+ t)A(x)), B(x+ t)− B(x) = tanh t (1−B(x+ t)B(x))
A(x)−A(x− t) +B(x)− B(x− t) = tanh t (2− A(x)B(x)−A(x− t)B(x− t)) (4.8)
Substituting the first and the second equations (with the arguments shifted by −t) into the the
third one of (4.8) we obtain the selfconsistency condition of (4.8):
(A(x)−B(x− t))(B(x)− A(x− t)) = 0 . (4.9)
Choosing the first possibility we have B(x) = A(x−t), and the system (4.8) becomes equivalent
to a a single equation:
A(x+ t)−A(x) = tanh t (1− A(x+ t)A(x))
with the nontrivial solution:
A(x) = coth(x+ F ) .
We finally obtain the explicit realization of the generators of the two-dimensional quantum
group (2.4) in terms of the generators of the Heisenberg algebra (pˆ, xˆ):
s = sinh tpˆ, r = cosh tpˆ× coth(xˆ+ F ), or r = coth(xˆ+ F )× cosh tpˆ (4.10)
where F ≡ F (t, pˆ) and the two forms of the operator r corresponds to the two possible ways of
resolution the selfconsistency conditions (4.9).
5 The limit t→ 0
To get an experience of working in the above basis let us consider firstly the limit case t→ 0,
assuming that the quantum algebra is transformed into the usual SU(2) algebra in this limit:
s→ ts1, r → 1 + tr1 + t
2r2, t→ 0 (5.11)
(As will be clear below, it is not necessary to take into account terms ∼ t2 in s).
Under such an assumption the principal equation (2.4) (in the leading order with respect
to t) takes on the form:
[s1, r1] = −2r1 . (5.12)
On the other hand, from the definitions we have,
r = sinh t (T+ − T−) +R→ 1 + t(H + J+ − J−),
s = sinh t(T+ + T−)→ t(J+ + J−), R→ 1 + tH
and indeed, Eq. (5.12) is consistent with the last relations:
[J+ + J−, H + J+ − J−] = −2(H + J+ − J−)
Now let us calculate H from (2.5). We obtain in the limit t→ 0,
r1R→ r1 + t
(
1
2
(r21 − s
2
1)− s1 + C
)
.
We thus recover the following realization of A1 algebra in the “Lx” basis:
s1 = J
+ + J−, r1 = H + J
+ − J−, r1H =
1
2
(r21 − s
2
1)− s1 + C . (5.13)
6 Rising and lowering operators in the “Jx” basis
If we assume that in the “Lx” basis the operator s is diagonal, then, in correspondence with
the result of [1], its spectrum is:
sˆ|M〉 = sinh(tM)|M〉.
The fact of possible existence of rising (lowering) operators Θ± may be expressed by the equa-
tions:
sinh(tpˆ) Θ± = Θ± sinh(t(pˆ+ 2)) . (6.14)
It is also assumed that the generators Θ± can be constructed from the three generators of
quantum algebra Q±, R or J±, H .
The direct solution of this problem is unknown for us and we will try to solve it by the trick
similar to the one used in resolution of the two-dimensional quantum group (4.7) (see section
4). We assume that the following substitution for generators Θ± works:
Θ± = F±(pˆ) (A±(x) exp tpˆ+ exp(−tpˆ)B±(x)) (6.15)
Replacing the last expression into (6.14) we come to the result:
Θ± = F±(pˆ) exp(±2x+ f±(pˆ)) (6.16)
The question remains, how these operators can be expressed in terms of quantum algebra
generators under realization of section 4.
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7 Matrix realization of the two-dimensional algebra
As it follows from Section 5, in the limit t → 0 r1 is the lower triangular matrix if s1 is the
diagonal one. It is surprising that the principal equation (2.4) can be also resolved on the level
of (2l + 1) × (2l + 1)-matrices (l being integer or half-integer positive number). Then s is a
diagonal matrix with matrix elements si,j = δi,j sinh[t(2l+2−2j)], (1 ≤ i, j ≤ 2l+1) and r the
matrix with the matrix elements ri,j different from zero on the principal diagonal and below
(i ≥ j). The diagonal elements of r are determined uniquely from (2.4) with the result:
rj,j = ± cosh[t(2l + 2− 2j)] .
If we want to have a correct limit t → 0, in correspondence with the results of the section 5,
the positive signs have to be taken.
Let us now rewrite (2.4) in terms of the matrix elements (i (j) is the number of the row
(column) j ≤ i):
[sinh(t(2l + 2− 2i))− sinh(t(2l + 2− 2j))]αij
= − tanh t

[cosh(t(2l + 2− 2i)) + cosh(t(2l + 2− 2j))]αij +
i−1∑
k=j+1
αikαkj

 .
The last equation may be rewritten in more compact form:
2 cosh[t(2l + 2− i− j)] sinh[t(i− j − 1)]αij = sinh t
i−1∑
k=j+1
αikαkj . (7.17)
From (7.17) it follows immediately that αi,i−1 ≡ αi are arbitrary c-numbers. All other matrix
elements of the lower triangular matrix αij may be presented in the form:
αij = cij(t)αiαi−1.....αj
where the functions cij(t) are easily found by induction. Firstly, let j = i−2. In this case (7.17
is equivalent to
2 cosh[t(2l + 4− i)]αii−2 = αi,i−1αi−1,i−2 ≡ αiαi−1
or
ci,i−2 =
1
2 cosh[t(2l + 4− 2i)]
The next step j = i− 3 leads to:
ci,i−3 =
1
2 cosh t(2l + 4− 2i)
1
2 cosh t(2l + 6− 2i)
It is not difficult to prove by induction that
ci,i−s =
1
2s−1
s∏
k=2
cosh−1[t(2l + 2k − 2i)] . (7.18)
and
αi,i−s = ci,i−s
s∏
k=1
αi+1−k
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We thus have found (but not proved its uniqueness) realization of the two-dimensional algebra
(2.4) by (2l + 1)× (2l + 1)- matrices depending on 2l arbitrary parameters αi.
In fact the above construction is invariant under similarity transformations by the diagonal
matrices. With the help of such a transformation all different from zero parameters αi may
be made equal to unity and we will have no arbitrary parameters in the above construction.
However, for further consideration it will be convenient do not fix these parameters.
The reader may ask, with sarcasm, what is the role of Casimir operator in the whole
construction? The answer is not trivial and unexpected. Up to now, we have constructed
the representation of (2.4) algebra only, and after adding to it the operator R from (2.5) the
representation of (2.2) algebra, but not the representation of the initial SUq(2) one, Eq. (2.1).
If we want to come back to the algebra (2.1) it is necessary to choose from all representations of
(2.2) algebra only those for which operator R is invertible and R−1(t) = exp−tH in agreement
with its definition. However, detR defining by (2.5) is equal exactly to 0 under the matrix
realization of this section. Indeed matrix (s2− r2+1) is just lower triangular matrix with zeros
on its main diagonal. We thus need to come back to the equation (2.5) in its initial form:
RK =
1
2
(s2 − r2 + 1) , K = cosh t
(
C sinh2 t+ (1− r) cosh t− s sinh t
)
. (7.19)
If we want to have a realization with detR different from zero, then it follows immediately from
(7.19 that detK = 0. K is, in general case (with an arbitrary C in it), the lower triangular
matrix with different from zero diagonal elements. detK = 0 only if one of its diagonal elements
is equal to zero. This defines the possible value of C under which the transition from (2.2) to
(2.1) is possible in general. In addition, in each of such cases it is necessary to check whether
the condition R−1(t) = R(−t) is satisfied. Below we consider the simplest examples, explaining
the situation.
7.1 The case 2l + 1 = 2
For this particular case, we have:
s =
(
sinh t 0
0 − sinh t
)
, r =
(
cosh t 0
α1 cosh t
)
.
Substituting these expressions into definition of K matrix (2.5) we obtain:
K =
(
C cosh t sinh2 t + cosh2 t− cosh t 0
−α1 cosh
2 t C cosh t sinh2 t+ cosh2 t− cosh t cosh 2t
)
s2 − r2 + 1
2
=
(
0 0
−α1 cosh t 0
)
Two possibilities arise: C sinh2 t = 1 − cosh t and in this case equation (7.19) has no solution
with detR 6= 0. In the second case, C sinh2 t = 2 sinh 3
2
t sinh 1
2
t and the equation for determining
R =
(
a b
c d
)
takes the form: (
a b
c d
)(
cosh t(cosh 2t− 1) 0
−α1 cosh
2 t 0
)
=
(
0 0
−α1 cosh t 0
)
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with the general solution:
R =
(
Aα1 cosh t A(cosh 2t− 1)
Bα1 cosh t cosh
−1 t+B(cosh 2t− 1)
)
, detR = Aα1
where A,B arbitrary constants.
Choosing
Aα1 = 1, A = (2 sinh t)
−1, B = (2 cosh t)−1, α1 = 2 sinh t
we obtain R in the form:
R =
(
cosh t sinh t
sinh t cosh t
)
which satisfies all of the conditions for the operator R.
7.2 The case 2l + 1 = 3
s =

 sinh 2t 0 00 0 0
0 0 − sinh 2t

 , r =

 cosh 2t 0 0α1 1 0
α1α2
2
α2 cosh 2t


K =

 cosh t(cosh 3t− cosh t) 0 0−α1 cosh2 t cosh t(cosh 3t− cosh t) 0
−α1α2
2
cosh2 t −α2 cosh
2 t 0


s2 − r2 + 1
2
=

 0 0 0−α1 cosh2 t 0 0
−α1α2 cosh
2 t −α2 cosh
2 t 0


the general solution of the equation (7.19) in this case has the form:
R =


T1α1α2
d
(1− d
2
) −T1α2 T1d
α1
d
+ T2α1α2
d
(1− d
2
) −T2α2 T2d
α1α2
2d
+ T3α1α2
d
(1− d
2
) −T3α2 1 + T3d


where Ti three arbitrary c-number constants and (1−
d
2
) = cosh 2t.
We know that in the case of A1q specter of this operator is 1, exp±2t. This means that
DetR = 1, T rR = 2 cosh 2t + 1, T rR2 = 2 cosh 4t + 1. This conditions allow to determine all
constants Ti:
T1α1α2
d
= 1, T2α2 = 1, T3d = 1 + cosh 2t.
Putting α1 = α2 = d we evaluate R to the form (x = 1−
d
2
:
R =

 x −1 11 + x −1 1
1 + x2 −(1 + x) (2 + x)


The canonical transformation evaluating the last matrix to diagonal form is exactly overgo
from the basis with diagonal operator s to the basis where diagonal is R operator. Explicit
form of this transformation was found in [1].
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8 Conclusions
The rezults of the present paper may be devided into two part: pure mathematical ones and
their physical applications. As for the first ones, the principal point is that we are able to reduce
the three-dimensional suq(2) algebra to two-dimensional algebra s, r (2.5). Is it an exidental
fact or not? The answer on this question will be possible only if the generalization of the present
construction to the case an arbitrary quantum algebra will be found. We hope to take part in
the investigation of this question in further publications.
No less interesting point is physical applications of this construction. We would like to say
a few words about its relation to a quantum optics problems. Typical optical hamiltonians
describing the processas of thre and four-wave mixing, the second and the third-harmonics
generation, the interuction of atomic systems with quantized cavity radiation field can be
presented in the block diagonal form. Each block is finite dimensional subspace where the
Hamiltonian acts as three- diagonal matrix ( usually, of very high dimension) whose matrix
elements depend on the values of the corresponding integral of motions. The complete solution
of the quantummachanical problem would include the diagonalization of all these Hamiltonians.
We hope that the spectrum of ”Jx” generators ( which in its turn can be considered as some
exact or appropriate Hamiltonian for some optical model) found in present paper for arbitrary
representation of quantum suq(2) algebra will be usefull for analitical treatment of quantum
optical processes mentioned above.
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