In the traditional studies on small-signal stability probability of a power system with wind farms, the frequency of wind speed was often assumed to obey to some extent a particular probability distribution. The stability probability that is thus obtained, however, actually only reflects the power system stability characteristics on long time scales. In fact, there is a direct correlation between the change of wind speed and the current state of wind speed, resulting in the system stability characteristics in different time periods having a great difference compared with that of long time scales. However, the dispatchers are more concerned about the probability that the power system remains stable in the next period or after several periods, namely the stability characteristics of the power system in a short period or multi-period. Therefore, research on multi-period small-signal stability probability of a power system with wind farms has important theoretical value and practical significance. Based on the Markov chain, this paper conducted in-depth research on this subject. Firstly, the basic principle of the Markov chain was introduced, based on which we studied the uncertainty of wind power by adopting the transition matrix and the wind speed−power output transformation model and established the probability distribution
Introduction
With the aggravation of the energy crisis, increasingly prominent environmental problems and the rapid development of wind power generation technology [1, 2] , large-scale wind power integration has become an important trend in the development of new energy resources. However, wind turbine energy differs greatly from conventional units [3] in structure and its output has characteristics of randomness and volatility affected by wind speed. The above characteristics of wind power integration make the analysis, operation, and control of the power system more complex. Among those problems, the small-signal stability probability of the power system has become the focus of universal concern.
To date, many papers have researched this subject. Most of the papers [4] [5] [6] are based on one or a set of deterministic scenarios and draw conclusions through the comparison of changes of the system's damping before and after wind power integration, which essentially belongs to deterministic research methods. However, this method fails to consider the effect of randomness and volatility of wind power. This limitation makes some scholars adopt the method of probability instead. Rueda et al. [7, 8] considered the randomness of wind power and adopted the Monte Carlo method to analyze small-signal stability probability of the power system, which needs a great deal of sampling calculation and is very time consuming. Based on the Gram-Charlier series, eigenvalue sensitivity, and the volatility of wind speed, Bu et al. [9] studied small-signal stability probability of a power system with wind farms. Soleimanpour and Mohammadi [10] used the two-point estimating method to make a similar calculation. Based on the 2 m + 1 points estimating method, Cornish-Fisher expansion and considering the correlation of wind speed, Yue et al. [11] studied the probability of small-signal stability of the power system after wind power integration and adopted the Monte Carlo method to verify the results. Overall, these studies considered the random fluctuation of wind speed; the conclusions can therefore more fully describe the small-signal stability of a power system with wind power integration. However, an important premise of these conclusions is that wind speed frequency is assumed to obey approximately a certain probability distribution, such as the Weibull distribution [12] . However, the wind speed frequency distribution model is obtained by extensive historical wind speed data statistics and data fitting, reflecting the general distribution characteristics of wind speed over a very long statistical time period. The probability of small-signal stability obtained thus also reflects the stability characteristic of the power system on a long time scale. This is clearly not wrong, but the dispatchers are more concerned about the probability that the power system remains stable in the next period or after several periods, namely the stability characteristics of the power system in a short period or multi-time periods. At present, no paper has conducted research on this subject.
In fact, the change of wind speed is closely linked to its current state. Under normal circumstances, the conversion probability of wind speed to the adjacent wind speed is high, whereas the conversion probability to another wind speed is much lower. The change characteristic of wind speed will make the small-signal probabilistic stability on different time scales quite different from that on a long time scale. Therefore, the core of this research is to establish a model that can accurately reflect the law of multi-period wind speed transition. The Markov chain studies precisely the transition laws of states of things at different times, which has a good adaptability to the change of wind speed, thereby being suitable for modeling of the law of multi-period wind speed transition and research of small-signal stability probability of a power system with wind farms. Until now, the Markov chain has been used in an electric power system to a certain extent. Halilcevic et al. [13] forecasted the safety state of a power system based on the Markov chain. Li et al. [14] studied the combined power output of the new energy and battery energy storage system by using the Markov chain. Wang et al. [15] and Li et al. [16] adopted the Markov chain model to forecast the load and the output of the photovoltaic system. At present, there is no application of the Markov chain in small-signal stability of a power system. Due to the above, this paper first introduced the founding principle of the Markov chain, upon which we based the uncertainty of wind power by adopting the transfer matrix and the wind speed-power output transformation model and established the probability distribution model of multi-period wind power. Then the boundary-based small-signal stability probability assessment method was used to establish an evaluation model of multi-period small-signal stability probability of a power system with wind farms. Finally, taking the power system with two wind farms as an example, we analyzed its small-signal stability probability and focused on the influence of the initial state of wind speed and different periods on the probability of stability. We subsequently compared it with the traditional small-signal probabilistic stability assessment methods to provide a new method and support for analyzing the small-signal stability probability of a power system with wind power integration.
The Markov Chain
A Markov chain is a discrete-time stochastic process with the Markov property. The Markov property is also characterized as memoryless: the next state depends only on the current state but not the sequence of events that preceded it. When the Markov chain is applied to research on the change laws of matter, we first get s discrete states X1, X2,…, Xs and reveal the matter's intrinsic variation law and development trend in the future by the transition probability between each state. The transition probability is defined as
, representing the probability of the system's state transferring from Xi to Xj. For a system that has s states, the matrix formed by the transition probabilities between each state is:
where the matrix P is called the one-step transition matrix with 0 ij p  , and the total of matrix elements in each row is 1. According to the one-step transition matrix, we can analyze and predict the future state of things. Assuming the system state at time t is X(t) and according to the Markov chain, the distribution probability at time t + 1 is:
Through the iteration, the distribution probability of the system state at time t + k is:
where P k is called k-step transition matrix. Under normal circumstances, P k changes with k. However, for the aperiodic and irreducible transition matrix [17, 18] , when k approaches infinity (k→∞), the Markov chain will reach a limit state. At this point, each row in the matrix P k is the same and the values of all the elements in the matrix will no longer change. Then for any initial state of the system X(t) (Each component of the vector is non-negative and their total is 1), the calculated X(t + k) remains unchanged, i.e., X(t + k) reaches a stationary distribution which is independent of the initial state. The one-step transition matrix of wind speed in the paper just belongs to this case. Obviously, the condition that k approaches infinity (k→∞) exists only in theory. In the practically acceptable range, when k increases to a certain extent, each row in the P k is basically the same, and the values of all the elements no longer change, which can thus be regarded as the limit state.
Uncertainty Modeling of Wind Power Based on the Markov Chain
The change of wind speed has the Markov property, which is a typical stochastic process. Using the Markov chain to describe the change of wind speed, and through the establishment of transition matrix of wind speed's states, we can analyze the wind power's transfer process of uncertainty, so as to establish probability distribution models for wind speed and wind power in multi-time periods.
The Markov Property of Wind Speed
Current studies point out that wind speed has the Markov property and even the method of the Markov chain has become one of the typical methods to generate wind speed time series. Shamshad et al. [19] and Castro et al. [20] analyzed and verified the Markov property of wind speed based on large amount of historical data, and through simulation they obtained the wind speed time series which bears a strong similarity to the actual wind speed. Nicola et al. [21] combined the Markov chain method and Monte Carlo method to generate wind speed time series. The research of Hocaoglu et al. [22] showed that when the Markov chain is applied to generate the data of wind speed, the increase of the number of states will make the generated wind speed data closer to the real data.
The Establishment of Transition Matrix
For the Markov chain, the transition matrix between each state can be obtained by the historical statistical data. The more historical data we get, the better practical variation laws of each state can be reflected by the results. The specific steps of establishing the transition matrix between each state are as follows:
(1) The state division of wind speed: for single wind farm, random variables are the wind speeds for the wind farm, where wind speeds are divided into s discrete intervals. For multi wind farms, wind speeds of each wind farm are random variables. Considering the influence of geographical and environmental factors, wind speeds of each wind farm in the same area often have a certain correlation. Then we can combine the states of each wind farm's wind speed and make use of the transition probability to reflect the correlation relationship. That is, the statistical transition probabilities obtained will be different if the correlations are different. Assume n wind farms, the number of wind speed states of which are s1, s2, …, sn respectively. Then the total number of the system's states is
(2) Historical wind speed data statistics: set the historical wind speed data as sample data, judge which state the sample data belongs to according to the state division of wind speed, calculate statistics of the number of times (Nij) that the wind speed's state transfers from Xi to Xj in adjacent time, and obtain the transition frequency matrix:
(3) The establishment of the transition matrix: according to the definition of transition probability we can get:
Thus, the transition matrix P between each wind speed state is obtained.
(4) The establishment of multi-step transition matrix: according to the definition of multi-step transition matrix, we can get the k-step transition matrix P k after iterating matrix P for k times.
The Probability Distribution Model of Multi-period Wind Speed
After we get the transition matrix between each wind speed state, combined with the initial distribution of wind speed and according to Equations (2) and (3), we can forecast the probability distribution of wind speed in multi time periods. Equations (2) and (3) are just the probability distribution model of multi-period wind speed.
The Probability Distribution Model of Multi-period Wind Power
According to the wind speed-power curve of wind turbines, wind speed can be converted to the corresponding wind power. In general, the conversion between wind power and wind speed can approximately be represented by the curve [23] shown in Figure 1 . 
In Equation (6), v is wind speed, Pw is the output of wind turbines. Pr, vci, vr, vco are respectively the rated power, cut-in wind speed, rated wind speed and cut-out wind speed of the wind turbines. The corresponding values for the parameters in this paper are 2 MW, 3 m/s, 12 m/s, 25 m/s, respectively.
Assuming the state and parameters of each wind turbine in the wind farm are the same, we used the lumped model to make them equivalent to a signal machine. Then the active power output of the equivalent wind turbine is:
In which, Pfarm is the active power output of the equivalent wind turbine, Nw is the number of wind turbines in the wind farm.
Through the wind speed-power output transformation model defined by Equations (6) and (7) and the probability distribution of multi-period wind speed, we can get the probability distribution of multi-period wind power.
The Evaluation Model of Multi-Period Small-Signal Stability Probability of a Power System with Wind Farms
The probability distribution model of multi-period wind power in wind farms has been established above, and in this section we will apply it to the evaluation of small-signal stability probability. To determine the small-signal stability of the system, the method based on small-signal stability region boundary was adopted.
The Boundary-Based Small-Signal Stability Probability Evaluation Method

Small-signal Stability Region Boundary
The dynamics model of power systems can be described by a set of differential-algebraic equations:
In Equation (8), x∈R n is the state variable of the system, n is the dimension of the state variable, y∈R m is the algebraic variable, m is the dimension of the algebraic variable, k∈R p is the system parameter and p is the dimension of the parameter.
At the equilibrium point (x0, y0, k0) of the power system, the equation set satisfies Equation (9). 
Linearize Equation (9) and we get: (12) When the gy is nonsingular, the algebraic variables can be eliminated in Equation (10) and after arranging we get: (13) in which the formula of J is:
In Equation (13) J is the characteristic matrix of the system. According to Lyapunov's first theorem, the small-signal stability of the system is decided by the eigenvalues of the characteristic matrix J. When all of the real parts of the eigenvalues are less than zero, the system is stable under small disturbance. Under normal circumstances, the system can keep stable in operation. However, with the change of parameter k, three circumstances may appear in which the eigenvalue makes the system achieve critical conditions of the small-signal stability: (1) A pair of real eigenvalues cross the imaginary axis, causing saddle node bifurcation (SNB); (2) A pair of conjugate complex eigenvalues cross the imaginary axis, causing Hopf bifurcation (HB); and (3) Matrix gy is singular, causing singularity-induced bifurcation (SIB). Thus the small-signal stability region boundary ( sssr  ) consists of these three types of point set.
In Equation (14), SNBs is the point set of SNB, HBs is the point set of HB, and SIBs is the point set of SIB. Among them, Hopf bifurcation [24, 25] relates to the oscillatory instability of the power system. This paper mainly focuses on the small-signal stability region boundary formed by this kind of bifurcation.
The Model of Small-signal Stability Region Boundary
The traditional method of obtaining the small disturbance stability boundary often comes from the normal operation conditions of the system gradually changing the nodal injection power in the search direction and calculating the eigenvalues of the state matrix of each operation state until Hopf bifurcation occurs, thereby obtaining one boundary point. Because the small-signal stability region boundary consists of infinite points, to precisely acquire the stability region boundary points, a lot of boundary points are needed and the calculation is complicated. This method cannot work out analytical expressions for boundary topology. SUN et al. [26] , Yu [27] and Liu et al. [28] respectively built the model of small-signal stability region boundary formed by Hopf bifurcation based on experience and theoretical derivation. This model indicated that the small-signal stability region boundary of the system can be expressed as the hyper plane shown in Equation (15):
in which, P is the nodal injection power, e is constant coefficient, and the subscripts 1-n are for each node number. In Equation (15), the small-signal stability region boundary can be obtained by data fitting with a small amount of boundary sampling points.
Evaluation Method
According to Equation (15), for a certain operating state, when all the nodal injection power satisfies the formula: e1P1 + e2P2 +…+ eiPi+…+ enPn < 1, the operating state is located within the boundary and the system can keep small-signal stability. When all the nodal injection power satisfies the formula: e1P1 + e2P2 + …+ eiPi+… + enPn > 1, the operating state is located outside the boundary and the system will lose stability.
After discretizing the wind speed states, the wind power obtained by wind power transition is several discrete intervals. Then there may be three kinds of circumstances between each interval and the small-signal stability boundary line. This occurs as an example with the two-dimensional power injection space, as shown in Figure 2 . By the previous analysis, for the state of M, the small-signal stability probability of the system is 1. For the state of G, the small-signal stability probability of the system is 0. For the state of N, in the range of n1, the system can keep small-signal stability as represented by Sn1 for the area, whereas in the range of n2, the system will lose stability as represented by Sn2 for thearea. When the intervals of wind speed are divided into small parts, the wind speed can be assumed to approximately obey the average distribution in the intervals, with the stability probability being Sn1/(Sn1+Sn2).
The Evaluation Model of Multi-period Small-signal Stability Probability of a Power System with Wind Farms Considering the Uncertainty of Wind Power
For the power system with wind farms, according to Equation (3), in the case that the system state is X(t) at the time t, we can obtain the probability distribution model of multi-period wind speed through the Markov chain mode. Label the row vector for the probability distribution of wind speed in each state interval as X(t + k) during the period of k, then by Equation (6) we get the row vector sec k D for the probability distribution of wind power during the period of k. The boundary-based small-signal stability probability evaluation method provides a way to calculate the small-signal stability probability of each interval. By using the method of small-signal stability region boundary, the system stability probability of each state interval can be obtained and labelled as a column vector Dpro. Label the system stability probability during the period of k as sec k P , then:
By Equations (3), (6) and (16), when k takes different values, we can obtain the small-signal stability probabilities of the system in different time periods. The overall idea is as shown in Figure 3 . Figure 3 . The evaluation of multi-period small-signal stability probability of power system with wind farms.
Example Analysis
Build the simulation system using DIgSILENT/PowerFactory software as shown in Figure 4 , where bus D is an infinite bus, bus A, B, and C are respectively connected to normal generators G1 with excitation system, DFIG (Doubly Fed Induction Generator) wind farm 1 and DFIG wind farm 2. The capacity of wind farm 1 and wind farm 2 are 210 MVA and 300 MVA, respectively. Both these two wind farms consist of several sets of DFIG (this paper adopts the 2 MW wind turbine built in the software) with same parameters and operation condition in parallel. In this paper, each wind farm is equivalent to one wind turbine based on the most common single machine equivalent method [29, 30] . Hansen et al. [31] introduced the wind turbine model and its control parameters in detail. Appendix A shows parameters of each element in the system. Taking this power system with two wind farms as an example, we analyzed its small-signal stability probability.
Calculation of Small-signal Stability Region Boundary of the Power System
This paper mainly studied the impact of wind power's fluctuations on the small-signal stability of the system. Label the active power outputs of wind farm 1 and wind farm 2 as P1, P2 respectively. Keep the active power output of the conventional generator G1 at 200 MW. By fitting the sampling points, we obtained the small-signal stability region boundary as shown in Equation (17).
1.17489P1 + P2 = 456.6134
(18) Figure 5 shows the comparison between sampling points and the fitting boundary, where P1 is the abscissa and P2 is the ordinate. According to Figure 
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fitting boundary sampling points Figure 5 . The contrast figure of stability region boundary. The wind speed data is from the American National Renewable Energy Laboratory [32] . In the two wind farms, the probabilities that wind speed exceeds 25 m/s are both less than 0.05%, which is not included within the scope of this paper. When dividing the wind speed states, the more number of states are, the more accurate the results will be. However, the amount of calculation increases accordingly. This paper divided the wind speed of a single wind farm into 11 states according to the operating condition of the wind turbine.The detail is as following [12, 25) .
Analysis of Small-signal Stability Probability of the Power System Considering the Uncertainty of
For wind speed states 1 and 11, no matter how much the wind speed changes in the intervals, the output of wind farms will not change. As for states 2 to 10, wind speed can be assumed to approximately obey the average distribution in the intervals. In this paper, the wind speeds of wind farm 1 and wind farm 2 were represented by the wind speed data of wind farm A and B. Then the total number of states was 11 × 11 = 121 after combining the states of the two wind farms. The one-step transition matrix followed the format of 121 × 121. Through data statistics, we calculated the signalstep transition matrix, details of which are in the data file "appendix-data.xlsx".
Analysis of the Influence of Wind Speed's Initial States
To study the influence of the initial states of wind farm on small-signal stability probability on short time scales, we used the one-step transition matrix and considered the case that the initial state was stable (similar to the state of interval M in Figure 2 ). The instability probability of each state at the next moment, namely after 10 min, are shown in Figure 6 .
In Figure 6 , the coordinates X, Y, and Z respectively represent the wind speed state of wind farm 1, wind speed state of wind farm 2 and the instability probability of the system. The greater the wind speed of the initial state, the larger the output of the wind farm and the system gets closer to the boundary. As can be seen from Figure 6 , on short time scales, the instability probability of the system has a strong correlation with the current state. When the initial state is far from the boundary, the probability that the system loses stability in the next moment (after 10 min) is very small, which is essentially 0. While with the increase of wind speed the initial state of the system is closer to the boundary of the stability region boundary, the instability probability of the system at the next moment is greater. The maximum value of the instability probability is 8.64%. Figure 6 . The instability probability graph of each state after 10 min.
The Influence of Multi-time Periods
To study the change of the instability probability of each initial state in different time periods, this paper calculated the instability probabilities of each initial state after 10 min, 3 h, 12 h and the limit state (after 7640 min), respectively. The contrast is shown in Figure 7 .
As can be seen from Figure 7 , in the case that the initial state is far from the stability region boundary, the probability that the system loses stability gradually increases with the increase of the period of time. While in the case that the initial state is close to the stability region boundary, the probability that the system loses stability first increases quickly and gradually decreases afterwards with the increase of the period of time. Finally, when the system reaches the limit state (after 7640 minutes), no matter what the initial state is, the instability probabilities of the system are exactly the same, each of which is 21.38%. (c) (d) Figure 7 . The instability probability graph of each state in multi-time periods.
Discussion on the Simulation Results
Here, the study results are discussed as follows:
(1) When the period of time reaches 7640 min, the calculated results of stability are the results of the small-signal stability probability of the system by the traditional method based on a probability distribution of wind speed. That is, in a long period of time, the frequency distribution of wind speed has certain probability characteristics, so the system has a smallsignal stability probability and the probability value is independent of the initial state of the wind speed and only has a correlation with the overall probability distribution of wind speed. (2) Similarly, the small-signal stability probability of the system at the limit state or by the traditional method actually reflects the stability characteristics of the system on a considerable long time scale. However, on short time scales, the traditional method is not applicable to the change of the small-signal stability characteristics of the system caused by the change of wind speed. (3) On short time scales, the initial state of the system has great influence on the further stability characteristics. The steady operation point of the wind farm should be kept away from the small-signal stability region boundary.
Conclusions
The traditional small-signal stability probability of a power system with wind farms is applicable to the statistical results on long time scales. Conversely, this paper mainly focuses on analysis of the small-signal stability probability of a power system with wind farms in multi-time periods, especially on short time scales. Through the analysis, the conclusions are as follows:
(1) On short time scales, the instability probability of the system has strong correlation with the current state. When the initial state is far from the boundary, the probability that the system loses stability at the next moment is very small. While when the initial state of the system is closer to the boundary of the stability region boundary, the instability probability of the system at the next moment is greater.
(2) In the case that the initial state is far from the stability region boundary, the probability that the system loses stability gradually increases with the increase of the period of time. While in the case that the initial state is close to the stability region boundary, the probability that the system loses stability first increases quickly and gradually decreases afterwards with the increase of the period of time. Finally, when the system reaches the limit state, no matter what the initial state is, the instability probabilities of the system will be exactly the same. (3) When the system reaches the limit state, the calculated stability probability is independent of the initial state, which is also the result of the small-signal stability probability of the system by the traditional method based on probability distribution of wind speed, which reflects the probability characteristics of the system on a considerable long time scale. (4) On short time scales, the initial state of the system has great influence on the further stability characteristics. The steady operation point of the wind farm should be kept away from the small-signal stability region boundary of the system.
The study results of this paper provide a new method and support for analyzing the small-signal stability probability of power system with wind farms.
In order to accurately express the error between sampling points and the fitting boundary, define the error σ as follows:
where d is the distance from sampling points to the fitting boundary. After calculation, we ascertained that the average error was 0.156% and the biggest was 0.295%, which achieved a good accuracy and showed that the model was reasonable and feasible. Detailed sampling points and their error are shown in Table A1 . 
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