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     Innovative Technologien im Data Center
Data Center der TU Chemnitz
● LAN (Ethernet Fabric)
– L2: 40 Switches
– L3: 3 Switches
– L4: 2 ACE




– 13 Storage-Systeme: 332TB
– 42 Hosts
● Unified Fabric
– 2 FCoE-Switches + FEX
– 3 Hosts
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Bestandsaufnahme und Anforderungen
Performance und Betriebsaufwand








multi-core Server + neue Anwendungen (Virtualisierung)
mehr Bandbreite
größere Kapazitäten 
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Bestandsaufnahme und Anforderungen
Verfügbarkeit und Sicherheit
Unterbrechungen werden nicht (mehr) toleriert
keine Wartungsfenster (mehr)




Energie und Klima ("Greening")
hochbelastete vs. kaum genutzte Ressourcen
zugewiesen/benutzt/verfügbar
brachliegende Reserven
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Parallel betriebene Netzwerke
Großer Ressourcenbedarf (Switch-Ports, Kabel)
 1 * FE: Server-Management (Power on/off, Konsole, HW-Monitoring)
 2 * GE: VMware ESX Service Console, VMkernel Port (Cluster Management)
 4 * GE: VMware Guests (VM-IP)
 2 * FC-4Gbps: SAN (VM-Storage)
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Congestion packet drop (TCP/IP) lossless
Flow Control optional: PAUSE (full-duplex) Credits
Switched Fabric 
(im DC) Switched Fabric
min. Frame Size 
(Byte)
max. Frame Size/ 
Payload (Byte)
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● 10 Gbit/s [künftig: 40, 100 Gbit/s]
● lossless
● ermöglicht FCoE
  (Fibre Channel over
  Ethernet)
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Enhanced Ethernet: Begriffe
Data Center Bridging (DCB) – IEEE
● Zusammenfassung mehrerer Ethernet-Erweiterungen
– IEEE 802.1 DCB-TG
Institute of Electrical and Electronics Engineers - 802 LAN/MAN Standards Committee – Data Center Bridging Task Group 
http://www.ieee802.org/1/pages/dcbridges.html
● Basis für Fibre Channel over Ethernet (FCoE) / Fibre 
Channel over Convergence Enhanced Ethernet 
(FCoCEE)
– INCITS T11 FC-BB-5 Project
InterNational Committee for Information Technology Standards – Technical Committee T11 (Fibre Channel Interfaces) – 
Fibre Channel-BackBone-5 Project: http://www.t11.org/fcoe  
Cisco:
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8 virtual links on each physical link for 
different traffic; flow control via PAUSE 
based on Class of Service (user 







bandwith management of virtual links; 






enabling bridges to signal congestion 
information to end stations capable of 
transmission rate limiting to avoid frame 
loss





discovery and capability exchange 
protocol 





enable multiple parallel paths between 
nodes
Fibre Channel over 




transport native Fibre Channel frames 
over Ethernet; requires lossless network 
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Data Center Architektur
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Data Center Architektur
Data Center Core Switch: VSS (Layer 3)
Anbindung an Campusnetz-Backbone
Firewall Service Module (FWSM)
Private IP-Subnetze für Management (Netzwerk, Server)
Access Layer Switches (Layer 2)
Unified Fabric: Anbindung an LAN und SAN
Flexibilität: beliebiger Datenverkehr via 2*10GE/Host
SAN
Integration in Netzwerk-Management
Availability / Security / Management 
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Konvergierte Netzwerke
Reduzierter Ressourcenbedarf 
 1 * FE: Server-Management (Power on/off, Konsole, HW-Monitoring)
 2 * GE: VMware ESX Service Console, VMkernel Port (Cluster Management)
 2 * 10GE DCE/FCoE: VMware Guests  (VM-IP + VM Storage) 
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Beispiel: QLE8042 Dual Port 10Gbps Ethernet to PCIe Converged Network Adapter 
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Effekte/ Erwartungen / Potenzen
DCE/CEE/FCoE
ein Medium für unterschiedliche Storage-Protokolle
FC-basiert (SAN)
IP-basiert (iSCSI, NAS)
Ethernet Enhancements (lossless, priority flow control, 
bandwith management)
Auswirkungen auf TCP/UDP Anwendungen?
Latenzzeiten (Nexus 5000: 3.2 µs)
Auswirkungen auf HPC? ― Zukunft von Infiniband?
Management
Integration: Server, Netzwerk, Storage
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Cisco Nexus 50x0, 20/40 
10GE Ports (SFP+), 
Module: 10GE (SFP+)  & 
4Gbps FC Ports
PFC, DCBX, ETS, 
FCoE
Switch
Brocade 8000 FCoE, 24 
10GE Ports (SFP+), 8 
8Gbps FC Ports
PFC, DCBX, ETS, 
FCoE
QLogic QLE8042 Dual 
Port 10 GE (SFP+)
VMware ESX 3.5U2, 
RHEL4.x, RHEL5.x, 





Single/Dual Port 10GE 
(Optical/Copper)
VMware ESX 3.5U2, 
RHEL5.x, SuSE 10.x, 












verfügbar, FCoE offload 
oder open-fcoe driver 
stack, DCBX: immer VLAN 
0 für FCoE
QLogic QLE 81xx, Single/
Dual Port 10GE 
(Optical/Copper)
? - laut VMware HCL 
nicht supported




? - laut VMware HCL 
nicht supported
PFC, DCBX, ETS, 
FCoE
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Stand und Ausblick
Standardisierung noch nicht abgeschlossen




auf Zertifizierung durch Server-/OS-Hersteller drängen
Zurückhaltung bei Storage-Herstellern
FCoE-Targets?
Multipath-Driver für CNAs ?
Beispiel: 
MPP-RDAC (für Linux) und QLE 8042:  
"... not supported...,
 continue (yes or no)?: " 
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Stand und Ausblick
Zurückhaltung bei Server-Herstellern
kein offizieller Support für CNAs




"Please refer to the section "Storage Arrays supported with FCoE CNAs" in the 
SAN Hardware Compatibility Guide for storage arrays supported with this 
adapter."
Storage/SAN Compatibility Guide
"Storage Arrays supported with FCoE CNAs
... Certified Fibre Channel arrays will be listed soon. Only the Fibre Channel 
arrays that will be listed with this array type are certified to work and 
supported with FCoE CNAs. ..."
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Was tun?
Abwarten, beobachten, testen, einsteigen?
Entscheidungskriterien definieren
Erfahrungen mit Standards (und deren Implementation):
PAUSE-Mechanimus (IEEE 802.3x)
http://en.wikipedia.org/wiki/Ethernet_flow_control
interoperability modes für FC InterSwitchLinks
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Empfehlungen
Searchstorage.de – Portal für "Storage-Professionals"
http://www.searchstorage.de/ 
FCoE.com – Standardisierung, White Paper
http://www.fcoe.com/
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Danke.
Fragen?
Thomas. ueller@hrz.tu-chemnitz.de
