Super-resolved localization microscopy (SLM) has the potential to serve as an accurate, singlecell technique for counting the abundance of intracellular molecules. However, the stochastic blinking of single fluorophores can introduce large uncertainties into the final count. Here we provide a theoretical foundation for applying SLM to the problem of molecular counting based on the distribution of blinking events from a single fluorophore. We also show that by redundantly tagging single-molecules with multiple, blinking fluorophores, the accuracy of the technique can be enhanced by harnessing the central limit theorem. The coefficient of variation (CV) then, for the number of molecules M estimated from a given number of blinks B, scales like ∼ 1/ √ N l , where N l is the mean number of labels on a target. As an example, we apply our theory to the challenging problem of quantifying the cell-to-cell variability of plasmid copy number in bacteria.
I. INTRODUCTION
typically requires the use of photo-convertible or photo-activatable fluorophores that can be
where λ is the characteristic number of blinks of a particular fluorophore within the interval 
where the prefactor accounts for the number of ways that N fluorophores, each blinking some 
respectively. 89 Up until this point, we have been considering the conditional probability distribution 90 p(B|N ), which, to reiterate, is the probability of observing B blinks when there are N 91 fluorophores. However, we wish to know the probability of there being N fluorophores when 92 we observe B blinks, or p(N |B). In the language of Bayesian statistics, we need to connect 
Likewise, we can obtain the variance in the estimated number of fluorophores, which provides 103 the accuracy of the estimate, by rewriting the posterior distribution and Taylor expanding 104 as follows:
In the exponent of Eq. 7, we identify the estimator of the Fisher information matrix [29]
For fluorophores that blink multiple times during the measurement (i.e., the limit λ 1),
108
Eq. 6 simply reduces to the intuitive expression µ N = B/λ, which states that the most 109 likely number of fluorophores is equal to the measured number of blinks divided by the 110 mean number of blinks per fluorophore. In this limit, Eqs. 6 and 8 approach the Poisson 111 limit with variance σ 2 N = µ N , and the coefficient of variation (CV), which quantifies the 112 variability of the estimate relative to the mean sites where a fluorophore may bind (or hybridize), is given by the binomial distribution
where θ denotes the fractional occupancy. Note that hM is the maximum number of labels 121 possible, if we ignore all non-specific labeling, and that the fractional occupancy θ is always 122 less than one.
123
C. Distribution of blinks within a population 124 We can now combine Eqs. 2 and 9 as follows: 
In the limit λ 1, Eq. 13 again yields an intuitive result for the expected number of
The variance, on the other hand, is more challenging to evaluate, but it can be estimated, similar to how one estimates the propagation of errors in a measurement (see Appendix C). If we assume the distribution p(M |B) is peaked about the meanμ M , then the Fisher infor-141 mation matrix is:
to yield our final result for the estimate of the variance
In the limit λ 1, this yields the simpler expression σ 2 M =μ 2 M (2 − θ)λ/B, and the CV is
which can, when h > (2 − θ)/θ, reach the sub-Poissonian limit scaling like one over the 15. The insert shows the increase in the expected number of observed blinks, for these parameters, with increasing fractional occupancy.
can be made to drop well below the Poisson limit 1/ √ M (see Fig. 3 ). This is illustrated In practice, a range of considerations must be accounted for before the theory we've devel- for a sub-population that refuses to photoswitch (a complication our theory does not incor-200 porate). All these issues can be avoided, for the moment, by analyzing simulated images.
201
The images are then processed to generate a localization an organic dye, and many of the parameters are taken from our experimental setup (e.g., 205 pixel size, frame rate, etc.).
206
We model the switching photophysics of each fluorophore as a Poisson process truncated width Gaussian fits to the PSF. Once we have built an initial table of localizations, we then extrapolating the data to zero threshold gives excellent agreement with the value we explicitly coded into the simulation (1.98 compared to 2).
hybridized to a single plasmid. 303 We have also shown that, by increasing the number of labels on a target, one can take 304 advantage of the central-limit theorem to improve on the accuracy of a molecular count, 305 to achieve a √ N l improvement in the uncertainty of the estimated count (where N l is the 306 mean number of labels per molecule). This approach is well adapted for counting plasmids 307 because standard techniques for detecting specific DNA sequences, such as DNA FISH, 308 require labeling with many fluorophore conjugated probes. 
where t is a dummy variable and, for consistency with Eq. 2, p = 1 − e −1/λ . The k th moment 319 is solved for by evaluating ∂ k Γ(t)/∂t k t→0 . From the first two moments, we once again obtain 320 Eqs. 3 and 4 for the mean and variance, respectively. 
To calculate the mean, we can multiply both sides by M M such that
We approximate the term in brackets with an estimate of the expectation value of p(M |N ), which is N/(θh). This leaves
where the remaining sum is identified as µ N . Substituting the expression we derived in Eq. 6 327 yields Eq. 13. 
