Abstract For patients admitted to intensive care units (ICU), the length of stay in different destinations after the first day of ICU admission, has not been systematically studied. We aimed to estimate the average length of stay (LOS) of such patients in Colombia, using a discrete time Markov process. We used the maximum likelihood method and Markov chain modeling to estimate the average LOS in the ICU and at each destination after discharge from intensive care. Six Markov models were estimated, describing the LOS in each one of the Cardiovascular, Neurological, Respiratory, Gastrointestinal, Trauma and Other diagnostic groups from the ultimate primary reason for admission to ICU. Possible destinations were: the intensive care unit, ward in the same hospital, the high dependency unit/intermediate care area in the same hospital, ward in other hospital, intensive care unit in other hospital, other hospital, other location same hospital, discharge from same hospital and death. The stationary property was tested and using a split-sample analysis, we provide indirect evidence about the appropriateness of the Markov property. It is not possible to use a unique Markov chain model for each diagnostic group. The length of stay varies across the ultimate primary reason for admission to intensive care. Although our Markov models shown to be predictive, the fact that current available statistical methods do not allow us to verify the Markov property test is a limitation. Clinicians may be able to provide information about the hospital LOS by diagnostic groups for different hospital destinations.
Introduction
Prognosis is one of the key facets of clinical medicine, especially for critically ill patients in need of intensive care. In this setting, valid information on probability of death and possible length of stay (both in intensive care and in the hospital) is of substantial relevance for physicians, administrators, and family alike. Prediction of duration of a patient's stay in the Intensive Care Unit (ICU) however, is difficult (Weissman 1997) and less studied than the prediction of mortality (Copeland-Fields et al. 2001; Knaus et al. 1985 Knaus et al. , 1991 Le Gall et al. 1993) . Prolonged stay in the intensive care unit not only increases the overall costs and consumes more resources, but also limits the number of beds available for use. In addition, patients, families, physicians and managers demand more informed health care information (Vicente et al. 2004) .
Time spent in an ICU must be productive and cost-efficient for both the patient and the hospital (Marcin et al. 2001) . Previous modeling strategies for length of stay do not incorporate the destinations after admission to a particular location. Many studies used linear regression, semi parametric and Bayesian approaches for estimating overall length of stay at a particular location. Nevertheless, the need for accurate estimation of length of stay (LOS) does not finish with intensive care. After ICU admission, the most frequent question from the patients' family member is about when they will be able to go home or how long it will take the patient to recover and move to different destinations within the hospital structure. Therefore, the ability to accurately predict LOS and length of time at any other destination after the ICU is an important component of prognosis in critical care.
To help address this important need, we present an application of discrete time Markov process to model the average LOS of patients admitted into intensive care in Colombia, as the patients move back and forth between hospital destinations, home or death after admission to ICU. We also aimed to evaluate the reliability of our results by applying them to a (different) validation dataset known as a splitsample analysis.
Description of the data

Study design and participants
The Evaluació n de Cuidado Intensivo en Colombia (ECIC) study design, collection instrument, participants, sample and handling of missing values (Dennis et al. 2000 Pé rez et al. 2002 Pé rez et al. , 2006 has been documented previously with a brief summary provided here. A prospective cohort of consecutive patients admitted to twenty randomly selected intensive care units between July 1997 and October 1998 represents the largest intensive care cohort measured in Colombia. Patient's unit/hospital admission, demographic characteristics, first 24 h physiology, medical history, surgical status, ultimate primary reason for unit admission, unit and hospital outcome and destination after intensive care were collected on this prospective cohort until hospital discharge or death. The 3066 admissions among the 3254 admissions collected during this period, were from patients 16 years old or older and these adult admissions where used for the current study.
A total of 3059 patients were used for analysis after accounting for patient readmissions as part of the total patient length of stay among those 3066 admissions. All patients admitted to ICU were followed daily including their destinations after discharge from ICU. November 30, 1998 was the closing date of the study. Patients that were not discharged by that date contributed to the overall LOS from admission until the closing date. In total, these 3059 patients represent 62,322 patients-days. The mean and median length of stay of these patients was 20 and 13 days, respectively. Due to the heavy tails of the LOS and to improve the estimation of the LOS on the different destinations after ICU, LOS greater than 30 days were truncated from the analysis. This study received institutional review approval by the Ethics and Research Committee of the school of Medicine at Javeriana University in Bogotá .
3 Split-sample analysis: development and validation datasets
The Intensive Care National Audit and Research Centre coding method (ICM) (Young et al. 2001 ), a systematic method for recording the reason for admission to intensive care, was used in this study. A brief summary is provided here. The ICM code is a five-tiered hierarchical method. Physicians assign the ICM code to each admission. The first tier is type, whether the patient patients had a surgical or nonsurgical admission. The second tier is the body anatomic system affected from the primary reason for ICU admission: (i) respiratory, (ii) cardiovascular, (iii) gastrointestinal, (iv) neurological, (v) trauma and (vi) other anatomic system, which includes dermatological, endocrine, metabolic, thermoregulation, poisoning, genitorurinary, hematological, immunological, musculoskeletal and psychiatric conditions. The third, fourth and fifth tiers of ICM identify the anatomical site, the physiological or pathological process, and the condition necessitating admission, respectively (Young et al. 2001) . The third, fourth and fifth tiers are known as the precipitating factors for the primary indication for ICU admission (Young et al. 2001) .
From the second tier of the ICM, each one of these six body anatomic system databases was randomly divided into two equal datasets. The first dataset for each body anatomic system is the development dataset. Patient data in the development dataset were utilized for estimating transition probabilities of the discrete time Markov Chain model. The second dataset for each body anatomic system is the validation dataset. Patient information in the validation dataset was utilized to evaluate the reliability of the model derived using the information on patients from the development dataset (Kleinbaum et al. 1998 ).
The total number of possible unique combinations of first, second and third tiers, representing anatomical sites, is 134. Fifteen of these unique anatomical sites had only one patient, 87 had more than one patient and 32 had no patients. All fifteen patients with a unique anatomical site were combined and this one constituted the 88th precipitating factor. We employed a stratified sampling procedure by unique precipitating factors (88), sex and age ( < 45 years old and greater or equal to 45 years old) to guarantee their distribution within the development and validation datasets. Patients in these strata were likewise randomized into the two datasets. While randomizing, if a strata had an odd number of patients the extra patient was allocated randomly to the development or the validation dataset. Data validation and analysis were carried out using SAS Version 8.2. No personal or hospital identifiers were included in the analysis files. We built a sequence or chain of each patient's stay in the hospital. The chain is composed of 'W's, 'I's, 'B's, 'O's, 'U's, 'H's, and either E or D. This chain represents the destination where the patient was located each day. For example, a sequence of the form HIIIIIWWWWWBBE represents a patient who spent a total of 14 days in the hospital and his/her first day was in the hospital in a location different from the Ward, the following five days this patient was in the ICU, the following five days this patient was in a Ward in the same hospital where he/she was admitted into ICU, the following two days this patient was in the ward of another hospital and the patient was discharged home/hospice/rehabilitation unit on day 14. We included in our analysis the days of hospital stay before the first day of admission of ICU patients within each chain because the time spent somewhere else in the hospital is known in the literature as a predictor of death and/or of longer ICU stays.
Two exiting and absorbing states comprise the Markov Chain. Dead patients will reach their exiting state 'D' in their chain. Discharged (to home, hospice or rehabilitation unit) patients will reach their exiting state 'E' in their chain. A total of 3059 chains were built and either the 'D' or the 'E' state must appear at the end of each chain.
4.2 The transition probability matrix p ij (n) " the probability that a patient who is in state iupon entry into the system (intensive care unit) will be in state j, n time units later, i = H, I, B, O, W, U and j = H, I, B, O, W, U, E, D. A patient cannot start at the E or D state. Note that p ij (n) can be easily obtained as the (i,j)th element in the transition probability matrix (P n ). This matrix is of size 8 by 8. X ij (m) " indicator variable such that 
Let v ij (n) " the random variable representing the number of times state j is entered in n transitions when at the beginning of the transitions the system was in state i. Since the absorbing states 'E' and 'D' may be entered only once, v iE (n) and v iD (n) will indicate the length of time a patient has already spent in state 'E' and 'D' respectively, since entry. Then,
and the expectation of v ij (n) is
The first step analysis allows one to analyze the possibilities that can arise at the end of the first transition, and then use the law of total probability and the Markov property to establish the relationship among variables during subsequent steps. Note that P n k¼1 P k represents the matrix whose elements represent the average length of time spent in the various states in n units (n " 1,2,...) of time as a function of the starting state. The upper limit in the summation is set to 30 since the maximum duration of stay in the dataset was truncated at 30 days. The probability matrix from each of the development datasets were calculated using a first-step analysis (Kapadia et al. 2000) which is equivalent to the maximum likelihood estimation procedure (Kapadia et al. 1985) . The state occupancy probabilities at time k in the future are obtained by pre-multiplying P k by the initial state probability vector A. In other words, the destination frequency distribution on the first day for each body anatomic system from the development datasets represented the initial state probability vector. The elements of this new vector A P k represent the probability of being in any particular state on the kth transition.
Assumptions of the Markov model
The Markov chain model has two key assumptions: the Markov property and the stationary property (Bhat and Miller 2002; Hoel 1954) . A particular system holds the Markov property if the present state predicts future states as well as the whole history of past and present states does. This is also known as a memoryless process (Bhat et al. 2002) . As far as we know, there is not an overall test capable of testing the adequacy of the Markov property itself. Some authors (Copeland-Fields et al. 2001; Dennis et al. 2000; Kapadia et al. 1985) indirectly assess this property by testing the order of the dependence. The length of the sequence has a large impact in this test, a short length of the sequence will have a low power to detect the adequateness of the model (Bhat et al. 2002) . Our maximum sequence length is 30, which is too short for this approach. We used a reliability method (the split-sample analysis) to empirically address the appropriateness of the Markov property (Kleinbaum et al. 1998 ).
The Markov chains estimated using the development datasets were combined with the initial state probability vector to generate the expected length of stay in each destination for each body anatomic system. These expected lengths of stay were compared with the observed length of stay from the validation datasets. The splitsample analysis uses a chi-square statistic to evaluate the goodness of fit of the Markov chain models from the development datasets, when used to fit the data from the validation datasets.
The stationary property in our data assumes that the flow of patients from one destination to another destination was independent of time and ruled by a constant transition probability matrix within each body anatomic system. We examined this stationary property by regressing time on the mean length of stay in each destination and calculating the percentage of cells within the 8 by 8 matrix where this property held. Statistical significance was established using a type I error level of 0.05.
Results
The sample sizes randomly selected in the development and validation datasets for each body anatomic system were: (i) respiratory 226 and 227, (ii) cardiovascular 505 and 505, (iii) gastrointestinal 175 and 175, (iv) neurological 322 and 323, (v) trauma 126 and 126 and (vi) other anatomic system 174 and 175 patients, respectively. Table 1 presents the transition probability matrix (P) for each body anatomic system obtained from the development datasets. The elements in each Markov chain represent the probability of transition from one destination to another given that the patient was admitted to intensive care. For example, the number 0.059 that appears at the intersection of the second row and the fifth column in the respiratory Markov chain matrix is the probability of going from destination intensive care unit to ward in the same hospital in one day after being discharged from the ICU. Similarly, the number 0.105 that appears at the intersection of the first row and the second column in the respiratory Markov chain matrix, is the probability of returning to the intensive care unit from somewhere in the hospital different from the ward the day following discharge from the ICU. The sum of the elements in each Markov chain matrix in any row add up to one, because when a patient is in any one destination, the next transition may be into the same destination or to any of the other seven destinations.
The stationary property holds for the following percentages of the transition probabilities cells of the Markov Chain matrix in each body anatomic system: (i) respiratory 86%, (ii) cardiovascular 71%, (iii) gastrointestinal 100%, (iv) neurological 90%, (v) trauma 92% and (vi) other anatomic system 55%, respectively. It is appropriate to model the variability of the length of stay of these intensive care patients using a constant transition matrix within each body anatomic system except other anatomic system, which should be interpreted with caution. We consider these results adequate. Because the percentages of the transition probabilities cells where the regression on time holds are above 70%. Table 2 summarizes the chi-square statistics comparing the observed and the expected length of stay using Markov chain models from the development datasets to fit the data from the validation datasets. Tables 3-5 present the comparison of the expected and observed length of stay by the number of days in the different destinations of these intensive care unit patients for the Respiratory, Cardiovascular and Neurological body anatomic system patients, respectively. For ease of presentation, we did not include all 30 days; we only present the first five days individually, and after that in intervals of 5 days. The observed and expected length of stays for the remaining body anatomic systems are available upon request from the authors. An example of the interpretation of these tables is the following. For day 10 in the respiratory body anatomic system, on average a patient spends 4.68 days in the intensive care unit, 1.8 days somewhere in the hospital other than the ward, 2.09 days in the ward of the same hospital, 0 days in another ICU from another hospital, 0.29 days in the ward of another hospital, and 0.43 days in the exit destination before either going home or dying.
Conclusions
To the best of our knowledge, this is the first application of a Markov model to LOS by destination in patients in need of intensive care. The results presented in this study allow hospital managers or physicians in charge of patients admitted to the intensive care unit to provide the patient's family members (i) transition probabilities of destinations to the different areas in the hospital and (ii) predictions of the time they will be able to go home or how long it will take the patient to recover or to leave the intensive care unit given the ultimate primary reason for admission by body anatomic system. We did not have enough evidence to declare a lack of goodness fit of the Markov models in the respiratory, cardiovascular and neurological body anatomic systems. In other words, we fail to reject the null hypothesis that the Markov chain models from the development datasets fits the data in the validation datasets. This provides us with indirect evidence about the appropriateness of the model. The predicted length of stay per destination from our Markov models predicted the observed length of stay well in these body anatomic systems. However, a concern may rise, when evaluating the individual differences between the observed and expected values on Tables 3-5, those lengths of stay at Home and Death destinations tended to be overestimated. We did not have enough evidence to declare these differences to be statistical significant.
On the other hand, it is possible that the lack of goodness of fit of the Markov models from the gastrointestinal and trauma body anatomic systems is due to the reduced sample size and/or that the Markov property does not hold. These reasons as well as the lack of the stationary property may explain the lack of fit of the Markov model for the other body anatomic system. Although, our chosen unit of analysis was days and the models seems to fit this unit in Tables 3-5 , we are aware that clinicians may be more interested in using half a day as a unit of analysis since discharges occur in the middle of the day. Further modeling may be warranted.
Originally we started by modeling a markovian model for the entire cohort and the lack of fit was to be expected. We then stratified the datasets using sex only or age only or the precipitating factors only and we obtained similar results. We have decided to present the model with all three variables incorporated within the stratification process. Furthermore, it is not possible to use a constant Markov model for the entire cohort or across body anatomic systems, and for this reason we present each of them separately. Previous markovian models are available from the authors upon request.
There are advantages of this type of modeling in this situation, where the patient's length of stay and utilization of intensive care resources are highly correlated. The Markov chain matrices will serve to predict patient's demands on the destination over time, as long as the case-mix and treatment modalities remain unchanged. The Markov chains allow estimating the average length of stay at each destination by day accounting for the random fluctuations in patient's conditions.
One of the limitations of this markovian modeling strategy is the imprecision in estimating the length of stay by not taking into account meticulous adjustments by disease severity and case mix variability. The APACHE II (Knaus et al. 1985) or III (Knaus et al. 1991) classification systems, used regularly to account for disease severity and case mix, correspond to our precipitating factors, which were used to guarantee dataset comparability for estimating the length of stay and to measure the model reliability within each body anatomic system. Ideally, clinicians may be interested in generating a model for each precipitating factor; however this will require a large sample size at each precipitating factor, which was not feasible with our data. Another limitation is that our models cannot be extrapolated to admissions that spend more than 30 days in the ICU, since they were truncated in our analysis. They are very difficult to model and further research is needed. Finally, although our Markov models shown to be predictive, the fact that current available statistical methods do not allow us to verify the Markov property is a limitation and these models should be interpreted cautiously.
Clinicians can provide information about the hospital length of stay based on body anatomic system for the reason of admission of the patient to the intensive care unit. Therefore, information from these models may have implications for the utilization, planning, and scheduling of beds and personnel in the hospital.
