The hydraulic model EPANET was applied and calibrated for the water distribution system (WDS) of La Sirena, Colombia. The Parameter ESTimator (PEST) was used for parameter optimization and sensitivity analysis. Observation data included levels at water storage tanks and pressures at monitoring nodes. Adjustable parameters were grouped into different classes according to two different scenarios identified as constrained and unconstrained. These scenarios were established to evaluate the effect of parameter space size and compensating errors over the calibration process.
INTRODUCTION
Water distribution system (WDS) models can be used for a variety of purposes including design, management, maintenance, planning and scenario studies. Nevertheless, in order to be reliable, a model must adequately predict the behavior of the actual system under a wide range of conditions and for an extended period of time (Machell et al. ) . This can be accomplished by calibrating the model using a set of field measurements or observations, mainly water storage tank (WST) levels, nodal pressures and flow rates. The calibration of a WDS model is carried out by optimizing the values of physical and conceptual parameters involved in the model, including pipe roughness-coefficients, minor losses, demand pattern factors, nodal demands, control valves and pump characteristics (USEPA ; Koppel & Vassiljev ) .
Calibration is also referred to as an inverse problem, since observed values are quantitatively compared to model predictions until the optimum set of parameters is found (Gallagher & Doherty ) . A model is considered to be calibrated for one set of operating conditions if it can predict outcomes with reasonable agreement. Nevertheless, this does not necessarily imply calibration in general. Models should be calibrated over a wide range of operating conditions so that the modeler can rely on model predictions (Walski ) . As models are only approximations of the actual systems that are being represented, the reliability of model predictions depends on how well the model structure is defined and how well the model is parameterized (Hogue et al. ) . (Goegebeur & Pauwels ) . As observation data accuracy might be in the same order of magnitude of the measurement errors, including this kind of data in the calibration process will most likely produce misleading results. Only accurate observation data should be used for calibration. Walski et al. () suggest that very high quality field data (e.g. pressure and elevation data) would be accurate to 0.1 m. Good quality field data are considered accurate to 1 m. Model predictions would significantly deteriorate when field data are accurate to 3 m, which reflects poorly collected data. On the other hand, sufficient observation data may be infrequent and only collected at select locations (Kang & Lansey ) . This is particularly true in developing countries where severe limitations constrain the scope and success of public sector projects, particularly water supply and water quality (Lee & Schwab ) .
Calibration by parameter optimization is a highly underdetermined problem as the number of unknowns is greater than the number of observations (Walski et al. ) . In a real system, there can be hundreds of unknowns and only a relatively small number of observations. As the number of unknowns greatly exceeds the number of observations, there is little confidence in the model predictions. There can be too many solutions that yield equally good results in terms of a predefined objective function within the model's parameter space (Duan et al. ) . This situation has resulted in the development of the concept of 'equifinality' which recognizes that alternative sets of control parameters within a model are capable of producing reasonable estimates of the system response as measured by objective functions defining the goodness of fit (Beven & Binley ; Fang & Ball ) . This ambiguity has serious impacts on parameter and predictive uncertainty and consequently limits the applicability of a model. To reduce the number of unknowns and improve reliability on model predictions, the parameter space must be constrained ( Compensating errors can take over the calibration process and produce numerically correct, but physically meaningless, solutions. Under these circumstances, a model would be matching observations rather than determining the system's optimal parameters. On the other hand, only those parameters sensitive to field observations should be included in the calibration process. If insensitive parameters are included, the parameter space would increase and model predictions will have little chance of improving the goodness of fit (Zaghloul & Abu Kiefa ) .
Model calibration has traditionally been a trial-and-error process. In this approach, values of selected parameters are individually adjusted in a systematic manner until correlation between observed and modeled values no longer improves. Calibration by trial-and-error is a time-consuming and difficult task, as the large number of potential unknowns makes it impossible to analytically solve all calibration parameters (Walski et al. ) . When a trial-anderror optimization approach is followed, the goodness of fit of the optimized model is essentially based on the modeler's judgments and experience (Ibrahim & Liong ; Khu et al. ) . Since the judgment involved is subjective, it is difficult to explicitly assess the confidence of the model predictions (Kumar et al. ) . As deviations between observed and modeled values might be outside the acceptable tolerance range, a much more 'tuned' optimization may be required. In this case an automated optimization approach may be used.
In an automated optimization approach, parameters are adjusted automatically according to a specified search scheme and quantitative numerical measures of the goodness of fit (Skahill & Doherty ) . The development of automated optimization procedures has mainly focused on using a series of objective functions to evaluate the goodness of fit of the optimized model. Algorithms try to minimize the deviations between the observed and modeled values in order to find the global minimum of the selected objective function (Savic et al. ) . Nevertheless, as calibration is a highly underdetermined problem, it is impossible to know whether any automated or manual calibration approach is actually correct. This situation might worsen if an automated calibration approach is followed, as calibration algorithms might contain little knowledge of the physical laws that govern a model's structure. A complete topographic survey of the system was performed using a total station which allowed elevation data to be accurate to 0.02 m.
Since the system consists mainly of small diameter pipes and minor losses could have a significant impact, the number of fittings for each individual pipe was carefully identified. The types of fittings included tees, elbows, bends, contractions, expansions and fully open isolation valves. Minor loss coefficients (K) were assigned to these fittings based on typical values found in the literature (Mays At the time the field data were collected, there was a total of 851 consumers registered in the Water Utility records. Each consumer was supplied with a flow meter which was read once a month. This information was used to estimate and allocate water demand per consumer.
A period of 12 months between 2009 and 2010 was analyzed for this purpose. Nearly 96% of water demand was classified as residential. The remaining 4% was classified as commercial and/or industrial. A point-based method was used for nodal demand allocation. This required a detailed field survey to determine the precise number of households that were connected to the WDS.
As actual flow meter locations were known, a spatial function was used to assign each meter to the closest demand node (Cabrera et al. ) . To include unaccounted for water, field measurements of production and metered consumption were recorded and compared during a period of 24 hr and then added proportionally to nodal demands. Estimations of leakage for each pressure zone were prepared from night flow and water level measurements. Nevertheless, severe inconsistencies regarding consumption records and unaccounted-forwater estimations were detected. Therefore, nodal demand exhibits the highest input data uncertainty for this case study.
This situation has been identified in the literature Demand patterns for each WST and their respective pressure zones were constructed by analyzing diurnal dynamics of water demand. These temporal variations were measured for various consumers of each pressure zone. The effect of the day of the week on the demand patterns was also analyzed. Since significant differences between weekday and weekend consumption were detected, two 24-hr diurnal demand patterns (with a temporal resolution of 1 hr) were constructed for each pressure zone;
one known as weekday demand pattern (Monday to Friday) and the other known as weekend demand pattern (Saturday and Sunday). In total, eight 24-hr demand patterns for the entire system were constructed. As this project faced budget limitations, it was not possible to obtain an independent set of data that could have been used for model validation.
Parameter optimization
Calibration and sensitivity analysis of EPANET were per- In most cases, the bulk of PEST's run time is consumed in running the model itself. Therefore, a special version of PEST known as Parallel PEST (PPEST) was used instead.
PPEST does not only have all the functionalities of PEST but also facilitates a dramatic enhancement in the optimization performance by allowing PEST to run in parallel.
This is particularly useful when the amount of adjustable parameters and the model run-times are large. It also allows modelers to take full advantage of the most recent and powerful multi-core processors, significantly reducing the time needed to achieve convergence. For the unconstrained scenario, a total of 723 adjustable parameters were declared, which accounted for the 12 parameter groups mentioned above. Each parameter within these groups was individually adjusted by PPEST. Nevertheless, a unique C-factor was used for all pipes in the system.
Observations in both scenarios, which included water levels and nodal pressures, were grouped in five observation groups, four for WSTs and one for monitoring nodes. Since observations were of two different types, the objective function relative weight attached to each observation, varied according to its relative importance in the overall parameter estimation process. Consequently, greater weights were assigned to water level observations since they were considered more reliable than those of the nodal pressures.
Concerning the ranges for parameter adjustments, a ±30% variation for demand patterns factors was allowed for the unconstrained scenario (Table 3) . As severe inconsistencies regarding consumption records and unaccountedfor-water estimations were detected, a ±30% and ±50% variation in nodal demands multipliers were assigned to the Pearson correlation coefficient (R),
(2) and the root mean square error (RMSE),
where n equals the total number of observations, O i is the observed-value on timestep i, Ô is the average of the observed values, M i is the modeled-value on timestep i and M is the average of the modeled values. 
RESULTS AND DISCUSSION
RMSE and R for modeled values of water levels and nodal pressures were obtained from the two optimization approaches: trial-and-error and PPEST. Overall, both PPEST optimization scenarios resulted in lower RMSE and higher R than those obtained by trial-and-error. Nevertheless, little variation in RMSE and R between PPEST scenarios can be seen (Table 4 ). This is more evident for water levels in WSTs as RMSE In our case, correlation coefficients increased in both PPEST scenarios, with WST 1 presenting the highest R increase, 17.6 and 18.7% for the constrained and unconstrained scenarios, respectively. In the case of nodal pressures, PPEST significantly reduced RMSE with respect to the trial-and-error approach as it passed from 4.7 to 1.9 m for the constrained scenario and 1.5 m for the unconstrained scenario. In all cases, RMSE for nodal pressures was higher than the 1 m accuracy expected for pressure gauges. The difference of roughly 0.4 m in RMSE between the two PPEST scenarios might seem trivial, but it does have profound implications in the optimization process.
As the method used in EPANET to solve the flow continuity and headloss equations is driven by nodal demands and energy losses (Rossman ), small measurement errors and large parameter spaces can lead to large errors in estimated parameters. This is clearly the case of the PPEST unconstrained scenario, where every single parameter was declared adjustable in PPEST (Table 3) (Table 3) . Over 40 nodes exhibited a À50% change in demand and over 50 nodes experienced a þ50% change in demand. The parameter space was too big for PPEST to search effectively.
Total water demand for the system changed only slightly, as it passed from 10.58 to 10.47 ls À1 after the PPEST unconstrained optimization. This represents a percentage change in total water demand of around 1%. This reaffirms once more the presence of considerable compensating errors. In this respect, PPEST is most likely producing a numerically correct but physically meaningless solution. Furthermore, PPEST is possibly matching observations rather than determining the system's optimal parameters as there is an excessive number of parameter groups and insufficient observation data. Baranowski () encountered similar conditions when calibrating nodal demands in two experimental EPANET networks using PEST and Newton-Raphson algorithms. Both methods maximized hydraulic and water quality standards but also required significant change in the nodal demands. C-factors had little chance to actively participate in the optimization process as one unique parameter was defined for all pipes.
An optimized C-factor value of 137 was found for all pipes that remain close to the C-factor values found for the two flow tests conducted in 69 mm PVC (130 and 134 correspondingly). At the end of the optimization process, the percentage change between trial-and-error and PPEST optimized values was 2.1% for local losses and 8.5% for FAVs. These percentages could seem small compared to those experienced by nodal demands or demand pattern factors; however, it is relative to the overall sensitivity of each adjustable parameter.
In the case of the PPEST constrained scenario, only 24 adjustable parameters were declared (Table 3 ). The remaining parameters were either fixed or tied to other parameters.
In PEST, a tied parameter represents a parameter that is linked to a master parameter. In this case, only the master parameter is optimized and the tied parameters are simply varied with this parameter, maintaining a constant ratio, through the calibration process.
This represents a much smaller parameter space. Nodal demands were aggregated into four different demand groups, one for each pressure zone. Since demand pattern and minor loss coefficients were fixed, the solution of the parameter space was limited to four nodal demands (four parameters), four FAV valves (12 parameters) and eight C-factors (eight parameters). In this case, the absolute average change of nodal demand was 13.4%, much lower than the 34.2% found for the unconstrained scenario.
None of the nodes were pushed towards the predefined upper and lower demand bounds. This would appear to be the result of compensating errors from the C-factors group (Table 5) . This is more likely to be a consequence of the inherent smoothness of plastic materials and low relative sensibility as compared to other materials such as cast iron or steel which are greatly affected by age, corrosion and deposition processes (Koppel & Vassiljev ) .
Total system water demand also changed only slightly, as it passed from 10.58 to 10.50 ls À1 for the PPEST constrained scenario. Regarding temporal variation of water levels at WSTs, a closer match between observed and modeled values can be appreciated for the PPEST scenarios ( Figure 4 ). This is particularly true for WSTs 1 and 3
( Figure 4(a) ,(c)), whereas little difference can be seen for tanks 2 and 4 ( Figure 4(b) ,(d)) regardless of the optimization approach. The PPEST unconstrained scenario was partly based on the adjustment of the demand pattern factors (Table 3) .
PPEST optimized weekday demand factors are generally in good agreement with those initially obtained by analyzing diurnal dynamics of water demand, particularly for WSTs 1 and 3 ( Figure 5(a),(c) ).
There are, however, local differences that show a larger variation around the hours of higher water demand, between 0900 and 1400 hr, principally for WSTs 2 and 4 ( Figure 5(b),(d) ). This could be attributed to the relative sensitivity of those pattern factors. Nonetheless, little confidence can be attributed to these patterns as compensating errors are very high for the PPEST unconstrained scenario.
Parameter sensitivity
As calculated by PPEST, the WDS model is mostly sensitive to nodal demands since this group of parameters exhibits the highest average composite sensitivities for both constrained and unconstrained scenarios, 2.86 and 2.26 × 10 À1 , respectively (Table 6) .
As discussed above, EPANET is controlled by water demand and energy losses and it is therefore predictable that nodal demand represents the most sensitive group of parameter.
The FAVs loss coefficients represent the second most sensitive group of parameters, as their average composite sensitivity reach values of 1.80 × 10 À2 and 2.5980 × 10 À2
for the constrained and unconstrained scenarios, respectively. This is also expected since FAVs strongly control flow admission to WSTs. In the case of the unconstrained scenario, demand pattern factors and minor loss coefficients have very low composite sensitivities, 4.6280 × 10 À3 and 5.0980 × 10 À3 , respectively. However, they represented a group of 471 insensitive adjustable parameters that clearly introduced significant compensating errors in the optimization process. This suggests once more that only sensitive parameters should be taken into consideration.
Finally, the C-factors exhibited an extremely low sensitivity, with both scenarios in the order of 1.3780 × 10 À4 and 2.5480 × 10 À4 , almost four orders of magnitude less important than nodal demands. Again, this is probably due to the inherent low roughness of PVC. Walski et al. () have demonstrated that roughness associated to C-factors On the other hand, PPEST is capable of fixing parameters based on a given sensitivity threshold. This could help improve PPEST's performance through modeler intervention (Doherty ). Finally, it is important to note that EPANET is a fully distributed complex hydraulic solver which demands a great deal of computational resources by itself. This clearly increases the time lapse needed for PPEST to achieve convergence.
CONCLUSIONS
The feasibility of using the model independent parameter estimator PPEST to develop a fully-calibrated extended period model for a WDS using EPANET was investigated.
It was found that the results from a fully automated calibration technique like PPEST should be used with caution.
As calibration is a highly underdetermined problem, PPEST may produce numerically correct but physically meaningless solutions if insufficient restrictions are applied.
The two PPEST scenarios analyzed in this study further emphasize this situation.
The unconstrained scenario showed that if all parameters are open to adjustment, considerable compensating errors are introduced into the optimization process. Under these circumstances, PPEST was capable of matching observations but incapable of determining the optimum set of parameters for the system. As the number of unknowns was much greater than the number of observations, the parameter space was simply too large for PPEST to find a proper solution. It was demonstrated that including insensitive parameters significantly deteriorates model's solutions and imposed a heavy computational burden on the whole optimization process.
On the other hand, the constrained scenario represents a more properly discretized and therefore, more reliable scheme as parameters were grouped in classes of similar characteristics and insensitive parameters were fixed. This had a profound impact on the parameter space as adjustable parameters were reduced from 723 in the unconstrained scenario to 24 in the constrained scenario. In this regard, the computational requirements were much lower as the whole optimization process took 0.74 hr as compared to the 13.2 hr needed for the unconstrained scenario.
The model was mainly sensitive to nodal demands as average composite sensitivities for both constrained and unconstrained PPEST scenarios reached 2.86 and 2.26 × 10 À1 , respectively. The FAVs loss coefficients represented the second most sensitive group of parameters as their average composite sensitivity reached values of 1.8080 × 10 À2 and 2.5980 × 10 À2 for the constrained and unconstrained PEST scenarios, respectively. The remaining groups of parameters, including C-factors, showed very low sensitivities, two to three orders in magnitude lower than that of nodal demands. A considerable RMSE reduction was obtained for the constrained scenario, particularly for nodal pressures as its value decreased from 4.68 to 1.85 m.
The constrained solution, even when it is valid only for the system's normal operating conditions, clearly demonstrates that PPEST has the potential to be used in the calibration of WDS models.
FUTURE WORK
Further investigation is needed to determine PPEST's performance in complex WDS models over a wide range of operating conditions. This may include the evaluation of control valves, pump curves, control rules and water quality
issues. An EPANET-PEST utility software could be developed to facilitate communication between both packages.
This would allow users to run PEST directly in a graphical environment, where many of the variables and outcomes of the calibration process could be viewed and externally manipulated.
