Abstract
Introduction
Misspelled words are a kind of popular issue when people write an article. It is a challenge task of how to correct the misspelled words in a written article. A great many of commercial and non-commercial spell checkers and correctors, such as the ones embedded in Microsoft Word, Unix SPELL, Aspell, JAZZY and other online correctors, for example Orangoo, have been extensively researched [17] . Besides, the Internet search engines, for instance Google, also takes the technology into account because misspelled query terms may lead to irrelevant results when information is searched on the Internet. Although a series of creative and efficient solutions about misspelled words have been put forward to solve these tough issues. However, there are still some issues needed to be researched, such as accuracy, speed, and scope, and so on. Unfortunately, these issues of misspelling correction are not still taken seriously by some researchers in recently years. Hence, we only can refer to some literatures several years ago rather than in recent years. For pushing on this research work, this paper attempts to present an innovative approach to improve the performance in scope and accuracy since the misspelling correction plays a key role in certain aspects such as information extraction on the Internet as well as writing training tools or systems in English.
In general, patterns of spelling errors can be classified in term of different purposes. An obvious distinction is that errors occur in non-word or real-word. Non-word errors are those errors that yield a character string which doesn't exist in a dictionary or word list (e.g. make  eake). In comparison with non-word errors, real-word errors yield valid and correct word (e.g. phase  phrase). Damerau [5] suggests that approximately 80% misspelled words belong to an instance of single-letter errors which include insertion, deletion, substitution, as well as transposition. By and large, real-word errors take up nearly from 25% to over 50% of the errors, depending on different cases [9] . Regarding some spelling correctors, they are divided into two types, namely interactive and automatic [17] .
For the reasons above-mentioned, in order to correct the misspelled words, this paper both considers non-word errors and real-word errors. It separates the processes of correcting misspelled words into 
Non-word Errors Detection
Non-word errors are these errors that yield a character string which doesn't exist in a dictionary or word list. Kukich [16] points out that there are two main techniques which are dictionary lookup and N-gram analysis for non-word spelling errors detection.
Dictionary Lookup Techniques
Dictionary lookup techniques [17] are employed to determine whether the input string exist in the dictionary or corpus. In general, exact sting matching techniques are used. If the string doesn't emerge in the chosen lexicon or corpus, the word is believed to be misspelled. The most significant dictionary lookup techniques are hashing, binary search trees, and Finite-State Automata (FSA). Hash table requires the time complexity of O(1) in searching words on the average. In the worst-case situation, the lookup time become changed into O(n), where n is the number of the words in the dictionary or corpus. For binary search trees, particularly the Median Splits Trees (MST), its lookup time is O(logn) within a set of n strings [17, 24] . Lastly, the lookup time complexity of FSA is O(n), where n is the length of the input string [17, 1] .
N-gram Analysis
An N-gram [17] is a n-letter subsequence from a given string, where n={1,2,3,…}. If n=1, it is referred to as a unigram; if n=2 or 3, reference is made to a bigram or trigram respectively [19] . Here, the introduced N-gram analysis is to ascertain whether each n-gram happened in an input string represents valid subsequence in certain language or not. N-gram analysis tends to have a good performance in those errors made by Optical Character Recognition (OCR) devices and it only needs to
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Isolated-word Error Correction

Levenshtein Edit Distance
The Levenshtein edit distance is a metric for measuring the similarity between two strings. More specifically, the similarity can be measured by calculating the number of deletions, insertions, or substitutions required to transform one string into the other string [7] . For example, the editing distance between "orenge" and "orange" is one because only single operation substituted "a" for "e" is needed to accomplish this transformation. Obviously, if the distance is 0, which indicates these two strings have no different and therefore, the queried word is correct. Edit distance is O(mn) for retrieval as it performs a comparison with every character (all m characters) of every word (all n words) in the lexicon and thus leads to inefficiency when using large dictionaries [13] .
Double Metaphone Algorithm
Double Metaphone is widely used as a type of similarity key techniques to overcome phonetic errors. It started by analyzing single consonants according to a set of rules for grouping consonants and then groups of letters by mapping them to Metaphone codes [17] . In accordance with the rule of Double Metaphone algorithm [22] , the misspelled word "foto" can be mapped into a key "FT" and actually one of the words sharing the same key in the lexicon will be the intended word, "photo" for example. Indeed, for the purpose of predicting the intended word more precisely, such technique occasionally refers to other assistant data, word frequency for example. Actually, it is not necessary to compare the misspelled word with every dictionary entry. For this reason, it has its inherent merit on speed. Though it works as a general-purpose phonetic search algorithm, the Double Metaphone algorithm may fail to match misspelled words when the misspelling substantively alters the phonetic structure of a word [20] .
Context-dependent Word Correction
The context-dependent word correction is proposed for detecting and correcting the real-word errors. The real-word errors are those errors which yield a valid and correct word. The task of context-dependent word correction is to identify the ambiguous words in confusion set. A confusion set C={w 1 ,w 2 ,…,w n } means that any word w i in the set is ambiguous with the rest of the words in the set [8] .
Bayesian Approach
The Bayesian approach takes full advantage of context information surrounded the target word to identify the ambiguous words in confusion sets. In particular, the context information contains two types which are context word and collocation. Context word investigates the presence of a particular word with in ±k words of the target word. On the other hand, collocations test for a pattern of up to l contiguous words and/or Part-Of-Speech (POS) tags around the target word [9] . Bayesian learns the context information from a training corpus which has numerous correct articles. So long as the word in confusion set appears in training corpus, both context word and collocation will be extracted as features for detecting and correcting real-word errors. The Bayesian approach is in great need of a large corpus to learn the features and after the process of pruning, some features will be inevitably missed. In addition, when a test set is encountered that is dissimilar to the training set, the performance of Bayesian approach will degrade.
If given a sentence containing an ambiguous word in its related confusion set, Trigrams selects the proper word by drawing upon the part-of-speech trigrams. The ambiguous word substitutes in turn each word in the confusion set into the sentence [8] . For each substitution, the probability of the resulting sentence is calculated and the word with the highest probability will be predicted as the correct one. Trigrams performs well on identifying the ambiguous words when their part of speech is different, C={weather, whether} for instance. On the contrary, if the words in the confusion set have same part of speech, Trigrams fails to perform as good as Bayesian [10] .
Tribayes
Tribayes is a method which takes the advantage of Bayesian and Trigrams. By and large, Bayesian is better than Trigrams on disambiguating the words in the confusion set when they have same POS, whereas if the POS are different, Bayesian is inferior to Trigrams. So the method of Tribayes firstly ascertains whether all the words in the confusion set would have the same tag when substituted into the target sentence. If they don't, it accepts the answer provided by Trigrams; if they do, it applies Bayesian instead [10] .
Misspelling Intelligent Analysis
In MIA, the spelling errors patterns are divided into two types which are non-word errors and real-word errors. Also, after selecting appropriate strategies for fulfilling errors correction, feature combination and feature compensation are presented to improve the correcting accuracy in real-word errors. The MIA approach is capable of predicting word directly and automatically without any involvement of the writer. Basically, for non-word errors, The MIA approach provides several optional corrections in accordance with the errors pattern for the writer to decide which one is the intended word. Certainly, the most likely one among these predicted words is ranged in the first place. On the other hand, if it belongs to real-word errors, the incorrect word will be replaced in terms of the score or probability of the ambiguous words in the confusion set. Besides, the explanation will be provided when the writer falls into confusion.
Non-word Errors Detection and Correction
Note that the MIA approach mainly concentrates on those non-word errors resulting form single-error misspellings and human generated errors in the articles rather than OCR. The first step in this case requires the dictionary to be constructed. Secondly, the MIA approach adopts different strategies in term of the incorrect patterns if the errors are within one word. If it is not, then the misspelling belongs to boundary errors and these errors can be corrected by removing incorrect white space characters.
Construct Dictionary
In order to detect the misspelled word with high accuracy in human generated article, the MIA approach chooses the strategy which based on dictionary lookup technique. Due to the fact that the MIA approach mainly concentrates on correcting the written article by Chinese students, many unfamiliar or low-frequency words such as "veery" are not included in our lexicon. Via building up the lexicon by our own purpose, the MIA approach can add some new words or phrases to update the content of the lexicon and count up the word frequency for the need of non-word errors correction. The technique used in MIA approach is hashing since hash table can reach the time complexity of O(1) in searching word on average.
As English article can be observed, there are different types of words such as "confident", "self-evident", "shouldn't", "12th", etc. Apparently, adding all types of words in the same lexicon will lead to low efficiency in lexicon inquiring. So the MIA approach constructs different dictionaries in accordance with the word types. More specifically, our approaches define the lexicon containing the
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Errors within One Word
A. Typing Errors
Typing errors result from careless typing or writing. Obviously, such misspelling resembles the intended word in morphological characteristics. The MIA approach applies Levenshtein Edit Distance to detect and correct the queried words like "self-evident", "don't" and "12th" owing to the limit number in their related lexicon. If the calculated distance is 0, then it is mean that the word is correct. On the other hand, if the queried word is incorrect, then those words having the minimal distance with the queried word in its related lexicon will be provided as predicted words. In some certain cases, the MIA approach may lead to misjudgment because of the limited scope in lexicon. Therefore, in order to reduce the error rate, the queried word will be maintained if the minimal distance surpass a predefine threshold. As a matter of fact, multiple error words account for a low proportion in misspelling. Based on this, if the minimal distance calculated by inquiring the whole lexicon exceeds the threshold, the queried word will be regarded as a correction.
As for the regular words like "confident", using Levenshtein Edit Distance may result in time consuming because such types of words are plentiful. So, the MIA approach firstly generates every possible single-error permutation of the misspelled word and then these strings are consulted in a dictionary so as to find out which words are valid words [17] . Precisely, there are 53n+25 strings are going to be matched in the lexicon, where n is the length of the queried word. If the string doesn't exist in the lexicon, it will not be allowed to add in the candidate correction list. The number 53n+25 actually comes from 26(n+1) possible insertions, n possible deletions, 25n possible substitutions, and n-1 possible transpositions [17] . In fact, the error probability of insertion, deletion, substitution and transposition are different. Hence, the MIA approach adopts different priority to these four types of the single errors so as to improve the accuracy of correction. Via researching on the article of College English Test (CET) in Chinese students, the experiment shows that the probabilities of errors in insertion, deletion, substitution and transposition are approximately 24%, 39%, 29% and 8% respectively. For this reason, the priorities are ranged in a diminishing sequence from deletion, substitution, insertion to transposition. That is to say, in the candidate list, those valid words correcting for deletion will be provided in front of the words belonging to other types of characters transformations. In addition, the word frequencies are considered since some low-frequency words are less likely to be the corrections in the Chinese students' articles, "lave", as an example. [15] . For instance, a misspelled word "meke" can be corrected into "make" or "mere" in substitution occasion. In this case, the MIA approach can refer the statistics from the matrix Sub[X,Y] and the details are showed in Table 1 [15] . So all the valid words in the candidate list are suggested in accordance with their probability and the final decision is left to the writer. Table 1 presents that the frequency of substitution of "e" for "a" is 388, whereas the frequency of the substitution of "k" for "r" is 0. So the MIA approach can use these frequencies to compute the conditional probability. Thus, it may be believed that word "make" is more likely to be the correction than "mere".
B. Phonetic Errors
Phonetic errors mainly result from misconception or lack of knowledge for the writer and they belong to cognitive errors. Since there are a lot of words in English sharing similar pronunciation but different meaning, writers often confuse those words and lead to incorrect spelling. For example, the word "phone" sometimes will be written into the word "fone" because of similar pronunciation. In some occasions, the similar pronunciation problems may generate real-word errors. However, these mistakes are out of general scope in non-word error correction and what the MIA approach concentrates on are those words resulting in non-word errors.
The solution in the MIA approach for malapropism is using Double Metaphone and Word Frequency. Still for the word "fone", it can be encoded into "FN" according to this algorithm. Also, those words sharing the same codes "FN" and their frequencies can be found and therefore, these data will be served in predicting correction. A small portion of these words are "fan", "fanny", "fen", "fin", "phone", "phoney", "vane", "vein", "fine", "fun", "funnier", "vine". So the MIA approach can range these words according to their frequencies since it is believed that the more a word appears in the corpus, the more likely the word is to be the correction. Generally, the most likely word is arranged in the first place.
Word Boundary Errors
Different from errors within one word which are mentioned above, the word boundary errors are also concerned. Word boundary errors result from misusing white space characters. These errors involve two types: incorrect splits (e.g. often  of ten) and run-ons (e.g. take care  takecare) [25] . What the MIA approach mainly concern is that boundary errors between two adjacent words. In general, if a misspelled word can be divided into two valid words or two misspelled words can be combined into a correct word, the MIA approach makes a decision that these errors belong to boundary errors. In the case of misspelled words belonging to incorrect splits, the MIA approach neglects those incorrect spacing and consult the lexicon to find out whether the combined string is a valid word. If the string results in valid word, then the word is predicted as the correction. For run-ons errors, the MIA approach split the string into two separated strings, which contains m-1 possibilities if the length of the string is m. Hereby, the predicted words will be the two strings both existing in the lexicon.
Algorithm of Non-word Errors Detection and Correction
The following algorithm summarizes the behavior of non-word errors detection and correction. The application can be divided into two parts: 1) Import dictionaries; 2) Detect and correct non-word errors. 
Real-word Errors Detection & Correction
In general, the solution for real-word errors detection and correction is based upon context information. The confusion sets in the MIA approach come from the list of Words Commonly Confused; in the back of the Random House Unabridged Dictionary [6] . Moreover, the training sets in the MIA approach derive from British National Corpus (1970s-1993: 100 million word) [4] .
Three Assumptions
In MIA approach, three assumptions are abided according to the idea of literature [12] and they will be given as follow:
1) There are some correlations between the writer's intended word and its surrounded words.
2) The ambiguous words are unlikely to have the relationship with the text.
3) It will not very likely that the intended word doesn't relate to all those surrounded words while one of its ambiguous words is correlated.
As for real-word errors, the MIA approach draws upon the idea of Tribayes as a solution. Apparently, Bayesian has a better performance than Trigrams when those ambiguous words have same POS tags. The reason is that those particular words nearing the target word play a dominant role in identifying those ambiguous words in the confusion set when comparing their POS. Moreover, Trigrams in this occasion only depends on their prior probabilities to distinguish the ambiguous words instead of using the POS knowledge of the whole sentence. On the other side, if those ambiguous words share different POS, the Bayesian is inferior to Trigrams because in this case, syntax information is essential for disambiguation rather than context word. In addition, combining both context words and collocations together as features will somehow lead to feature confliction. As a result, the MIA approach also utilizes the advantage of context words and collocations in terms of different confusion sets.
Same Tags Condition
In the same tags condition, those words nearing the target word are extracted and the length of the word window k is set as 3 since the MIA approach mainly considers local errors in real-word errors and k=3 perform well for resolving local syntactic ambiguities [8] . So long as any word in the confusion set
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Volume 5, Number 5, July 2010 happens in the training set, the nearby words within the window will be extracted and served as features to identify the ambiguous words. Also, their corresponding frequency occurred in the training sets will be counted as well. After fulfilling features extraction, the whole features in the candidate list are added into the candidate list. Through analysis, quite a lot of features are found to have the same lemma but different word forms. The reason is that some words may be inflected for different person, tense, voice, and mood. As a matter of fact, these features can be combined and serve as one feature. Two words like "go" and "goes" are a good case in point and they can be treated as the same feature "go". Here, the Porter Stemming Algorithm [23] is employed to strip off the commoner morphological and inflexional endings from these words. At the same time, their corresponding frequencies are merged so as to enhance the weight of the features.
Indeed, some of the extracted features for a particular word are insufficient data and they just occur occasionally. Therefore, they will be pruned from the candidate list if it occurs less than the predetermined threshold. The Eq. (1) is defined as follows:
Where N represents the total number of different features the MIA approach extracts, and Frequency(f i ) stands for the times feature f i occurs. That is to say, if the frequency of a feature is lower than the baseline or average, then they will be eliminated and the remained features in the candidate list are stored for using at run time. All the features in their related candidate list are compared with the context words surrounding the target word.
Here defines F as the set of features that consists of sufficient data for the particular word. Go a step further, F  is defined as the aggregation which contain the features happening in the window of the target word of F. Here, in order to compensate for the insufficient of the training data, the WordNet [11] is adopted to supply the synonyms and hypernyms. Precisely, if the word surrounded by the target word has synonyms or hypernyms in F, then this word will also be treated as a feature in F  even though the word itself does not exist in F. For instance, "lull" and "quiet" are semantic dependency and they have a pretty close relationship with the target word "peace". However, "quiet" occurs more regular than "lull" in the training sets. Partly as a result of this, feature "lull" will be inevitably pruned and not exist in F. Thus, in test phrase, "lull" which nears the target word cannot be matched and the performance will generally degrade. As a result, WordNet is employed to link "lull" and "quiet" together and any of these two words occur in the text will be considered as a feature to decide if the ambiguous word is incorrect.
Once features within the window of the target word were given, then the score of every word in confusion set containing the target word is calculated. The score of the word w i in its confusion set is described as Eq. (2) present:
As defined above, f(w i ) and f'(w i ) represent the feature of the word w i in feature set F(w i ) and F'(w i ) respectively. Also, the function Weight determines the importance of its related feature.
After calculating the scores of all these words, if the score of a word in the confusion set can reach overwhelming superiority over others, this word will be predicted as the correction. So, if the target word in the sentence is not the same as the predicted word, it will be identified as real-word error and at the same time, will be changed into the predicted one. On the other hand, if the superiority is not distinctive, it will still support the original word in the sentence. That is to mean that it would rather fail to detect the real-word errors than wrongly discern the correction in the sentence.
Different Tags Condition
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In the different tags condition, the POS information is crucial for identification. So the POS sequence of the whole sentence is applied instead of only limiting to a small number of words nearing the target word. Here, some processions are quite the same way as in same tags condition and therefore, it will not be discussed any more in this section.
More precisely, here supposes that sentence S=w 1 ,w 2 ,…w k ,…w n is going to be tested and the word w k is in the confusion set C={ w k , k ¢ w }. Besides, when the word w k is replaced by k ¢ w , we consider the new sentence as ¢ S . Therefore, the word k ¢ w will much more preferable than w k if ( ) ¢ P S can reach overwhelming superiority over P(S), where P(S) and ( ) ¢ P S are the probabilities of sentences S and ¢ S respectively. Suppose a moment applies Maximum-Likelihood Estimation (MLE) to determine their probability and the POS tags are derived from Brown corpus tag-set. The following Eq. (3) is for calculating probability P(S,T), which refers to the literature [10] .
i i i i-2 i-1 i i P(S,T) = P(S/T)P(T) = P(w /t ) P(t /t t )
 
Where T=t 1 …t n is a tag sequence of sentence S, ( / ) i i P w t is the probability of w i given the POS tag t i , and
is the probability of seeing a POS tag t i on the condition that POS tags t i-2 and t i-1 are preceding.
Also, if the superiority is not distinctive, here still sticks to the original word in the sentence so as to prevent identifying the correction into misspelling.
Algorithm of Real-word Errors Detection and Correction
The following algorithm summarizes the behavior of real-word errors detection and correction. The application can be divided into two parts: 1) Learning features from training set; 2) Using features for detecting and correcting real-word errors. 
Pseudo Code: Algorithm of Real-word Errors Detection and Correction
Input
Experiments
Test Data Sets for Experiments
This paper adopts the test data set for experiments from Birkbeck Spelling Error Corpus [18] which contains 38 files. Additionally, the raw data [2] being tested by Aspell are added into the test data sets for the sake of data diversity. So, in experiment, the data set totally consists of approximately 6000 words and 553 spelling errors consisting of real-word errors and non-word errors. More precisely, the total number of single-letter errors, two-letter errors, three-letter errors, four-letter errors and five-letter errors are 371, 145, 24, 10 and 3, respectively. Further more, the letter error ranging from one to five contains reasonably equivalent proportion of insertion, deletion, substitution and transposition errors.
Evaluating the MIA Approach
Currently, the spell correctors Aspell [3] , JAZZY [14] , Word 2003 and Orangoo [21] are compared with the MIA approach. For evaluating, these correctors are analyzed in three aspects: error detection, error discrimination and error correction.
Error Detection and Discrimination
Formally, the recall rate of error detection is calculated for measuring the accuracy of error detection. Note that error detection recall rate represents the ability of detecting misspelled errors in percentage. Namely, the total number of the error words found by the corrector divided by the whole number of misspelled words existing in the test set. Therefore, the Eq. (4) 
In Eq. (5), NIR represents the number of incorrectly report. In test data set, Eq. (4) and Eq. (5) are used to analyze the performance of Aspell, Ms Word, JAZZY, Orangoo and MIA in errors detection and discrimination (see Table 2 ). 
Error Correction
On the whole, the correctors discussed here are using interactive mode for prediction. That is to say, all the predicted words will be presented in the candidate list and the decision is left to the writer. If the intended word is in the candidate list, then the corrector is believed working on this misspelled word successfully. Besides, the more the right word is ranged on the top of the list, the more accurate the corrector will be. In this case, error correction accuracy indicates the rate of the number of successful predictions over the number of the errors detected. Here, Eq. (6) 
In Eq. (6), NSP represents the number of successful predictions and WNMW represents the whole number of misspelled words
In order to analyze the error correction accuracy of each corrector and make it more efficient and flexible, two different ranges are considered for each corrector. On the one hand, we count the number of the successful predictions right in the first place of the candidate list. On the other hand, the total number of correct words occur in the first 5 suggestions is also counted (see Table 3 ). In Table 3 , the last two rows show the ratio of correct words in the first place and in the first 5 suggestions, respectively.
Table3. The error correction of different correctors
Analysis for Experiments
Taking the recall rate of error detection into account, seeing Table 2 , MIA, Orangoo, MS Word, JAZZY and Aspell perform at 98.55%, 90.78%, 92.59%, 89.15% and 89.33% respectively. Obviously, the MIA approach has achieved the highest recall rate of error detection when comparing with other correctors. The reason that the recall rate of error detection of Aspell is 93.10% in the literature [2] rather than 89.33% in Table 2 is that certain numbers of real-word errors included in the test sets fail to Journal of Convergence Information Technology Volume 5, Number 5, July 2010 be detected in the experiment of Aspell in the literature [2] . On the contrary, the MIA approach draws upon the context information to find out the real-word errors in the sentence even though it's not one hundred percent correct. Also, the abbreviation of the date sometimes cannot be detected during the experiments. For instance, the misspelling "11st" in the test sets cannot be identified by Aspell, Orangoo and JAZZY. As for error discrimination, the situation of regarding the correct word into a wrong one is believed to be more serious than that the misspelling is not recognized by the corrector. So in errors detection, if there is not enough evidence or information to support that the inquired word in the sentence is incorrect, it will be maintained instead of replacing. Considering the error correction, the performance of MIA approach outperforms the rest of the correctors. This achievement is generally attributed to three aspects. Firstly, the corrector of MIA approach takes the phonetic errors into account. Generally, using conventional string operation generating every possible permutation will have low efficient to correct such type of errors. For example, the edit distance between incorrect word "accosinlly" and the intended word "occasionally" is five and such long distance is beyond the scope of string operation to correct misspelling. However, these two words can be mapped into the same presentation "AKSN" and thus, the misspelling can be corrected more effectively in this way. Secondly, word boundary errors are also considered. In this type of errors, writer only misuse the white space characters and hence removing or adding space in the proper position can be adopted as a solution. Lastly, the MIA approach use different types of features to find out the real-word errors according to the POS tags of the ambiguous words in the confusion set. Moreover, features compensation making good use of semantic dependency information and features combination drawing upon stemming algorithm are put forward for the sake of enhancing the accuracy of real-word errors correction. From another perspective, since the function of features compensation, the MIA approach doesn't have to resort to or depend on a large corpus. That is to say, the synonyms and hypernyms of the context words can make up for the inadequate training data in certain degree.
Conclusion
Spelling errors which are existed in human generated article is a common phenomenon and they can be classified as non-word errors and real-word errors. This paper adopts lexicon as an access key to detect the non-word errors. Instead of using ready-made dictionary, the MIA approach builds up different lexicons in accordance with the types of the words. When meeting the inquired word, it will be consulted to the related lexicon rather than refers to a single lexicon. To some extent, such idea is capable of improving the efficiency in detection. As for non-word errors correction, different approaches are used for the sake of being able to become more accurate and effective. If the misspelling belongs to word boundary errors, certain space characters will be removed or added so as to return the intended word. Considering the errors within one word, the MIA approach will draw upon the Double Metaphone algorithm if the incorrect word results from phonetic errors. If it is not, the errors may result from common insertion, substitution, deletion or transposition. In this case, the Levenshtein Edit Distance is adopted to correct those special types of words such as "self-evident", "12th"and "don't" owing to the limit number in their related lexicon. As for the regular word, "confident" for example, the MIA approach uses permutation to find out every possible intended word and they will be served in a diminishing sequence of probability. Considering real-word errors, this paper identifies the ambiguous words in the confusion set by context information consisting of context words and collocation.
The innovation of real-word errors detection and correction are feature compensation and feature combination. Feature compensation takes advantage of semantic dependency information to reduce the dependency on large corpus. From another aspect, if the training set is not sufficient enough, the semantic information can help to minimize the adverse impact on real-word correction. In the case of feature combination, those context words with different word forms but the same lemma are merged and served as a single feature and at the same time, their corresponding frequencies will be merged too. Actually, the reason of the inflection is that it influenced by different person, tense, voice, and mood. Thus, they can be regarded as a feature. In doing this, the weigh of this feature will increase and therefore, it can help to improve the accuracy when identifying the ambiguous word in the sentence.
In a word, the MIA approach has been compared with MS Word, JAZZY, Aspell and Orangoo. The
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Guimin HUANG, Yanzhou HUANG, Yan ZHANG, Ya ZHOU test result shows that the MIA approach has the highest-performance in detection, discrimination and correction. And the most achievement of our research is that the MIA approach provides the function of real-word errors detection and correction. However, to be honest, we still have much work to do about improving the accuracy of real-word errors detection and correction. The mistake-driven algorithm Winnow seems to enlighten us and the next step we would study on this algorithm which is helpful in improving the accuracy of real-word errors correction, catering for the integrity of the MIA approach in the future work.
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