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Abstract — Modeling helps to understand and predict the 
outcome of complex systems. Inductive modeling methodologies 
are beneficial for modeling the systems where the uncertainties 
involved in the system do not permit to obtain an accurate 
physical model. However inductive models, like Artificial Neural 
Networks (ANNs), may suffer from a few drawbacks involving 
over-fitting and the difficulty to easily understand the model 
itself. This can result in user reluctance to accept the model or 
even complete rejection of the modeling results. Thus, it becomes 
highly desirable to make such inductive models more 
comprehensible and to automatically determine the model 
complexity to avoid over-fitting. In this paper, we propose a 
novel type of ANN, a Mixed Transfer Function Artificial Neural 
Network (MTFANN), which aims to improve the complexity 
fitting and comprehensibility of the most popular type of ANN 
(MLP - a Multilayer Perceptron). 
 
Index Terms— inductive modeling, neural networks, mixed 
transfer functions, over-fitting, model complexity 
I. INTRODUCTION 
nductive modeling methodologies are useful where the 
uncertainties involved in the system do not permit to obtain 
an accurate physical model. Artificial Neural Networks (ANNs) 
are one of these methods successfully applied to model a wide 
variety of problems exploiting their universal approximation 
property [1, 2, 3].  
The most commonly used type of ANN is a Multi-Layer 
Perceptron (MLP) which although powerful could make it 
difficult to answer basic questions like how the model was 
learnt and what it has learnt due to the usage of complex 
transfer functions like sigmoids which can also lead to over-
fitting. This can result (and has been observed in practice) in 
user reluctance to accept the model or even a complete 
rejection of modeling results. The lack of the ease of 
understanding of what and how the MLP model has learnt 
about the problem stems from the fact that the knowledge 
represented by the MLP model is concentrated in the weights 
and the transfer functions (TF) of its neurons. However, 
weights being numbers are not easily interpretable. TFs used 
in the current MLP networks being some sort of complex 
functions, while having a capability of approximating 
complex problems in a fair number of neurons and layers are 
also not easily interpretable. Normally, all neurons in a MLP 
network use the same transfer function (e.g. 
sigmoid/hyperboloid tangent) which also limits the model 
flexibility and can lear to over-fitting.  
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It is highly desirable to make such neural network models 
more comprehensible and to automatically determine the 
appropriate complexity of the model to avoid over-fitting. 
Any improvement in comprehensibility has a potential to help 
understanding of underlying relationships between the inputs 
and the outputs of the system that can improve existing 
knowledge about the modeled system.  
In the remainder of this paper we will describe the current 
mono-transfer function MLP and the proposed MTFANN. We 
will also present an overview of the existing knowledge 
extraction methods from MLP networks and demonstrate 
expected benefits of using MTFANN on the numerical 
example from DELVE. 
II. MONO-TRANSFER FUNCTION MULTI-LAYER PERCEPTRON 
Multi-Layer Perceptron, the most common type of Artificial 
Neural Networks, are a numeric data processing structure 
consisting of connections and nodes that uses divide and 
conquer strategy to process the information it receives from its 
environment. Mathematically this data structure can be 
represented as: 
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Here  is an output, p is pattern number, r represents 
noise and n is the number of output components (neurons in 
the output layer),
p
nry ,
θ  is the parameter of the model, Φ is the 
transfer function  and i and j are the indexes representing 
neurons from current to next layer under consideration, and 
is the parameter associated with i and jth neuron. The 
equation 2.1 represents a connection from i to j with the 
parameter value (weight) which represents the strength of the 
connection between the two neurons.  
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 The notation  can be explained further.  is a 
combination of and  
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The mathematical expectation is regressed [4] as a 
regression function while the noise  is added as it 
is, to each modeled output for both the expectation and 
regression equations – the equations 2.2 and 2.3. 
)( pnyE
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Ideally, the problem is modeled as the regression 
expression R in equation 2.3 and the noise generally results in 
a prediction error in an MLP model for the problem. 
The MLP uses divide-and-conquer strategy and apply TFs 
on the weighted sum from one layer to the next layer to reach 
the solution after being trained. Several examples of data 
elements or patterns are shown during the training session to 
the network until the network reaches a desired level of 
accuracy determined by the energy function by applying a 
training/learning algorithm. In the case of the most commonly 
used feed-forward MLP, back-propagation training algorithm 
[5] is normally used. The weights are modified during 
learning as determined by the training algorithm. 
The Energy Functions commonly used are Sum of Squared 
Error (SSE), Mean Squared Error (MSE) and Root Mean 
Squared Error (RMSE): 
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Here N is the total number of data elements passed through 
the network. 
The current types of MLPs normally have a fixed TF in any 
one layer. Φ  in equation 2.1 is the fixed TF. The fixed TFs 
generally used are either sigmoid: 
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or hyperbolic tangent function: 
 
)()( xTanhxf =                                                 (2.6) 
 
The major problem with these kinds of networks is their 
black-box behavior. These MLPs have the capability to model 
a problem quite well but their acceptability is often questioned 
by the domain experts due to difficulty to comprehend the 
network.  
III. EXISTING KNOWLEDGE EXTRACTION METHODS FROM 
NEURAL NETWORKS 
To address the lack of comprehensibility of the MLPs, 
several knowledge extraction methods have been developed to 
convert mono-transfer function MLP models into a more user-
friendly format. Most of such work is based on acquisition of 
symbolic IF-THEN, and/or a kind of predicate logic rules 
although attempts have been also made to extract more 
equation like rules [6, 7]. For example, attempts have been 
made to extract the knowledge from MLPs [7] and to redesign 
MLPs to simplify them [8]. Sentiono et al. [6] for example 
have extracted linear regression rules by linear approximation 
of sigmoid TF. The obtained rules consisted of an antecedent 
in data domain and a consequent in the form of linear 
regression related to the cluster of data represented by the 
antecedent.  
Towel and Shavlik’s [9] subset algorithm attempted to find 
out all subsets of weights that are more than the bias of a 
given neuron. However, this algorithm faces a computational 
complexity problem, which essentially means that an increase 
in size of the network is accompanied by an increase in 
number of weights and hence an increase in search space. To 
tackle the search space complexity problem, heuristics were 
applied that while able to substantially reduce algorithmic 
search complexity, can result in incomplete and unsound 
rules. Additionally a good heuristic requires a sound 
knowledge of the problem domain which is not always 
available and is a primary motivator for application of 
inductive modeling approaches. 
Gracez, Broda and Gabby [10] have applied partial ordering 
to the input vector set and then used a pedagogical extraction 
with pruning of the search space to reduce the search space 
complexity. A pedagogical approach to rule extraction still 
treat the network as a black box and extracts rules by querying 
the network. The authors support their approach with strong 
theorems that prove that the extraction algorithm is sound and 
complete for regular networks which are defined as the 
network with entire set of weights from hidden to output layer 
being all positive or negative which is not always the case in 
reality. The authors further devise a methodology to extend 
their algorithm for non-regular networks. They define Basic 
Neural Structures (BNS) and then prove a series of theorems 
to conclude that their method is sound and complete. BNS is a 
simple form of MLP with no hidden neurons and only one 
output neuron. BNS is basically defined to be extracted as a 
subpart of a MLP. Mathematically it is defined as: let N be a 
neural network with p input neurons, r hidden neurons and q 
output neurons. A sub-network N0 of N is a Basic Neural 
Structure (BNS) if and only if either N0 exactly contains p 
input neurons, 1 hidden neuron and 0 output neurons of N, or 
N0 contains exactly 0 input neurons, r hidden neurons and 1 
output neuron of N, depending on which layer of N is under 
consideration to be modelled as a BNS. Note that BNS itself is 
considered not to have any hidden layers of its own, but may 
contain hidden layer neurons from the parent network. The 
number of BNS in a network is a sum of the number of hidden 
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 layer and output layer neurons r + q. 
The work by Setiono and Azcarraga [11], Sentiono, Leow, 
and Zurada [6] and Saito and Nakano [12] is interesting from 
the function approximation point of view. Algorithm of 
Sentiono et al. [6, 11] consists of pruning the final network to 
obtain a simplified model, clustering the data and then 
approximating transfer function with piecewise linear 
functions with IF-THEN rules capturing non-monotonicity of 
the network and the problem domain. A finer division of input 
space results in more accurate rules but significantly increases 
the number of rules. Normally a balance should be maintained 
between the number of rules and their complexity. The 
authors assumed that the comprehensibility of the rules lies in 
their simplicity measured by the number of rules versus their 
accuracy however simplicity can be difficult to define in the 
context of rule extraction. For example a degree of simplicity 
depends on the target audience of the extracted rules. The 
comprehensibility of the rules may also depend on the rule 
form, such as for example crisp logic propositional/predicate 
logic rules [7], fuzzy rules [13, 14], regression equation based 
rules [6], mealy machine automata [15], finite state automata 
[16] and decision trees [17]. Hence it can be concluded that 
the comprehensibility of the rules depends on their form as 
well as audience.  
Local function networks like Radial Basis Function (RBF) 
networks have a suitable architecture for rule extraction, but 
the task of extraction is not trivial because of nonlinear 
functions or high input dimensionality [18] and the fact that 
hidden units are shared across several output classes or may 
not contribute to any of them. The mREX and hREX 
algorithms of rule extraction presented by the authors in [18], 
extracts rules from hidden neurons associated with a single 
output class and shared hidden neurons respectively. It is 
possible to improve these algorithms by negating the sign of a 
negative weight (by taking the absolute value of) and apply a 
negation on the activation value of the hidden neuron from 
where the negative weight connection originated which is 
similar to the regularization of network weights [10]. The idea 
of dropping negative a weight altogether is not very elegant as 
it can result of the loss of some valuable knowledge 
represented by MLP model. In the case of RBF networks with 
shared hidden units, this can have an effect on all the formats 
of the rules. For example, considering the case where hidden 
units Hn are associated with the class A, viz., we know that the 
pattern belongs to class A if unit N is activated. The current 
hREX algorithm [18] if used for extraction of inequations will 
result in inequations of the form: 
 
If (H1 AND H2 AND … Hn ) Æ Class A             (3.1) 
If (w11h1 + w12h2 + wmnhn )  TA Æ Class A     (3.2) ≥
 
Here hn represents activations of the respective neurons Hn 
and wmn are weights connecting the shared neurons Hn with the 
class A output neuron and TA is a threshold required to classify 
a pattern as class A. 
Now, we argue in contrary to [18] that negative weights are 
important because they can lead to the preservation of some 
important knowledge. To show our argument, let’s suppose 
that w12 is negative, and then the last rule becomes: 
Let V = - w12                                                                   (3.3) 
 
If (w11h1 + Vh2  + wmnhn )  TA Æ Class A                       (3.4) ≥
 ⇒ If (w11h1 + w12  (-h2)  + wmnhn )  TA Æ Class A         (3.5) ≥
 
Here it can be seen that a negative value in the activation 
(or in the input data itself) can be excitatory provided that 
there is a presence of negative weight values connecting them 
with the next layer. It is an important discovery in the 
knowledge about network’s input and negative activation 
values that has been disregarded by the current hREX 
extraction algorithm.  
We can further simplify the inequality by writing in a more 
formal and simpler form if we substitute variables x, y, z in the 
place of activation values (or inputs) and replace the weight 
values with constants a, b, c. 
 
If (ax+by+cz)>= TA Æ Class A                                    (3.6) 
 
It can be noticed that the knowledge that a negative input 
(or activation) can be excitatory is of significant importance 
because it could be the case that network has never seen a 
negative value during training. If we can extract this 
information from a trained network, it can serve as a warning 
that an incoming negative value can result in an unreliable 
model prediction.  
It can be seen from above discussion that the area of 
extracting knowledge from MLP networks uses advanced 
algorithms which are computationally intensive that can lead 
to sacrificing some modelling accuracy for computational 
feasibility. It can be argued, that there is a need for a scheme 
that can trivialize knowledge extraction from the network so 
that there is a minimal or no need for a special knowledge 
extraction algorithm. It is also necessary to use an automatic 
network construction mechanism since it is important to 
achieve a network model the lowest complexity that can add 
to high comprehensibility of the model and also will help to 
avoid over-fitting. The proposed neural network and the 
construction algorithm to address the above aims are 
presented in the next section. 
IV. MIXED TRANSFER FUNCTION ARTIFICIAL NEURAL 
NETWORK 
If we remove the limitation of using only mono-transfer 
function in an MLP network and use instead a number transfer 
functions with various complexity within the same network, 
the knowledge extraction algorithm could become minimal 
and has the potential to be more comprehensible than the 
methods discussed in the previous section. Consequently, we 
propose a novel type of MLP, a Mixed Transfer Function 
Artificial Neural Network (MTFANN), which aims to 
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 improve the complexity fitting and comprehensibility of the 
most popular type of MLP – the mono-transfer function feed-
forward network (FFN) described previously. The main 
motivation for MTFANN is to create a neural network which 
is comprehensible, capable of modeling a wide range of 
problems, and at least comparable to current MLP in terms of 
accuracy and generalization. One important goal is to maintain 
the accuracy of the model as opposed to existing knowledge 
extraction methods from neural networks which generally 
compromise accuracy for higher comprehensibility.  
The nature of the problem is that it is generally very 
difficult to obtain a greater comprehensibility of a neural 
network model without losing some accuracy. Thus it is very 
important that MTFANN are supplemented with an automatic 
network construction algorithm to ensure network architecture 
with minimal complexity (number of nodes and layers) that 
can solve problem with a high degree of accuracy [19] 
(referred to as optimal architecture in most of the existing 
literature). The optimal network architecture ensures a good 
generalization [19] and a minimal number of components of 
acquired knowledge (equations, rules, etc.) in knowledge 
representation, which in fact gives a boost to 
comprehensibility.  
MTFANN essentially have the same properties as described 
in the section II with the use of TFs of different approximation 
complexities a hidden layer.  
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ηΦ  in the above equation represents the TFs of various 
approximation complexities, while all the other symbols of the 
equation are essentially the same as in section II. The TFs that 
can be used are for example linear, polynomials, logarithmic, 
exponential, sigmoid and hyperbolic tangent and so on. 
Simply speaking, any computable mathematical function can 
be used as a TF. 
The proposed network construction algorithm is a Transfer 
Function Selection and Allocation Algorithm.  
The algorithm begins with a dataset D defined as 
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The domain and range sets can be separated from D: 
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The output set is an expectation of output Y and the noise 
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The problem can be formulated as a search problem over 
the set of available transfer functions, which in general is 
infinite. 
,.......},,{ 321 φφφ=T                                                        (4.7) 
 
We can take a partially ordered finite set of T over the 
complexity domain, which means that the set is ordered 
according to the complexity of TF which can be a  
mathematical complexity or comprehensibility. Generally, the 
comprehensibility and the mathematical complexity go 
together. 
},.......,,,{ 321 qqT φφφφ=                                                (4.8) 
 
We define the TF selection operator Γ that is operating on 
its four parameters that results in a TF, and which on the 
general case is defined as: 
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If required, a network simplification can be done on the 
basis of following criteria: 
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0,01 ≅≤≤∀∧⇒ + zkk ql φφφ                              (4.14) 
Thus, MTFANN contains neurons with transfer functions 
(TF) of a different approximation complexities in contrast to 
TFs with the same approximation complexity as widely used 
in sigmoid and hyperbolic tangent based FFNs. MTFANN 
uses an add-node based algorithm that automatically construct 
the network starting with simple transfer functions like linear 
and iteratively adds nodes with increasing TF complexity as 
required. Due to this kind of add-node strategy MTFANN are 
less likely to over-fit the data in comparison with the current 
sigmoid and hyperbolic-tangent FFN. The usage of mixed TFs 
permits to obtain input-output relationships in the form of 
regression equations without the need for any specific 
knowledge extraction algorithm. It also enables to compare 
the influence of inputs on the outputs with a degree of transfer 
complexity which cannot be done if the all the neurons in the 
network have the same TFs as it is the case with current FFNs.  
Thus, MTFANN provides us with a framework to i) fit the 
complexity of the system being modeled from lower to higher 
ii) straightforward knowledge acquisition to obtain 
relationships between inputs and outputs in the problem 
domain iii) increased comprehensibility and thus increased 
user acceptability of inductive  modeling results.  
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 V. A NUMERICAL EXAMPLE 
To evaluate both the performance of MTFANN and the 
quality of the extracted knowledge, a Pumadyn family of data 
sets from DELVE [20] was used. Pumadyn family of datasets 
is a realistic simulation of the dynamics of a Puma 560 robot 
arm. The task is to predict angular acceleration of one of the 
robot arm's links. The inputs include angular positions, 
velocities and torques of the robot arm.  
These data sets have been specifically generated for the 
DELVE environment so the individual data sets span the 
corners of a cube whose dimensions represent: (a) number of 
inputs (8 or 32); (b) degree of non-linearity (fairly linear or 
non-linear); (c) amount of noise in the output (moderate or 
high). DELVE defines the amount of noise in the output as a 
fraction of the variance that would remain unexplained if the 
universal approximator is used on an infinite training set. If 
this residual variance exceeds 25%, the noise is considered 
high. A task is defined by DELVE as highly non-linear if the 
linear method would leave unexplained more than 40% 
residual variance on an infinite training set. In this work, we 
have used Pumadyn-8nh dataset. Here 8 stand for 8 inputs and 
nh stands for high non-linearity and high noise. 
The MTFANN construction algorithm of the previous 
Section was applied beginning with a simple linear node. 
Then another linear node was added. Addition of more linear 
nodes did not resulted in further error reduction. Then a linear 
node with bias was added. The addition of linear with bias 
node did not result in a significant reduction of error so it was 
removed. Now the first non-linear Sin node was added that 
resulted in a significant decrease in error. After addition of 
two further Sin nodes, the fourth Sin node did not result in any 
significant reduction in error and was removed.  The addition 
of Exponential node also did not result in any significant 
reduction in error. Thus the final model contained two linear 
and three Sin neurons.  
The performance of MTFANN was also compared with 
nine other machine learning methods from DELVE. The 
methods used are me-ese-1 (Mixtures-of-experts trained with 
early stopping), hme-ese-1 (Hierarchical mixtures-of-experts 
trained with early stopping), lin-1 (Linear regression with 
least squares), me-el-1 (Mixtures-of-experts trained with 
Bayesian methods (ensemble learning)), mlp-ese-1 (ensembles 
of multilayer perceptrons using early stopping, with single 
hidden layer and hyperbolic tangent transfer function with 
linear output neurons and conjugate gradient learning 
mechanism), mars3.6-bag-1 (Multivariate Adaptive 
Regression Splines (MARS) version 3.6 with Bagging), hme-
grow-1 (Hierarchical mixtures-of-experts trained using 
growing and early stopping) and hme-el-1 (Hierarchical 
mixtures-of-experts trained with Bayesian methods (ensemble 
learning)). 
The Table 1 shows that MTFANN is performing better than 
almost all the other machine learning methods on the Puma 
dataset with high non-linearity and high noise. The only 
exception is an MLP ensemble. The MTFANN residual error 
is still lower than that of an MLP ensemble however the t-test 
does not demonstrate a significant difference between the two 
methods. However, an MLP ensemble consists of multiple 
neural networks of highly complex neurons (hyperbolic 
tangents) and thus is very difficult to comprehend in contrast 
to proposed MTFANN which we demonstrate below. 
 
 Methods SSE t-test  
1 MTFANN 9.96865011 N/A 
2 me-ese-1 12.8370319 0.000342092448 
3 hme-ese-1 14.1820168 0.000602500055 
4 lin-1 19.9536449 0.000107815561 
5 me-el-1 11.3862586 0.0115580371 
6 mlp-ese-1 10.8294249 0.0919372097 
7 Mars3.6-bag-1 10.8294249 0.0231404077 
8 Hme-grow-1 16.1805112 0.00126218025 
9 Hme-el-1 11.4985066 0.00423040496 
Table 1: Performance of MTFANN against other methods 
on Pumadyn-8xy dataset from DELVE 
To convert the obtained network for Puma-8nh problem 
into the comprehensible regression equation format, it is 
useful to first divide the network to obtain a regression 
equation from each regressor (a hidden neuron) and then to 
add those equations together to obtain the complete 
representation of the acquired model in the regression 
equation format. For example, to obtain equation from the 1st 
linear regressor (the 1st hidden neuron), the network can be 
represented as in Figure 1. 
 
Figure 1: The network view to obtain the regression 
equation for the output of the first hidden neuron. 
From Figure 1, the following expression (equation for first 
neuron) can be extracted: 
)0.59345-0.62305
 0.84282  0.42708  0.35547- 0.288170.5226-.475560.22073(-0  
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Thus we can obtain a regression equation that links a first 
component of the angular acceleration of the robot arm y  
with the angular positions of the respective links ,, xx  
and the angular velocities for links 1-3 
1
3x
6, x  
21
54 , xx
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 respectively and the torques at joints 1 and 2 
respectively . The equation for second linear hidden 
neuron can be obtained in the same fashion. The regression 
equation obtained from the third hidden neuron is a sine-based 
equation since neurons starting from this position contains 
sine transfer functions: 
87 , xx
10.51742
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