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a b s t r a c t
The present article considers the problem for determining, for given two permutations over
indices from 1 to n, the permutation whose distribution matrix is identical to the min-sum
product of the distribution matrices of the given permutations. This problem has several
applications in computing the similarity between strings. The fastest known algorithm to
date for solving this problem executes in O(n1.5) time, or very recently, in O(n log n) time.
The present article independently proposes anotherO(n log n)-time algorithm for the same
problem, which can also be used to partially solve the problem efficiently with respect to
time in the sense that, for given indices g and i with 1 ≤ g < i ≤ n + 1, the proposed
algorithm outputs the values R(h) for all indices hwith g ≤ h < i inO(n+(i−g) log(i−g))
time, where R is the solution of the problem.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A permutation over indices from 1 to n is a bijection from {1, 2, . . . , n} to {1, 2, . . . , n}. The distribution matrix, denoted
DP , of a permutation P over indices from 1 to n is an (n + 1) × (n + 1) matrix, each element of which is indexed by a
pair (i, j) with 1 ≤ i ≤ n + 1 and 0 ≤ j ≤ n. The element indexed by (i, j), denoted DP(i, j), of DP contains the number
of pairs (h, k) with i ≤ h ≤ n and 1 ≤ k ≤ j such that P(h) = k. The min-sum product of the distribution matrices of
permutations P and Q over indices from 1 to n is an (n + 1) × (n + 1) matrix, each element of which is also indexed by
a pair (i, j) with 1 ≤ i ≤ n + 1 and 0 ≤ j ≤ n. The element indexed by (i, j) of this matrix contains the minimum value
of DP(i, t) + DQ (t + 1, j), where t ranges over all indices from 0 to n. For example, see Fig. 1. This article considers the
problem of constructing the min-sum product of DP and DQ as the permutation R such that DR is identical to the product,
for any two given distribution matrices DP and DQ , represented compactly as permutations P and Q over indices from 1 to
n, respectively. For simplicity, this problem will be referred to as the permutation min-summultiplication (PMM) problem,
instead of the permutation distribution matrix min-sum multiplication problem, by identifying any permutation with its
distribution matrix.
The PMM problem plays an important role in the design of a series of sophisticated algorithms recently proposed by
Tiskin [5–7] for solving the all semi-local longest common subsequence problem and related problems. More precisely, the
basic observation underlying these algorithms is as follows. Given two strings, A of length m and B of length n, Alves and
Cáceres [2] proposed a simple data structure represented as a vector of n entries, n − l entries containing distinct indices
between 1 and n, and l entries containing the symbol∞, where l is the length of the longest common subsequence (LCS) of A
and B. This data structure can provide the length of the LCS of A and any queried substring of B. A natural generalization of the
data structure,which provides the length of the LCS of any queried pair of either a prefix of one string and a suffix of the other,
or a substring of one string and the whole string of the other, can be represented compactly as a permutation over indices
from 1 tom+ n. Based on a technique similar to that developed by Alves and Cáceres [1], the permutation representing this
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Fig. 1. Distribution matrices DP and DQ of permutations P and Q over the index interval from 1 to 4, respectively, together with the min-sum product D
of DP and DQ , where (P(1), P(2), P(3), P(4)) = (3, 1, 2, 4) and (Q (1),Q (2),Q (3),Q (4)) = (2, 4, 1, 3). Each bullet at the bottom-left corner of the box
containing the (i, j)th element of any matrix indicates that the permutation having the matrix as its distribution matrix maps i to j. Note that the product
D is identical to the distribution matrix of the permutation R such that (R(1), R(2), R(3), R(4)) = (4, 2, 1, 3).
generalized data structure for A and B can be constructed from scratch inO(mn) time. However, this permutation can also be
obtained from the solution R of the PMM problem for permutations P and Q over indices from 1 to n, where P (respectively,
Q ) is obtained from the permutation representing the generalized data structure for an arbitrary prefix A1 of A (respectively,
the remaining suffix A2 of A) and B. Based on this observation, the algorithms proposed in [5,6] are designed using anO(n1.5)-
timemethod for the PMMproblem given in [5], and very recently, the computation time of these algorithms has been greatly
improved by applying a new, faster method [7] for the PMM problem that executes in O(n log n) time.
The present article independently proposes another O(n log n)-time method for the PMM problem, the outline of which
looks quite different from that of the method presented in [7]. Informally, the method [7] constructs the solution of the
problem by partitioning the problem into two half-sized subproblems, solving these subproblems recursively, and then
merging their solutions. In contrast, the method proposed in the present article successively halves the set of indices into
two subsets so that the value of R−1 for any index in one subset is less than the value of R−1 for any index in the other
subset, where the initial set of indices is the entire index interval from 1 to n. For example, the permutation R in Fig. 1 is
determined by halving {1, 2, 3, 4} into {2, 4} and {1, 3}, and then halving {2, 4} into {4} and {2}, and {1, 3} into {1} and {3},
to obtain the tuple ({4}, {2}, {1}, {3}) of n singleton sets indicating (R(1), R(2), R(3), R(4)). This simple top-down approach
reveals that the proposed method can also be used to determine the i − g values R(h) for all indices h with g ≤ h < i in
O(n+ (i−g) log(i−g)) time, for any given indices g and iwith 1 ≤ g < i ≤ n+1, without explicitly determining the entire
permutation R. This derivation of the PMM problem has the following application. Let strings A, A1, A2, and B be the same as
those in the overview of the basic observation underlying the algorithms [5–7] described in the previous paragraph, and let l
be the length of the LCS of A and B. It follows from [5] that there exist n− l pairs (i, j) of indices (which correspond to the n− l
index-containing entries of the data structure [2] mentioned earlier) composing a data structure that provides the length of
the LCS of A and any queried substring of B.When constructing such n−l pairs from similarly defined n−l1 pairswith respect
to A1 and B, and n− l2 pairs with respect to A2 and B, the derivation of the PMM problem with i− g = min(n− l1, n− l2)
can be applied, where l1 is the length of the LCS of A1 and B, and l2 is the length of the LCS of A2 and B.
The remainder of the present article is organized as follows. The preliminary section presents the notation used in the
present article and, for the sake of completeness, shows that the PMMproblem for any permutations P andQ has the solution
R. Section 3 proposes a new algorithm that partially solves the PMM problem in the sense described above. Section 3.1
presents an outline of the proposed algorithm. Section 3.2 introduces the fundamental procedure, based on which the
proposed algorithm is designed, and describes the basic properties of the procedure. Section 3.3 connects the execution of
the procedure and the PMM problem. Based on this observation, the description and performance analysis of the proposed
algorithm is given in Section 3.4. Finally, the conclusion is present in Section 4.
2. Preliminaries
For any permutation over indices from 1 to n, and any subset I of indices from 1 to n, let P(I) denote the set of |I| indices
P(i) for all indices i in I , where |I| denotes the number of indices in I . For simplicity, we use P(h + 1..i) to denote the set
P({h+ 1, h+ 2, . . . , i}) for any indices h and iwith 0 ≤ h < i ≤ n. The functional inverse of P , which is also a permutation
over indices from 1 to n, will be denoted by P−1.
The min-sum product of distribution matrices DP and DQ for any permutations P and Q over indices from 1 to n can
also be shown to be a distribution matrix of some permutation over indices from 1 to n, and this is the permutation to be
computed efficiently from P and Q .
Theorem 1. For any two permutations P and Q over indices from 1 to n, there exists a unique permutation R over indices from 1 to
n such that DR is identical to the min-sum product of DP and DQ .
Proof. Let D be the min-sum product of DP and DQ , and let D(i, j) denote the element of D that is indexed by (i, j). Recall
that D(i, j) contains the minimum value of DP(i, t)+ DQ (t + 1, j)where t ranges over all indices from 0 to n.
For any index j with 1 ≤ j ≤ n, since DQ (t + 1, j) is either equal to or one greater than DQ (t + 1, j − 1),D(i, j) is
either equal to or one greater than D(i, j− 1). By symmetry, for any index i with 1 ≤ i ≤ n,D(i, j) is either equal to or one
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greater than D(i + 1, j). Furthermore, for any index j with 0 ≤ j ≤ n,D(n + 1, j) = 0 holds, because DP(n + 1, t) = 0
and DQ (t + 1, j) ≥ DQ (n + 1, j) = 0 for any index t with 0 ≤ t ≤ n. Also note that D(1, j) = j, because DP(1, t) = t and
DQ (t + 1, j) is either equal to or one less than DQ (t, j) for any index t with 0 ≤ t ≤ n, and DQ (1, j) = j. Therefore, for each
index j with 1 ≤ j ≤ n, there exists a distinct index g such that, for any index i with 1 ≤ i ≤ n + 1, if i ≤ g , then D(i, j) is
one greater than D(i, j − 1); otherwise, D(i, j) is equal to D(i, j − 1). Hence, setting R−1(j) to the index g for each j defines
the permutation R such that DR = D. 
3. Algorithm
Let any permutation P over indices from 1 to n be represented as a pair of arrays, an array of values P(i)with 1 ≤ i ≤ n,
and an array of values P−1(j) with 1 ≤ j ≤ n, so that the value P(i) for any index i and the value P−1(j) for any index j can
be accessed in constant time. Fix arbitrary permutations P and Q over indices from 1 to n, and let R denote the permutation
over indices from 1 to n such thatDR is themin-sum product ofDP andDQ . This section proposes an algorithm for computing
the l − j values R−1(k) for all indices k with j < k ≤ l, for any given indices j and l with 0 ≤ j < l ≤ n, that executes in
O(n+ (l− j) log(l− j)) time and in O(n) space.
By symmetry, for given indices g and iwith 1 ≤ g < i ≤ n+ 1, this algorithm can also be used to obtain the values R(h)
for all indices h with g ≤ h < i in O(n+ (i− g) log(i− g)) time and in O(n) space. This can be verified as follows. For any
permutation S over indices from 1 to n, let S∗ denote the permutation such that S∗(i) = (n+ 1)− S−1((n+ 1)− i) for any
index i, so that DS∗(i, j) = DS((n + 1) − j, (n + 1) − i) for any index pair (i, j). It follows that, replacing P by Q ∗ and Q by
P∗, setting j and l to (n+ 1)− i and (n+ 1)− g , respectively, and treating k as (n+ 1)− h, the proposed algorithm outputs
the values (n+ 1)− R(h) for all indices hwith g ≤ h < i. The value R(h) can be obtained from the value (n+ 1)− R(h) in
constant time.
3.1. Outline of the algorithm
Consider an ideal procedure that halves the set R−1(j+ 1..l) into the two subsets R−1(j+ 1..m) and R−1(m..l) in O(l− j)
time whenever the set R−1(j + 1..l) is given for any indices j and l with 0 ≤ j < l ≤ n, where m =  j+l2 . Assuming the
existence of this ideal procedure and given the initial set R−1(j+ 1..l)with 0 ≤ j < l ≤ n, it is easy to determine the values
R−1(k) for all indices kwith j < k ≤ l in O((l− j) log(l− j)) time, by executing the following simple algorithm:
Halve R−1(j + 1..l) into R−1(j + 1..m) and R−1(m + 1..l) recursively until R−1(j + 1..l) becomes a singleton set, and
then output its content to the value of R−1(l).
The execution time of this ideal algorithm can be verified by considering the recursion tree. The depth of any leaf in the tree
from the root is at most log2(l− j) due to the setting ofm. On the other hand, the subsets of R−1(j+ 1..l) input to the ideal
procedure at any two distinct nodes in the tree share no indices, unless one of the nodes is either an ancestor or a descendant
of the other. Hence, the total time for executing the ideal procedure at each depth level in the tree, which is linear in the
total size of the input to the procedure, is at most equal to the number of indices in R−1(j + 1..l), which is l − j. Thus, the
ideal algorithm executes in O((l− j) log(l− j)) time.
The outline of the proposed algorithm is the same as the above ideal algorithm. That is, the proposed algorithm halves
R−1(j+ 1..l) into R−1(j+ 1..m) and R−1(m+ 1..l) recursively until R−1(j+ 1..l) becomes a singleton set, and then outputs
the index in the set as the value of R−1(l). In the execution of this algorithm, the ideal procedure used in the ideal algorithm
is simulated by the real procedure introduced in the following subsection. This procedure is also used to construct the initial
set R−1(j+ 1..l) in O(n) time.
In the remainder of this section, we treat every set of indices as a list of all indices in the set in descending order.
3.2. Fundamental procedure
Let the following procedure, which takes as input two subsets I and H of indices from 1 to n, together with access to P ,
be referred to as the fundamental procedure:
(1) Construct variables I and H initially containing an empty set and the entire set H , respectively;
(2) for each index i in I in descending order,
(2a) if H contains at least one index that is greater than or equal to P(i), then delete the least such index from H, and
add i to I;
(3) return the value of I.
For simplicity, let I(I,H) denote the set returned by the above procedure with I and H as input, instead of
FundamentalProcedure(I,H). In the following subsection, it is shown that, if I and H are appropriate sets, then this simple
procedure returns the set I(I,H) such that R−1(j+ 1..l)∩ I(I,H) and R−1(j+ 1..l)− I(I,H) are identical to R−1(j+ 1..m) and
R−1(m+ 1..l), respectively, wherem =  j+l2 . Before proceeding to seek such I and H for simulation of the ideal procedure,
it is necessary to clarify how to compute the set I(I,H) in O(|I| + |H|) time, because a naive implementation of statement
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(2a), which simply scans the variable H to search for the element to be deleted, yields only an O(|I||H|)-time method. For
any i in I , let H(I,H, i) denote the value of H just after executing statement (2a) with i, and for any i in I(I,H), let h(I,H, i)
denote the index deleted from H at the execution of statement (2a) with i, so that h(I,H, i) does not belong to H(I,H, i).
Lemma 1. If the fundamental procedure takes P(I) as an additional input, I(I,H), together with the values h(I,H, i) for all indices
i in I(I,H), can be obtained in O(|I| + |H|) time and in O(|I| + |H|) space.
Proof. Let U be the union of H, P(I), and {n + 1}. The fundamental procedure is implemented using the linear-space
algorithm to solve the static tree set union problem [3] with the input tree, the path successively visiting each index in
U in descending order. This algorithm initially constructs (a data structure representing) a collection of the |U| singleton
sets consisting of each index in U in O(|U|) time, and then offers the following two types of operations for any index u in U ,
except for the greatest index, i.e., n+ 1, at any time:
• find(u) that returns the greatest index in the set that contains u, and
• link(u) that updates the collection by replacing the sets containing u and the least index in U greater than u by the union
of these sets,
each of which is executed in constant amortized time.
Let H0 = H , and for any index t with 1 ≤ t ≤ |I|, let Ht denote the set H(I,H, i), where i is the tth greatest index in
I . Executing link(i) for each index i in P(I) − H , the resulting collection maintained by the algorithm can be thought of as
a representation of H0, in the sense that H0 consists of the greatest indices of the sets in the collection, except for the set
containing n + 1. Let t be any index with 1 ≤ t ≤ |I|, let i be the tth greatest index in I , and assume that the collection
at the beginning of the tth execution of statement (2a) of the fundamental procedure represents Ht−1 in the same sense as
H0. If find(P(i)) < n + 1, then the collection can be updated to that representing Ht by executing link(find(P(i))), because
find(P(i)) returns the least index greater than or equal to P(i) in Ht−1, which is exactly the index h(I,H, i). The index i is
then appended to the variable I. Otherwise, i does not belong to I(I,H), because Ht = Ht−1. Thus, the procedure performs
correctly.
Recall that both H and P(I) are represented as a list of indices in descending order. Hence, U can be constructed (as a list
of indices in descending order) in O(|I| + |H|) time in a straightforward manner. The initial collection, which consists of |U|
singleton sets, maintained by the algorithm [3] is then constructed inO(|I|+|H|) time, because the number of indices inU is
at most |I|+ |H|+1. After constructing the set P(I)−H in O(|I|+ |H|) time, the operations link(i) for all indices i in P(I)−H
are executed in O(|I|) amortized time, so that the collection represents H0. For each index t with 1 ≤ t ≤ |I|, the collection
representing Ht−1 can be updated so as to represent Ht by executing find(P(i)), and then executing link(h) if h < n + 1, in
constant amortized time, where i is the tth greatest index in I , and h is the index returned by find(P(i)). Appending i to I
when h < n + 1 requires a constant time. Thus, the fundamental procedure implemented as described above executes in
O(|I| + |H|) time. 
It is shown in the next subsection that, for any index k with 1 ≤ k ≤ n, execution of the fundamental procedure with
I = {1, 2, . . . , n} and H = Q−1(1..k) can be interpreted as a method for computing the set R−1(1..k). This implies that,
ignoring the requirement on computation time, the fundamental procedure can be used to simulate the ideal procedure.
That is, given R−1(j+ 1..l), computing R−1(1..m)withm =  j+l2  in O(n) time according to Lemma 1 with I = {1, 2, . . . , n}
and H = Q−1(1..k), and then constructing R−1(j + 1..l) ∩ R−1(1..m) and R−1(j + 1..l) − R−1(1..m) yields the outputs
of the ideal procedure, R−1(j + 1..m) and R−1(m + 1..l), respectively. However, in order to achieve the same asymptotic
execution time as the ideal algorithm described in the previous subsection, it is necessary to simulate the ideal procedure
with input R−1(j + 1..l) in O(l − j) time. This can be achieved, if a certain pair, I and H , of size O(l − j) such that
R−1(j+1..m) ⊆ I(I,H) ⊆ R−1(1..m) is used as an input to the fundamental procedure. This claim can be verified because, as
long as I(I,H) satisfies this condition, both R−1(j+1..l)∩ I(I,H) = R−1(j+1..m) and R−1(j+1..l)− I(I,H) = R−1(m+1..l)
hold. The following two facts are used later to obtain such I and H . Informally, these facts provide methods for reducing the
size of the input to the fundamental procedure, and hence, for reducing the computation time, when constructing I(I,H) or
its subset.
The first fact, which will be referred to as the skipping fact, can immediately be obtained from the observation that the
output of the fundamental procedure does not change, even if the execution of statement (2a) of the procedure is skipped
for any indices i not belonging to the output.
Fact 1 (Skipping Fact). For any I˜ such that I(I,H) ⊆ I˜ ⊆ I ,
I(I˜,H) = I(I,H).
The second fact, whichwill be referred to as the omitting fact, indicates that, when executing the fundamental procedure,
even though the execution of statement (2a) is omitted for indices i in the output of the procedure, all other indices in the
output can be obtained successfully, if appropriate indices h are deleted from H before execution.
Y. Sakai / Discrete Applied Mathematics 159 (2011) 2175–2183 2179
H F
Fig. 2. Table of sets Ht = H(I,H, i) and Ft = H(I − {y},H − {h(I,H, z)}, i) with the tth greatest index i in I , where I = {1, 2, 4, 5, 6, 8},H =
{1, 3, 4, 6, 7, 8}, y = 2 (s = 5), and z = 8. Regions of indices greater than or equal to P(i) are overlined. The index in the difference between Ht and
Ft is indicated in bold.
Fact 2 (Omitting Fact). For any superset H˜ of H and any subset I∗ of {i ∈ I(I,H) | h(I, H˜, i) ∈ H},
I(I − I∗,H − H∗) = I(I,H)− I∗,
where H∗ = {h(I, H˜, i) | i ∈ I∗}.
It is easy to verify the validity of this fact for the case in which H˜ = H , by observing that h(I − I∗,H − H∗, i) = h(I,H, i)
holds for any index i in I(I − I∗,H − H∗). In order to prove the validity of this for general H˜ , however, the following two
additional facts are needed, because the above observation does not necessarily hold.
Fact 3. If H˜ is a superset of H, then h(I,H, y) ≥ h(I, H˜, y) for any index y in I(I,H), and I(I,H) is a subset of I(I, H˜). Furthermore,
if h(I, H˜, y) belongs to H, then h(I,H, z) = h(I, H˜, y) for some index z in I(I,H) with z ≥ y.
Proof. By induction, it can be verified that, for any index i in I , H(I,H, i) is a subset of H(I, H˜, i), which proves the fact. 
Fact 4. For any indices y and z in I(I,H) such that z ≥ y and P(y) ≤ h(I,H, z) ≤ h(I,H, y),
I(I − {y},H − {h(I,H, z)}) = I(I,H)− {y}.
Proof. Let y be the sth greatest index in I . For simplicity, let G = I − {y} and F = H − {h(I,H, z)}. Let H0 = H , and for any
index t with 1 ≤ t ≤ |I|, let Ht = H(I,H, i), where i is the tth greatest index in I . Similarly, let F0 = F , and for any index
t with either 1 ≤ t < s or s < t ≤ |I|, let Ft = H(G, F , i), where i is the tth greatest index in I . For example, see Fig. 2. To
prove the lemma, it suffices to show that, for any index t with 1 ≤ t < s, the tth greatest index in I belongs to I(G, F) if and
only if this index belongs to I(I,H), and that Fs−1 = Hs. This is because Fs−1 = Hs implies that Ft = Ht , and hence, the tth
greatest index in I belongs to I(G, F) if and only if this index belongs to I(I,H), for any index t with s < t ≤ |I|.
For induction, let t be any index with 1 ≤ t < s, and assume that Ft−1 = Ht−1 − {h(I,H, x)} for some index x in I with
h(I,H, z) ≤ h(I,H, x) ≤ h(I,H, y). Note that this assumption holds for the case in which t = 1. Let i be the tth greatest
index in I . If x = i, then h(G, F , i) is the least index inH(I,H, i) that is greater than h(I,H, x). Note that h(G, F , i) ≤ h(I,H, y)
holds, because t < s, hence h(I,H, y) remains in H(I,H, i). On the other hand, in case where x ≠ i, if i belongs to I(I,H),
then h(G, F , i) = h(I,H, i); otherwise, i does not belong to I(G, F) either. Thus, i belongs to I(G, F) if and only if i belongs
to I(I,H). Furthermore, Ft = Ht − {h(I,H, w)} for some index w in I with h(I,H, z) ≤ h(I,H, w) ≤ h(I,H, y), where w is
either x or the least index in H(I,H, i) that is greater than h(I,H, x).
In particular, Fs−1 = Hs−1 − {h(I,H, y)} holds, because, due to the condition whereby P(y) ≤ h(I,H, z),Hs−1 contains
no indices h such that h(I,H, z) ≤ h < h(I,H, y). Thus, Fs−1 = Hs holds. 
Proof of Fact 2. Let y be any index in I∗. Since H˜ is a superset of H and h(I, H˜, y) belongs to H , it follows from Fact 3 that
h(I,H, y) ≥ h(I, H˜, y) = h(I,H, z) for some index z in I(I,H)with z ≥ y. Note that P(y) ≤ h(I, H˜, y). Thus, it follows from
Fact 4 that
I(I − {y},H − {h(I, H˜, y)}) = I(I,H)− {y}.
Let x be any index in I∗−{y}, and let G, F , and F˜ denote I −{y},H −{h(I, H˜, y)}, and H˜ −{h(I, H˜, y)}, respectively. Then,
it follows from the above equality that I∗ − {y} is a subset of I(G, F), because I∗ is a subset of I(I,H). In addition, it is easy to
verify that h(I, H˜, x) = h(G, F˜ , x). Hence, by the same argument as in the previous paragraph, we have
I(I − {x, y},H − {h(I, H˜, x), h(I, H˜, y)}) = I(G− {x}, F − {h(G, F˜ , x)})
= I(G, F)− {x}
= I(I,H)− {x, y}.
By repeatedly applying this argument, the fact is eventually proven. 
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Fig. 3. Table of values DP (i, t)+ DQ (t + 1, k) and sets Ti as in the proof of Lemma 2, where P and Q are the same permutations as in Fig. 1 and k = 2. For
each index i in [1, 4], the region of values DP (i, t)+ DQ (t + 1, k)with t ≥ P(i), and the region of elements greater than or equal to P(i) in Ti are overlined.
3.3. Simulation of the ideal procedure
Recall that, given the set R−1(j + 1..l) with 0 ≤ j < l ≤ n, the ideal procedure halves this set into R−1(j + 1..m) and
R−1(m+1..l) inO(l−j) time,wherem =  j+l2 . This subsection shows how to simulate this procedure using the fundamental
procedure.
As mentioned earlier, ignoring the requirement on computation time, the ideal procedure can easily be simulated by
the fundamental procedure due to the following lemma. The proof of this lemma connects a straightforward method for
constructing R−1(1..k) to the execution of the fundamental procedure with I = R−1(1..n) and H = Q−1(1..k), where we
note that R−1(1..n) consists of all indices from 1 to n. Therefore, R−1(j + 1..l) can be halved into R−1(j + 1..m) = R−1(j +
1..l) ∩ R−1(1..m) and R−1(m + 1..l) = R−1(j + 1..l) − R−1(1..m) after constructing R−1(1..m) = I(R−1(1..n),Q−1(1..m)),
although this takes O(n) time.
Lemma 2. For any index m with 1 ≤ k ≤ n,
I(R−1(1..n),Q−1(1..k)) = R−1(1..k).
Proof. Recall that, for any index iwith 1 ≤ i ≤ n+1,DR(i, k) is theminimum value of DP(i, t)+DQ (t+1, k)with t ranging
over all indices from 0 to n. Furthermore, it follows from the definition of DP and DQ that the following recurrence holds:
DP(i, 0)+DQ (1, k) = k, and for any index t with 1 ≤ t ≤ n,DP(i, t)+DQ (t+1, k) is equal to the valueDP(i, t−1)+DQ (t, k)
decreased by one if Q (t) ≤ k, and increased by one if P−1(t) ≥ i. In addition, based on the definition of DR, R(i) ≤ k if and
only if DR(i, k) = DR(i+ 1, k)+ 1. Thus, the following method returns the set R−1(1..k):
(1) Construct variable I initially containing an empty set, construct an array of the n+ 1 values DP(n+ 1, t)+ DQ (t + 1, k)
for all indices t with 0 ≤ t ≤ n according to the recurrence, and obtain the value DR(n+ 1, k) by finding the least value
in the array;
(2) for each index i from n to 1 in descending order,
(2a) update the array of values DP(i+ 1, t)+ DQ (t + 1, k) to an array of values DP(i, t)+ DQ (t + 1, k) according to the
recurrence, obtain the valueDR(i, k) by finding the least value in the resulting array, and ifDR(i, k) = DR(i+1, k)+1,
then add i to I;
(3) return the value of I.
The array of n + 1 values maintained in the above method can be replaced by a set of at most k indices, if a technique
similar to that introduced by Landau and Ziv-Ukelson [4] to solve the common substring alignment problem is applied. For
any index iwith 1 ≤ i ≤ n+ 1, let Ti be the set of all indices t with 1 ≤ t ≤ n such that DP(i, t)+ DQ (t + 1, k) is less than
all of the t values DP(i, s) + DQ (s + 1, k) with 0 ≤ s ≤ t − 1. For example, see Fig. 3. It follows from the recurrence that
the difference between DP(i, t)+ DQ (t + 1, k) and DP(i, t − 1)+ DQ (t, k) is equal to one of three values,−1, 0, or 1. This,
together with DP(i, 0) + DQ (1, k) = k, implies that, for any index r with DR(i, k) ≤ r < k, there exists at least one index
t with 1 ≤ t ≤ n such that DP(i, t) + DQ (t + 1, k) = r , and the least such index is exactly the (k − r)th least index in Ti.
Therefore, for any index iwith 1 ≤ i ≤ n, R(i) ≤ k if and only if |Ti| = |Ti+1| + 1.
According to the recurrence for the value of DP(i, t)+ DQ (t + 1, k), the initial set Tn+1 is identical to Q−1(1..k), because
DP(n + 1, t) = 0 for any index t . Furthermore, for any index i with 1 ≤ i ≤ n, if Ti+1 has at least one index that is greater
than or equal to P(i), then Ti+1 can be updated to Ti by deleting the least such index. Otherwise, Ti = Ti+1 holds. This can be
verified because DP(i, t) + DQ (t + 1, k) is equal to DP(i + 1, t) + DQ (t + 1, k) or this value plus one if t ≥ P(i). Thus, the
method for computing the set R−1(1..k) described earlier can be modified as follows:
(1) Construct variables I and H initially containing an empty set and the entire set Q−1(1..k), respectively;
(2) for each index i from n to 1 in descending order,
(2a) if H contains at least one index that is greater than or equal to P(i), then delete the least such index from H, and
add i to I;
(3) return the value of I.
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The set contained in the variable H in this method is identical to Ti+1 just before executing statement (2a) with i, which
is updated to Ti by this statement. Hence, this method correctly outputs the set R−1(1..k). Recalling that R−1(1..n) consists
of all indices from 1 to n, the fundamental procedure with input I = R−1(1..n) and H = Q−1(1..k) exactly performs this
method. 
In order to achieve the required time efficiency for the simulation of the ideal procedure, a condition of a pair of index
sets is introduced below, in terms of which Lemma 2 is extended using the skipping and omitting facts presented in the
previous subsection. For any indices j and l with 0 ≤ j < l ≤ n, and any subsets I and H of indices from 1 to n, let the pair
(I,H) satisfy condition C(j+1..l), if I is a subset of R−1(1..j),H is a subset of Q−1(1..j), |I| = |H|, and for any index k with
j < k ≤ l,
I(I ∪ R−1(j+ 1..l),H ∪ Q−1(j+ 1..k)) = I ∪ R−1(j+ 1..k).
This definition immediately yields the following fact, which can be applied for the simulation of the ideal procedure.
Fact 5. If (I,H) satisfies condition C(j+1..l), then R−1(j + 1..l) ∩ G and R−1(j + 1..l) − G are identical to R−1(j + 1..m) and
R−1(m+ 1..l), respectively, for any index m with j < m ≤ l, where G = I(I ∪ R−1(j+ 1..l),H ∪ Q−1(j+ 1..m)).
Note that, from Lemma 2, (R−1(1..j),Q−1(1..j)) for any index jwith 0 ≤ j < n satisfies condition C(j+1..n). The extension
of Lemma 2 that allows us to simulate the ideal procedure in linear time can be obtained by applying the following two facts
appropriately. The first fact describes how to reduce the size of any pair (I,H) satisfying condition C(j+1..l) to at most l − j.
The second fact provides a simple method to construct, for any given pair (I,H) satisfying C(j+1..l), two pairs of size less than
or equal to the size of (I,H) plusm− j, one satisfying C(j+1..m) and the other satisfying C(m+1..l).
Fact 6. If (I,H) satisfies C(j+1..l), then (I−I∗,H−H∗) also satisfies C(j+1..l), where G = I∪R−1(j+1..l), F˜ = H∪Q−1(j+1..l), I∗ =
{i ∈ I | h(G, F˜ , i) ∈ H}, and H∗ = {h(G, F˜ , i) | i ∈ I∗}. Furthermore, |I − I∗| = |H − H∗| ≤ l− j holds.
Proof. Let k be any index such that j < k ≤ l, and let F = H ∪ Q−1(j + 1..k). Since (I,H) satisfies C(j+1..l), I(G, F) =
I ∪ R−1(j+ 1..k), and hence I ⊆ I(G, F). This, together with H ⊆ F , implies that I∗ ⊆ {i ∈ I(G, F) | h(G, F˜ , i) ∈ F}. Therefore,
based on the omitting fact (Fact 2), I(G− I∗, F −H∗) = I(G, F)− I∗, i.e., I((I− I∗)∪R−1(j+1..l), (H−H∗)∪Q−1(j+1..k)) =
(I − I∗) ∪ R−1(j+ 1..k). Thus, (I − I∗,H − H∗) satisfies C(j+1..l).
The remaining part of the lemma, |I − I∗| = |H − H∗| ≤ l− j, is shown below. Since any index i in I such that h(G, F˜ , i)
belongs to H also belongs to I∗, h(G, F˜ , i) belongs to F˜ − H for any index i in I − I∗. This implies that |I − I∗| ≤ l− j, because
F˜ − H = Q−1(j+ 1..l). Furthermore, since |I| = |H|, |I∗| = |H∗|, I∗ ⊆ I , and H∗ ⊆ H, |I − I∗| = |H − H∗| holds. 
Fact 7. If (I,H) satisfies C(j+1..l), then, for any index m with j < m ≤ l, (I,H) satisfies C(j+1..m), and (I ∪ R−1(j + 1..m),H ∪
Q−1(j+ 1..m)) satisfies C(m+1..l).
Proof. It follows from the skipping fact (Fact 1) that (I,H) satisfies condition C(j+1..m), because I∪R−1(j+1..k) ⊆ I∪R−1(j+
1..m) ⊆ I ∪ R−1(j+ 1..l) for any index kwith j < k ≤ m. Since I ∪ R−1(j+ 1..k) = (I ∪ R−1(j+ 1..m))∪ R−1(m+ 1..k), and
H∪Q−1(j+1..k) = (H∪Q−1(j+1..m))∪Q−1(m+1..k) for any index kwithm < k ≤ l, (I∪R−1(j+1..m),H∪Q−1(j+1..m))
satisfies condition C(m+1..l). 
3.4. Description and performance analysis of the algorithm
This subsection presents the proposed algorithm and analyzes its performance, based on the lemmas and facts shown in
the previous subsections. Recall that this algorithm simulates the ideal algorithm described in Section 3.1, which recursively
halves the set R−1(j+ 1..l) until this set becomes a singleton, using the fundamental procedure.
For any subsets I and J of indices from 1 to n, let the pair (I,H) satisfy condition C˜(j+1..l), if (I,H) satisfies C(j+1..l) and
|I| = |H| ≤ 3(l− j) holds. The proposed recursive algorithm, denoted as A, takes as input the set R−1(j+ 1..l) and subsets I
and H of indices from 1 to n such that (I,H) satisfies C˜(j+1..l) (together with additional input, the indices j and l, and the sets
P(R−1(j+1..l)), P(I), andQ−1(j+1..l), which, for simplicity, are not explicitly displayed in the description of the algorithm).
Note that the size of input to A(R−1(j + 1..l), I,H) is O(l − j) due to the condition C˜(j+1..l). The goal of this algorithm is to
determine the valuesR−1(k) for all indices kwith j < k ≤ l, which is executed as follows. If j+1 = l, thenA(R−1(j+1..l), I,H)
outputs the index contained in R−1(j + 1..l) as the value of R−1(l), and then halts (statement (1) in the description of the
algorithm given below). Otherwise, in order to determine the values R−1(k) for all indices k with j < k ≤ l, the algorithm
first halves R−1(j+ 1..l) into two subsets R−1(j+ 1..m) and R−1(m+ 1..l) according to Fact 5, wherem =  j+l2  (statement
(2)). The algorithm then recursively executes A(R−1(j+ 1..m), I − I∗,H −H∗) to determine the values R−1(k) for all indices
kwith j < k ≤ m (statement (4)), and executes A(R−1(m+1..l), (I− I∗)∪R−1(j+1..m), (H−H∗)∪Q−1(j+1..m)) in order
to determine the values R−1(k) for all indices k with m < k ≤ l (statement (5)). These recursive executions are performed
after constructing I∗ and H∗ such that both (I − I∗,H − H∗) satisfies C(j+1..l) and |I − I∗| = |H − H∗| ≤ l − j, according to
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Fact 6 (statement (3)). The reason for this is that, according to Fact 7, (I − I∗,H − H∗) and ((I − I∗) ∪ R−1(j + 1..m), (H −
H∗) ∪ Q−1(j + 1..m)) satisfy C˜(j+1..m) and C˜(m+1..l), respectively. Note that, after executing A(R−1(j + 1..l), I,H), the values
R−1(k) for all indices kwith j < k ≤ l are obtained, due to the self-recursive execution.
The description of A(R−1(j+ 1..l), I,H) is given as follows:
(1) If j+ 1 = l, then halt after reporting that R−1(l) = i, where R−1(j+ 1..l) = {i};
(2) construct R−1(j+1..l)∩ I(I ∪R−1(j+1..l),H ∪Q−1(j+1..m)) and R−1(j+1..l)− I(I ∪R−1(j+1..l),H ∪Q−1(j+1..m)),
and treat them as R−1(j+ 1..m) and R−1(m+ 1..l), respectively;
(3) construct I∗ = {i ∈ I | h(I ∪ R−1(j+ 1..l),H ∪Q−1(j+ 1..l), i) ∈ H} and H∗ = {h(I ∪ R−1(j+ 1..l),H ∪Q−1(j+ 1..l), i) |
i ∈ I∗};
(4) execute A(R−1(j+ 1..m), I − I∗,H − H∗);
(5) execute A(R−1(m+ 1..l), (I − I∗) ∪ R−1(j+ 1..m), (H − H∗) ∪ Q−1(j+ 1..m)),
wherem =  j+l2 .
Similar to the ideal algorithm, the depth of each leaf in the recursion tree is at most log2(l− j) due to the setting ofm, and
the total size of the input to A executed at each level of the depth in the tree is O(l − j). Therefore, if A(R−1(j + 1..l), I,H),
excluding the recursive execution in statements (4) and (5), runs in time linear in the size of the input, i.e., O(l − j), then
the entire execution of A(R−1(j + 1..l), I,H), including the recursive execution in statements (4) and (5), is completed in
O((l− j) log(l− j)) time.
Statement (1) of A(R−1(j+ 1..l), I,H) can obviously be executed in constant time. The other statements are executed as
follows. Recall the assumption that every set of indices is represented as a list of all indices in the set in descending order.
Therefore, taking the union or the intersection of sets, taking the difference between two sets, or partitioning a set into two
according to, for example, the value of Q−1 can be executed in time linear in the total size of the sets in a straightforward
manner. Thus, it follows from Lemma 1 that statement (2) can be executed in O(l − j) time. Let G = I ∪ R−1(j + 1..l) and
F = H∪Q−1(j+1..l). In order to execute statement (3) in O(l− j) time, it is necessary to efficiently checkwhether the index
h(G, F , i) belongs to H for each index i in I . This requires the algorithm to use an additional array, B of n binary elements, for
temporal computation. This array is constructed once in the preprocessing of the entire algorithm, and is re-used by every
recursive execution of A. Statement (3) is executed as follows. For each index i in I , the value h(G, F , i) is determined in
O(|I| + (l − j)) time according to Lemma 1. The array B is then initialized by setting B(h(G, F , i)) to 0 for all indices i in I ,
and then setting B(h) to 1 for all indices h in H . Hence, the value of B(h(G, F , i)) for any index i in I with h(G, F , i) belonging
to H is first initialized to 0, and then re-initialized to 1. Due to this initialization, for each index i in I, h(G, F , i) belongs to
H if and only if B(h(G, F , i)) = 1. Hence, I∗ can be obtained by collecting all indices i in I in descending order such that
B(h(G, F , i)) = 1. In this process, the algorithm sets B(h(G, F , i)) to 0 for all indices i in I again, so that, for any index h in H ,
I∗ contains the index i such that h(G, F , i) = h if and only if B(h) = 0. Therefore, H∗ can be obtained by collecting all indices
i in H in descending order such that B(h) = 0. Note that |I| = |H| ≤ 3(l− j) due to condition C˜(j+1..l). Thus, statement (3) of
A can be completed in O(l− j) time. Using B in a similar manner, P(R−1(j+ 1..l)) can be partitioned into P(R−1(j+ 1..m))
and P(R−1(m + 1..l)) in O(l − j) time, and P(I − I∗) can be extracted from P(I) in O(|I|) time. Thus, the input to recursive
execution of A in statements (4) and (5) can be constructed in O(l− j) time, and hence, A(R−1(j+ 1..l), I,H), excluding the
recursive execution in statements (4) and (5), can be executed in O(l− j) time. This implies that, given the set R−1(j+ 1..l)
and any subsets I and H of indices from 1 to n such that (I,H) satisfies C˜(j+1..l),A outputs the values R−1(k) for all indices
k with j < k ≤ l in O((l − j) log(l − j)) time by recursively executing itself. Here, the time for constructing the array B in
preprocessing, which is O(n), is not included in the execution time.
Below, it is shown how the initial input, the set R−1(j + 1..l) and the sets I and H with (I,H) satisfying C˜(j+1..l), to A
can be constructed in O(n) time. It follows from Lemma 2 that R−1(1..j) and R−1(1..l) can be constructed in O(n) time
by executing the fundamental procedure. Recall that R−1(1..n) = {1, 2, . . . , n}. Hence, R−1(j + 1..l) = (R−1(1..n) −
R−1(1..j))∩R−1(1..l) can be obtained in O(n) time. It also follows from Lemma 2 that (R−1(1..j),Q−1(1..j)) satisfies C(j+1..n),
and hence, (R−1(1..j),Q−1(1..j)) satisfies C(j+1..l) by Fact 7. Therefore, constructing the sets I∗ and H∗ as described in Fact 6
with I = R−1(1..j) and H = Q−1(1..j), the sets R−1(1..j)− I∗ and Q−1(1..j)− H∗, the pair of which satisfies C˜(j+1..l), can be
obtained. Thus, the initial input to A can successfully be constructed in O(n) time.
The required space of the entire algorithm is estimated as follows. The arrays representing the permutations P, P−1,Q ,
and Q−1, and the array B require O(n) space. Ignoring this space, A(R−1(j+ 1..l), I,H), excluding the recursive execution in
statements (4) and (5), maintains a constant number of index lists of length O(l − j), which require a space that is linearly
proportional to the size of the input, i.e., O(l− j). Hence, the total space required to execute the entire algorithm is linear in
the total size of the input to A executed at each node on the longest path from the root to a leaf in the recursion tree, which
is O(l− j) due to the setting ofm =  j+l2 . Thus, the entire algorithm operates in a space of O(n).
By the above implementation, the following theorem is eventually obtained.
Theorem 2. Given permutations P and Q over indices from 1 to n, together with indices j and l such that 0 ≤ j < l ≤ n, the
values R−1(k) for all indices k with j < k ≤ l can be computed in O(n+ (l− j) log(l− j)) time and in O(n) space, where R is the
solution of the permutation min-sum multiplication problem for P and Q .
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4. Conclusion
This article proposes anO(n+(l− j) log(l− j))-time,O(n)-space algorithm for computing the values R−1(k) for all indices
kwith j < k ≤ l, for any permutations P and Q over indices from 1 to n, and any indices j and lwith 0 ≤ j < l ≤ n, where R
is the permutation over indices from 1 to n such that the distribution matrix of R is identical to the min-sum product of the
distribution matrices of P and Q . By symmetry, for given indices g and iwith 1 ≤ g < i ≤ n+ 1, this algorithm can also be
used to obtain the values R(h) for all indices hwith g ≤ h < i in O(n+ (i− g) log(i− g)) time and in O(n) space.
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