A Real-Time Optimal Control Approach for Water Quality and Quantity Management: Marina Reservoir Case Study by ALBERT GOEDBLOED
A REAL-TIME OPTIMAL CONTROL APPROACH FOR WATER
QUALITY AND QUANTITY MANAGEMENT: MARINA
RESERVOIR CASE STUDY
ALBERT GOEDBLOED
NATIONAL UNIVERSITY OF SINGAPORE
2013
A REAL-TIME OPTIMAL CONTROL APPROACH FOR WATER
QUALITY AND QUANTITY MANAGEMENT: MARINA
RESERVOIR CASE STUDY
ALBERT GOEDBLOED
(M.Sc., B.Sc., Delft University of Technology)
A THESIS SUBMITTED
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
DEPARTMENT OF CIVIL & ENVIRONMENTAL ENGINEERING





Before you start reading this thesis I would like to bring forward some people and orga-
nizations that have supported me in various ways throughout the duration of my research.
First I would like to thank Assoc. Prof. Vladan Babovic for his constant support and
guidance.
I’m grateful to A*star, SDWA and NUS for providing me with financial support and a
cool office to work in.
There are many other people I would like to thank. In more or less random order:
Stefano Galelli, Mark Fielding, Abhay Anand, Peter-Jules van Overloop, Ali Meshgi,
Dirk Schwanenberg, Joost Buurman, Petra Schmitter, Laksminarayanan Samavedham,
Javier Rodriguez, Sally Teh, Daniel Twigt, Liong Shie-yui, Hendrian Sukardi, Adri Ver-
wey, Pavlo Zemskyy, Govert Verhoeven, Ivy Poh, Alam Kurniawan, SK Ooi, Kalyan
Chakravarthy Mynampati, Jeffro Lackscheide, Jeff Obbard and many, many others...





The Sustainable Urban Water Management paradigm is based on the idea that water sup-
ply, storm water drainage and waste water disposal are interrelated resources that can in-
crease the sustainability at the urban scale. In this context, the construction of reservoirs
mainly fed by storm water and operated for drinking supply purposes can be demonstrated
to achieve long-term sustainability objectives. Urban environments are dynamic in nature
and concentration times of such catchments tend to be extremely short, making the oper-
ational management of these reservoirs challenging. With the purpose of discussing the
best alternatives that can be adopted to deal with these extreme hydrological features, the
performance of off-line (a-priori controller design) and on-line (Real-time control) op-
eration, based on Stochastic Dynamic Programming and deterministic Model Predictive
Control were investigated , including a quantitative assessment of the role of the hydro-
meteorological information available in real-time.
The optimal control of water reservoir networks is often limited to quantity objectives,
e.g. drinking water supply or hydro power production, since the dynamics of water quan-
tity objectives can be described with simple, lumped models, that can be easily embedded
in optimization frameworks. On the other hand, water quality objectives are more diffi-
cult to address, because of the high computational demand of the physically-based models
adopted to describe water quality processes. This prevents their usage for computation-
ally intensive tasks, as optimal control or Monte-Carlo analysis. However water quality is
an important aspect in an urban environment and therefore needs to be taken into account.
In this study an off-line procedure is adopted to integrate water quality objectives into the
developed control procedure.
The short time of concentration, caused by the specific characteristics of urban catch-
ments, is the main challenge for the effective management of urban reservoirs. This
hydrological pattern can be mitigated by the adoption of water-sensitive urban design
infrastructures (e.g. Green roofs). Green roofs reduce the amount of impervious areas,
enhancing the retention capabilities and providing additional storm water storage. While
their performance at the local scale is well addressed in literature, a quantitative analy-
v
sis of their overall effect at the catchment scale is still limited. In this work, we adopt
a numerical modelling framework to quantitatively evaluate the effect of green roofs de-
ployment at the catchment level. This analysis relies on two main elements: (1) the
green roofs storm water performance is fully implemented in a combined hydrological
and 1D hydraulic model (modelled with Sobek modelling software), which provides a
detailed description of the catchment dynamics under different deployment scenarios; (2)
the catchment management policy is obtained by means of a real-time optimal control
technique, which provides a quantitative link between the green roofs deployment and
the economic targets of the catchment operational management.
The considered case study is Marina Reservoir, a multi-purpose reservoir located in the
heart of Singapore. It is characterized by a large, highly urbanized catchment that pro-
duces consistent inflow events with a short time of concentration of approximately one
hour. Results show that the on-line approach can outperform the off-line one, especially if
accounting for conflicting objectives as flood protection and energy savings. Water qual-
ity objectives were integrated into this framework and show that operational performance
can benefit from this approach. It was shown that the modelling framework and real-time
control algorithm can be used to assess the effectiveness of catchment modification mea-
sures. However, while the large scale implementation of green roofs doesn’t significantly
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1. INTRODUCTION
According to the latest statistics, this last decade records the first time in history that
urban residents comprise more than fifty percent of the world’s population (United Na-
tions Population Fund 2007, 2011). This urbanisation is taking place predominantly in
the developing world and particularly in Asia (Satterthwaite 2007). This high concentra-
tion of human activities intensifies the competition for all types of natural resources, with
water being one of the most vital (Zoppou 2001). In this context, the conventional ur-
ban water management approach, which considers the infrastructure delivering drinking
water separately from those dedicated to storm water drainage and wastewater disposal,
is likely unsuitable to address the current and future challenges, such as extreme weather
events and the increasing water demand (Brown et al. 2011). Both scholars and practition-
ers agree that a paradigm shift towards a more sustainable approach, commonly referred
to as Sustainable Urban Water Management (SUWM), is required (van de Meene et al.
2011, Brown et al. 2011). The key idea of SUWM is that the three main components
of the urban cycle (i.e. water supply, storm water drainage and wastewater disposal) are
not unavoidable by-products of urbanization, but rather interrelated resources that can in-
crease economic, social and ecological sustainability at the urban scale. This shift implies
an integrated and holistic approach to urban water management, and calls for the devel-
opment of decision support tools that facilitate the selection of combinations of water
saving and management strategies (Makropoulos et al. 2008, Qin et al. 2011, Mortazavi
et al. 2012).
Another development is the advancement of information and communications technolo-
gies (ICT’s) and its application in water resource management. Hydroinformatics is a
term commonly used for this field of research and application (Abbott 1991). Hydroin-
formatics has its roots in computational hydrology and seeks to exploit data and models
to effectively manage challenges in water resource management (Babovic 1996). This
is particularly useful in a dense urban environment, where efficient use of all resources
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is paramount. Therefore urban water management has been a key focus in the field of
hydroinformatics (Price & Vojinovic 2011).
This provides the context for the research presented in this thesis. Urbanisation is an on-
going trend, particularly in Asia, which makes this research relevant. Novel solutions are
required, which can be found in the fields of SUWM and Hydroinformatics. This research
will focus on Singapore, a highly developed urbanised country in the heart of south-east
Asia that faces similar challenges in terms of water resource management. It could serve
as an example for other cities in the region, as solutions developed for Singapore could
have a wider application in other cities.
Singapore has developed a set of planning and management strategies, aimed at increas-
ing its water security and self-sufficiency, with particular emphasis on public education,
wastewater management and supply and demand management (see Luana (2010) for a
review). Within the wastewater and supply management, Singapore has adopted the so-
called Four National Taps Strategy, which provide a diversified and sustainable supply
of water through large-scale urban storm water harvesting, reclaimed water (NEWater),
imported water from Malaysia and desalinated water (Xie 2006). The core of the first
tap is the idea of employing the largest catchment, Marina catchment, for drinking water
supply. To this purpose, the storm water collected by the drainage system is stored in Ma-
rina Reservoir, created in late 2008 by damming the former Marina with a 350 m-wide
tidal barrier. The reservoir, which increases the water supply by about 10% of the current
needs, serves also for flood protection and lifestyle attraction. A sustainability assessment
by Kristiana et al. (2011) shows that the reservoir, apart from few temporary drawbacks
registered during the construction phase, has the potential of increasing the sustainability
of Singapore water management.
While the construction of reservoirs in urban catchments can be demonstrated to achieve
long-term sustainability objectives (Kristiana et al. 2011), the operational management of
these infrastructures face a number of challenges. The main problem with urban catch-
ments is the presence of large impervious areas, which can cause a shift in the distribution
of water from partially subsurface flow processes to nearly all surface runoff, increasing
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the overall hydraulic efficiency of the catchments, with shorter times of concentration and
decreased recharge of the water table (Niemczynowicz 1999, Shuster et al. 2005). This
increased pattern of surface runoff is combined with the limited storage capacity of ur-
ban reservoirs, making them extremely sensitive to flow peaks, with potential risks for
the surrounding areas. A further complexity factor is the multi-purpose nature of these
reservoirs, which must be operated for satisfying conflicting objectives, as drinking water
supply and flood protection. Moreover, the water impound behind the barrage is very
likely to suffer from water quality problems (i.e. eutrophication, high suspended solids
concentration and salinity intrusion), as shown in Smits et al. (2007b) and Antenucci et al.
(2013). This is due to the combination of persistent high temperature and light intensity
with the high concentration of nutrient and sediments brought by the short bursts charac-
terizing the inflow process as well as, due to its proximity to the sea, saline intrusion.
The efficient management of Marina Reservoir thus calls for the adoption of novel tools,
capable of accounting for water quantity and quality targets in a fast-varying hydro-
meteorological system. Because of the short time of concentration of the system and
the high intensity of rainfall typical to this tropical region a traditional approach, where
operation rules are defined a priori, and actions are derived the current state of the sys-
tem, is likely not feasible. This is because these, so-called, off-line methodologies are
not suitable to incorporate real-time data, that help in anticipating future events. This
problem can be addressed by adopting a real-time control approach that can exploit the
availability of hydrological information (e.g. precipitation and runoff forecasts) thus en-
hancing the efficiency of the management system. However, the specific climatological
conditions in tropical Singapore make accurate rainfall prediction beyond a few hours
lead time challenging. While this is sufficient to resolve typical rainfall events it limits
the possibility to directly integrate water quality objectives. This is because the water
quality processes within the Marina reservoir have a much larger time-scale and are thus
beyond the achievable lead time. With insufficient information an on-line approach loses
its advantage.Therefore the water quality objectives are best achieved by an off-line ap-
proach. Thus to integrate both water quantity and water quality objectives, a controller is
developed that uses both on-line and off-line control elements.
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While implementing an improved control system can lead to enhanced system perfor-
mance, i.e. the ability to meet system objectives, it treats the system as fixed. The devel-
oped controller will only give the optimal performance for the system in its current form.
For the Marina Reservoir catchment, the short time of concentration of the drainage sys-
tem, and the low lead time available in rainfall prediction are important factors that put
constraints on the overall performance of the system.It is shown in Goedbloed et al. (2011)
that a longer lead time results in an improved system performance. While improving the
lead time of the rainfall prediction is outside the scope of this research, it is also pos-
sible to make changes to the system that delay the urban runoff. A delayed runoff will
increase the lead time of the runoff prediction, even without improvement in the rainfall
prediction, and potentially to enhanced system performance. During the last couple of
decades, a variety of approaches to mitigate both the hydrological and water quality im-
pacts of urbanization have been developed. Among these, source control is probably the
most adopted (Barbosa et al. 2012). The available modelling framework that is used to
develop the control algorithm could easily be employed to evaluate and benchmark these
measures. The control algorithm itself can identify trade-offs and quantify potential ben-
efits. One promising technique that shows potential for Singapore is the application of
green-roofs (Berndtsson 2010). This method has already received attention in the Sin-
gapore context (Vijayaraghavan et al. 2012, Spengen 2010), and is therefore selected for
this study, as the past experience serves as a basis for this research.
To summarize, the overall goals of this research are:
• Develop and apply real-time control algorithms for short term control of reservoir
water quantity objectives;
• Integrate water quality objectives through an off-line control strategy;
• Test the effectiveness of catchment modification measures as a method to cope with
the extreme hydrological features characterizing urban catchments.
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The main novelty of this work is in the specific application of control methodologies on
the chosen testcase. Marina Reservoir is created on the downstream end of a tropical
urban catchment. It is in fact a reservoir created out of an estuary with a largely urban
catchment. Few reservoirs exist with similar characteristics. As mentioned, the particular
characteristics poses specific challenges for the management of the reservoir. The control
methodologies applied are not new, however, the specific application on this particular
testcase is.
Reservoirs are typically created further upstream in rivers and rarely have an urbanised
catchment. On the other hand storm surge barriers to close of estuaries from the sea
are common and are typically created to protect the hinterland against flooding during
storms. These barrages are in general kept open under normal conditions and only closed
during storm events e.g. Thames barrier in the United Kingdom, Maeslantkering in The
Netherlands. The Marina Barrage was created to be permanently closed and to create a
freshwater reservoir and thus poses unique challenges for its management. These chal-
lenges lie in:
• The extreme flood peaks caused by the tropical rainfall patterns and the highly
urbanised catchment;
• The management of the water levels while taking into account the tidal boundary
on the downstream side of the barrage that puts constraints on the potential release;
• Water quality issues related to the runoff characteristics, tropical climatological
conditions and the proximity to the sea.
The novelty of the evaluation of the catchment modification measures is threefold: i) this
is the first study assessing the effect of green roofs at the catchment scale in a tropical re-
gion, ii) the evaluation is performed over a long period (3 years), including prolonged dry
periods, thus accounting for the whole variability of the meteorological system, iii) the
assessment is not limited to the green roofs hydrological performance, but also include
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their effect on water-related activities.
While the Marina Reservoir is a unique testcase it is relevant in a wider context. With in-
creased urbanisation, specifically here in the region. The challenges that Singapore faces
are shared with many other urban centres in the region an throughout the world. The
results of this research contribute to this discussion and could find wider applicability in
the region an beyond.
The remainder of this thesis is organized as follows. The next chapter will give a detailed
overview of the literature available about the various topics addressed in this thesis. This
chapter will also briefly address the general theoretical concepts applied. Chapter 3 will
give a detailed overview of the Marina Reservoir catchment that is used as a case study
for this research, including the extensive modelling framework that is available. Chapter
4 will describe the development and evaluation of the water quantity control algorithm,
while in Chapter 5 the integration of salinity control as an objective into this control
framework is described. Chapter 6 will evaluate the effectiveness of the large scale de-
ployment of green roofs in Marina Catchment. In Chapter 7, conclusion will be drawn
and recommendations for future research directions will be given. And finally Appendix
B will describe the integration of the control algorithm into the existing operational man-
agement system.
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Despite being a widely discussed research area, the optimal management of water reser-
voirs still remains an intriguing problem, from both a research and engineering perspec-
tive (see reviews by Labadie (2004), Castelletti et al. (2008)). Water systems are indeed
characterized by the presence of multiple and conflicting water users, strong uncertainty
associated with the disturbances and non-linearities in the models describing the system
dynamics. Therefore finding integrated and holistic solutions still remains a challenge.
During the last decades researchers and engineers have mainly focused on the optimal
control of reservoirs with a strict attention for water quantity targets (see Section 2.1.2),
while less efforts have been devoted to optimal control of water quality (Section 2.1.3).
Indeed, optimal control algorithms are characterized by strong computational requests
thus making difficult their combination with the complex, physically-based models used
to simulate the hydro-biological conditions of reservoirs. In Section 2.1.4 the literature
about the impact of source control techniques on urban catchments management is re-
viewed. Section 2.1.5 will conclude with a concise review of the literature about opera-
tional integration of automated control algorithms in reservoir operation.
2.1.2 Reservoir control
The most common approach for the control of a water reservoirs system is to design
an off-line, feedback policy that provides the optimal control for all the possible states.
This can be obtained by applying the optimality principle (Bellman 1957) to the sys-
tem under study, namely by recursively solving the Bellman equation. This approach is
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commonly referred to as Stochastic Dynamic Programming (SDP), and it has been ex-
tensively employed in the past for both hydropower scheduling (Turgeon 1980, Esogbue
1989) and, more generally, multi-purpose reservoirs operation (Vasiliadis & Karamouz
(1994), Soncini-Sessa et al. (2007), Celeste & Billib (2009) and references therein).
However, despite being so extensively studied and applied, SDP presents two important
limits that often prevent its application to complex systems: i) SDP computational re-
quests grows exponentially with the state, disturbance and control dimensions (curse of
dimensionality (Bellman 1957)), thus limiting SDP to the management of few reservoirs
(within the order of few units); ii) an explicit model for each system component is re-
quired to anticipate the effects of the system transitions (curse of modelling (Bertsekas &
Tsitsiklis 1996)): all the variables included in the SDP framework can be either a state
variable described by a proper dynamic model or a stochastic disturbance described by a
probability distribution function (pdf). This means that all the observable variables (e.g.
precipitation or temperature measures) that could be used to improve the reservoir oper-
ation cannot be explicitly employed, unless a model is identified of them (thus adding to
the curse of dimensionality). Such a limitation is particularly critical when dealing with
complex uncontrolled catchments: the inflow processes are generally described as purely
random or lag-one Markov processes, and the information related to the observable vari-
ables like precipitation is often discarded, thus diminishing the efficiency of the designed
policy (Pianosi & Soncini-Sessa 2009).
To overcome the curse of dimensionality a variety of methods have been developed. Ac-
cording to Castelletti et al. (2008), these can be distinguished by two main methodologi-
cal groups, depending on whether they are based on a simplification of the water system
model or on a restriction of the degrees of freedom of the policy design problem. The
first group includes, for example, the decomposition of the water system into smaller and
tractable subsystems (Turgeon 1981) or decomposition/aggregation techniques based on
principal component analysis and neural networks (e.g. Saad et al. (1992, 1994)). The
methods belonging to the second group are rather based on the introduction of some hy-
pothesis concerning the regularity of the SDP optimal value function and the employment
of continuous approximation of the value function (see, among the others, Bertsekas &
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Tsitsiklis (1996), Cervellera et al. (2006), Castelletti et al. (2007)). The SDPs curse of
modelling has received less attention than the dimensionality one, and the few studies
that do, mainly propose a reinforcement learning approach (Bhattacharya et al. 2003, Lee
& Labadie 2007, Castelletti et al. 2010a). The idea of this approach is to learn the operat-
ing policy by learning from previous experience.
An alternative to such off-line computation of a feedback policy is represented by on-line
optimal control, which foresees that the control problem can be solved on-line by exploit-
ing the receding horizon principle: this means that the control policy is re-designed at
each decision time-step, on the basis of the hydro-meteorological information available
in real-time. The on-line control approach is characterized by less computational requests
(see Pianosi & Soncini-Sessa (2009) for discussion) and, moreover, allows for taking into
consideration important exogenous information. The on-line problem can be formulated
as i) stochastic closed-loop control problem, ii) stochastic open-loop control problem, iii)
deterministic open-loop control problem. The former is referred to as Partial Open-Loop
Feedback Control (POLFC), and was introduced in literature by Bertsekas (1976). This
method is still based on the resolution of the Bellman equation, but the adoption of the
on-line approach with a reduced time horizon permits to strongly contain the curse of
dimensionality. Application of the POLFC method for water reservoirs operation can be
found in Nardini et al. (1994) or Pianosi & Soncini-Sessa (2009). The other two methods
are respectively known as Open-Loop Feedback Control (OLFC) and Naive Feedback
Control (NFC): these are based on the idea of transforming the optimal control problem
into a (non-linear) mathematical programming one (i.e. resorting to open-loop optimiza-
tion). In this case, the resolution of the problem yields to a sequence of optimal decisions
rather than a control policy. Also Model Predictive Control (MPC) (Camacho & Bordons
2004) (for a review, see Mayne et al. (2000)) can be traced back to a NFC formulation
(see Bertsekas (2005) for a detailed analysis of the relation between POLFC, OLFC and
NFC/MPC). OLFC and MPC are finding successful applications in the water resources
community, because of their reduced computational complexity, flexibility and ability in
dealing with several constraints. See, for example, Georgakakos & Marks (1987), Acker-
mann et al. (2000), Martinez & Soares (2002), van Overloop (2006), Schwanenberg et al.
(2010). While indeed applications are common, applications in an urban reservoir in a
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tropical climate are rare.
2.1.3 In-reservoir water quality control
Water quality aspects are an important factor in Reservoir operation. For many reservoirs
there is a need to maintain a minimum environmental flow to mitigate water quality prob-
lems downstream. Also, in many cases, the water quality inside the reservoir is important
as the water users require specific water quality standards (e.g. reservoirs that serve as
drinking water supply can keep treatment costs down by maintaining good water quality).
The importance of water quality aspects is also reflected in the literature about reservoir
operation (see for example Jaworski et al. (1970), Chaves & Kojiri (2003), Dhar & Datta
(2008), Soltani et al. (2010)).
The main challenge is the complexity of the water quality processes involved (e.g. ELCOM-
CAEDYM, (Hodges & Dallimore 2001); CE-QUAI-W2, (Cole & Wells 2002); QUAL2E,
(Brown & Barnwell 1987); WASP, (Ambrose et al. 1987); DYRESM-CAEDYM, (Herzfeld
& Hamilton 2000, Imberger & Petterson 1981); Delft3D (Deltares 2010a)). This requires
computationally intensive models that are difficult to employ in optimization. This could
be overcome by using a simplified model formulation. For example Dhar & Datta (2008)
use a 2D model and Genetic Algorithm for optimization is employed on an experimental
test case to optimize the water quality in a river downstream of a reservoir. For simple
models in an academic test-case the optimization is still possible. Other examples can
be found in Chaves & Kojiri (2003), Kerachian & Karamouz (2006), Xu et al. (2010).
However for more complex situation the computational burden becomes too large (Dhar
& Datta 2008).
The main drawback of this application is that the main focus is on river water quality,
since in-reservoir water quality should require the adoption of more complex and reliable
3D models. An approach to overcome this limitation is to perform a top-down reduction
of the physically-based model by identifying a simplified, computationally efficient em-
ulator, constructed from, and then used in place of the original process-based model in
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highly resource-demanding tasks. The underlying idea is that not all the process details
in the original model are equally important and relevant to the dynamic of the outputs
of interest. An emulator is a computationally efficient, low-order approximation of a
physically-based model that can be substituted for it in order to solve a high resource-
demanding problem (see Ratto et al. (2011) and references therein). For employment in
control problems dynamic emulators are required (Galelli 2010, Lamond & Boukhtouta
2002). For non-linear relationships a data driven approach is most suitable, and in a data
driven approach the emulator is identified based on a data set of input-output samples
generated with the physically-based model (van der Merwe et al. 2007, Young & Ratto
2011, Galelli 2010, Castelletti et al. 2011).
Within the context of Marina Reservoir one important issue is salinity intrusion that oc-
curs during dry periods. The salinity intrusion process is, compared to the rainfall-runoff
process of the catchment, a relatively slow process. Therefore its mitigation is best ac-
counted for via an off-line policy design. It can be integrated into the NFC framework via
the penalty function (Mayne et al. 2000). This penalty function guarantees the long term
performance of the system i.e. the short term control decision doesn’t compromise long
term performance. The penalty function can be optimally defined by recursively solving
the Bellman equation (Bellman 1957). It is in this context a potential emulator shall be
applied. In other words, the penalty function will represent the optimal cost-to-go for the
defined emulator. Any inaccuracy that exists between the data set or model results will be
transferred to the penalty function. As an alternative a more direct approach is adopted.
Instead of first creating an emulator out of a data set from which, subsequently the penalty
function is calculated, a direct approximation of the penalty function is generated out of
the data set by means of a batch mode reinforcement learning algorithm (Bhattacharya
et al. 2003, Lee & Labadie 2007, Castelletti et al. 2010a).
Reinforcement learning (RL) is a model free framework that will improve its performance
by past experience (Castelletti et al. 2010a, Sutton & Barto 1998). It requires only a data
set of model simulation data or measurements for training purposes. A promising algo-
rithm that has found application in operation of water system is Q-learning (Watkins &
Dayan 1992). This method has been reported to outperform SDP (Lee & Labadie 2007,
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Castelletti et al. 2010a). Fitted Q-iteration is a variant of Q-learning that has an advantage
over Q-learning (as demonstrated by Castelletti et al. (2010a) and Ernst et al. (2005)).
Fitted Q-iteration has been employed on reservoir control with both water quantity and
quality objectives (Castelletti et al. 2013) and thus seems a suitable algorithm for this
study.
2.1.4 Catchment modification measures
The current trend in urban population growth is increasing the anthropogenic pressure
on water resources, whose management would benefit from the adoption of sustainable
and integrated approaches (Saito et al. 2012). Indeed, the conventional approach to storm
water management, which is aimed at maximising the drainage efficiency, has been de-
bated since long as it affects patterns and volumes of infiltration, evapotranspiration, and
surface and subsurface flows (see the reviews by Niemczynowicz (1999), Zoppou (2001)
and Shuster et al. (2005)). This alteration of the hydrological cycle causes a number
of changes in the flow regimes, including increased frequency, magnitude and volume
of storm flow, increased volume of total runoff due to reduced evapotranspiration, re-
duction in the magnitude of baseflow due to reduced infiltration, increased frequency of
low-magnitude flows and reduced storm recession time (Burns et al. 2012). In addition,
it is well documented that traditional drainage infrastructures convey large quantities of
contaminants, thus being one of the major sources of pollution of receiving waters (see
Barbosa et al. (2012), and references therein).
During the last couple of decades, a variety of approaches to mitigate both the hydrolog-
ical and water quality impacts of urbanisation has thus been developed. Among these,
source control is probably the most adopted (Barbosa et al. 2012). The idea behind it is to
design and deploy decentralised solutions that help in restoring the natural flow regimes,
protecting the water quality of both collecting and receiving waters, and conserving wa-
ter resources. This is an important paradigm shift, since storm water is not any longer
seen as a by-product of urbanisation, but rather as a resource that must be integrated with
the other components of the urban water system (Brown et al. 2011). Depending on the
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focus and country where it was conceived, the source control approach assumes differ-
ent denominations. Some of the most common are Sustainable Urban Drainage Systems
(CIRIA 2000), Water Sensitive Urban Design (Whelans et al. 1994, Wong 2007), Low
Impact Development (Coffman 2002) and Best Management Practices (FHWA 2000).
According to Fletcher et al. (2012), source control technologies for managing urban
runoff can be discerned into two main groups, namely infiltration-based and retention-
based technologies. The former are aimed at restoring the base flow through the recharg-
ing of the subsurface flows and groundwater, so their performance mainly depends on the
soil permeability (see Schirmer et al. (2012) for more details on urban hydrogeology pro-
cesses). Examples of infiltration-based technologies include unlined bioretention systems
(rain gardens) (DeBusk et al. 2011, DeBusk & Wynn 2011), swales (Kirby et al. 2005) and
porous pavements (Dietz 2007). The latter are based on the idea of retaining storm water,
and thus work by attenuation of the outflow or reduction due to extraction. The attenu-
ation capability normally depends on their storage-routing properties, while retention is
influenced by evapotranspiration losses and storm water harvesting. Therefore, the degree
of attenuation is a function of the storage volume, detention time and the ratio between
the catchment area and the size of the system itself. Wetlands and ponds (Maestri & Lord
1987), green roofs (Berndtsson 2010) and storm water harvesting (Fletcher et al. 2007)
are among the most common solutions. For further details on the performance of both in-
filtration and retention-based technologies, see Ahiablame et al. (2012) and Fletcher et al.
(2012).
Green roofs are one of the most adopted retention-based technologies for attenuating and
reducing runoff volumes, since they ensure a number of benefits. First, they have the
major advantage of making up 100% of their catchment area (Fletcher et al. 2012). In
addition, they contribute in achieving other benefits, such as reduction of noise and air
pollution, enhancement of biodiversity and wildlife habitat, and improvement of build-
ings thermal conditions (i.e. reduction of the heating/air conditioning costs and of the
urban heat island effect) (Berndtsson 2010). Green roofs are normally categorised into
two groups, i.e. intensive and extensive, depending on the thickness of the roof layer
and the level of maintenance needed. Intensive green roofs are characterised by deep soil
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layers and larger plants, and they thus require weeding, fertilising and watering. On the
other hand, extensive green roofs are established with thin soil layers and smaller plants,
and their design is normally aimed at reducing both installation and maintenance costs.
The runoff reduction and attenuation performance is probably the most reported element
in literature, although the effect of green roofs on runoff quality and pollutants transport
is also receiving increasing attention (see Vijayaraghavan et al. (2012), and references
therein). The overall hydrological performance is strongly affected by the weather condi-
tions, and this explains the different findings from both empirical and modelling studies.
The average rainfall retention has been reported to vary between 20 and 100 %, depend-
ing on the rainfall event size and intensity (see Ahiablame et al. (2012), and references
therein). Indeed, during a rainfall event, the excess water is converted into runoff once the
water holding capacity is reached. Another important driver of green roofs hydrological
performance is the season: summer normally results in higher evapotranspiration, which
allows for a faster regeneration of the retention capacity (Mentens et al. 2006, Villareal
2007). In addition, the green roofs performance depends on specific design parameters,
such as the soil thickness and characteristics, vegetation cover, and the green roof slope,
position and age, as summarised by Berndtsson (2010).
While most of the studies are related to the optimisation of the green roofs design, less
attention has been dedicated to their overall effect at the catchment scale, resulting on a
poor understanding of their influence on urban catchments. Mentens et al. (2006) applied
a rainfall-runoff relationship derived from a historical data record for the region of Brus-
sels (Belgium), and showed that extensive green roofs on just 10% of the buildings would
result in a runoff reduction of 2.7% on the region and 54% for the individual buildings.
Carter & Jackson (2007) modelled the hydrologic effect of different green roofs scenar-
ios in Tanyard Branch watershed (Athens, USA), and showed that the influence of green
roofs on runoff reduction depends upon the size of the designed storm event. Overall,
while in Mentens et al. (2006), green roofs were found to significantly reduce the peak
runoff rates, in Carter & Jackson (2007) the authors concluded that green roofs alone
cannot be relied upon to complete storm water management at the catchment scale. Also,
Carter & Jackson (2007) concluded that the size of the metropolitan areas may affect the
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validity of the conclusions.
2.1.5 Operational integration of reservoir control algorithms
In Yeh (1985) it is reported that although the research effort for developing reservoir
management systems and tools is large, the actual implementation of these tools is slow.
Three reasons are brought forward by Yeh (1985):
”
1. Most of the reservoir operators have not been directly involved in the development
of the computer model and thus are not entirely comfortable in using the model,...;
2. Most of the published papers deal with simplified reservoir systems and are difficult
to adapt in a real system. In addition, most of the published research is poorly
documented from a practical point of view;
3. There are institutional constraints that impede user research interactions.
”
Almost 20 years later a review by Labadie (2004) reports that ”Although opportunities
for real-world applications are enormous, actual implementations remain limited or have
not been sustained.”. It seems nothing has changed. However the author gives recom-
mendations that could lead to successful implementation of these systems.
Recently there has been significant development in the field of operational management
software. With the advance of ICT and mobile technology, data is increasingly available
in real-time and centralized. For many water systems software tools have been devel-
oped to manage and visualized data and run models and forecasts. These decision sup-
port systems (DSS) are sometimes developed specifically for a particular water system
(Goedbloed 2008, Vieira et al. 2012) but also some commercial software packages are
available like ARMS1 or Delft-FEWS (Werner et al. 2013). Apart from data and model
management these DSSs are also suitable to integrate control algorithms. Specifically for
1http://www.cwr.uwa.edu.au/software1/models1.php?mdid=1
15
Delft-FEWS a Real-time control module is in development called RTC-Tools 2. While
developments are ongoing the actual implementation of advanced control algorithms is
still slow.
The Operational management system for Marina Reservoir is also based on the Delft-
FEWS software (Twigt 2011) and therefore the developed control algorithm will be inte-
grated into this system.
2.2 Methodological approach
2.2.1 Introduction
This section gives an overview of the general methodologies that are used within this
research. Section 2.2.2 will describe the general formulation of SDP as an off-line control
algorithm. Section 2.2.3 will describe the MPC algorithm and in 2.2.5 the definition of
the penalty function via SDP and fitted Q-iteration will be described.
2.2.2 Off-line approach
In an off-line control strategy the design of the control law is done a priori. Typically a
model of the system is used to design an operating policy based on system characteris-
tics, e.g. PDF of the inflow, objectives of reservoir operation. The result of this exercise
is typically a single function or look-up table that maps the control action with the state
of the system, that can subsequently be used by system operators. Figure 2.1 shows the
design process of the control law in a graphical way. Subsequently Figure 2.2 shows how
the control law is implemented.
The optimal operation of a multi-purpose reservoir can be based on an operating (release)
policy P , namely a periodic sequence {mt(·) : t = 0, 1, . . . ;mt(·) = mt+kT (·), k ∈ N}




Fig. 2.1. Graphical repre-




Fig. 2.2. Graphical rep-
resentation of the offline
control methodology (im-
plementation)
suggests the release decision ut = mt(xt) to be adopted on the basis of the current state
xt of the system. The policy P can be designed by solving the following optimal control
















xt+1 = ft (xt,ut, εt+1) t = 0, . . . h− 1 (2.1b)
mt(xt) = ut ∈ Ut (xt) t = 0, . . . h− 1 (2.1c)
εt+1 ∼ φt (·) t = 0, . . . h− 1 (2.1d)
x0 given (2.1e)
where ft(·) is a discrete-time, periodic, non-linear (stochastic) state transition function
describing the dynamics of the state xt, which includes the reservoir storage and the state
of other dynamical components (e.g. uncontrolled catchments); ut is the decision vector,
which belongs to the set of the feasible decisions Ut (xt) and includes the release deci-
sion for each actuator (e.g. gates or pumps); φt (·) is a probability density function (pdf)
17
describing the behaviour of the random disturbances contained in the vector εt+1 and act-
ing on the system over the time interval [t, t + 1); gt(·) is an immediate cost function
expressing the cost associated to the stochastic state transition from xt to xt+1; h is the
prediction horizon over which the problem should be solved. For a global optimal policy
for a particular system, h should be longer than the time period of the process with the
slowest dynamics in the system.
The problem defined by Eqs. (2.1) can be solved by means of Stochastic Dynamic Pro-
gramming (SDP). In particular, the operating rules mt(·) for t = 0, 1, . . . , T − 1 are
computed as




[gt(xt,ut, εt+1) +Ht+1(xt+1)] (2.2)
where Ht+1(·) is the optimal cost-to-go function, namely the cost that would be obtained
if, starting from xt, only optimal decisions were adopted in all the successive steps. This
latter, can be computed by solving backward in time the recursive Bellman equation with





[gt(xt,ut, εt+1) +Ht+1(xt+1)] (2.3)
In theory this approach provides the exact, theoretical resolution of the optimal control
problem (Eqs. (2.1)), but in practice the resolution is limited by a dual curse affecting
SDP (Castelletti et al. 2010a): i) the computing time increases exponentially with the
dimensions of the state, decision and disturbance vectors (Bellman’s curse of dimension-
ality; Bellman (1957)); ii) an explicit model of each component of the water system is
required to anticipate the effects of the system transition (curse of modelling; Bertsekas
& Tsitsiklis (1996)). This means that any information appearing in Eqs. (2.1) can either
be a decision variable, or a stochastic disturbance (independent in time) described by its
associated pdf, or a state variable described by a dynamical model. The presence of this
dual curse often imposes the introduction of important simplifications in the model of the
water system (Pianosi & Soncini-Sessa 2009): i) because of the curse of dimensional-
ity, the reservoir inflows are described with simple, lumped models (generally a purely
random or a lag-one Markov process), even if the uncontrolled catchments should be de-
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scribed with more accurate models; ii) exogenous information, such as precipitation or
evaporation measurements, that could effectively improve the reservoir operation cannot
be embedded in the SDP framework, unless a dynamical model is identified for each in-
cluded information, thus adding to the curse of dimensionality. In an urban environment,
where catchments are characterized by a short time of concentration and increased pat-
terns of surface and river discharges, this could result in oversimplified operating policies
that can only react to the fast-varying hydro-meteorological phenomena without antici-
pating their effects.
As described in the next section, an effective way to overcome this dual curse is to reduce
the dimensionality of the state vector xt by removing the dynamical models of those com-
ponents that are not influenced by the release decisions, as for example the uncontrolled
catchments. The outputs from these models are then considered among the system’s dis-
turbances and their dynamics is accounted for by solving the control problem on-line and
updating the disturbance description with the information available in real-time.
2.2.3 On-line approach
The on-line approach is based on the receding horizon principle: at each time instant
t, a control problem is formulated over the finite horizon [t, t + h], with a prediction of
the disturbances provided by a dynamic predictor that exploits the hydro-meteorological
information available in real-time. Once the problem is solved, only the release decision
ut for the first time-step [t, t + 1) is implemented, and at time t + 1 a new problem is
formulated and solved over the horizon [t + 1, t + h + 1] with a new description of the
disturbance updated to the information available at time t + 1. Figure 2.3 represents the
structure of the online control methodology
Among the different solution strategies (see Castelletti et al. (2008) for a review), the
on-line optimal control problem is often formulated as a stochastic or deterministic open-
loop control problem. These formulations differ from the disturbance description, but they
both transform the optimal control problem into a non-linear open-loop one, which can
be solved by means of optimization (mathematical programming) techniques. In other
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 Fig. 2.3. Graphical representation of the online control methodology
words, the solution strategy does not seek for a finite sequence of operating rules, but for
a sequence of release decisions ut,ut+1, . . . ,ut+h−1. These two formulations, introduced
by Bertsekas (1976) as Open-Loop Feedback Control (OLFC) and Naive Feedback Con-
trol (NFC), are often referred to as Model Predictive Control (MPC). The main advantage
of MPC stands in its reduced computational requirements and the capability of partially
compensating with a feedback on the reservoir level for the effect of the disturbances (van
Overloop 2006).
In the present study a deterministic MPC formulation will be considered, as explained in











xˇt+1 = fˆτ (xˇτ ,uτ , εˇτ+1) τ = t, . . . t+ h− 1 (2.4b)
uτ ∈ Uτ τ = t, . . . t+ h− 1 (2.4c)
εˇt+ht+1 given scenario τ = t, . . . t+ h− 1 (2.4d)
xˇt given (2.4e)
(2.4f)
where xˇτ is the state of the system at time τ , whose dynamics is described by the state
transition function fˆτ (·); ut the decision vector (the same as in problem (2.1)) belonging
to the set of the feasible decisions Uτ ; εˇτ+1 the vector of the system (deterministic)
disturbances, whose value for each time instant τ belonging to the finite horizon [t +
1, t + h] (with h being the length of the prediction horizon) is provided by a suitable
dynamic predictor; gτ (·) an immediate cost function expressing the cost associated to the
system’s transition; and g¯t+h(·) the penalty function associated to the final state xˇt+h.
2.2.4 Defining the immediate cost function
Reservoirs are typically operated to serve multiple purposes, which is reflected in the
definition of the immediate cost function. This cost function is a weighted sum of the





Where n is a particular objective among the total number of objectives N , λn is the spe-
cific weight associated with objective n and gnt (.) is the cost associated to objective n.
The cost function associated to a particular objective should be a measure for incurred
costs. This could, for example, be a pumped volume, to reflect operational costs, or a
water level differential, to reflect flood risk costs. By choosing the weights, particular
objectives can be given priority over others. By solving the optimization problem several
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times under a different set of weights, a complete set of, so-called, pareto optimal solu-
tions can be found, with which trade-offs between different objectives can be explored.
The set of weights should be a convex sum represented as:
N∑
n=1
λn = 1 (2.6)
To assess the long term performance of the controller the average costs per objectives can







With T the total number of timesteps in the assessment period.
2.2.5 Defining the penalty function
Based on SDP
A key aspect for the formulation of the on-line control problem lies in the definition of
the penalty function g¯t+h(·) (see Eq. (2.4a)), which strongly affects the performance of
the decisions being taken. The choice of g¯t+h(·) is generally system-dependent, as dif-
ferent, empirical solutions can be adopted depending on the system’s characteristics. In
process engineering problems, for example, the penalty function is typically transformed
in a further objective defined as the deviation from a desired final state (the so-called soft
constraint; Mayne et al. (2000)). However, the adoption of this solution can be more
difficult for the operation of water reservoirs, because of the presence of multiple ob-
jectives. In this study the penalty g¯t+h(·) is set equal to the optimal cost-to-go function
Hh(·) obtained by solving the off-line control problem (2.1) with SDP, by adopting a sim-
plified description of the disturbance (e.g. an unconditional pdf for the inflow process).
More precisely, once the off-line problem is solved and the T optimal cost-to-go functions
H0(·), . . . , HT−1(·) are available, the on-line problem is solved at each decision time-step
with the updated real-time information and the penalty function g¯t+h(xˇt+h) = Hi(xˇt+h),
∀ xˇt+h with i = mod (t + h, T ) (for a more detailed description, see Pianosi & Soncini-
Sessa (2009)). In practice, the operating rules designed with the off-line approach are
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tracked and updated with the on-line optimal control strategy on the basis of the hydro-
meteorological information available in real-time.
Reinforcement learning approach
To define the penalty function that include water quality objectives through SDP it would
be required to provide a model of the relevant water quality dynamics. As these models
are typically characterized by a large state vector. This would lead to a prohibitively large
computational burden for the SDP algorithm to be able to solve the problem. Therefore,
an alternative method has to be employed. Fitted Q-iteration (FQI) is a data driven tech-
nique that is a suitable alternative. This methodology doesn’t suffer from the Bellman’s
curse of dimensionality as it doesn’t recursively solve the Bellman equation but only seeks
to approximate this function via a non-linear regression.
FQI is a batch mode Reinforcement learning algorithm (RL) (Ernst et al. 2005). It derives
the value function using tree based regression. The algorithm requires a set (F) of state
transition samples derived from system simulations under various conditions plus the
immediate costs associated with the state transition of the samples:
F = {〈xlt,ult,xlt+1, glt+1〉, l = 1, . . . ,#F} (2.8)
where #F is the cardinality of F .
Under the assumption that the sample set is large enough and covers a sufficiently large




3. MARINA RESERVOIR DESCRIPTION
3.1 Introduction
This chapter gives an overview of Marina Reservoir water system and its setting within




Marina Reservoir was created in late 2008 with the completion of Marina barrage. This
closed off the Marina Bay and the Kallang Basin from the sea, with the purpose of creat-
ing a freshwater impound. The Marina Bay and Kallang basin were itself created by land
reclamation of the surrounding area in the 1970s. The reservoir has a surface area of 2.45
km2 and an active storage of about 3.2 106 m3.
Five main tributaries (Singapore, Geylang and Kallang river and Bukit Timah and Stam-
ford Canal) discharge water into the reservoir coming from a catchment of approximately
100 km2 (nearly 1/7th of Singapore total area). The location and extend of the catchment
within Singapore is shown in Figure 3.1.
The catchment mainly consists of urbanized land, with a mixture of high rise commercial
and residential property and lower density landed properties. The north-western part of
the catchment is characterized by the presence of three further reservoirs, only managed
for drinking water storage. These reservoirs receive water from a relatively small forested









Fig. 3.1. The Marina Reservoir water system
is rare and insignificant.
The drainage system consists of concrete lined canals, thus making the concentration time
of the catchment extremely short (about one hour). Base flow is low and the upstream
canals are mostly dry. In the downstream parts of the drainage system the bottom level of
the canals is often lower than the reservoir level, with stagnant water being present during
drought periods.
3.2.2 Climatological conditions
Singapore is an island located at the southern tip of the Malaysian peninsula at 1°20’
North of the equator. This gives Singapore a tropical climate (Ko¨ppen climate classifi-
cation: Af) with relatively little seasonal variation. Temperatures and humidity are high
throughout the year. The north-east monsoon occurs from November to February/March.
Between November and January the monsoon blows over the South China Sea and brings
increased rainfall. In the later part of the monsoon the wind turns more north and brings
dryer air. The second monsoon season occurs between June and September and brings
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wind from the south-east blowing over the Java Sea. This monsoon season is not associ-
ated with a significant increase in rainfall.
Rainfall mostly occurs in localized high intensity downpours of short duration driven by
convection. Apart from these local events, Sumatra squall lines bring widespread heavy
thunderstorms. Squall lines develop over the Indonesian Island of Sumatra and move to-
wards Singapore when winds blow from the west to south-west. They occur in the night
or early morning. They can occur throughout the year but are most frequent in the inter
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Fig. 3.2. Climate of Singapore
These specific climatological conditions with frequent high intensity downpours com-





Maximum daily rainfall [mm] mean rain days mean thunderstorm days
jan 216.2 15 5
feb 159.3 11 6
mar 122.8 14 13
apr 102.4 15 19
may 153.7 15 19
jun 121.1 13 15
jul 149.1 13 13
aug 133.9 14 14
sep 187.3 14 15
oct 91.4 16 18
nov 198.6 19 19
dec 512.4 19 12
This means the Marina Barrage has to cope with high inflows over a short period of time.
This has specific implications for the way the system is operated.
3.2.3 Barrage management objectives
The barrage consists of 9 gates that operate as weirs. Each gate has a width of 26.8 m.
Also 2 pipes are available that discharge water from a deeper level, with length of 33 m
and a diameter of 2 m. During high tide, when the sea level is higher than the reservoir
level, 7 pumps with a capacity of 40 m3/s each, are available to discharge excess wa-
ter.Additionally for drinking water production for raw water pumps are available to pump
water to a treatment plant at a capacity of 4.75 m3/s in total.
The reservoir serves three main purposes, i.e. Drinking water supply, Flood protection
and, because of its central location within Singapore, a lifestyle attraction. Therefore the
main aim is to keep the water level within the desired range [-0.2, +0.3] m, thus maintain-
ing a sufficient volume of available fresh water while avoiding the risk of flood events (the
flooding threshold is 1.1 m). This objective has to be met while maintaining operational
efficiency. Therefore the minimization of energy costs due to pumps usage is another
operational objective. In principle, the reservoir is operated according to a fixed set of op-
erating rules (for further details see Smits et al. (2007b)): these are fixed-class, feedback
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control laws that can react to the changes in the reservoir level, but cannot anticipate the
release decisions on the basis of the prediction of future inflow events. Moreover, they
make little distinction between the usage of pumps and gates.
Apart from these water quantity considerations the water quality is also an important
aspect for Marina Reservoir. The water quality in the reservoir is important for the drink-
ing water supply as better water quality of the source water results in cheaper treatment
costs. Also water quality is important for activities that the general public performs on
and around the reservoir. There are several water quality aspects that are important for the
reservoir. Firstly the high turbidity of the urban runoff. Secondly the Chlorophyll concen-
trations because of the high nutrient concentrations in the urban runoff and the tropical
climatic conditions. And lastly salinity concentrations because of the proximity to the sea
and the past as a saline estuary (Xu et al. 2011, Antenucci et al. 2013).
To support the operation of the barrage an extensive measurement network is in place.
Meteorological conditions, water quantity and water quality states are measured through-
out Singapore by various institutions (Twigt & Burger 2010). All data is gathered and
managed in an operational management system (OMS). The following section will give
an overview of the modelling framework that is available for this study.
3.3 Description of models available
3.3.1 Introduction
Several model components are available that describe different aspects of the system.
Depending on the requirements, different models can be run. Model elements can be run
independent or coupled. The models are all developed with Sobek and Delft 3D modelling
Software from Deltares (Deltares 2010b,a). Two particular setups will be described in this
paragraph. The first one which will be referred to as the 1D3D-coupled model consists of
the following components:
1. Rainfall runoff module that calculates runoff per sub-catchment of the total Catch-
ment (RR);
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2. 1D flow module that calculates the runoff from the different sub-catchments and
the water flow through the drainage system (Combined 1DFLOW);
3. 3D flow that calculates the hydrodynamics of Marina reservoir (Delft3D-FLOW);
4. Real-time control module that applies the control of structures in the model depend-
ing on the simulation results (RTC).
The second setup does not have the 3D hydrodynamic model (item 3). The marina Reser-
voir is represented with 1D flow channels. This model will be referred to as the 1D-only
model. Figure 3.3 shows the architecture of the 1D3D-coupled model and Figure 3.4 that
of the 1D-only model. For both setups the RR module is run independently first, subse-
quently all other modules are run simultaneously.
Fig. 3.3. Architecture of the 1D3D-coupled model
In the following paragraph, a short overview of the modelling concepts is given for each
module. For a more detailed description, the reader is referred to the available documen-
tation about the model development (Janssen et al. 2007) and the user guides of the Sobek
and Delft 3D software packages (Deltares 2010b,a).
3.3.2 Rainfall-runoff and 1D flow module
The inflow process to Marina Reservoir is modelled with the process-based model Sobek
(Janssen et al. 2007). This model is developed from an original MIKE 11 model that
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Fig. 3.4. Architecture of the 1D-only model
accounts for rainfall-runoff and 1D flow. The whole catchment is divided into 207 sub-
catchments, each represented by a single manhole and pipe system. This is a simplified
representation, as each sub-catchment can consist of several drains with much more com-
plex runoff processes. The flow towards a manhole is calculated with the rational method,
while the flow through a pipe is calculated with Mannings formula. Infiltration is calcu-
lated via the Horton equation. Finally, excess water is stored in the manhole. From each
pipe the water flows in the main drains that convey the water downstream. The calculation
is done with a 1D discretisation of the Saint-Venant equations. Sobek uses a staggered
grid discretisation (with a resolution of 100 m) in which the water level is calculated in
nodes and the discharge between nodes. For further details of the model layout and the
calibration see Janssen et al. (2007) and Verhoeven (2013).
Figure 3.5 shows the layout of 1D3D-coupled model. The subcatchments are marked
in green on the background and the 1D drain network is represented by the blue lines.
Marina reservoir is represented as the 3D grid. Figure 3.6 shows the 1D only model. In
this case Marina Reservoir is represented as 1D channels.
3.3.3 3D flow
To accurately calculate the flow conditions in Marina Reservoir a 3D model was devel-
oped with the Delft-3D software package (Zijl & Twigt 2007). This model numerically
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Fig. 3.5. 1D3D-coupled model network
solves the Navier-Stokes equations on a curvilinear orthogonal grid. The model has a
maximum of 12 vertical layers, each with a specified height so that the amount of layers
depends on the local depth. This so called z-layer configuration makes accurate calcula-
tion of stratification possible. Figure 3.7 shows the grid and bathymetry of the 3D model.
This model is coupled with the 1D flow module. There are 33 boundaries at which the 3D
model connects with the 1D network: 30 inflow points (29 surface flow and one ground-
water flow), weirs, pumps and pipes. Explicit coupling is used to connect the 1D and 3D
models: this means that the 3D model provides water levels to the 1D model as boundary
conditions, while the 1D model provides the discharge as boundary for the 3D model.
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Fig. 3.6. 1D-only model network
This exchange of data is done every time step of the 1D model. This corresponds with
each half time step of the 3D model because of the specific alternate direction implicit
method that is used to solve the 3D equations.
The 3D flow model includes temperature and a specific heat flux model is applied to
reproduce accurate temperature distribution in the reservoir. The groundwater source
simulates saline intrusion. The groundwater intrusion is modulated by the instantaneous
water level differential between the reservoir and the sea water level.
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Fig. 3.7. Delft3D hydrodynamic grid and bathymetry
3.3.4 Model implementation of operational procedures
To be able to model the operation of the barrage in a flexible way an interface is available
to modify to operational procedures for model runs (RTC module). Within this interface
different ways of controlling the Barrage structures can be implemented:
• Timeseries of discharges or setpoints for hydraulic structures can be defined and set
for the whole simulation period. In this configuration interaction with model states
in real-time is not possible;
• Operational rules can be defined to take actions depending on model output. The
standard operating rules of the Marina Barrage is implemented in this way;
• To implement more advanced real-time control algorithms the interface can execute
Matlab scripts. In this configuration a control time step can be defined in which,
during a model run, the simulation will be paused and a Matlab script executed.
Real-time model states are made available in the Matlab script and control actions
are communicated back, after which the simulation is continued until the next con-
trol step and the process repeats. The proposed methodology will be implemented
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through this setup. The Matlab code will optimize the operation and through this in-
terface control decisions are implemented on the hydraulic structures in the model.
3.3.5 Data usage and time frame
The Marina Barrage was permanently closed on 1 April 2009 which separated the Reser-
voir from the sea. All data before this date is not considered as the Reservoir and catch-
ment still experienced tidal influence. For the whole study almost 3 years worth of data
are thus available over the period between 1 April 2009 until 1 January 2012.
Rainfall data is available from several measurement locations throughout the catchment
(locations are visualized in Figure 3.8). The data is in general of good quality and has
a temporal resolution of 10 minutes. This rainfall data serves as boundary data for the
Rainfall runoff model. Through the application of Thiessen polygons the measured data
is transformed into timeseries per subcatchment. The daily average value of evaporation
is used for the whole model.
The Hydrodynamic model requires a downstream boundary. For this purpose the mea-
sured water level on the sea side of the barrage is used. Within this data series gaps are
filled up with the astronomical tide.
For the heat flux model of the Delft3D hydrodynamics hourly measurement of tempera-
ture, relative humidity and cloud cover are available. Uniform hourly wind data is applied
on the model.
3.3.6 Usage of models in this research
Each of the model components described in the previous section has been used for one or
different parts of the research. In most cases the models have functioned as a surrogate
reality on which different control algorithms could be tested and validated. In each chap-
ter it will be mentioned which model or model elements have been used. In some cases a
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Fig. 3.8. Locations of rainfall stations from which data has been used
model or model element has been calibrated and the results of these calibration exercises




The main purpose of this chapter is to study the main features of Marina Reservoir water
system, and to discuss the best alternatives that can be adopted to cope with the short time
of concentration and the conflicting objectives characterizing the system (see Galelli et al.
(2014) for a preliminary assessment). To this purpose, an off-line and on-line approach are
considered: the former is the design of long-term operating rules via Stochastic Dynamic
Programming (SDP), while the latter is an on-line operation that exploits a short-term
description of the system’s disturbances (i.e. inflow and sea level elevation) based on the
hydro-meteorological information available in real-time. Moreover, this study evaluates
the effectiveness of a procedure for integrating the long-term operating rules in the on-
line approach (Pianosi & Soncini-Sessa 2009), thus enhancing the effectiveness of the
decisions being taken in real-time (Celeste et al. 2008). Finally, the on-line operation is
used to provide a quantitative assessment of the impact of short-term rainfall predictions
on the reservoir operation.
4.2 Problem formulation and solution strategies
4.2.1 General methodology
The off-line approach considered is described in Section 2.2.2. The problem formulation

















xt+1 = ft (xt,ut, εt+1) t = 0, . . . h− 1 (4.1b)
mt(xt) = ut ∈ Ut (xt) t = 0, . . . h− 1 (4.1c)
εt+1 ∼ φt (·) t = 0, . . . h− 1 (4.1d)
x0 given (4.1e)
The on-line methodology applied is described in 2.2.3. This approach solves the problem










xˇt+1 = fˆτ (xˇτ ,uτ , εˇτ+1) τ = t, . . . t+ h− 1 (4.2b)
uτ ∈ Uτ τ = t, . . . t+ h− 1 (4.2c)
εˇt+ht+1 given scenario τ = t, . . . t+ h− 1 (4.2d)
xˇt given (4.2e)
(4.2f)
For this problem the penalty function has to be defined according to the procedure de-
scribed in Section 2.2.5.
4.2.2 Problem setting
The water system is composed of a catchment feeding the reservoir, which serves the up-
stream water treatment facility through the pumping station installed at the drinking water
intake. The sea acts as a downstream boundary, whose effect on the reservoir is contained
by the barrage. The decision vector ut is composed of the release decisions from gates,
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pumps and drinking water intake pumps (ugt , u
p
t , uwt respectively), namely the volume to
be released/pumped through each actuator. When the optimal control problem is solved
by means of SDP (off-line approach), the operating policy provides the release decisions
based on the current value of the reservoir storage and sea elevation (closed-loop control),
while, when MPC is adopted (on-line approach), the decision vector is updated at each
hourly decision time-step on the basis of the hydro-meteorological information available
in real-time (open-loop control).
The selection of a hourly decision time-step accounts for the frequency with which the
essential hydrological variables are measured, the practical limitations regarding the op-
eration of the actuators, and the limits imposed by the dynamics of the system. Among
the first two conditions, the operation of the actuators acts as a limiting factor, i.e. open-
ing and closing of gates takes a considerable amount of time and thus, imposing control
actions at a higher frequency than 1 hour is not feasible. However, to take into account
the fast varying dynamics of the system model simulations are run with a time step of 10
minutes. This means actuator settings are kept constant for 1 hour.
Reservoir model
The reservoir dynamics is governed by the mass conservation equation:
st+1 = st + at+1 − rt+1 (4.3)
where st is the storage [m3] at time t, at+1 is the inflow volume [m3/hour] in the interval
[t, t + 1) and rt+1 is the volume [m3/hour] released/pumped from the barrage and the
drinking water intake in the same interval. Due to the presence of physical and operational










t and uwt , and it is computed
by means of the following release function:
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where hst+1 [m] is the sea level at time t + 1, while v(·) and V (·) are the minimum
and maximum release that can be produced in the time interval [t, t + 1) by keeping
all the sluice gates completely closed and completely open (and the pumps off and on)
respectively (for further details, see Piccardi & Soncini-Sessa (1991)). The introduction
of the release function R(·) thus allows for the inclusion of physical and operational
constraints into the model, which make it possible for the actual release rt+1 to differ
from the release decisions ugt , u
p
t and uwt , e.g. when the sea water level does not allow
for the usage of gates or when the reservoir water level is not sufficient for actuating the
pumps at the drinking water intake.
Water users
The presence of different interests related to the reservoir operation is formalized through
the definition of immediate cost function Eq. (2.5). The different operational objectives
for Marina Reservoir are reflected in this function and are defined as follows:
The drinking water demand immediate cost gwt (·) is a function of the supply deficit with
respect to the drinking water pumping capacity w, which is equal to about 4.75 m3/s (the








(w − rwt+1) otherwise
(4.5a)
where rwt+1 is the actual volume pumped in the interval [t, t + 1) to the upstream water
treatment facility.
As for the flood control interests, the immediate cost gft (·) expresses the deviation from
the desired water level range [−0.2, 0.3] m, which guarantees an adequate level of protec-
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tion from strong inflow events and preserves the tourist attraction role of the reservoir and










2 if ht < −0.2
(ht − 0.3)2 if ht > +0.3
0 otherwise
(4.5b)
where ht is the reservoir level [m], computed as the ratio between the reservoir storage st
and the surface S (assumed to be constant given its negligible deviation from the mean
value).
Energy costs are incurred via the use of pumps. The energy costs are related to the pumped
volume. The immediate cost gpt (·) related to the pumped volume are, thus, defined as
gpt (st, u
p






where rpt+1 is the actual volume pumped in the interval [t, t + 1) from the barrage to the
open sea.
The squared power appearing in Eq. (4.5b) is used to account for the stakeholders’ risk
aversion to flood events. Given a certain flood episode, it is indeed preferable to distribute
the deviation from the desired water level range over time rather than concentrating it in
a shorter time interval. This is because the damage due to a single, concentrated event is
larger than the damage due to a sequence of smaller flood episodes. Similarly, the squared
power in Eq. (4.5c) reflects the operators’ aversion to the electrical and mechanical stress
encountered during the pumps operation. Given a certain volume to be pumped, the adop-
tion of a linear cost function would imply that the pumping capacity is fully exploited in
few time intervals to minimize the overall cost. On the other hand, the adoption of a
quadratic function implies that the minimum cost is encountered by pumping the given
volume over a longer period, thus making use of a smaller number of pumps.
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These objectives are weighted and summed up according to Eq. (2.5). Different combina-
tions of these weights are then used for the resolution of the off-line and on-line problem
to explore the potential conflict between the water users.
4.3 Modelling the disturbances
The water system is affected by two disturbances, namely the upstream catchment and the
downstream open sea; as a consequence, the disturbance vector εt+1 (and εˇτ+1) contains
the inflow at+1 and the sea level hst+1, whose models are described below.
4.3.1 Inflow model
Due to the finalization of the reservoir in late 2008, the useful period for calibrating and
validating the inflow models can be traced back to the first months of 2009, when the
barrage was officially completed. Before this period the Marina was indeed an open
estuary with different flow conditions. While a continuous time-series of precipitation
events over the catchment is available for the period April 2009 - December 2011 (with
a hourly resolution), inflow data are rather inconsistent, with short series of inflow events
measured at three of the main discharge points. Similarly, the data of the discharge from
the barrage are also incomplete, and this does not allow to obtain a sufficiently long time
series of the net inflow via inversion of the mass balance. For this reason, these events
are employed to evaluate the performance of a Sobek model available for the catchment
(described in the Appendix A), which is forced with the measured precipitation data to
produce a synthetic time-series over the period April 2009 - December 2011. The data-set
so obtained is then divided in two parts: the first one (April 2009 - December 2010) is
used for calibrating the inflow models, while the second one (January - December 2011)
for the validation process.
A priori predictor
When solving the problem with SDP, according to the requirement of explicit modelling
all the system’s components, the inflow at+1 is described with a log-PAR(0) model (Pe-
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riodic Autoregressive, Soncini-Sessa et al. (2007)), i.e. a cyclo-stationary, log-normal,
stochastic process, whose unconditional pdf is defined by the parameters µt and σt:
at+1 = e
σtmodT νt+1+µtmodT (4.6)
where νt+1 is a Gaussian white noise described by the standard normal distributionN(0, 1),
and the parameters µt and σt correspond to the empirical mean and standard deviation
computed over the synthetic time-series in the period April 2009 - December 2010. These
latter are periodic of period T = 24 hours. The choice of neglecting the annual period-
icity is due to the fact that the inflow process, despite being characterized by the mon-
soon seasons, shows a more pronounced intra-daily variation, with a higher probability of
convection-driven storm events during the afternoon. Moreover, the choice of an annual
period with hourly resolution would strongly affect the SDP computing time, which is
proportional to the period T .
M5 model trees
The on-line management approach allows for adopting a dynamic predictor that exploits
the hydro-meteorological information available at time t to provide a prediction of the in-
flow process over the horizon [t+1, t+h]. The predictor here adopted is an M5 model tree,
a class of tree-based methods introduced by Quinlan (1992) that is becoming an accepted
alternative to artificial neural networks and other data-driven methods for hydrological
modelling problems (Solomatine & Xue 2004, Bhattacharya & Solomatine 2005, Stravs
& Brilly 2007). M5 trees are structured as a traditional decision tree (Breiman et al. 1984),
but they replace the constant, numerical values at the tree leaves with multi-variate linear
models, thus resulting in a modular model (Solomatine & Dulal 2003), with each linear
regression specialized on a specific sub-set of the input variables set. M5, with respect to
traditional decision trees, are smaller and more compact and, furthermore, they provide
a better prediction accuracy because of their ability in predicting values lying outside the
range observed during the calibration process.
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The available data-set consists of a time-series of precipitation measurements and syn-
thetic inflows. The selection of the most significant time-lags is performed by means of
the Iterative Input Selection algorithm (Galelli & Castelletti 2013b), which singled out an
input set composed of three time-lags for each variable, namely [at, at−1, at−2, pt, pt−1, pt−2],
with pt denoting the precipitation in the time interval [t − 1, t]. The M5 calibration pro-
cedure, with pruning and smoothing accounted for as suggested in Jothiprakash & Kote
(2011), is performed over a prediction horizon h equal to 3 hours and repeated for each
value of τ (with τ = 1, 2, 3 hours); therefore the τ -hour ahead prediction is obtained
with a different model for each τ . The Inflow model generated in this way is thus based
purely on measured data and will be referred to as the MRE Scenario (Measured Rainfall
Ensemble)
The models performance are evaluated in calibration (k-fold cross-validation, with k =
10) and validation by using multi-assessment criteria. The criteria and their definition are


































Where, MSE represents the Mean Squared Error, Yˆi is the predicted value at time in-
stant i, Yi is the observed value at time instant i, RMSE is the Root Mean Squared Error,
RRMSE is the Relative Root Mean Squared Error, MAE is the Mean Absolute Error, NS
is the Nash-sutcliffe model efficiency coefficient and Y¯i is the average observed value.
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The results of this analysis of the MRE Scenario are reported in Figure 4.1. Results show
that the prediction ability is reliable for τ equal to one hour, with a RRMSE and NS co-
efficient corresponding respectively to about 11 m3/s and 0.78 in cross-validation, and 14
m3/s and 0.73 in validation. However, for larger values of τ the M5 model performance
rapidly decrease: while the MAE, which indicates the goodness of fit at moderate flow
values, remains small, the other criteria (such as the NS coefficient or the RRMSE), which
are normalized statistics providing a description of the model behaviour over the whole
range of flows) show a consistent decrease. This behaviour in the model performance re-
flects the catchment characteristics: the time of concentration is approximately one hour,
so it is not possible to obtain a reliable prediction with a 2 or 3 hours lead time by relying
on measured precipitation only.









































Fig. 4.1. Summary of the M5 inflow model performance over the cross-
validation and validation data-sets (April 2009 - December 2010 and Jan-
uary - December 2011).
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An increase in the model lead time could be obtained by adopting short-term rainfall pre-
dictions, which are still not available for Marina Reservoir catchment and are thus left for
further research. However, a preliminary analysis of their potential effect on the reser-
voir operation is given in the next section. For this analysis four further inflow prediction
scenarios are created. The first one is the perfect forecast (PF) which assumes perfect
knowledge of the disturbance over the whole prediction horizon. The other three scenar-
ios are based on perfect knowledge of the rainfall for 1 , 3 and 6 hours (PRE1, PRE3,
PRE6 scenarios subsequently), where an M5 model for the inflow is identified based on
these forecasts.
4.3.2 Tide model
The Singapore Regional Waters (SRW) is one of the most complex tidal regions in the
world connecting the South China Sea, the Java Sea and the deep basin of the Andaman
Sea. The complexity of the tidal behaviour is attributable to the interaction between
the tidal signals of the Indian and Pacific ocean, respectively semi-diurnal and diurnal.
This behaviour is further complicated by the sharply varying bottom topography and the
coastal geometries with small islands and straits. Unlike the inflow model, data availabil-
ity for the tide model is not an issue, since SRW has been subject of several studies in the
last couple of years (see Chen et al. (2005), and references therein).
A priori predictor
The tidal behaviour in the SRW has a high complexity, and subsequent tide levels are not
independent over time, thus, an unconditional PDF cannot give an appropriate description
of the process. Also the subsequent value is not dependent on the previous state alone and
therefore a lag-one Markov process is also not appropriate. The sea elevation is indeed
affected by several tidal constituents with different time-constants, which can result in
consistent deviations from the expected value. For this reason, when solving the problem
with SDP, the sea level is discretised in a finite number of values and the Bellman equation
(Eq. (2.3)) is solved by accounting for all the possible combinations of st and hst , yielding
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a set of operating rules that suggest the release decision on the basis of the reservoir
storage and sea level.
Dynamic tidal model
The dynamic model adopted to predict the sea level variations at the Marina Barrage is
a 2D barotropic, depth-averaged numerical flow model, which solves the shallow water
flow equations using a spherical curvilinear grid (Kurniawan et al. 2011). The 2D model
is forced with eight main tidal constituents at its open-water boundaries on the Andaman
Sea, Java Sea and South China Sea, while the direct tide generating forces are included in
the interior domain. Among the different options available for enhancing the 2D model
accuracy when used in real-time (e.g. assimilation of satellite altimetry data and coastal
stations measurements), a simple output correction technique based on an autoregressive
(AR) model is adopted. This choice is justified by the fact that we are interested in a
short-term prediction of the sea level in a specific location (rather than the whole SRW);
moreover, the adoption of more sophisticated data assimilation techniques would increase
the computational demand of the model, with the subsequent risk of preventing its appli-
cability in the on-line management scheme.




ϕiYτ−i + ετ (4.8)
where Yτ is the realisation of the variable at time instant τ ; c is a constant; n is the order
of the model, which, in this case, is 3 (AR(3)); ϕi are the calibration parameters and ετ is
the random error (white noise).
The AR(3) models are calibrated and validated on two data-sets containing measured and
simulated sea levels at the Marina Barrage in the periods April 2009 - December 2010 and
January - December 2011. The calibration is repeated for each value of τ , so a specific
output correction AR(3) model is available for each τ . The results obtained in calibration
(k-fold cross-validation, with k = 10) and validation show the high accuracy of the 2D
47
model, with a RMSE of few centimetres for τ equal to 1 and 2 hours (Figure 4.2). For
larger values of τ the model accuracy slowly deteriorates; however, the deterioration rate
is definitely smaller than the one shown by the M5 inflow model.
Considering that the upstream catchment is the disturbance with the faster dynamics and
that the penalty function g¯t+h(·) is equal to the optimal cost-to-go function Hh(·) ob-
tained by solving the off-line problem with a simplified description of the disturbances,
the length h of the prediction horizon for the on-line approach is set equal to one hour,
namely the length of the longest possible forecasting horizon of the inflow, after which
the unconditional inflow pdf is assumed (Pianosi & Ravazzani 2010).















































Fig. 4.2. Summary of the dynamic tidal model performance over the
cross-validation and validation data-sets (April 2009 - December 2010
and January - December 2011).
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4.4 Application results
The performance of the off-line and on-line approach for the operation of Marina Reser-
voir are evaluated via several simulation experiments. In particular, each experiment is
a deterministic simulation of the system under the off-line or on-line operation and the
historical realizations of sea levels and inflows. The simulation periods here considered
are April 2009 - December 2010 and January - December 2011, used for calibrating and
validating the models of the disturbances. The average step costs per objective are cal-
culated according to Eq. (2.7). The initial state for Marina Reservoir and the sea level
are chosen as the historical realizations of the 1st of April 2009 and the 1st of January
2011 (both at 00:00). All the different management strategies are designed with the same
combinations of weights λw, λf and λp (Eq. (2.5)), thus ensuring comparability of the re-
sults. The simulation experiments are organized into two groups, the first is a comparison
between the off-line and on-line approach, while the second one is aimed at assessing the
improvements in the on-line approach induced by an increase of the prediction horizon.
4.4.1 Off-line vs. on-line solution
Setting and computational requirements
The off-line approach is based on the numerical solution of Eqs. (2.2) and (2.3), with




t and uwt and
inflow at+1. The state-decision domain is discretised using a dense grid of about 6.7 · 105
points (115 points for the storage, 33 for the sea level, and 66, 8 and 11 for gates, barrage-
pumps and drinking water-pumps respectively), while a 61-points grid is adopted for the
inflow. Since each class of the storage corresponds to 5 cm of level variation and each
class of the release decision from gates is 10 m3/s (the seven pumps at the barrage can
either be on or off), the grid can be reasonably considered very close to a continuum.
The time tSDP required to design an operating policy is proportional to the number of
evaluations of the operator E [·] in Eq. (2.3), and can be expressed as:
tSDP = c · k · T · (Nst ·Nhst ·Nugt ·Nupt ·Nuwt ·Nat+1) (4.9)
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where c is a constant, machine-dependent parameter, k the number of iterations of the
SAA algorithm (Bertsekas 1995), T the system period (equal to 24 hours), and Nst , Nhst ,






t , uwt and at+1.
With the present discretisation settings and three iterations of the SAA algorithm, the
time tSDP is about 11.4 hours on an Intel Xeon 2.53 GHz EightCore with 24 GB Ram
(optimisation performed in MatLab 7.7.0).
Figure 4.3 shows the cost-to-go function Hh(·) (Panel (a)) which is a measure for the
future costs associated to a particular current system state. For example, a high storage
level during a high tide (top right quadrant of the graph) results in a high costs, as there is
a flood risk and pumps need to be employed to bring the storage state back down. A low
storage rate also results in higher costs as there will be a higher drinking water deficit.
The cost-to-go function is unit-less. The other three panels show the required control ac-
tion (in m3/s) of the gates (b), Pumps (c) and drinking water pumps (d) for each system
state. As can be seen, the release increases with higher storage state and the pumps and
gates are mutually exclusive.
As for the on-line approach, no discretisation is required, and the a priori models of in-
flow and sea level are substituted by the M5 model trees and the dynamic tidal model. The
prediction horizon h corresponds to one hour, as it guarantees reliability in the prediction
of both disturbances (see Figure 4.1 and 4.2). The resulting non-linear optimisation prob-
lem (Eqs. (4.2)) is solved by means of a Trust Region Method based on Interior Point
techniques Waltz et al. (2006). The optimization time per control interval takes about
0.39 sec on the same machine and software adopted for the SDP problem. The on-line
optimization procedure is thus characterised by limited computational requirements, and
it can easily cope with the hourly decision time-step characterizing the barrage operation.
A final comment regards the choice of the penalty function g¯t+h(·), which is the optimal
cost-to-go function Hh(·) obtained by solving the off-line problem with the above SDP
setting and a fixed combination of weights λw, λf and λp. Among the available functions,
we choose an optimal cost-to-go function that has a balanced combination of weights for
the three objectives, thus equally accounting for flood control, pumps usage and drinking
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water supply. As shown in Figure 4.3 (panel (a)), this optimal cost-to-go depends on the
reservoir storage st and the sea level hst , and its minimum corresponds to a reservoir stor-
age of about 0 m3. Larger values of the storage can indeed increase the flood risk, while
lower values are related to a drinking water supply deficit. Floods risk may be exacer-
bated by high sea levels, with high storage values leading to the actuation of the barrage
pumps.
Fig. 4.3. The optimal cost-to-go adopted as penalty function for the on-
line problem (a), and the operating policies for gates, barrage and drink-
ing water pumps (b, c, d) for mod (t + h, T ) = 15 (i.e 3pm). The per-
formance of these policies is reported in points AI and AII in Figure
4.4.
Comparative analysis
The resulting images of the Pareto fronts for the calibration and validation periods are
shown in Figure 4.4. The costs represented in the graph are average step costs per time
step (Eq. (2.7)). For each objective, this means the unit is associated to the unit of the
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corresponding step cost function in Eq. (4.5) per unit of time (hour). The strong conflict
between the pumps usage and the floods control objective can be noticed (panels (a, b)).
This is evident by the top-left to bottom right alignment of the points. The minimisation
of the pumps usage can reduce the energy costs, but at the price of increasing the floods
frequency. There is also a slight conflict between the drinking water supply and floods
control objectives (panels (c, d)), due to the fact that the satisfaction of the drinking water
supply objective requires both the off-line and on-line approach to exploit the reservoir
storage capacity with a higher flood risk. Finally, panels (e, f) shows the comparison be-
tween the drinking water supply and the pumps usage objectives. In principle, there is not
any direct relation between these objectives; however, the management alternatives with
high values of the pumps usage are associated to lower flood costs, but this can reduce the
water availability for drinking water purposes (and vice versa). This explains the slight
bottom left to top right alignment of the dots. Figure 4.4 also shows that the operation
based on MPC can outperform the one obtained with SDP (red dots are in general closer
to the origin of the graphs. The improvement is more prominent for floods control and
pumps usage objectives. The reason is that, since the prediction horizon is rather short,
the on-line regulation can affect these two objectives only, while a longer lead time would
be required to affect the drinking water supply scheduling. The historical operation, based
on a set of non-optimal operating rules, is mainly aimed at minimizing the flood risk and,
secondarily, supplying drinking water, but it is strongly inefficient from the pumps usage
point of view.
A quantitative comparison between SDP and MPC performance is provided in Table 4.1,
which reports the average immediate costs produced by the Pareto efficient solutions A’,
A” (SDP, over the period April 2009 - December 2010 and January - December 2011,
respectively) and B’, B” (MPC) represented in Figure 4.4. Results show that MPC can
outperform SDP in both periods in terms of floods control and pumps usage, while it is
less effective for the drinking water supply objective. As commented above, the currently-
used operating rules can guarantee protection from flood events, but are quite energy in-
tensive. Indeed, the average percentage of pumped volume (against the total released
volume) over the calibration and validation period corresponds to about 22% and 15%
when adopting SDP and MPC, while it is 38% with the present operating rules. The dif-
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Fig. 4.4. Cross-section of the 3D images of the Pareto fronts obtained
via simulation on the calibration and validation period. Red dots and
blue triangles correspond to the on-line and off-line approach, while the
black square represents the performance obtained with the currently-used
operating rules. The meaning of points A’, A”, B’ and B” is explained in
the application results section.
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Table 4.1
Average immediate cost over the period April 2009 - December 2010
and January - December 2011, with operating rules, SDP and MPC.
Approach Disturbances model Flood control Pumps usage Drink. supply
[m2/h] [(m3/s)2/h] [(m3/s)/h]
April 2009 - December 2010
Operating rules - 2.10 ·10−3 438.75 1.95
SDP a priori 2.71 ·10−3 139.58 1.97
MPC dynamic (h = 1) 1.98 ·10−3 121.25 2.02
January - December 2011
Operating rules - 2.99 ·10−3 758.17 1.17
SDP a priori 3.87 ·10−3 292.78 1.12
MPC dynamic (h = 1) 3.77 ·10−3 241.10 1.14
ference in the immediate costs over the two periods is due to the hydro-meteorological
regime: the validation period (January - December 2011) is characterized by a higher
number of inflow events, resulting in a higher cost for pumps usage and flood control.
However, this larger inflow volume can be used to increase the drinking water supply.
The improvement from SDP to MPC is due to the usage of the real-time hydro-meteorological
information. While SDP and the operating rules can only react to inflow events, the on-
line approach, even with a short prediction horizon, can partially anticipate the inflow
events and operate gates and pumps on the basis of the available prediction. Figure 4.5
shows the Pareto fronts (in terms of flood control and pumps usage) that can be obtained
by increasing the prediction horizon h up to 3 hours. An extension to 2 hours results in
a slight improvement of the MPC results, while a further extension to 3 hours does not
yield any further improvement. The reason is that the time of concentration of the up-
stream catchment is about one hour, so future inflow events cannot be predicted if relying
on measured precipitation only. The predictive capabilities of the inflow model rapidly
deteriorates with an increase in the prediction horizon, and it is not possible to operate the
reservoir by relying on these predictions.
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Fig. 4.5. Images of the Pareto fronts obtained via simulation on the cal-
ibration and validation period with the off-line (blue line with triangles)
and on-line approach, with different lengths of the prediction horizon
(h = 1 hour, red line with solid circles; h = 2 hours, red line with open
circles; h = 3 hours, red dotted line). The black square represents the
performance obtained with the currently-used operating rules.
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4.4.2 Extending the prediction horizon
With the purpose of deriving an upper bound of the on-line management approach, the
prediction horizon is extended up to 12 hours, under the assumption of a perfect predic-
tion of the disturbances. The resulting images of the Pareto fronts over the calibration and
validation periods (for floods control and pumps usage objectives only) are reported in
Figure 4.6 (panels (a, b)). It is evident that the reservoir operation could definitely benefit
from an increase in the prediction horizon, up to about 6∼9 hours, after which the per-
formance does not increase anymore. This is due to reservoir time constant, which is in
the order of about 10 hours. In fact, if a sufficient lead time is available, the inflow events
can be managed within one tidal cycle, so any event occurring further than about 10 hours
away does not have to be anticipated but can be resolved during the next low tide. In
order to evaluate the potential of short-term rainfall predictions, a last set of experiments
is finally performed by running the on-line management over a prediction horizon of 6
hours, with real tidal prediction and the M5 inflow model fed with a perfect foresight of
the precipitation events (over a prediction horizon of h = 1, 3, 6 hours). The results (see
Figure 4.6, panels (c, d)) show that the operation can significantly improve, and could
be almost comparable with the one obtained with a perfect inflow (and tide) prediction if
relying on a rainfall prediction with three hours lead time.
Finally, Figure 4.7 compares the trajectories of the reservoir level and the gates and pumps
operation during a strong inflow event occurred during the validation period. The opera-
tion based on SDP (panel (a)) cannot anticipate the inflow peak and only starts operating
gates and pumps when the water level already exceeds the threshold (i.e. +0.3 m). A bet-
ter operation can be obtained with the on-line approach and a prediction horizon of one
hour (panel (b)) based on measured hydro-meteorological information: in this case, the
management system can only partially anticipate the inflow event, thus creating a small
storage buffer. The upper bound in the performance is achieved by adopting a six hours
prediction horizon with perfect inflow (panel (c)) or perfect rainfall (panel (d)) prediction.
In both cases, the reservoir level is decreased up to the minimum (i.e. -0.2 m) to store the
incoming inflow.
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Fig. 4.6. Images of the Pareto fronts obtained via simulation on the cal-
ibration and validation period with the on-line approach and a perfect
prediction of the disturbances over an horizon of 1, 2, 3, 4, 6, 9 and 12
hours (lines PF, panels (a, b)). Pareto fronts obtained with the on-line
approach and the M5 inflow model fed with a perfect foresight of the
precipitation over an horizon of 1, 3 and 6 hours (lines PRE, panels (c,
d)). The results obtained with MPC and measured precipitation (lines
MRE), SDP and the operating rules are included in all four panels for a
further reference.
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Fig. 4.7. Sample of the actuators operation over the flood event of 5 June
2011 with implementation of the off-line approach based on SDP (a),
on-line approach based on measured hydro-meteorological information
with h = 1 hour (b), on-line approach based on perfect prediction of the
disturbances with h = 6 hours (c), and on-line approach based on a three
hours lead time rainfall prediction with h = 6 hours (d).
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The control algorithm developed for Marina Reservoir would, when implemented, pro-
vide a valuable tool for operators and managers to support the operation and management
of the reservoir. It however only takes into account short term water quantity objectives.
As mentioned in Section 3.2.3 water quality is also an important aspect of the Marina
Reservoir and this has implications for the operation. In the next chapter, a framework
is developed to integrate salinity intrusion control into the real-time control framework
developed in this chapter. Conclusions and recommendations about the water quantity
control problem will be given in Chapter 7.
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5. INTEGRATING WATER QUALITY OBJECTIVES
5.1 Introduction
This chapter will expand the real-time control framework developed in the previous chap-
ter by integrating water quality objectives. Because of its close proximity to the sea,
Marina Reservoir suffers from saline intrusion during extended dry periods. The intru-
sion is mainly driven by the water level difference between the reservoir and the sea. By
maintaining a high water level within the reservoir the salinity intrusion can be reduced.
However, a high water level leads to an increased flood risk, there might thus be a trade-
off between flood protection and salinity intrusion control. This chapter will investigate
this potential conflict and proposes a resolution methodology that adopts a variable set-
point strategy based on the salinity concentration within the reservoir.
5.2 Materials and Tools
5.2.1 Problem formulation
General formulation
The real time control strategy developed in Chapter 4 will form the basis of the methodol-
ogy developed in this study. This method has the mathematical formulation given in Eq.











xˇt+1 = fˆτ (xˇτ ,uτ , εˇτ+1) τ = t, . . . t+ h− 1 (5.1b)
uτ ∈ Uτ τ = t, . . . t+ h− 1 (5.1c)
εˇt+ht+1 given scenario τ = t, . . . t+ h− 1 (5.1d)
xˇt given (5.1e)
The short term water quantity objectives are represented in the first term of Eq. (5.1a).
The second term of this equation represents the so called cost-to-go, or the long term
costs associated to the implementation of the short term control decision. The water qual-
ity objective will be integrated into this term by defining a function g¯t+h(·) that takes into
account not only the final water level state of the system but also the final salinity state.
Eq. (5.1) is solved according to the methodology described in Chapter 4.
As described in Chapter 3 the gates and pipes can be operated simultaneously. However,
the pipes discharge water from the bottom of the reservoir where salinity concentrations is
highest. Operation of the pipes is, thus, beneficial for the salinity concentration, therefore
it makes sense to give priority to operate pipes instead of gates. This could be achieved
by creating two separate decision vectors for gates and pipes and let the optimization
algorithm choose the optimal decision. Priority for the operation of the pipes would be
achieved through giving a lower step costs when compared to operation of the gates. An
alternative approach is to create one decision vector for the discharge of the gates and
pipes combined. This vector would be post processed to correspond to a specific number
of gates and pipes. Priority would be given to pipes in this post processing step. The
advantage of this approach is that it results in a simpler optimization problem and thus
would lead to faster calculation times. Therefore the second approach is chosen.
The immediate cost function is defined as Eq. (2.5) and the definition of the specific ob-
jectives are given in Eq. (4.5). For this part of the research the value of the weight for the
drinking water objective is set to 0. This simplifies the interpretation of results and makes
it possible to highlight the most important conflict that exists between the objectives of
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salinity control and flood protection.
Finally, the penalty on the final state g¯t+h(·) needs to be defined. The considerations and
procedure to define this function is described in the following paragraph.
Integrating water quality objective
As the dynamics of the salinity in the reservoir are relatively slow compared to the dy-
namics of short term flood events, influencing salinity levels over the short term is not
feasible. However they can be affected by long a term policy. The prime way to influ-
ence long term behaviour of the system is through the optimal cost-to go function. The
function depends on the relative importance of the objectives considered. The research
focuses on this potential trade-off between flood risk and salinity concentration. When
limiting salinity concentration is prioritized over flood risks, a set-point at the higher end
of the range [−0.2, 0.3] m might be required. The hypothesis is that salinity concentra-
tions are driven by the rate of groundwater intrusion. This intrusion rate depends on the
water level difference between the reservoir and the sea. As the intrusion process is a
relatively slow process the long term average water level in the reservoir could thus be
the main contributing factor. A higher water level set-point might thus be the main way
to influence salinity levels. However, a high water level set-point could lead to increased
flood risks. Especially since the lead time available to predict storm events is too short to
fully anticipate its effects. So when flood risk prevention has priority, a lower set-point
might be required to create enough buffer for incoming events. There could well be a
strong conflict between the two objectives.
Another factor that influences salinity level is the inflow rate into the reservoir. As inflow
brings in fresh water this has a flushing effect. A prolonged wet period will keep salin-
ity levels down and a dry period will lead to elevated levels of salinity. This leads to an
interesting idea, as flood risks are of concern during wet periods, and salinity a problem
during dry periods there is potential to improve overall performance of the system by
adopting a cost-to go function that takes these different circumstances into account. Dur-
ing dry periods, when flood risks are subdued, a high set-point is chosen to keep salinity
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levels down. During wet periods a low set-point is chosen to create an extra buffer against
floods. Salinity is not a problem as the inflow will provide sufficient flushing.
The only available indicator to define a wet or dry period is, thus, the salinity concentra-
tion in the reservoir. The general idea is to define the set-point based on the predicted
salinity concentration at the end of the prediction horizon t+h. This means that the cost-
to-go function used in the real-time controller is changed to take not only the final water
level state of the reservoir into account but also the final salinity state (g¯t+h (ht+h, Ct+h)).
This function should result in the water level in the reservoir being adjusted based on the
state of it. When salinity levels are high during dry periods the water level should be
raised and when rain events are more frequent the water level should drop again.
The function can be defined by recursively solving the Bellman equation. A widely ap-
plied approach is Stochastic Dynamic Programming (SDP) (see Section 2.2.2). However,
the large state vector of the hydrodynamic model (see Section 3.3.3) makes this method
unsuitable as the computational requirements would be too large. With SDP the computa-
tional effort increases exponentially with the dimensionality of the state, disturbance and
control vector (curse of dimensionality (Bellman 1957)). An alternative to this is a Re-
inforcement learning approach called ’fitted Q-iteration” (FQI) (Castelletti et al. 2010a).
This method is described in Section 2.2.5.
5.2.2 Process based modeling framework and available data
The hydrodynamic processes within the reservoir are modelled with Delft3D-flow (Deltares
2010a). This model is described in detail in Section 3.3.3. This model numerically
solves the Navier-Stokes equations on a curvilinear orthogonal grid. The resolution varies
throughout the spatial domain but is typically around 25 to 30 m, this means there are
about 2500 cells. The model has a maximum of 12 vertical layers, each with a specified
height so that the amount of layers depends on the local depth a so called z-layer configu-
ration. The hydrodynamic effects of salinity concentration and temperature are also taken
into account. To accurately represent all process dynamics meteorological boundary con-
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ditions are applied (i.e. wind velocity and direction, air temperature, relative humidity and
fractional cloud cover). Also rainfall-runoff model provides inflow boundary conditions
based on observed rainfall time series. The simulation is performed with a 30 second
time-step.
As described in the previous section, the salinity is driven by groundwater intrusion. A
process based model describing the groundwater processes and ocean reservoir interac-
tion is not available. Therefore a data driven model is calibrated using measured data of
the year 2011. The intrusion is represented in the 3D model as flow discharge nodes close
to the barrage.
Boundary data for the model are available for the period 1 April 2009 - 31 December
2011. Rainfall data is available from various stations throughout the catchment with a
10 min temporal resolution. This data is converted by means of Thyssen polygons into
rainfall series per sub-catchment. Sea level measurements are available with a temporal
resolution of 10 minutes from a measurement location in close proximity of the Barrage.
Wind speed and wind direction measurements are available with a temporal resolution of
1 hour. The heat flux model is driven by air temperature, relative humidity and percentage
cloud cover with a temporal resolution of 1 hour.
5.2.3 Setting the experiments
To create a data set for the fitted Q algorithm the data set of the period between April
2009 and December 2010 is used. The model is run several times with the water quantity
controller described in paragraph 5.2.1. The runs are made using different values of the
optimal cost to go function g¯t+h(·). The general formulation used is:
g¯t+h = (h
r
t+h − hsp)2 (5.2)
Where hr is the water level in the reservoir; hsp is the optimal set-point that is varied
within the range [−0.2, 0.3] m.
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The controller uses a prediction horizon of 3 hours, as explained in Chapter 4. A perfect
forecast is used for the inflow and tidal prediction into the reservoir for all runs. The val-
ues of λf and λp (Eq. (2.5)) give a relative strong importance to energy efficiency, which
results in minimal operation of the pumps and a higher costs for the flood objective. How-
ever they still remain within the range range discussed in Chapter 4.
For each run the average step costs are calculated for two objectives: flood risk and salin-
ity concentration. The calculation is based on Eq. (2.7). The flood risk is calculated over


















With Ct being the salinity concentration at time t. The location of the measurement is
chosen close to the barrage at a depth of about 1 m. This location corresponds with a
actual measurement location in the reservoir. The location close to the barrage is chosen
because it is in proximity of the main salinity source and the barrage so the location
experiences salinity effects without delays. A measurement depth is chosen close to the
surface as the salinity levels at the surface are the most important because of recreational
activities performed in and around the reservoir and the drinking water in take. The
salinity levels at this location have a high correlation with salinity levels at the location
of the drinking water intake (R2 = 0.967 based on the model output). The measurement
location within the reservoir is shown in Figure 5.1.
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Fig. 5.1. Bathymetry of the Marina Reservoir model
5.3 Results and discussion
5.3.1 Results of batch experiments
Figure 5.2 shows the pareto front of the costs of the calibration and validation scenarios.
As can be seen there is a clear trade-off between flood risk and salinity. When a high set-
point is chosen the average salinity step costs are lower when compared with the salinity
step costs for scenarios with a low setpoint. For the flood risk objective the results are the
other way around, i.e. a low setpoint results in low step costs and a high setpoint in high
step costs.
Figure 5.3 and 5.4 show the salinity concentration in the water column and the water level
at the chosen measurement and control location for the calibration period between April
2009 and December 2010. Figure 5.3 is a scenario run with a low water level setpoint of
-0.2 m and Figure 5.4 shows a scenario run with a high water level setpoint of 0.2 m. As
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Fig. 5.2. Pareto fronts with water quantity scenarios (Black line), left
panel is calibration period between April 2009 and December 2010, right
panel is validation period between January 2011 until December 2011
can be seen the overall salinity levels at the surface are generally lower for the scenario
with a high water level setpoint. Another important feature is the salinity levels are gen-
erally low during times or shortly after peak water levels which correspond with rainfall
events in the catchment. This is due to the flushing effect of runoff into the reservoir.
There is also a clear stratification of salinity in this location, with high salinity accumula-
tion at the bottom and lower salinity levels at the surface.
Figure 5.5 shows a cross-section of the 3D model at 2 time instances of a specific scenario
run. The cross-section used is marked in Figure 5.1. The left image shows the typical
salinity distribution when overall salinity levels are high throughout the reservoir and the
right figure show the typical salinity distribution after a rainfall event when the reservoir is





































Fig. 5.3. Salinity concentration and water level at measurement location
close to the barrage during the calibration period from April 2009 until
December 2010. Water level setpoint at -0.2 m. Salinity in ppt over the
whole water column (left axis), Water level on the right axis
bottom, the salinity distribution becomes stratified throughout the reservoir. After rainfall
events the whole reservoir has low salinity concentrations except for the deepest part of
the reservoir close to the barrage.
5.3.2 Computation of the optimal cost-to-go
The cost-to go represent the cost incurred beyond the prediction horizon depending on
the final state of the system. In a multi objective system the cost-to go will be different
depending on the weights each objective is given. As shown from the trade-off between
flood protection and salinity concentration, if one favours flood protection over salinity
concentration a low water level would be desirable. On the other hand when favouring
low salinity concentrations then a high water level is optimal. These extremes lead to
trivial solutions (e.g. keep level as high as possible all the time). When there is a balance





































Fig. 5.4. Salinity concentration and water level at measurement location
close to the barrage during the calibration period from April 2009 until
December 2010. Water level setpoint at 0.2 m. Salinity in ppt over the
whole water column (left axis), Water level on the right axis
FQI to explore these non-trivial solutions.
The FQI is fed with all the state transition information gathered with all model runs. Also,
the step costs associated with this state transition based on a balanced weight is provided.
The resulting outcome is the cost-to-go based on the state of the system. Figure 5.6 shows
the cost-to-go of the FQI on a normalised scale. As it can be seen, the cost to go will in-
crease when the water level state is outside of the [−0.2, 0.3] m range and also with higher
salinity levels in accordance with Eqs. (5.3) and (5.4a). It can also be seen that the cost to
go has a minimum water level of around 0.2 m for higher salinity levels. Three different
functions are defined. The exact cost-to-go based on the final water level state is calcu-
lated according to Eq. (5.2)
To be able to implement the three variable scenarios the salinity state at the end of the
prediction horizon need to be known. For this purpose a data driven model is identified
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Fig. 5.5. Salinity concentration in cross-section at a selected time in-
stance with high overall salinity concentration and low overall salinity
concentration. Salinity in mg/l
based on the fixed set-point scenario runs. The identification process is described in the
following section.
5.3.3 Emulator identification
To be able to define the cost-to-go the salinity state has to be known at the end of the pre-
diction horizon. The actual future value is of course an unknown but an approximation
is used based on a data driven model. A neural network is derived that uses the salinity
state at initial state and the predicted inflow as input to the model. This means the future
salinity state can be calculated a priori and does not need to be recalculated during opti-
mization.
The model is identified based on the initial data set created for the fitted Q algorithm
(fixed setpoint runs between April 2009 and December 2010). The Model is validated
on the 2011 dataset. Table 5.1 shows the statics of the ANN of the calibration and the
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Fig. 5.6. Normalised cost-to-go for each system state combination (wa-
ter level and salinity) , including selected functions for variable setpoint
based on salinity concentration, blue represents minimal costs and red
high costs
validation. As can be seen the performance is good. However this is mostly due to the
fact that the salinity dynamics are rather slow and thus the autoregressive component is
predominant. The purpose of the ANN is to capture the fast change in salinity during rain
events when the salinity drops fast due to the flushing with fresh water.
Table 5.1
Statistics of the identified ANN for Calibration and validation
Location RMSE RRMSE MAE NS
[m3/s] [-] [m3/s] [-]
Calibration 0.0282 0.0438 0.0154 0.998
Validation 0.0319 0.0686 0.0175 0.995
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5.3.4 Variable set-point scenario results
Figure 5.7 shows the pareto front of the initial scenarios, the benchmark scenario and the
three variable set-point scenarios in both calibration and validation. It can be seen that all
three variable set-point scenarios outperform the fixed set-point scenarios by a significant
margin.







































Fig. 5.7. Pareto fronts with water quantity scenarios (Black line) and
variable setpoint scenarios (circle, cross and triangle), left panel is cal-
ibration period between April 2009 and December 2010, right panel is
validation period between January 2011 until December 2011
Figures 5.8 through 5.10 show the trajectories of the water level and salinity over the wa-
ter column at the selected location for the calibration period of all three variable set-point
scenarios. It can be seen that in all scenarios the water level set point adjusts according to
the salinity level. During dry periods with high salinity, the water level is kept high and
during wet periods the water level is kept low for extra flood protection. It can also be
seen that variable set-point scenario 1 has better performance in terms of flood protection
and scenario 3 performs better in terms of the salinity objective. This is because scenario





































Fig. 5.8. Salinity concentration and water level at measurement location
close to the barrage during the calibration period from April 2009 until
December 2010. Variable set-point scenario 1. Salinity in ppt over the
whole water column (left axis), Water level on the right axis
It is obvious that over the long term a variable setpoint leads to better performance as a
fixed setpoint approach. However, the setpoint is a function of the current salinity con-
centration, but the current salinity concentration is a result of lack of rain in the preceding
period. This does not guarantee that this dry period will persist. Because of the specific
tropical climatological conditions in Singapore extreme events can happen throughout the
year (see Section 3.2.2), and there is thus the risk that an extreme rainfall event occurs
after an extended dry period. This could pose a risk. However, a mitigating factor is that
rainfall is not the only factor determining the flood risk of an event. After an extended dry
period the storage capacity of the catchment is high. Canopy interception and infiltration
will limit runoff from an extreme event. During extended dry periods salinity intrusion
mitigation becomes paramount as flood risks are reduced. After a sustained wet period
the risk of an extreme rainfall event turning into a flood is much higher and the reservoir





































Fig. 5.9. Salinity concentration and water level at measurement location
close to the barrage during the calibration period from April 2009 until
December 2010. Variable set-point scenario 2. Salinity in ppt over the
whole water column (left axis), Water level on the right axis
5.3.5 Alternative scenario
The results highlight the trade-off that exist between short term flood protection and long
term salinity control. By implementing the proposed methodology this problem can be
partially resolved. However, the cause of this problem is the short lead time available
in the rainfall-runoff prediction. By increasing the lead time, it would be possible to al-
ways maintain a high water level to mitigate salinity intrusion. Because, events would be
anticipated in advance to also mitigate flood risks. To illustrate this an alternative sce-
nario has been run with a prediction horizon of 9 hours and a fixed water level set-point
of 0.25 m MSL. Figure 5.11 shows the calibration and validation pareto fronts including
the alternative scenario. As can be see the performance is significantly better as all an-
other scenarios. Increasing the prediction horizon can thus provide an alternative solution.
Achieving this could be accomplished by increasing the lead time of the rainfall predic-





































Fig. 5.10. Salinity concentration and water level at measurement location
close to the barrage during the calibration period from April 2009 until
December 2010. Variable set-point scenario 3. Salinity in ppt over the
whole water column (left axis), Water level on the right axis
that delay the runoff process and thus allow a longer lead time in runoff prediction with
the same rainfall prediction. The latter option will be discussed in more detail in the next
chapter.
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Fig. 5.11. Pareto with water quantity scenarios (Black line), variable
setpoint scenarios (circle, cross and triangle) and alternative scenario
with extended prediction horizon, left panel is calibration period between
April 2009 and December 2010, right panel is validation period between
January 2011 until December 2011
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6. CATCHMENT MODIFICATION MEASURES
6.1 Introduction
As shown in the previous chapters the short time of concentration of Marina catchment is
an important feature that determines the operational performance of the system. A longer
lead time would result in better operational performance as events could be better antic-
ipated upon. Increasing the time of concentration, delaying runoff and increasing base
flow could result in better operational efficiency as barrage operation could be scheduled
more easily during low tide, avoiding pump costs.
As shown in the literature review (see Section 2.1.4) catchment modification measures
have potential to accomplish this. Green roofs have received specific attention in the aca-
demic community as a research topic and in Singapore as an application. However the
effectiveness of green roofs on a large scale tropical catchment have never been compre-
hensively investigated.
Therefore, this study aims at i) assessing the hydrological performance of green roofs in
terms of peak and volume reduction in a large catchment, and ii) building a quantitative
link between different green roofs deployment scenarios and the water-related activities
at the catchment scale (i.e. drinking water production and flood control in Marina Reser-
voir). To this purpose, a numerical model of an extensive green roof is fully implemented
into a 1D hydrological-hydraulic model of Marina Reservoir catchment, and the mod-
elling chain is extended to include simulation of the reservoir operation and evaluation of
the impacts by means of performance indicators. The novelty of this work is threefold:
i) to the authors’ knowledge, this is the first study assessing the effect of green roofs at
the catchment scale in a tropical region, ii) the evaluation is performed over a long period
(3 years), accounting for the whole variability of the meteorological system, iii) the as-
sessment is not limited to the green roofs hydrological performance, but also include their
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effect on water-related activities.
The remainder of this chapter is organized as follows. The next section extends the de-
scription of the study site and the modelling framework based on Chapter 3. This section
also summarizes the barrage operational procedure used for this study based on the algo-
rithm introduced in Chapter 4. Section 6.3 is dedicated to the experimental results, and
includes the evaluation of hydrological and operational effects of deployment of green
roofs and the uncertainty analysis in green roofs modelling. Results are discussed in
Section 6.4.
6.2 Materials and Methods
6.2.1 Site description - Marina Catchment
Singapore has a tropical rainforest climate with no distinctive dry and wet periods and
rainfall patterns are mainly driven by two monsoon seasons. The north-east monsoon
(November-March), coming from the South China Sea, is the wettest season (41% of the
annual rainfall) compared to the south-east monsoon (33%) that starts in June and ends in
September. In between the monsoon seasons, Sumatra squall lines and convection-driven
storms are responsible for the inter-monsoon rains, contributing 26% of the total annual
precipitation.
The catchment draining to Marina reservoir is one of the most urbanised areas in Singa-
pore. The main occurring land use types are residential and commercial areas covering
between 56 and 72% and roads contribute between 13 and 23%. In Singapore, imper-
viousness of commercial and residential land, excluding the roof surface, ranges on av-
erage between 50 and 60% of the parcel. Therefore, the total imperviousness of Marina
Catchment is estimated to be 58% while the imperviousness for the five tributaries varies
between 55 and 68%.
On average about 16 % of total catchment area is covered by roofs and could thus hypo-
thetically be converted to green roofs. The distribution of roofs is, however not homo-
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geneous over the whole catchment. The contribution of roof surfaces within commercial
and residential areas ranges between 1 and 80%. At sub-catchment level a large variation
of roof surfaces contribution to the total impervious surface is found. The ratio of roof to
the total imperviousness at sub-catchment scale varies mainly between 0.1 and 0.5, while
the mean ratio between the various tributaries varies minor (0.25-0.30). The land use di-
vision of each of the main tributaries of Marina Catchment is shown in Figure 6.1.
Fig. 6.1. Land uses of the major sub-catchments in Marina Reservoir catchment
Being a strategic freshwater impound, the reservoir is operated to meet the drinking water
demand and protect against floods while minimising operational costs (as described in
Chapter 3.
The typical tropical rain events are the main driver of operational activity. When an
event occurs discharge into the reservoir increases enormously (from a base flow of 3
m3/s to up to 750 m3/s during peak events). Due to the limited storage available in the
reservoir, excess water needs to be discharged into the sea. When rain events occur during
high tide pump operation is required. As also shown in Chapter 4 there is thus a strong
conflict between the flood protection objective and the pump cost objective. Also due to
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the sudden high volume and limited storage capacity potential drinking water is lost by
release of water to the sea. There is thus a potential to increase operational efficiency
by reducing and delaying peak flows which would lead to reduced pump costs. Also, by
increasing the base flow and spreading out of event runoff, drinking water yield from the
reservoir might increase. This study aims to quantify these potential benefits which are
not only useful for the academic community but also have an impact on the management
of Marina Reservoir itself.
6.2.2 Integrated modelling framework
General description
The evaluation of the effect of green roofs implementation at the catchment scale relies on
a modelling chain that includes hydro-meteorological and green roofs deployment scenar-
ios, and the projection of these into discharge scenarios via simulation of a hydrological-
hydraulic model. In this work, in order to build a quantitative link between the discharge
scenarios and the water-related activities at the catchment scale (e.g. drinking water pro-
duction), the modelling chain is extended to include simulation of the water system oper-
ation and evaluation of the impacts by means of performance indicators (Figure 6.2).
The simulation of the water system operation is not a trivial task, as it requires modelling
the behaviour of the barrage operators. In this study, we adopt an approach similar to
Anghileri et al. (2011), where the decision-making problem faced by the human regula-
tors is formulated as an optimal control problem, which is solved with multi-objective
optimization techniques to design the optimal operating policies, as described in Chap-
ter 4. As such, the approach provides an upper bound of the water system performances
that may be achieved by a fully rational decision-maker (Soncini-Sessa et al. 2007). The
objectives characterizing the optimal control problem are the performance indicators de-
fined in Section 4.2.2
In the next sections we describe the different models developed to evaluate the effect of
green roofs implementation in Marina Reservoir catchment.
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Fig. 6.2. The procedure for evaluating the effect of green roofs deploy-
ment at the catchment scale on both discharges and water-related activ-
ities. Simulation and optimization tools are denoted with light and dark
gray respectively.
Hydrological model and calibration
The numerical one-dimensional hydrological-hydraulic model Sobek was used to simu-
late runoff discharges towards Marina Reservoir (1D-only). See section 3.3.2 for a de-
tailed description of the model. The model configuration and calibration is based on the
latest version of the model described in Verhoeven (2013). The specific model setup was
modified to account for land use specific runoff contributions at sub-catchment level. The
land uses were calculated for the 207 sub-catchments using Arcmap (ArcGIS software
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v10).
Runoff coefficients, storage and infiltration parameters were assigned accordingly as a
function of land use type and terrain steepness. The Horton equation calculates the infil-
tration in parks and other green spaces during tropical storms. The model is calibrated
on several selected events in 2011. Water level and discharge data is available for two
measurement locations in the downstream sections of Singapore and Kallang rivers. The
statistics of the results are shown in Table 6.1. The definition of the statistics given in the
table can be found in Eq. (4.7).
Table 6.1
Calibration statistics of the catchment model, measured discharges of
selected stations vs. modelled discharge
Singapore River Kallang River
Event NS RRMSE MAE NS RRMSE MAE
[-] [-] [m3/s] [-] [-] [m3/s]
1 0.65 0.65 2.07 0.83 0.41 10.83
2 0.73 0.59 2.52 0.77 0.48 7.53
3 0.73 0.53 1.65 0.64 0.62 8.03
4 0.85 0.39 2.15 0.57 0.65 7.55
5 0.81 0.44 4.37 0.70 0.56 17.95
6 0.90 0.32 6.81 0.67 0.58 49.13
The NS ranges between 0.57 and 0.9 which means the model is capable of resolving the
main system dynamics. There is, however, still room for improvement but overall the
model is representative for the water system.
Green roof parametrisation
The option to simulate green roofs is available in the rainfall-runoff module of Sobek
(v.2.12.004) (Becker 2012). Computation is based on the water balance for unsaturated
zone of the green roof:
dSt
dt
= (p− I − qs − ET − q) · A (6.1)
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where St is the soil water storage in the unsaturated zone (m3), p is precipitation (m s−1),
I is canopy interception (m s−1), qs is the specific surface runoff (m s−1), ET evapotran-
spiration (m s−1), q percolation (m s−1), A the surface area of the green roof (m2) and t
the time (s).














where K is the unsaturated hydraulic conductivity (m/s); θ the soil moisture content (-);
hp the pressure head (m) and z the vertical elevation above reference level (m).
Assuming a uniform thin substrate layer, the Van-Genuchten equation for a soil with
uniform porosity can be used which, neglecting hysteresis, resulting in:
Se =
(θ(hp)− θr)
(θs − θr) = [1 + (α|hp|)
n]−es (6.3)
where Se is effective saturation (-), θs the saturated water content, θr the residual moisture
content (-), α the inverse air entry value (m−1), n the indicator for the pore size distribu-
tion (-) and, es the empirical shape parameter (-).
By expressing both Eq. (6.2) and (6.3) as a function of the pressure head h, allows the
water balance to be solved using the Van-Genuchten relationship for unsaturated flow
conditions. As a result, the model is able to calculate the percolation at each time step us-
ing the equations above by calculating the changes in hydraulic conductivity as a function
of the medium moisture content at the previous time step with the lower boundary being
zero when the moisture content drops below field capacity. When the saturated moisture
content is exceeded, i.e. all pore spaces are filled, the green roof behaves as a conven-
tional roof and runoff occurs (Carter & Jackson 2007). The runoff is calculated using the
same rational formula as for a conventional roof.
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The evapotranspiration is based on the actual crop evapotranspiration, which uses the
potential evapotranspiration and a crop specific coefficient. It assumes that the actual
evapotranspiration will be maximal when the medium moisture content is larger then field
capacity and gradually decreases to zero until the moisture content reaches the wilting
point. A similar dependency of the actual evapotranspiration on the soil moisture content
was suggested by Stovin et al. (2013). The stepwise actual evapotranspiration calculation
is computed according to:
Ea,t =

0 for θt−1 ≤ θr





for θr < θt−1 < θfc
Kc · Ep,t for θt−1 ≥ θfc
(6.4)
where Ea,t is actual evapotranspiration at time step t (mm day−1), Ep,t the potential evap-
otranspiration at time step t (mm day−1), Kc the crop coefficient (-), θr the residual mois-
ture content (-) and θfc the moisture content at field capacity (-)
Using long term records for Changi Airport (Singapore) (Janssen et al. 2007), the daily
reference evapotranspiration can be approximated by a constant average value throughout
the year due to the local tropical weather conditions. As no information was available
for the period 2009-2011, the hydrological-hydraulic model as described in Galelli et al.
(2014) used an average daily potential evapotranspiration value of 3.32 mm day−1 dur-
ing the entire simulation period. The plant species considered for the study was Sedum
mexicanum. Therefore, a crop coefficient of 0.67 was selected to calculate actual evap-
otranspiration (Allen et al. 1998).
The necessary model parameters are given in Table 6.2. Model parameters for green roof
implementation in Sobek were obtained from Spengen (2010), a study conducted in Sin-
gapore under the Singapore-Delft Water Alliance research programme (Vijayaraghavan
et al. 2012).
Three green roof scenarios were simulated representing a different deployment rate of
green roofs in the catchment. It was assumed that there was a uniform implementation
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Table 6.2
Green roof parameter values used
Parameter value
Saturated hydraulic conductivity Ks (mm min-1) 18
Hydraulic conductivity at field capacity Kfc (mm min-1) 4
Initial water content θini (%) 30
Moisture content at soil saturation θs (%) 61
Moisture content at wilting point θwp (%) 21
Moisture content at field capacity θfc (%) 39
Crop coefficient Kc (-) 0.67
Thickness of the growing medium Ls (mm) 120
within the catchment. The three scenarios represented 25% (25GR), 50% (50GR) and
100% (100GR) conversion of traditional roof into green roofs. All scenarios had the
same parametrisation for green roofs.
Reservoir operation model
The reservoir operation is handled by the real-time optimal control algorithm described
in Chapter 4. The controller is based on 1) a short-term prediction of the reservoir in-
flow, and 2) the optimization of the release decisions over such prediction horizon. In
particular, at each (hourly) decision time instant t, a data-driven model (Galelli & Castel-
letti 2013a) provides a 3-hours ahead prediction of the reservoir inflow that is exploited
by an optimization algorithm to design the trajectory of release decisions over the same
horizon. Once the problem is solved, only the release decision for the first hour is imple-
mented, and, at time t + 1, a new problem is formulated and solved on the basis of the
new hydro-meteorological information available (receding horizon principle). This real-
time approach is particularly effective for Marina Reservoir, because it allows partially
anticipating the intense inflow events characterizing the catchment.
As each green roof scenario results in different catchment characteristics a unique data-
driven model needs to be identified for the runoff prediction. The model is an M5 model
tree identified according to the methodology described in Section 4.3.1. The models are
used in combination with the optimization technique and reservoir model to estimate the
effect of different green roofs deployment scenarios on water-related activities. In order
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to equally account for the different operating objectives, we use a weighted combination
of the performance indicators as defined in Eq. (2.5). The specific definition of the objec-
tives in given in Eq. (4.5). The weights of the different objectives are set according to the
results described in Chapter 4.
6.2.3 Scenario and sensitivity analysis
The model was run from April 2009 to December 2011 in 10 minute resolution time steps.
The period was split in two with one period from April 2009 to December 2010 (calibra-
tion period) and the second from January 2011 until December 2011 (validation period).
The validated model and the three above mentioned green roof scenarios were simulated
in three different configurations.
In the first configuration (0-boundary) the operation is not used. The reservoir is kept at a
constant water level of 0 m MSL. In this way the influence of the of the barrage operation
on the runoff process is eliminated. The runoff characteristics of the different scenarios
can be analysed and compared under similar conditions. The reason for this is that the
operation of Marina Barrage has significant influence on the runoff in the downstream
end of the tributaries due to backwater effects.
The second configuration (MRE) uses the barrage operation with the optimal control al-
gorithm described in Chapter 4. The prediction horizon is set at 3 hours. The controller
requires a inflow prediction. This prediction is provided by an M5 model tree based on
the MRE scenario described in Section 4.3.1. The model is separately identified for each
of the four different green-roof scenarios. The data set used for each scenario is the runoff
time series generated by the 0-boundary runs over the calibration period.
The third configuration (PF) will use the the same controller as the MRE configuration
but this time the 0-boundary runoff time series from each scenario is used as the inflow
prediction for the controller (perfect forecast scenario described in 4.3.1).
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The 0-boundary configuration will be used to analyse the effects of green roof deploy-
ment on the runoff characteristics of the total catchment. Specific characteristics that will
be quantified include event peak reduction, event volume reduction. Analysis will be per-
formed To further analyse the effects of green roof deployment a mixed effect model is
identified to specifically quantify of elements of the model that determine the peak reduc-
tion. The procedure followed to identify the mixed effect model is described in Section
6.2.4.
The purpose of the MRE configuration is twofold. Firstly it will yield information about
the influence of green roof deployment on the operational performance. The hypothesis
is that deployment of green roofs should reduce and delay peak flows and thus make the
operational resolution of flood events more manageable (i.e. reduce flood risks and de-
crease pump usage). Secondly because of the potential to delay runoff the predictability
of flood events could improve. An improved prediction leads to better operational perfor-
mance. Therefore the M5 models will be evaluated to determine the effects of green-roof
deployment on model quality.
The PF configuration will eliminate the effect on operational performance of changes to
the quality of the M5 model inflow prediction and will show the effect on the operational
performance of green roof deployment based only on changes to the runoff characteristics.
To determine the robustness of the specific parametrisation of the green roof model ap-
plied, a sensitivity analysis is performed through 16 extra runs with the 100% green roof
scenario. With each run one of the eight parameters in Table 6.2 is changed 10% up or
down.
6.2.4 Mixed effects model
To identify the main contributing factors behind the dynamic behaviour of green roofs in
tropical catchments two mixed effects models were identified (i.e. for peak runoff and
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volume reduction). The models were identified using the Proc MIXED procedure in SAS
v9.2. A mixed model consisting of only fixed effects can be written as:
y = Xβ + ε (6.5)
where y is the n x 1 observation vector (i.e. event based peak or runoff reduction), X
is the n x k design matrix of the fix effects, β the regression coefficients (k x 1 vector)
corresponding to the fixed effects.
The fixed effects chosen for the mixed peak and volume reduction models consisted of
the implemented green roof area (ha) as well as the event based hydrological and rainfall
variables (see Section 6.3.2). For both models, one overall regression was fitted, with the
green roof scenario as class variable allowing for specific variable regression coefficients
as function of the green roof area covered at catchment scale (i.e. 25%, 50% and 100%
GR). In this way, the selected predictor variables were the same for all green roof sce-
narios, but the coefficients could be scenario-specific. The variance-covariance structure
of the residual variance-covariance matrix was specified as a spatial power structure with
time as the coordinate. This allowed for an exponential decaying correlation between
events. In order to obtain homogeneity of variance, peak runoff and volume reduction
were respectively log normal and box-cox transformed (with φ = 0.25). Both models
were validated using a five-fold cross validation followed by the calculation of the av-
erage Pearson’s correlation coefficient between the Sobek simulated and the predicted
values using the regression models.
6.3 Results
6.3.1 Hydrological impact of green roof deployment
The results presented in this paragraph are produced by the analysis of the 0-boundary
model configuration. All simulations were made in a single run. For the event analysis
the rain events are filtered out. The calibration period consists of 242 events while the
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validation period consists of 128 events.
The cumulative volume of the four different green roof scenario simulation in both cal-
ibration and validation is shown in Figure 6.3. As can be seen the difference between
the different scenarios is not large. For the calibration phase runs, the total runoff vol-
umes of the 3 green roof scenarios are 0.55 %, 1.19 % and 2.49 % less than the baseline
scenario for the 25 %, 50 % and 100 % scenarios respectively. For the validation phase
the percentages are 0.65 % 1.20 % and 2.30 % less for 25 %, 50 % and 100 % scenarios
respectively. The volume reduction of the calibration and validation period is consistent
with each other and the runoff volume reduction is roughly linear with the green roof
surface area.
Fig. 6.3. Cumulative volume of the different green roof scenarios over
the whole simulation period (calibration period on the left panel and val-
idation period on the right)
Figure 6.4 shows box-plots of the peak and volume reduction per event for calibration
and validation phases. As can be seen the peak discharge and event volume can be sig-
nificantly reduced by the deployment of green roofs. On average with 100 % green roof
scenario the peak reduction is 10-15 %. The volume reduction is on average around 5 %.
The spread of the peak and volume reduction is large. Peak reduction ranges between 0
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and 45 % for the 100 % green roof scenario, while volume reduction ranges between -5
and 35 %. Increased green roof deployment leads to more volume and peak reduction.
The spread in volume and peak reduction is, however, larger.
Fig. 6.4. Peak and volume reduction events for the total catchment in
calibration (left 2 panels) and validation (right 2 panels)
Figure 6.5 shows box-plots of volume and peak reduction of the three largest tributaries
of the catchment (Singapore, Kallang and Geylang river). The left three panels show the
peak reduction and the right three panels show the volume reduction. The plots are gen-
erated using the validation data set. The results are in line with the previous figure (6.4).
The average values of volume and peak reduction are similar to the total and there are no
major differences between the different sub-catchments. However the spread between the
events is larger.
Figure 6.6 shows two scatter plots of the peak and volume reduction per event against
the event magnitude. The validation data set of the 100 % green roof scenario was used.
As can be seen both the peak and volume reduction show a large spread. However the
larger an event the less the peak and volume reduction is. Only for the smallest events
can a significant peak and volume reduction be achieved. This is an important observa-
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Fig. 6.5. Event peak and volume reduction of the 3 main tributaries for
the validation period (peak reduction on the left 3 panels and volume
reduction on the right 3 panels)
tion as this implies that green roofs don’t have much effect during extreme events. For
small events the spread in peak and volume reduction is large and can even be negative
(dots are spread over the vertical axis). The preceding period is of influence. After an
extending dry period peak reduction is in general larger then when an event has occurred
recently. Negative values can occur when a small event occurs shortly after a large event.
The falling limp of the larger event has an effect on the peak and volume of the smaller
event. The falling limb of the big event has actually increased in volume and this effect is
bigger than with the decrease in volume of the small event.
The results are further illustrated in Figure 6.7. This figure shows the discharge time se-
ries of two small events (left panels) and two large event (right panels). The top panels
show events after a short antecedent dry period, while the bottom two panels show events
with a long antecedent dry period. The time series of the four different green roof sce-
narios are plotted in the same panel with different colours. For a dry weather period of
approximately 16 hours prior to precipitation, a peak reduction was obtained up to 24%
for a 3.8 mm rainfall event while a reduction of up to 7% was obtained for the 50.7 mm
event. When the dry weather period was increased to 84 hours (i.e. 3.5 days), peak reduc-
tions increased up to 35% for a 3.6 mm rainfall event and remained similar (i.e. 8%) for a
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Fig. 6.6. Scatter plot of the event peak (left panel) and volume (right
panel) reduction against the normalized event volume size for the 100 %
green roof scenario in the validation period.
40.5 mm event. These result demonstrate that increased antecedent dry weather periods,
increase peak runoff and volume reduction for small events, while for large precipitation
events reductions were minor or negligible. It can also be seen that there is a slight in-
crease in the discharge on the falling limb, therefore the volume reduction of the total
event is small. In comparison the volume reduction of the small event is significantly
larger in relative terms. Another feature of the graphs is that the green roofs don’t seem
to delay the peak significantly.
6.3.2 Mixed effect model results
The established regression models were able to predict and confirm the main key drivers
behind peak runoff and volume reduction taking into account the total area of conven-
tional roofs converted into green roofs. The average cross validated Pearson’s correlation


































































Rainfall depth: 3.58 mm, dry period: 85.5 hours













































Fig. 6.7. Comparison of catchment runoff response between the baseline
and the three green roof scenarios for two small (left panel) and larger
(right panel) precipitation events with short (top) and long (bottom) an-
tecedent dry weather periods. The vertical bars at the top represent the
corresponding rainfall intensity of the event (mm/10min).
The models allowed for an in depth analysis of the factors influencing peak runoff and
volume reduction as well as its variability (Table 6.3). Evaluation of the main parame-
ters influencing peak reduction variability revealed, apart from total green roof and dry
weather period, the interaction between rainfall duration and maximum 10 min rainfall
intensity which affected peak reduction positively. On the other hand, peak reduction was
negatively affected by increases in total rainfall and maximum 10 min rainfall intensity.
All fixed effects in the mixed effects model were found to be significant (p ranged be-
tween 0.0002 and < 0.0001). The 10 min maximum rainfall intensity was found to be,
apart from the green roof area, the only variable with green roof-specific estimates as
function of the green roof scenario. Comparison of the established runoff volume reduc-
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Fig. 6.8. Results of the calculated peak (left) and runoff volume (right)
reduction (%) for the three green roof scenarios based on the hydrolog-
ical model (Sobek) simulations vs. the respective predictions using the
mixed regression models. Results are log and Box-Cox transformed, re-
spectively.
tion with the peak reduction model showed that the same variables were identified with
the corresponding coefficients having a similar order of magnitude. In addition to the
variables identified for the peak reduction model, volume reduction was additionally neg-
atively affected by the interaction of maximum 10 min rainfall intensity with dry weather
period and positively affect by the interaction between event duration and maximum 10
min rainfall intensity. Furthermore, it should be noted that for volume reduction no green
roof dependent coefficient was obtained except for the total green roof area (Table 6.3).
The results indicate that although there is positive effect of green roof deployment in
terms of peak reduction and volume reduction the effect is small for large events. This
has implication for the operational performance change that can be expected from the de-
ployment of green roofs. As flood risk and pump costs typically occur during large events,
and for those events the effects of green roofs are small, it can be expected that also the
effects on operational performance of green roof deployment will be small. Similarly,
because there doesn’t seem to be a big delay in the flood peak, it could also be expected
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Table 6.3
Regression coefficients of the fixed effects as selected by the cross val-
idated regression models for peak and volume reduction as function of
rainfall characteristics and total green roof area converted at catchment
scale. ∗ ∗ ∗, ∗∗ and ∗ indicate the significance of regression coefficients
at p ≤ 0.0001, 0.01 and 0.05 levels (2-tailed), respectively
Selected variables
Area Raintot DWP IRainmax Raindur x IRainmax IRainmax x DWP IRainmax x Eventdur
Peak Reduction1,2
25GR 1.6*** -3.0E−02*** 6.1E−05*** -9.3E−04 2.2E−05*** NA NA
50GR 2.2*** -3.0E−02*** 6.1E−05*** -4.5E−03* 2.2E−05*** NA NA
100GR 2.8*** -3.0E−02*** 6.1E−05*** -6.7E−03*** 2.2E−05*** NA NA
Volume Reduction1,2
25GR 1.3*** -2.1E−02*** 5.2E−05*** -9.8E−03*** 1.0E−05*** -7.0E−07*** 4.1E−06***
50GR 1.5*** -2.1E−02*** 5.2E−05*** -9.8E−03*** 1.0E−05*** -7.0E−07*** 4.1E−06***
100GR 1.8*** -2.1E−02*** 5.2E−05*** -9.8E−03*** 1.0E−05*** -7.0E−07*** 4.1E−06***
1 Cross validated model was based on a total of 1106 events with 370, 369 and 367 events for the 25%
(25GR), 50% (50GR) and 100% (100GR) green roof scenario, respectively. NA= Not Applicable.
2 Area represents the total green roof area (ha) with respect to the three scenarios (25% (398.2 ha),
50%(796.4 ha) and 100% (1592.8 ha)), Raintot the total event rainfal (mm), DWP the dry weather period
(min), Raindur the event rainfall duration (min), IRainmax the maximum 10 min rainfall intensity (mm 10
min−1) and, Eventdur the total event duration (min).
that the predictability of events will not significantly improve.
6.3.3 Analysis of M5 model tree identification
Before the models are identified based on the 0-boundary discharge time series an analy-
sis of the data is performed. Figure 6.9 shows the cross correlation between rainfall and
runoff at various time lags. As can be seen the highest correlation can be found with a
time lag of 1 hour. This roughly corresponds with the time of concentration of the catch-
ment. It can also be seen that current rainfall correlates closely only with the runoff of 0
to 3 hours ahead. Therefore, a runoff prediction model that only uses measured rainfall
can only be expected to accurately predict the runoff up to three hours ahead.
Another feature of the graph is that for the time lags longer than 1 hour the cross cor-
relation increases with the increase in green roof deployment. For a time lag of 0 hours
the opposite happens. This implies that with an increase in green roof deployment there
is a longer lead time achievable in the discharge prediction as the current rainfall has in-
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creased correlation with future runoff. However, the magnitude of the change is small and
thus the expected improvement in prediction performance should also be small.
Fig. 6.9. Cross-correlation between rainfall and total catchment dis-
charge for the 4 different scenarios in Calibration (2009-2010, left panel)
and validation (2011, right panel) phases at different time-lags
Figure 6.10 shows the Average Mutual Information (AMI) index between the rainfall and
runoff at various time lags. The AMI is a measure for the mutual information between










where K is a constant to account for unit differences in the variables; p(x, y) is the joint
probability distribution of the variables; p(x) and p(y) are the individual probability dis-
tributions of the variables.
A similar picture emerges as with the cross correlation. Current rainfall holds informa-
tion about runoff up to 3 hours ahead and with increased green roof deployment this is
extended by a small amount.
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Fig. 6.10. Average mutual information index (AMI) between rainfall
and total catchment discharge for the 4 different scenarios in Calibra-
tion (2009-2010, left panel) and validation (2011, right panel) phases at
different time-lags
The M5 models are identified (10-fold cross validation) per scenario based on three hours
of past rainfall data and three hours of autoregressive data. The models are identified
based only on the calibration data set (April 2009 to December 2010). Per scenario three
models are identified for the average runoff of 1, 2 and 3 hours ahead respectively.
Figure 6.11 shows the statistics of all identified models. The left panels show the perfor-
mance of the models on the calibration data set and the right panels on the validation data
set. For all models the quality decreases with the lead time. Model performance is good
for one hour lead time. Nash-Sutcliffe correlation is between 0.77 and 0.84 in validation
for one hour lead time. For three hour lead time it drops to between 0.15 to 0.18. In
general the model performance of the 100 % green roof scenario is slightly better than the
other models. This confirms the results of the data analysis. However the improvement is
not significant. The models performance is only slightly worse on the validation data set
which indicates that the models are not over fitted.
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Fig. 6.11. Statistics of the different M5 models in calibration (left pan-
els) and validation (right panels). Top panels show the Nash-Sutcliffe
coefficient for each scenario, the middle two panels show the RRMSE
and the lower two the MAE.
6.3.4 Operational implications of green roof deployment
All four green roof scenarios were run two times for both the calibration and validation
period. One time with the controller fed by the MRE runoff prediction and one time with
the PF inflow prediction. The operational performance is evaluated according to the per-
formance indicators described in Eq. (4.5).
The results are summarized in Figure 6.12. As can be seen there is a significant difference
in flood costs incurred between MRE and PF configurations. The PF configuration runs
perform significantly better. This is because with a perfect inflow prediction incoming
flood events can be properly anticipated. It is also clear that there is no significant dif-
ference in the operational performance between the different green roof scenario. The
differences that are there are small and don’t seem to follow a particular pattern. The
results echo the the results of previous sections. The effects of green roof deployment on
the operational performance are small.
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Fig. 6.12. Operational performance for all scenarios and configurations.
Calibration phase on the left panels, Validation on the right. MRE in blue
and PF in red. Upper two panels show the flood risk costs, the middle
panels the pump costs and the lower panels the drinking water deficit.
6.3.5 Sensitivity Analysis
The sensitivity analysis was performed on the 100 % green roof scenario with the 0-
boundary configuration on the validation period, as such the maximum sensitivity based
on maximum green roof deployment could be analysed. For each run, one of the green
roof parameters (see Table 6.2) was changed either 10 % up or 10 % down while the other
parameters were kept unchanged. The impact of the parameter change was analysed on
event basis and on the aggregated simulation period.
Figure 6.13 shows a box plot of the percentage change of the event peaks. As can be seen
the changes are small. Changing the θs has the largest effect. By decreasing the moisture
content of the green roof less water can be stored within the green roof and thus results in
an increased runoff. Also by increasing the substrate layer (Ls) more water can be stored
and thus the peak discharge of rain events goes down.
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Fig. 6.13. Box plot of percentage change in peak discharge of each sen-
sitivity analysis scenario.
Figure 6.14 shows the percentage change in total volume of the complete simulation pe-
riod. Also here the percentages are small. The crop coefficient has the largest impact.
By increasing the crop coefficient the evapotranspiration from the green roof increases
and thus the total volume that will runoff from it will decrease. All effects are similar
in sign when compared with the event based analysis, apart from the field capacity. An
increase in field capacity will result in more water remaining in the growth medium after
an event. This result in a faster filling up of the growth medium with a subsequent event,
and thus, an increased runoff during that event. However, The extra water content in the
growth medium will make more water available for evapotranspiration and thus there is a
negative effect on the total runoff volume.
In general the parameters that have an effect on the storage capacity of the green roof
influence the peak reduction, while parameters that have an influence on the evaporation
have an effect on the runoff volume. Therefore, modifying θs and Ls has a larger effect on
the peak reduction while modifying the crop coefficient has a large effect on evaporation
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and hence on the volume.
It can be concluded that a different parametrisation of the green roof would not lead to
significantly different results. Most parameters are bound by physical constraints and can
thus not be changed significantly outside specific ranges. Even the substrate layer thick-
ness cannot be increased significantly because of weight restrictions on existing buildings.
Thus, the overall peak reduction and total runoff volume due to 10 % parameter change
is expected to have no significant effect on the overall operational management practices.
Fig. 6.14. Percentage change of volume reduction for each parameter
used in sensitivity analysis. Blue represents the result for a 10% reduc-
tion in parameter value and red represents the result for a 10 % increase
in parameter value
6.4 Discussion
The large scale deployment of green roofs can indeed have positive effects on hydrolog-
ical performance of Marina catchment. However, the effects are small in this tropical
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environment. Peak reduction can be achieved for small to medium events. However, the
effect will only occur when there is a significant dry period before the event. Tropical
rain events are characterized by high intensity rainfall that cause the green roof to satu-
rate quickly and so diminishing the effectiveness of the green roof. Also rain is common
throughout the year in tropical Singapore and it can thus be expected that the green roofs
in Singapore are saturated with moisture for significant periods of the year.
The limited hydrological effects subsequently lead to insignificant changes in predictabil-
ity of events and operational performance. Green roof seem unsuitable to significantly
alter hydrological performance in a tropical climate. The overall effects don’t seem to
warrant the required capital investment to implement green roof on a large scale. In-
creasing substrate thickness could mitigate the fast saturation issue, however, on existing
buildings structural constraints limit the substrate thickness achievable. This thus limit
deployment of thick substrate layers to new developments which means large scale de-
ployment that is required is not possible.
This study focused only on the large scale operational implication of green roof imple-
mentation. Indeed in this area the results are not significant. However, the large scale
operational performance effects are not the only criteria based on which green roofs could
be deployed. In local catchment where new development could have a significant negative
impact on hydrological performance, a well designed green roof integrated directly with
the new development could support mitigating these negative impacts on a local scale.
Also there could be beneficial effects on water quality or indoor and outdoor temperature
effects of the deployment of green roofs.
While this study has shown that green roofs don’t lead to significant improvement in
operational performance of the reservoir, the question of ,what will, thus remains. To
influence the hydrological performance, measures have to be implemented that signifi-
cantly increase the catchment storage. For a densely populated city like Singapore this is
a big challenge. As in any other city space is extremely valuable and there will always be
trade-offs. Direct roof storage is an alternative but on existing buildings there are struc-
tural limits about the amount that can be stored. Also in a tropical environment there are
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restrictions on the presence of stagnant water due to mosquito breeding risks. Increasing
the open water surface area of the catchment at street level requires the reservation of
valuable land and might come at a too high economic cost. Porous pavement or under-




It has been shown that the developed Model Predictive Control (MPC) algorithm can be
implemented in the urban, tropical environment of Singapore. The algorithm has been
proven to be superior in performance to the current operation procedure and Stochastic
Dynamic Programming (SDP). The main reason is its ability to exploit real-time hydro-
meteorological information available in real-time. The highly urbanized catchment that
leads to a fast runoff process with short time of concentration and the high intensity rain-
fall event characterizing this tropical region require a fast operational response . The MPC
algorithm can anticipate these events, while an off-line procedure like SDP can only react.
It has been shown that with the adoption of this methodology flood risks can be decreased,
while also reducing pump usage, compared to both SDP and the current operating rules.
Also, with this methodology, drinking water yields could be optimized, and therefore,
increasing the sustainability of Singapore supply.
This study has also shown the importance of the lead time and quality of the available
rainfall prediction. While the developed methodology is able to optimally exploit the
available real-time information, it has also been shown that with improvement in this real
time information further advances could be made. For a tropical climate where rainfall
is driven by convective storms, predicting rainfall events accurately is still a challenging
subject. However, this study shows that advances in this field could yield potential bene-
fits for the operational management of Marina Reservoir.
The second main objective is to integrate water quality objectives into the developed
MPC algorithm. The main focus of this part of the study has been salinity intrusion. The
salinity control objective has been effectively integrated into the algorithm through the
optimal cost-to go. By adopting a variable set-point defined by salinity levels in the reser-
voir, saline intrusion could be mitigated while not compromising flood protection.
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It has been shown that, for both the short-term control and the integration of long-term
water quality objectives, the lead-time of the runoff prediction is an important factor that
determines the operational performance. The two main factors affecting this are the lead
time and quality of the rainfall prediction, as well as the runoff characteristics of the catch-
ment. While the rainfall prediction has been outside the scope of this study, the impact
of green roofs, as a catchment modification measure, on the catchment hydrology and
operational performance have been investigated. This has been the first time such a study
has been performed for a catchment in a tropical climate. While the large-scale deploy-
ment of green roofs, leads to reduction of flood peaks and volume of particular events, the
effects are small for large events or when the dry period preceding the event was short.
Therefore, green roofs are less suitable to improve hydrological behaviour in a tropical
climate that is characterized by frequent high intensity rainfall events. Specific measures
that will be effective to improve hydrological performance in a tropical urban catchment
should be a subject of further investigation.
While the study only focuses on Marina Reservoir, the methodology could easily be
adopted for urban water reservoir networks. This is especially relevant in the context
of Singapore, where many reservoirs are present. When similar control strategies are ap-
plied on other reservoirs, it also opens up the opportunity to coordinate control between
various reservoirs to improve overall system performance.
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A. SYNTHETIC INFLOW TIME-SERIES
GENERATION
As mentioned in Section 4.3.1, the inflow data are rather inconsistent, with short series
of inflow events measured at three of the main discharge points (Singapore, Kallang and
Geylang Rivers), accounting for about 70% of the total inflow to the reservoir. For this
reason, these events are used to evaluate the capabilities of an available Sobek model to
generate synthetic time series of data for the period April 2009 - December 2011, for
which precipitation measurements are available. Sobek is a process-based model devel-
oped from an original MIKE 11 that accounts for rainfall-runoff generation and 1D flow.
In the present study, the whole catchment is divided into 196 sub-catchments, each repre-
sented by a single manhole and pipe system. This is a simplified representation, as each
sub-catchment can consist of several drains with a more complex runoff processes. The
flow towards a manhole (runoff generation) is calculated with the rational method, while
the flow through a pipe (flow propagation) is calculated with the Manning formula. Fi-
nally, excess water is stored in the manhole. From each pipe the water flows in the main
drains that convey the water downstream. The calculation is done with a 1D discretisation
of the Saint-Venant equations. Sobek uses a staggered grid discretisation, in which the
water level is calculated in nodes and the discharge between nodes. For further details
about the model structure and calibration, see Janssen et al. (2007).
The Sobek model performance are evaluated with the same multi-assessment criteria
adopted for the M5 model. Results, reported in Table A.1, show that the overall perfor-
mance varies with the different discharge locations. For the Kallang river, for example,
the overall evaluation is quite satisfactory, while it is less for the Singapore and Geylang
rivers. The lower performance should not be attributed to the model calibration only, but
rather to a combination of factors that includes inconsistencies in the measured discharges
and in the model forcing. This statement can be demonstrated by considering the event
occurred during the 8 of March 2011. During this event, for which a consistent set of mea-
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Table A.1
Summary of the Sobek model performance over the inflow event of the
8 March 2011 and over the whole set of available inflow data.
MSE RMSE RRMSE MAE NS
Inflow point [m3/s]2 [m3/s] [-] [m3/s] [-]
Event 8 March 2011
Singapore 157.38 12.55 0.62 5.99 0.68
Kallang 328.28 18.12 0.27 11.59 0.93
Geylang 11.84 3.44 0.50 2.05 0.75
Complete data set
Singapore 228.01 15.10 0.65 7.97 0.64
Kallang 617.52 24.85 0.30 17.30 0.91
Geylang 16.40 4.05 0.74 2.42 0.45
surements is available, the Sobek model is indeed capable of reproducing the discharge




The operational management system (OMS) from Marina Reservoir supports the daily
operation of the reservoir. It provides real time data storage, data visualization and mod-
elling support. The OMS is based on the Delft-FEWS software (Werner et al. 2013)
developed by Deltares1. The Delft-FEWS system is a shell software to which functional
modules can be added to be utilized through a single interface. Within the Marina Reser-
voir OMS an extensive modelling framework exists to support daily operation (see Sec-
tion 3.3 for a description). These models can be run from within the OMS interface while
all data interaction between the model and the OMS data base is handled by the Delft-
FEWS software.
While there is already a comprehensive system in place to support daily operation, there
is, up until this time, no optimal real-time control module that can support the operation
with a direct advice on barrage operation. The control algorithm (RTC-module) devel-
oped in this thesis would be a valuable addition to the tools available within the OMS.
B.2 General adapter
To support the communication between the OMS and an external model or module the
Delft-FEWS software utilizes a general adapter module. The general adapter manages the
export and import of data between OMS and the external module as well as the execution
of these modules. Figure B.1 gives a schematic overview of the functional architecture of
the connection of an external module with Delft-FEWS.
1http://www.deltares.nl
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Fig. B.1. General adapter
The general adapter will export all required data from the OMS data base into files with a
specific XML format. The external module either needs to be able to handle this specific
file format or a module adapter needs to convert the XML format into the module specific
format. The general adapter will give the execution commands to start the module adapter
and the module itself and will subsequently import the relevant data into the database via
the same XML format.
B.3 Module description
B.3.1 Objective function
The algorithm that is going to be implemented is based on the water quantity controller
developed in Chapter 4. The algorithm will be implemented for barrage operation only
and will, for the time being, only optimize for the flood risk objective and the pump
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objective. Thus the algorithm will optimise the following function (based on Eq. (2.4a)
and (2.5)):















1− λf) gpτ (·) + gctgt+h (hrt+h)
]
(B.1)
where ut+1 is the total release decision implemented on the system [m3/s], that consists
of the combined release through the gates and pipes ugpt+1 and the release through the
pumps upt+1 [m
3/s]; λf is the relative weight of the flood risk objective [-]; gf , gp and
gctg are the step cost functions of the flood risk objective, the pump objective and the cost
function on the final state respectively .






The step cost for the flood risk objective is based on a modified version of Eq. (4.5b). As
the current water level bounds have changed since the original values defined at the time




(∣∣hrτ+1∣∣− 0.4)2 if hrτ+1 < −0.4(
hrτ+1 − 0.3
)2 if hrτ+1 > 0.3
0 otherwise
(B.3)
where hrτ+1 is the reservoir water level.
The setting of λ will determine preference for, either flood risk protection, or energy ef-
ficiency. By putting a strong weight on the flood risk objective the water level will be
strictly maintained, however this will come at increased pumped volumes which results
in more energy costs. The weight setting depends on the operational management policy
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and in the implementation it will be made possible to adjust the setting of the weight.
B.3.2 System dynamics
The system dynamics are represented by the state transition function based on Eq. (4.3),







aˆτ+1 − ugpτ+1 − upτ+1 − uinτ+1
)
(B.4)
where hˆr is the reservoir level [m]; Ts is the time step of the simulation which is set at 10
minutes [s]; As is the surface area of the reservoir which is assumed constant as the reser-
voir is operated within a relatively tight water level range [m2]; aˆ is the inflow prediction
[m3/s]; uin is the drinking water intake which is set to the current scheduled discharge as
this is not taken into account by the optimization routine [m3/s].
At t = 0 the current water level of the reservoir is used to initialise the model. The wa-
ter level is taken as a weighted average of several measurement points located inside the
reservoir.
B.3.3 Inflow prediction
The inflow prediction is based on the model described in Section 4.3.1. This model uses
measured rainfall available in the OMS. Also recently a rainfall prediction has been added
to the OMS and can thus be exploited to create a rainfall timeseries for the marina catch-
ment up to 3 hours in the future.
the rainfall measurement is available for a large number of gauges throughout the catch-
ment. A weighted average rainfall over the total catchment is calculated with Thiessen

















Fig. B.2. Translating rainfall gauges to average catchment rainfall. Panel
A shoes the location of rainfall stations throughout the catchment with
a sample of the rainfall timeseries associated with a particular station,
panel B shows the translation to Thiessen polygons and panel C shows
the final weighted average rainfall timeseries for the Marina Catchment
This rainfall forecast is based on a translational model applied on rainfall radar images.
These radar images are produced by a Doppler dual polarisation S-band radar that is lo-
cated at Changi airport and covers the whole of Singapore. Further details about the radar
and the translational model can be found in Jolivet et al. (2013). Performance indicators
of the forecast model are given in Table B.1. The POD is the probability of detection,
which is defined as the ratio between the total number of successful detections by the
model and the total number of observations. The FAR is the false alarm rate which is
the ratio between the number of false detections by the model and the total number of
detections by the model.
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Table B.1
Statistics of rainfall forecast
Lead time [min]
0-20 20-40 40-60 60-80
RMSE 0.14 0.19 0.21 0.22
R 0.82 0.52 0.32 0.21
POD 0.78 0.62 0.50 0.42
FAR 0.04 0.18 0.28 0.38
The measured rainfall of the passed 2 hours and the predicted rainfall for the next 3 hours
function as input to the M5 model tree to generate the inflow forecast aˆ.
B.4 Implementation of the real-time control algorithm
The developed RTC-module is coded in Matlab that is compiled into a Matlab executable
with Matlab Compiler Runtime. The specific features of the module include:
• An advice on the optimal operation of marina barrage (gates, pumps and pipes) for
the next 3 hours based on the current rainfall and tidal predictions;
• The operator will have the possibility to define a water level set point for Marina
Reservoir based on operational requirements. The RTC-module will define the op-
timal operation based on this defined set point;
• Flexibility in prioritizing either flood protection or energy efficiency. By prioritiz-
ing flood protection the water level will be more strictly maintained close to set
point, but this leads to higher energy consumption, as pumps will be more fre-
quently operated during high tide. By prioritizing energy efficiency the operation
of pumps will be avoided. This will lead to energy savings but reduces the ability
to strictly maintain the water level at set point;
• The resulting advice will be made available within the OMS interface based on the
requirements of the operators.
Figures B.3 through B.6 show an example of how results could be presented. Figure
B.3 shows the measured rainfall, rainfall prediction and discharge prediction for which
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the operation will be optimised. Figure B.4 and Figure B.5 shows the operational advice
i.e. discharges through the barrage structures and the number of structures that is required
to be in operation at given times respectively. Figure B.6 shows the sea water level and
predicted reservoir level if the advice would be implemented by the operator.
Fig. B.3. Example of rainfall and discharge prediction
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Fig. B.4. Example of operational advice (discharges)
Fig. B.5. Example of operational advice (Structure states)
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Fig. B.6. Example of reservoir and sea level prediction)
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