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Abstract
In this paper we present the asymptotic analysis of the realised quadratic variation
for multivariate symmetric β-stable Le´vy processes, β ∈ (0, 2), and certain pure jump
semimartingales. The main focus is on derivation of functional limit theorems for the
realised quadratic variation and its spectrum. We will show that the limiting process is
a matrix-valued β-stable Le´vy process when the original process is symmetric β-stable,
while the limit is conditionally β-stable in case of integrals with respect to symmetric
β-stable motions. These asymptotic results are mostly related to the work [5], which
investigates the univariate version of the problem. Furthermore, we will show the
implications for estimation of eigenvalues and eigenvectors of the quadratic variation
matrix, which is a useful result for the principle component analysis. Finally, we
propose a consistent subsampling procedure in the Le´vy setting to obtain confidence
regions.
Key words: high frequency data, Le´vy processes, limit theorems, quadratic varia-
tion, semimartingales.
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1 Introduction
During the past two decades statistics and limit theorems for Itoˆ semimartingales have
received a great deal of attention in the literature. This has been mainly motivated by
numerous applications in finance among other fields of science. A tremendous progress
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2has been achieved in the statistical and probabilistic analysis of fine structure of Itoˆ semi-
martingales in the infill asymptotic regime. A detailed account of the asymptotic theory
for high frequency observations of semimartingales can be found in the monograph [7].
Statistical estimation of quadratic variation of Itoˆ semimartingales is probably one
of the most important statistical problems in financial applications. Indeed, quadratic
variation determines the variability of price processes in finance and it plays a crucial role
in option pricing, predictions and other applications. During the past twenty years there
has been a number of studies devoted to statistical inference for quadratic variation in
various settings. Some accounts on this topic can be found in [3, 4, 6, 9] among many
other contributions. For a d-dimensional Itoˆ semimartingale (Yt)t≥0 defined on a filtered
probability space (Ω,F , (Ft)t≥0,P) and observed at time points i∆n, i = 0, . . . , ⌊t/∆n⌋,
the classical estimator of the quadratic variation [Y ]t is given by the “sum of squares”
[Y ]nt :=
⌊t/∆n⌋∑
i=1
(
Yi∆n − Y(i−1)∆n
) (
Yi∆n − Y(i−1)∆n
)⊤ P−→ [Y ]t,
which we call the realised quadratic variation. In the continuous Itoˆ semimartingale frame-
work, where (Yt)t≥0 has the form
Yt = Y0 +
∫ t
0
asds+
∫ t
0
σsdWs
with a being a d-dimensional drift, σ a Rd×d-valued volatility process andW a d-dimensional
Brownian motion, estimation of quadratic variation has been investigated in e.g. [3, 4]. In
particular, under minimal assumptions on a and σ, they proved the following functional
stable weak limit theorem. We refer to the next section for the formal definition of stable
convergence.
Theorem 1.1. ([7, Theorem 5.4.2]) Let a be a predictable locally bounded drift and σ a
ca`dla`g volatility process. Then we obtain the functional stable convergence
∆−1/2n ([Y ]
n
t − [Y ]t) L−s−→Mt,
where, conditionally on F , (Mt)t≥0 is a Gaussian martingale with mean zero and condi-
tional covariance function
E[M jkt M
j′k′
t |F ] = cjj
′
t c
kk′
t + c
jk′
t c
kj′
t , ct := σtσ
⊤
t .
The first result on this problem for general Itoˆ semimartingales with non-vanishing con-
tinuous martingale part appeared in [6]. The author investigated processes of the type
Yt = Y0 +
∫ t
0
asds+
∫ t
0
σsdWs + Jt,
where J denotes the jump part of Y . He proved the following result.
3Theorem 1.2. ([7, Theorem 5.4.2]) Assume that a is predictable and locally bounded drift,
σ is ca`dla`g and J is a pure jump Itoˆ semimartingale with a locally bounded characteristic.
Then we obtain the functional stable convergence
∆−1/2n
(
[Y ]nt − [Y ]∆n⌊t/∆n⌋
) L−s−→Mt + ∑
m: Tm≤t
(
∆YTmR
⊤
m +Rm∆Y
⊤
Tm
)
,
where (Mt)t≥0 has been introduced in Theorem 1.1, (Tm)m≥1 (resp. ∆YTm) denote the
jump times (resp. jump sizes) of Y , Rm =
√
κmσTm−Ψ+m +
√
1− κmσTmΨ−m and
(κm)m≥1 i.i.d. ∼ U(0, 1), (Ψ+m)m≥1, (Ψ−m)m≥1 i.i.d. ∼ Nd(0, Id).
Furthermore, conditionally on F , the processes (Mt)t≥0, (κm)m≥1, (Ψ+m)m≥1 and (Ψ−m)m≥1
are mutually independent.
Quite surprisingly, central limit theorems for quadratic variation only require very weak
assumptions on the model in both settings. Things are different in the pure jump setting,
which has been recently studied in [5]. In the latter framework the authors consider
univariate stochastic integral processes, where the driving motion is locally β-stable with
β ∈ (0, 2). They show a stable weak limit theorem for the realised quadratic variation
with a β-stable limit in most interesting cases.
The aim of this paper is to provide a weak limit theory for the realised quadratic
variation in the setting of multivariate symmetric β-stable Le´vy processes and related
stochastic integral models. We will show that the limiting process is a matrix-valued β-
stable Le´vy motion in the pure Le´vy case and we will determine its directional measure. In
the setting of integral models driven by a multivariate symmetric β-stable Le´vy process we
will prove that the limit is conditionally β-stable. Another important contribution of our
paper is the asymptotic analysis of the associated eigenvalues and eigenvectors, which is of
major importance for the principal component analysis. This part provides an extension of
the classical work [2], which gave a complete theory for the principal component analysis
in the Gaussian i.i.d. setting.
The paper is organised as follows. Section 2 presents the models, notations and the
main theoretical results. Section 3 is devoted to construction of asymptotic confidence
regions via a subsampling approach in the Le´vy setting. Finally, the proofs of the main
results are collected in Section 4.
2 The model, notation and main results
2.1 Notation
In this subsection we briefly introduce the main notations used throughout the paper. For
a ∈ C we write |a| to denote the norm of a. For a vector or a matrix x the transpose
of x is denoted by x⊤. The notation ‖x‖ (resp. 〈x, y〉) stands for the Euclidean norm of
x ∈ Rd (resp. the scalar product of x, y ∈ Rd). We associate to the Frobenius norm ‖ · ‖tr
4the scalar product
〈A1, A2〉tr := tr(A⊤1 A2), A1, A2 ∈ Rd1×d2 ,
where tr denotes the trace. We denote by ‖A‖op the operator norm of A ∈ Rd1×d2 . For
a symmetric matrix A ∈ Rd×d we write λmax(A), λmin(A) for the largest and the smallest
eigenvalue of A, respectively. Furthermore, A1 ⊗ A2 stands for the Kronecker product
of A1 and A
⊤
2 , and A
⊗2 := A ⊗ A. In particular, for column vectors x, y ∈ Rd we have
x⊗ y = xy⊤. We also introduce the symmetric tensor
x⊙ y = xy⊤ + yx⊤.
The set Sd denotes the Euclidean unit sphere in R
d. For a ca`dla`g stochastic process (Yt)t≥0
we denote by Yt− the left limit of Y at point t and by ∆Yt = Yt − Yt− the jump at t.
Throughout this paper ∆n is a sequence of positive numbers satisfying ∆n → 0 and we
write
∆ni Y := Yi∆n − Y(i−1)∆n .
If not stated otherwise, the asymptotic relations are with respect to n → ∞ throughout
this paper. For stochastic processes Y n and Y we denote by Y n
u.c.p.−→ Y the uniform
convergence in probability, that is
sup
t∈[0,T ]
|Y nt − Yt| P−→ 0 for any T > 0.
In the following we will often use the notion of stable convergence. We recall that a sequence
of random variables (Yn)n∈N defined on (Ω,F ,P) is said to converge stably with limit Y
(Yn
L−s−→ Y ) defined on an extension (Ω,F ,P) of the original probability space (Ω,F ,P), iff
for any bounded, continuous function g and any bounded F-measurable random variable
Z it holds that
E[g(Yn)Z]→ E[g(Y )Z], as n→∞.
If not mentioned otherwise, the stable convergence is understood in the sense of Skorokhod
J1-topology for stochastic processes defined on the interval [0, T ]. We refer to [1, 10] for a
detailed exposition of stable convergence.
Finally, we will deal with Rd-valued (or Rd×d-valued) Le´vy processes (Yt)t≥0 without
a Gaussian part. They are characterised by the Le´vy triplet (γ, 0, ν), i.e.
E[exp(i〈u, Y1〉)] = exp
(
i〈γ, u〉 +
∫
Rd
{
exp(i〈x, u〉) − 1− i〈x, u〉1{‖x‖≤1}
}
ν(dx)
)
for u, γ ∈ Rd and a measure ν satisfying ν({0}) = 0, ∫
Rd
(1 ∧ ‖x‖2)ν(dx) < ∞. When we
consider Rd×d-valued Le´vy processes we use the scalar product 〈·, ·〉tr instead.
2.2 The setting
We consider a filtered probability space (Ω,F , (Ft)t≥0,P), satisfying the usual conditions,
on which we define a d-dimensional symmetric β-stable Le´vy process (Lt)t≥0 with Le´vy
5triplet (0, 0, G). Here G denotes the Le´vy measure of L, which admits the representation
G(dx) =
1
ρ1+β
dρH(dθ), (2.1)
where x = (ρ, θ) ∈ R+ × Sd and H denotes a symmetric finite measure on Sd (called the
directional measure). We will also consider integrals (Xt)t≥0 of the type
Xt =
∫ t
0
σs− dLs, (2.2)
where σ is a ca`dla`g Rd×d-valued volatility process. Our main focus is on the classical
realised quadratic variation, which is defined as
[Y ]nt :=
⌊t/∆n⌋∑
i=1
(∆ni Y )
⊗2,
for any semimartingale (Yt)t≥0. When Y is a pure jump semimartingale, which in partic-
ular applies to Y = L and Y = X, it holds that
[Y ]nt
P−→ [Y ]t :=
∑
s∈[0,t]
(∆Ys)
⊗2 as ∆n → 0.
The main aim of this paper is to study the weak limit theory associated to the above
convergence and its consequences for estimation of the spectrum of [Y ]t. We start with
the following proposition.
Proposition 2.1. Assume that span(supp(H)) = Rd. Then the eigenvalues λ1, . . . , λd of
[L]t are all distinct and strictly positive P-almost surely.
Proof. The assumption span(supp(H)) = Rd obviously implies that supp(H) contains
linearly independent vectors x1, . . . , xd ∈ Rd. After a change of basis we can assume
without loss of generality that xj = ej , j = 1, . . . , d, where (ej)1≤j≤d denotes the standard
basis of Rd.
We recall that for two probability measures ν1, ν2 it holds that supp(ν1 ∗ ν2) =
supp(ν1) + supp(ν2), where ν1 ∗ ν2 denotes the convolution of ν1 and ν2. From this
observation we deduce that there exist further vectors xd+1, . . . , xq ∈ Rd such that the law
νt of [L]t satisfies
supp
(
νt
)
=

q∑
j=1
ajx
⊗2
j : aj ≥ 0
 .
Here q is a number satisfying d ≤ q ≤ d(d + 1)/2 and symmetric matrices (x⊗2j )1≤j≤q are
linearly independent. In other words, supp(νt) is a convex cone of dimension q. According
to e.g. [11, Theorem 27.10], νt has a Lebesgue density on supp(νt). For a symmetric
6matrix A ∈ Rd×d let us denote by λ1(A), . . . , λd(A) the real eigenvalues of A. We observe
that the sets
S1 =
A =
q∑
j=1
ajx
⊗2
j : aj ≥ 0, det(A) = 0
 ,
S2 =
A =
q∑
j=1
ajx
⊗2
j : aj ≥ 0, λj1(A) = λj2(A) for some j1 6= j2

are closed with an empty interior in supp(νt). Indeed, consider the set S1 and define
f(a1, . . . , aq) :=
∑q
j=1 ajx
⊗2
j . Recalling that xj = ej , j = 1, . . . , d, and assuming that
det(f(a1, . . . , aq)) = 0 for some aj ≥ 0, we deduce
det(f(a1 + ε, . . . , ad + ε, ad+1, . . . , aq)) = det(f(a1, . . . , aq) + εId) 6= 0
for some small enough ε > 0. Hence, the set S1 has an empty interior and the proof works
similarly for the set S2. Consequently, both sets have Lebesgue measure 0 on supp(ν
t),
which implies the statement of the proposition.
This result will play an important role if we want to transfer the limit theory for [Y ]t to
the spectrum of [Y ]t. In the next step we introduce the sequence
δn = (∆n log(1/∆n))
−1/β , n ≥ 1 , (2.3)
which will turn out to be the rate of convergence for the estimator [L]nt . We deduce the
following result.
Theorem 2.2. For any β ∈ (0, 2) we obtain the functional stable convergence
Unt := δn
(
[L]nt − [L]∆n⌊t/∆n⌋
) L−s−→ Ut, (2.4)
where (Ut)t≥0 is an Rd×d-valued Le´vy process with characteristic triplet (0, 0, νU ) and the
Le´vy measure νU is given by
νU (B) =
1
2β
∫
Sd×d
µ(dz)
∫
R+
1B(ρz)ρ
−1−βdρ, B ∈ B(Rd ⊙ Rd), (2.5)
and
µ(z) =
∫
S2
d
1z
(
θ1 ⊙ θ2
‖θ1 ⊙ θ2‖tr
)(
2(1 + 〈θ1, θ2〉2)
)β/2
H(dθ1)H(dθ2), z ∈ B(Sd×d),
where Sd×d denotes the unit sphere with respect to the Frobenius norm ‖ · ‖tr and B
is bounded away from 0 ∈ Rd×d. Moreover, the process U is defined on an extension
(Ω,F , (F t)t≥0,P) of the original space (Ω,F , (Ft)t≥0,P) and is independent of the σ-
algebra F .
7Let us give some remarks about the Le´vy measure νU of the limiting process (Ut)t≥0. Since
νU admits the representation (2.5), where µ is a finite measure on the unit sphere Sd×d,
the process (Ut)t≥0 is an Rd×d-valued β-stable Le´vy process. Furthermore, the support of
the directional measure µ is given as
supp(µ) =
{
θ1 ⊙ θ2
‖θ1 ⊙ θ2‖tr ∈ Sd×d : θ1, θ2 ∈ supp(H)
}
,
which in particular shows that the jumps of U have at most rank 2. The latter fact is not
surprising since the jumps of [L]nt and [L]∆n⌊t/∆n⌋ have rank 1. Finally, we remark that the
specific centring via [L]∆n⌊t/∆n⌋ is needed to prove the functional stable convergence as it
guarantees that both processes jump at the same time. If one is interested in pointwise
stable convergence it suffices to use the more natural centring [L]t.
Remark 2.3. (a) The symmetry of the directional measure H, and hence of the Le´vy
process L, is assumed for simplicity of the representation of the limiting process U . As it
has been demonstrated in [5] in the univariate setting, U may contain an additional drift
term when H is not symmetric. Furthermore, according to the theory of [5] one can relax
the assumptions on L to allow for certain locally β-stable Le´vy processes.
(b) There exists an alternative representation of the Le´vy measure νU with respect to a
different “directional” measure. Indeed, we may write
νU (B) =
1
2β
∫
Sd⊙Sd
µ′(dz)
∫
R+
1B(ρz)ρ
−1−βdρ, B ∈ B(Rd ⊙ Rd),
µ′(z) =
∫
S2
d
1z(θ1 ⊙ θ2)H(dθ1)H(dθ2), z ∈ B(Sd ⊙ Sd).
In some sense it is a more natural representation of νU .
Now, we would like to determine the asymptotic theory for the eigenvalues and eigenvec-
tors of the estimator [L]nt . Let us recall a standard result on differentiability of eigenval-
ues/eigenvectors considered as functions of the underlying matrix. Consider a symmetric
matrix A0 with distinct eigenvalues λ1, . . . , λd > 0 and let v1, . . . , vd ∈ Rd be the corre-
sponding eigenvectors with unit length. Then, using differential notation, we obtain the
identities
dλi = v
⊤
i (dA)vi, dvi = (λiId −A0)+(dA)vi, (2.6)
where (λiId−A0)+ denotes the Moore-Penrose pseudoinverse of the matrix λiId−A0. We
recall that a Moore-Penrose pseudoinverse A+ of a matrix A ∈ Rd×d is defined via four
properties: (i) AA+A = A, (ii) A+AA+ = A+, (iii) AA+ is Hermitian and (iv) A+A is
Hermitian. As a consequence of these identities we deduce the following statement.
Corollary 2.4. Assume that span(supp(H)) = Rd. Denote by λ(t) = (λ1(t), . . . , λd(t))
⊤
(resp. λn(t) = (λn1 (t), . . . , λ
n
d (t))
⊤) and v(t) = (v1(t), . . . , vd(t)) (resp. vn(t) = (vn1 (t), . . . , v
n
d (t)))
the eigenvalues/eigenvectors of [L]t (resp. of [L]
n
t ). Then, for a fixed t > 0, we obtain the
stable convergence
δn (λ
n(t)− λ(t), vn(t)− v(t)) L−s−→
((
vi(t)
⊤Utvi(t)
)
1≤i≤d
,
(
(λi(t)Id − [L]t)+Utvi(t)
)
1≤i≤d
)
,
where the process (Ut)t≥0 has been defined in Theorem 2.2.
8Proof. According to Proposition 2.1 the random eigenvalues (λi)1≤i≤d are distinct and
strictly positive P-almost surely. Hence, the mappings λ(t) and v(t) seen as functions in
[L]t are infinitely often differentiable and the first derivatives are given by (2.6). Thus,
the result follows from the δ-method for stable convergence and Theorem 2.2.
Remark 2.5. In this remark we discuss two standard examples of Le´vy processes L.
(a) (i.i.d. case): We consider a symmetric β-stable Le´vy process L = (L1, . . . , Ld) with
i.i.d. components. In this setting the directional measure H of G is proportional to the
uniform measure on the set (±ei)1≤i≤d, where (ei)1≤i≤d is the standard orthonormal basis
of Rd, i.e.
H({±ei}) = a > 0, ∀1 ≤ i ≤ d.
Since the components of L have no common jumps we have [L]t = diag([L
1]t, . . . , [L
d]t).
According to Remark 2.3 the support of µ′ is given by the set (±ei ⊙ ej)1≤i≤j≤d and it
holds that
µ′({±ei ⊙ ej}) = a2, 1 ≤ i ≤ j ≤ d.
In other words, the elements (U ijt )1≤i≤j≤d are independent one-dimensional symmetric
β-stable Le´vy processes. Finally, by Corollary 2.4, the limit of δn(λ
n(t) − λ(t)) is an Rd-
valued symmetric β-stable process with i.i.d. components.
(b) (uniform case): Here we consider a symmetric β-stable Le´vy process L with directional
measure
H(dθ) = a1Sd(θ)dθ, a > 0.
In this setting [L]t is a matrix-valued β/2-stable Le´vy motion with directional measure
H˜(A) = a
∫
Sd
1A(θ
⊗2)dθ, A ∈ B(Sd×d). The measure µ′ associated with the limiting
process U is given by
µ′(z) = a2
∫
S2
d
1z(θ1 ⊙ θ2)dθ1dθ2.
In this case it seems hard to compute the exact asymptotic distribution of the eigenvalues
δn(λ
n(t)− λ(t)), but according to Corollary 2.4 it is necessarily β-stable conditionally on
F with dependent components.
The main result of Theorem 2.2 extends to the more general setting of processes (Xt)t≥0
that have been introduced in (2.2).
Proposition 2.6. Assume that (σt)t≥0 is an Itoˆ semimartingale with local random char-
acteristics (γσt , c
σ
t , ν
σ
t ) such that the processes (γ
σ
t )t≥0, (cσt )t≥0 and
∫
(‖x‖2tr ∧ 1)νσt (dx) are
locally bounded. Then it holds that
δn
(
[X]nt − [X]∆n⌊t/∆n⌋
) L−s−→ ∫ t
0
σs− dUs σ⊤s−, (2.7)
where the Rd×d-valued Le´vy process (Ut)t≥0 has been defined in Theorem 2.2. In particular,
the limiting process in (2.7) is β-stable conditionally on F .
9Proof. The proof of Proposition 2.6 is obtained by a local approximation of the process
(σt)t≥0 and application of Theorem 2.2. Using Itoˆ formula we can write
δn
(
[X]nt − [X]∆n⌊t/∆n⌋
)
= δn
⌊t/∆n⌋∑
i=1
∫ i∆n
(i−1)∆n
(
Xs− −X(i−1)∆n
)⊙ dXs.
Applying the latter we obtain the decomposition
δn
(
[X]nt − [X]∆n⌊t/∆n⌋
)
=
⌊t/∆n⌋∑
i=1
(
ζni + ζ
′n
i
)
with
ζni = δnσ(i−1)∆n
∫ i∆n
(i−1)∆n
(
Ls− − L(i−1)∆n
)⊙ dLsσ⊤(i−1)∆n ,
ζ′ni = δn
(∫ i∆n
(i−1)∆n
(
Xs− −X(i−1)∆n
)⊙ dXs − σ(i−1)∆n ∫ i∆n
(i−1)∆n
(
Ls− − L(i−1)∆n
)⊙ dLsσ⊤(i−1)∆n).
According to [5, Lemma 6.9] and Theorem 2.2 we have the functional stable convergence
⌊t/∆n⌋∑
i=1
ζni
L−s−→
∫ t
0
σs− dUs σ⊤s−.
Thus, it suffices to show that
∑⌊t/∆n⌋
i=1 ζ
′n
i
u.c.p.−→ 0. Since the latter can be proved componen-
twise, we may use the univariate argument of [5, Proposition 7.2] to complete the proof
of Proposition 2.6.
When the spectrum of the quadratic variation [X]t is non-degenerate in the sense of Propo-
sition 2.1, a direct analogue of Corollary 2.4 gives the asymptotic theory for estimation of
eigenvalues/eigenvectors of [X]t.
3 A subsampling procedure
We remark that the theoretical result of (2.4) in Theorem 2.2 is hard to use for statistical
applications since the directional measure H on Sd is unknown in general. The estimation
of this infinite dimensional object is far from obvious and even if H were known there exist
no reliable numerical methods to generate the limiting process (Ut)t≥0. Instead our aim
is to propose a subsampling method, which automatically adapts to the unknown limiting
distribution.
The main idea is to construct M independent copies ζn,m, m = 1, . . . ,M , such that
P(ζn,m ∈ A)→ P (U1 ∈ A) as n→∞,
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for any open cylindrical set A ∈ Rd×d (recall that P denotes the probability measure on
the extended space). Then, as M →∞, we deduce that
1
M
M∑
m=1
1{ζn,m∈A}
L2−→ P (U1 ∈ A) .
Hence, the left hand side gives a consistent estimator of the unknown distribution of U1.
Unfortunately, it seems impossible to achieve the goal with just one additional scale M ,
and we will use an additional parameter k → ∞. We first divide the interval (0, 1] into
M equidistant blocks Im := ((m− 1)/M,m/M ] for m = 1, . . . ,M . Then we introduce the
empirical quadratic variation over the block Im computed at frequency ∆n:
z(∆n)
n
m :=
∑
i: (i−1)∆n,i∆n∈Im
(∆ni L)
⊗2.
Since the convergence rate δn =: δ(∆n) introduced in (2.3) depends on the unknown
parameter β ∈ (0, 2), we need to construct its estimator. For p ∈ (−1/2, 0) we define the
statistic
rn :=
∑⌊1/∆n⌋
i=2 ‖Li∆n − L(i−2)∆n‖p∑⌊1/∆n⌋
i=1 ‖∆ni L‖p
P−→ 2p/β,
where the convergence follows by self-similarity and the law of large numbers. Hence,
β̂n := p log(2)/ log(rn) is a ∆
−1/2
n -consistent estimator of β by the central limit theorem
since E[‖∆ni L‖2p] <∞ for any p ∈ (−1/2, 0). Similarly, we can define an estimator β̂n,m,
which is built upon observations on the interval Im. By analogous reasoning this estimator
satisfies β̂n,m − β = OP((∆nM)−1/2). We now set
δ̂m(∆n) := (∆n log(1/∆n))
−1/β̂n,m and ζn,m,k := δ̂m(k∆n)M1/β̂n,m (z(k∆n)nm − z(∆n)nm) .
Finally, we introduce the statistic
SM,kn (A) :=
1
M
M∑
m=1
1{ζn,m,k∈A}.
Let us briefly describe the intuition behind this statistic. First of all, we note that the
terms z(k∆n)
n
m, z(∆n)
n
m, m = 1, . . . ,M , are independent and identically distributed. In
the next step we observe that, according to Theorem 2.2, the quantity δn(z(∆n)
n
m −
([L]m/M − [L](m−1)/M )) is close in distribution to Um/M − U(m−1)/M , which due to self-
similarity has the same distribution as M−1/βU1. However, since the quadratic variation
over Im is an unknown quantity, it needs to be replaced by an empirical quantity without
affecting the asymptotic theory. To do so we replace the statistic z(∆n)
n
m by z(k∆n)
n
m for
some k →∞ while using z(∆n)nm as a proxy for the quadratic variation over Im. Finally,
adjusting and estimating the convergence rate, we obtain the quantity ζn,m,k. The formal
convergence result is as follows.
Proposition 3.1. Assume that M,k →∞ such that kM∆n → 0. For any open cylindrical
set A ∈ Rd×d it holds that
SM,kn (A)
L2−→ P (U1 ∈ A) .
11
Proof. Since M → ∞ and the random variables (ζn,m,k)1≤m≤M are i.i.d, we just need to
prove that
ζn,m,k
d−→ U1 as M,k →∞, kM∆n → 0,
for a fixed m. We analyse the various errors associated with ζn,m,k. We first prove the
convergence
δ(∆n)M
1/β
(
z(∆n)
n
m −
(
[L]m
M
− [L]m−1
M
))
d−→ U1 as M →∞, M∆n → 0. (3.1)
We set RV (∆n) =
∑⌊1/∆n⌋
i=1 (∆
n
i L)
⊗2. Due to self-similarity of the Le´vy process L and its
quadratic variation [L], we obtain the identity in distribution
δ(∆n)M
1/β
(
z(∆n)
n
m −
(
[L]m
M
− [L]m−1
M
))
d
= δ(∆n)M
−1/β (RV (M∆n)− [L]1) + oP(1).
We conclude from Theorem 2.2 that δ(M∆n) (RV (M∆n)− [L]1) d−→ U1. On the other
hand, we have that δ(∆n)M
−1/β/δ(M∆n) → 1. Hence, the convergence in (3.1) holds.
Applying this convergence to k∆n instead of ∆n we also deduce the convergence
δ(k∆n)M
1/β
(
z(k∆n)
n
m −
(
[L]m
M
− [L]m−1
M
))
d−→ U1.
Combining the latter with the original statement (3.1), we obtain that
δ(k∆n)M
1/β (z(k∆n)
n
m − z(∆n)nm) d−→ U1,
because k →∞. Finally, recalling that β̂n,m − β = OP((∆nM)−1/2), it holds that
δ̂m(k∆n)M
1/β̂n,m − δ(k∆n)M1/β = OP
(
δ(k∆n)∆
1/2
n M
−1/2 log(1/∆n)
)
.
Consequently, we obtain the statement of Proposition 3.1.
Suppose that we are aiming to estimate a quantity f([L]1) for a function f : R
d×d → R,
which is continuously differentiable in a neighbourhood of [L]1. One important example is
the function f(A) = λmax(A), which satisfies the differentiability condition under assump-
tions of Proposition 2.1. Applying the δ-method to Theorem 2.2 we deduce the stable
convergence
δn (f([L]
n
1 )− f([L]1)) L−s−→ 〈∇f([L]1), U1〉tr.
In this case we can apply a similar subsampling procedure to obtain confidence regions for
the unknown parameter. Indeed, defining the quantity
ζn,m,k(f) := δ̂m(k∆n)M
1/β̂n,m (f (z(k∆n)
n
m)− f (z(∆n)nm)) ,
we deduce the convergence
SM,kn (f,w) :=
1
M
M∑
m=1
1{ζn,m,k(f)≤w}
L2−→ P (〈∇f([L]1), U1〉tr ≤ w)
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for any w ∈ R.
In the framework of integral processes X, things seem to be more complicated. We
can propose a modified subsampling method, but, due to the stochastic nature of σ, it
will only assess the conditional distribution of the limit in (2.7) given the path (σs(ω))s≥0
for a fixed ω ∈ Ω. However, this does not seem to suffice to construct confidence regions
for the quadratic variation [X]t.
4 Proof of Theorem 2.2
All positive constants appearing in the proofs are denoted by C although they may change
from line to line.
The basic idea behind the proof of Theorem 2.2 is to show the functional weak con-
vergence (with respect to the Skorokhod J1-topology)(
L∆n⌊t/∆n⌋, U
n
t
)
d−→ (Lt, Ut) ,
which implies the functional stable convergence Un
L−s−→ U according to e.g. [5, Lemma
6.9]. Following the arguments of [5] (cf. the proof of Proposition 7.3 therein) the laws
of L∆n⌊·/∆n⌋ and U
n factorise asymptotically, which guarantees the independence of the
limits L and U . Hence, the crucial step is the proof of the functional weak convergence
Un d−→ U, (4.1)
which we will show in the following.
4.1 Main decompositions
We are mainly following the decompositions proposed in [5] adapted to the multivariate
setting. First of all, instead of dealing with the original Le´vy measure defined at (2.1), we
may truncate it and work with G restricted to the unit ball ‖x‖ ≤ 1 (see the argument
behind [5, Assumption S2]). So, from now on we assume that
G(dx) =
1(0,1](ρ)
ρ1+β
dρH(dθ), x = (ρ, θ) ∈ R+ × Sd.
An important decomposition is given by
L =M(v) +A(v), v ∈ (0, 1),
where A(v)t =
∑
s≤t∆Ls1{‖∆Ls‖>v}, which corresponds to the classical Le´vy-Itoˆ decom-
position (recall that the directional measure H, and hence G, is symmetric). When β > 1,
M(v) is a martingale. Now, we set
vn =
{
∆
1/(2β)
n log(1/∆n) , if β > 1
(∆n log(1/∆n))
1/β , if β ≤ 1
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and define Mn = M(vn), A
n = A(vn). We note that the process M
n has the Le´vy triplet
(0, 0, G(dx)1{‖x‖≤vn}) and A
n is a compound Poisson process with intensity G(vn) :=
G({x ∈ Rd : vn < ‖x‖ ≤ 1}) and jump distribution G(dx)1{vn<‖x‖≤1}/G(vn), and Mn
and An are independent.
Finally, we denote by τ(n, i) (resp. T (n, i)j) the number of jumps (resp. the time
of the jth jump) with norm larger than vn in the interval ((i − 1)∆n, i∆n]. Due to Itoˆ
formula we have that
Unt = δn
(
[L]nt − [L]∆n⌊t/∆n⌋
)
=
⌊t/∆n⌋∑
i=1
ξni , ξ
n
i = δn
∫ i∆n
(i−1)∆n
(
Ls− − L(i−1)∆n
)⊙ dLs.
Now, we further decompose the quantity ξni in terms of M
n and An, and according to the
number of jumps of An within the interval ((i − 1)∆n, i∆n]. More specifically, we have
that ξni =
∑5
j=1 ξ
n
i (j) with
ξni (1) = δn∆
n
iM
n ⊙∆LT (n,i)11{τ(n,i)=1}
ξni (2) = δn∆LT (n,i)1 ⊙∆LT (n,i)21{τ(n,i)=2}
ξni (3) = δn∆
n
iM
n ⊙∆ni An1{τ(n,i)≥2}
ξni (4) = δn
∫ i∆n
(i−1)∆n
(
Mns− −Mn(i−1)∆n
)
⊙ dMns
ξni (5) = δn
∫ i∆n
(i−1)∆n
(
Ans− −An(i−1)∆n
)
⊙ dAns1{τ(n,i)≥3}
We will see that ξni (1) represents the dominating part when β > 1, while ξ
n
i (2) is domi-
nating when β ≤ 1.
4.2 Preliminary results
In this subsection we demonstrate some technical results, which are necessary to prove
Theorem 2.2. We start with a number of conditions that ensure negligibility of certain
partial sums. The result below is a direct multivariate extension of [5, Lemma 6.6].
Lemma 4.1. Let ηni be R
d×d-valued Fi∆n-measurable random variables. Then each of the
following conditions implies the uniform convergence
∑⌊t/∆n⌋
i=1 η
n
i
u.c.p.−→ 0:
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⌊t/∆n⌋∑
i=1
E[‖ηni ‖op ∧ 1]→ 0, (4.2)
⌊t/∆n⌋∑
i=1
E[ηni | F(i−1)∆n ]
u.c.p.−→ 0 and
⌊t/∆n⌋∑
i=1
E[‖ηni ‖2op| F(i−1)∆n ] P−→ 0, (4.3)
∑⌊t/∆n⌋
i=1 E[η
n
i 1{‖ηni ‖op≤1}| F(i−1)∆n ]
u.c.p.−→ 0, ∑⌊t/∆n⌋i=1 P(‖ηni ‖op > 1)→ 0,
∑⌊t/∆n⌋
i=1 E[‖ηni ‖2op1{‖ηni ‖op≤1}]→ 0.
 (4.4)
The operator norm can be replaced by any other norm on Rd×d.
In the next lemma we demonstrate some inequalities for the moments of Mn and related
processes. They both follow from [7, Proposition 2.1.10].
Lemma 4.2. Let W be a predictable Rd-valued process and u > 0 fixed. Then it holds
that
E
[
sup
s≤t
∥∥∥∥∫ u+s
u
Ws ⊙ dMns
∥∥∥∥p
tr
]
≤ Cvp−βn E
[∫ u+t
u
‖Ws‖pds
]
, (4.5)
E
[
sup
s≤t
∥∥Mnu+s −Mnu ∥∥p] ≤ Ctvp−βn , (4.6)
for 1 ≤ β < p ≤ 2 when β ≥ 1 and β < p ≤ 1 if β < 1.
Below we state a number of inequalities related to the compound Poisson part of the Le´vy
process L. They directly follow from the univariate inequalities of [5, Lemma 6.2 and 6.3],
since the objects τ(n, i) and ‖∆LT (n,i)k‖ are one-dimensional.
Lemma 4.3. Recall the definition of random variables τ(n, i) and T (n, i)j from the pre-
vious subsection and let w > 0, b := H(Sd)/β.
(i) For any 1 ≤ j ≤ m, it holds on the set {τ(n, i) ≥ j − 1} that
P (τ(n, i) ≥ m) ≤ C
(
∆n/v
β
n
)m−j+1
. (4.7)
(ii) For any 1 ≤ j ≤ m, it holds on the set {τ(n, i) ≥ j − 1} that
E
[
(‖∆LT (n,i)k‖ ∧ w)p1{τ(n,i)≥m}
] ≤ C

∆n
(
b∆n
vβn
)m−j
wp−β for p > β
∆n
(
b∆n
vβn
)m−j
log(1/∆n) for p = β
∆n
(
b∆n
vβn
)m−j
vp−βn for p < β.
(4.8)
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(iii) For any 1 ≤ j ≤ k < r ≤ m, it holds on the set {τ(n, i) ≥ j − 1} that
E
[(
‖∆LT (n,i)j‖‖∆LT (n,i)k‖ ∧ w
)p
1{τ(n,i)≥m}
]
(4.9)
≤ C

∆2n log(1/∆n)
(
b∆n
vβn
)m−j−1
wp−β for p > β
∆2n(log(1/∆n))
2
(
b∆n
vβn
)m−j−1
for p = β.
4.3 Proof of Theorem 2.2 in the case β ∈ (1, 2)
4.3.1 Negligible terms
We have E[ξni (4)| F(i−1)∆n ] = 0. Using (4.5) and (4.6) for p = 2 we get
E[‖ξni (4)‖2tr] ≤ C∆2nδ2nv4−2βn = C∆n(log(1/∆n))4−2(β+1/β).
Since β + 1/β > 2 for β > 1, we deduce for t > 0 that
⌊t/∆n⌋∑
i=1
E[‖ξni (4)‖2tr|F(i−1)∆n ] P−→ 0 .
Thus, by condition (4.3) we obtain that
⌊t/∆n⌋∑
i=1
ξni (4)
u.c.p.−→ 0.
For j = 2, 3, 5 we have
E[‖ξni (j)‖op ∧ 1] ≤ P(τ(n, i) ≥ 2) ≤ C
(
∆n/v
β
n
)2
= C∆n(log(1/∆n))
−2β
by (4.7) applied to m = 2. Hence, we conclude that
∑⌊t/∆n⌋
i=1 E[‖ξni (j)‖op ∧ 1]→ 0 and we
deduce by (4.2) that
⌊t/∆n⌋∑
i=1
ξni (j)
u.c.p.−→ 0 for j = 2, 3, 5.
Putting things together we have shown that
∑⌊t/∆n⌋
i=1 ξ
n
i (j)
u.c.p.−→ 0 for j = 2, 3, 4, 5.
4.3.2 The dominating term
In this subsection we treat the term ξni (1), which constitutes the dominating part in the
case β > 1. We will show the functional weak convergence
∑⌊t/∆n⌋
i=1 ξ
n
i (1)
d−→ Ut, and
hence (4.1), by analysing the characteristic function. Set i =
√−1. Defining
ϕnt (u) = E
exp
i〈u, ⌊t/∆n⌋∑
i=1
ξni (1)
〉
tr
 and ϕt(u) = E [exp (i 〈u,Ut〉tr)] ,
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it suffices to prove that ϕn(u)
u.c.p.−→ ϕ(u) for any u ∈ Rd×d (see [8, Corollary VII.4.43]; here
there is no randomness involved and
u.c.p.−→ just stands for uniform convergence in time on
compact intervals). We note that (ξni (1))1≤i≤⌊t/∆n⌋ is a sequence of i.i.d. random variables
and introduce the normalised characteristic function of ξn1 (1):
Rn(u) = E [exp(i〈u, ξn1 (1)〉tr)]− 1, u ∈ Rd×d.
We will use the following well known statement from analysis (see for example [5, Lemma
6.7]). Let ani be complex numbers. Then it holds
⌊t/∆n⌋∑
i=1
ani
u.c.p.−→ g(t) and g is continuous =⇒
⌊t/∆n⌋∏
i=1
(1 + ani )
u.c.p.−→ exp(g(t)). (4.10)
Applying the result of (4.10) to the setting ani = R
n(u), it suffices to show that
∆−1n R
n(u)→ logE [exp(i〈u,U1〉tr)] as ∆n → 0
to conclude ϕn(u)
u.c.p.−→ ϕ(u) for each u ∈ Rd×d and hence the convergence (4.1). To
compute the quantity Rn(u) we recall that Mn has the Le´vy triplet (0, 0, G(dx)1{‖x‖≤vn})
and An is a compound Poisson process with intensity G(vn) := G({x ∈ Rd : vn < ‖x‖ ≤
1}) and jump distribution G(dx)1{vn<‖x‖≤1}/G(vn), andMn and An are independent. We
also observe the identity 〈u, xy⊤〉tr = 〈x, uy〉 = 〈y, u⊤x〉 for any x, y ∈ Rd and u ∈ Rd×d.
Hence, recalling the definition of ξni (1) we obtain the formula
E
[
exp(i〈u, ζn1 (1)〉tr)
]
= E
[
exp(i〈∆n1Mn, δn(u+ u⊤)∆LT (n,1)1〉1{τ(n,1)=1})
]
.
By conditioning we thus deduce that
Rn(u) = αn∆n
∫
vn<‖y‖≤1
{exp(zn(u, y))− 1}G(dy),
zn(u, y) = ∆n
∫
‖x‖≤vn
{exp(i〈x, δn(u+ u⊤)y〉) − 1− i〈x, δn(u+ u⊤)y〉}G(dx),
with αn := exp(−∆nG(vn)) → 1 since G(vn) ≤ C∆−1/2n (log(1/∆n))−β . We now decom-
pose Rn(u) = ρn(u) + ρ
′
n(u) with
ρn(u) = αn∆
2
n
∫
vn<‖y‖≤1
(∫
‖x‖≤vn
{exp(i〈u, δnx⊙ y〉tr)− 1− i〈u, δnx⊙ y〉trG(dx)
)
G(dy),
ρ′n(u) = αn∆n
∫
vn<‖y‖≤1
{exp(zn(u, y)) − 1− zn(u, y)}G(dy).
We observe that for any w > 0 it holds that∫
(w‖x‖) ∧ (w‖x‖)2G(dx) = C
(
w
∫ 1
w−1
r−βdr + w2
∫ w−1
0
r1−βdr
)
≤ Cwβ.
17
In conjunction with the inequality | exp(iw) − 1 − iw| ≤ C(|w| ∧ w2), we deduce, for a
fixed u ∈ Rd×d, that
|zn(u, y)| ≤ C∆n
∫
(δn‖y‖‖x‖)∧(δn‖y‖‖x‖)2G(dx) ≤ C∆nδβn‖y‖β = C‖y‖β/ log(1/∆n).
Consequently, we obtain for a fixed u ∈ Rd×d
|ρ′n(u)| ≤ Cαn∆n
∫
vn<‖y‖≤1
|zn(u, y)|2G(dy) ≤ Cαn∆n(log(1/∆n))−1 = o(∆n).
This proves the approximation
∆−1n R
n(u) = ∆−1n ρn(u) + o(1) = αn
∫
{exp(i〈u, z〉tr)− 1− i〈u, z〉tr}νn(dz) + o(1),
where νn is a Le´vy measure on R
d×d defined by
νn(A) = ∆n
∫
vn<‖y‖≤1
(∫
‖x‖≤vn
1A(δnx⊙ y)G(dx)
)
G(dy).
Note that νn is a Le´vy measure that satisfies
∫
(‖x‖tr ∧ ‖x‖2tr)νn(dx) <∞. To analyse the
convergence of the measure νn we observe the following identities: For x, y ∈ Rd it holds
that tr(x⊙ y) = 2〈x, y〉 and ‖x⊙ y‖2tr = 2(‖x‖2‖y‖2 + 〈x, y〉2).
In the final step we will show that the Le´vy measure νn converges, which requires to
prove the conditions of [11, Theorem 8.7]. Recall that Sd×d denotes the unit sphere on
R
d×d equipped with the Frobenius norm ‖ · ‖tr. Since
∫
‖z‖tr≥1〈u, z〉trνn(dz) = 0 due to the
symmetry of the measure G, it suffices to show the following conditions:
lim
n→∞ νn(B × (w,∞)) = νU (B × (w,∞)) for B ∈ B(Sd×d), w > 0, (4.11)
lim
ε→0
lim sup
n→∞
∫
z: ‖z‖tr≤ε
‖z‖2trνn(dz) = 0. (4.12)
First of all, we observe that the support of νU must be contained in R
d⊙Rd. We start by
showing the condition (4.11). Recalling the definition of the Le´vy measure G, we obtain
the identity
νn(B × (w,∞)) = ∆n
∫
S2
d
∫
(0,vn)×(vn,1)
1B
(
θ1 ⊙ θ2
‖θ1 ⊙ θ2‖tr
)
1(w,∞)
(
δnρ1ρ2
√
2(1 + 〈θ1, θ2〉2)
)
× (ρ1ρ2)−1−βdρ1dρ2H(dθ1)H(dθ2).
We compute the integral with respect to dρ1dρ2. Observe that δnv
2
n →∞ and hence, for
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any r > 0, it holds that
∆n
∫
(0,vn)×(vn,1)
1(w,∞) (δnρ1ρ2r) (ρ1ρ2)−1−βdρ1dρ2 (4.13)
= ∆n
∫
(vn,1)
(∫ vn
w/(δnρ2r)
ρ−1−β1 dρ1
)
ρ−1−β2 dρ2
=
∆nδ
β
nrβ
βwβ
∫
(vn,1)
ρ−12 dρ2 + o(1) =
rβ
2β2wβ
+ o(1),
where we used that 2β log(1/vn)/ log(1/∆n)→ 1. Hence, we conclude the convergence in
(4.11) with
νU (A) =
1
2β
∫
Sd×d
µ(dz)
∫ ∞
0
1A(ρz)ρ
−1−βdρ, A ∈ B(Rd ⊙ Rd),
and
µ(z) =
∫
S2
d
1z
(
θ1 ⊙ θ2
‖θ1 ⊙ θ2‖tr
)(
2(1 + 〈θ1, θ2〉2)
)β/2
H(dθ1)H(dθ2), z ∈ B(Sd×d).
Now, we turn our attention to condition (4.12). For ε > 0 we have that∫
z: ‖z‖tr≤ε
‖z‖2trνn(dz) = ∆n
∫
S2
d
∫
(0,vn)×(vn,1)
1Sd×d
(
θ1 ⊙ θ2
‖θ1 ⊙ θ2‖tr
)
1(0,ε)
(
δnρ1ρ2
√
2(1 + 〈θ1, θ2〉2)
)
× (ρ1ρ2)−1−β
(
δnρ1ρ2
√
2(1 + 〈θ1, θ2〉2)
)2
dρ1dρ2H(dθ1)H(dθ2).
A similar computation as in (4.13) gives for any r > 0:
∆nδ
2
nr
2
∫
(0,vn)×(vn,1)
1(0,ε) (δnρ1ρ2r) (ρ1ρ2)
1−βdρ1dρ2
= ∆nδ
2
nr
2
∫
(vn,1)
(∫ ε/(δnρ2r)
0
ρ1−β1 dρ1
)
ρ1−β2 dρ2
→ r
βε2−β
2β(2 − β) as n→∞.
Since β ∈ (0, 2) we conclude that
lim
ε→0
lim sup
n→∞
∫
z: ‖z‖tr≤ε
‖z‖2trνn(dz) = 0,
which proves the statement (4.12) and completes the proof of Theorem 2.2 in the case
β > 1.
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4.4 Proof of Theorem 2.2 in the case β ∈ (0, 1]
4.4.1 Negligible terms
Recall that vn = (∆n log(1/∆n))
1/β = δ−1n when β ≤ 1. In this subsection we show that
the terms
∑⌊t/∆n⌋
i=1 ξ
n
i (j) are negligible for j = 1, 3, 4, 5. We start with j = 4. If β = 1, we
observe that E[ξni (4)|F(i−1)∆n ] = 0 and
E[‖ξni (4)‖2op] ≤ C∆2nδ2nv2n = C∆2n,
where the above inequality follows from (4.5) and (4.6). Hence,
∑⌊t/∆n⌋
i=1 ξ
n
i (4)
u.c.p.−→ 0 by
(4.3) when β = 1. For β < 1 we use the inequalities (4.5) and (4.6) with p = 1 to obtain
that
E[‖ξni (4)‖op] ≤ C∆2nδnv2(1−β)n = o(∆n).
Thus, we conclude that
∑⌊t/∆n⌋
i=1 ξ
n
i (4)
u.c.p.−→ 0 by (4.2) when β < 1.
Now, we consider the case j = 3. Notice that ‖x ⊙ y‖op ≤ 2‖x‖‖y‖ for all x, y ∈ Rd.
Hence, we obtain that
‖ξni (3)‖op ≤ Cδn‖∆ni Mn‖
∑
j≥1
‖∆LT (n,i)j‖1{τ(n,i)≥2∨j}.
Observing that Mn and An are independent, and applying (4.8) for w = 1 along with
(4.6) (either for p = 1 when β < 1 or for p = 2 when β = 1), we deduce the inequality
E [‖ξni (3)‖op] ≤ C
{
δn∆
5/2
n v
−1/2
n log(1/∆n) if β = 1
δn∆
3
nv
1−2β
n if β < 1.
In both cases we have that
∑⌊t/∆n⌋
i=1 E [‖ξni (3)‖op]→ 0 and hence
∑⌊t/∆n⌋
i=1 ξ
n
i (3)
u.c.p.−→ 0.
Next, we consider the case j = 1. We start with β < 1. As in the previous case we get
‖ξni (1)‖op ≤ Cδn‖∆ni Mn‖‖∆LT (n,i)1‖1{τ(n,i)=1}.
By inequalities (4.6) and (4.8) applied for w = 1 and m = j = 1, we then deduce that
E[‖ξni (1)‖op] ≤ Cδn∆2nv1−βn = ∆n(log(1/∆n))−1.
This immediately implies that
∑⌊t/∆n⌋
i=1 ξ
n
i (1)
u.c.p.−→ 0. When β = 1 we first observe that
E[ξni (1)| F(i−1)∆n ] = 0 due to independence of An and Mn. On the other hand, using
again (4.6) and (4.8), we obtain that
E[‖ξni (1)‖2op| F(i−1)∆n ] ≤ Cδ2nE[‖∆ni Mn‖2‖∆LT (n,i)1‖21{τ(n,i)=1}] ≤ Cδ2n∆2nvn.
Hence, by (4.3) we conclude that
∑⌊t/∆n⌋
i=1 ξ
n
i (1)
u.c.p.−→ 0.
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Finally, let us treat the case j = 5. We use the decomposition ξni (1) = η
n
i (1, 2) +
ηni (1, 3) + η
n
i (2, 3) + η
′n
i with
ηni (j, k) = δn∆LT (n,i)j ⊙∆LT (n,i)k1{τ(n,i)=3},
η′ni = δn
∞∑
r=2
r−1∑
k=1
∆LT (n,i)r ⊙∆LT (n,i)k1{τ(n,i)≥r∨4}.
Recalling the inequality (
∑
j aj)
β ≤ ∑j aβj for positive real numbers aj and β ≤ 1, and
applying (4.9) for w = 1 we deduce that
E[‖η′ni ‖op ∧ 1] ≤ E[‖η′ni ‖βop] ≤ Cδβn
∞∑
r=2
r−1∑
k=1
E
[
‖∆LT (n,i)r‖β‖∆LT (n,i)k‖β1{τ(n,i)≥r∨4}
]
≤ Cδβn∆2n(log(1/∆n))2
∞∑
r=2
r−1∑
k=1
(
b∆n
vβn
)r∨4−2
≤ Cδβn∆4n(log(1/∆n))2/v2βn
= C∆n/ log(1/∆n).
Hence, via (4.2) we conclude that
∑⌊t/∆n⌋
i=1 η
′n
i
u.c.p.−→ 0. When β < 1 we deduce from (4.9)
applied to w = 1/δn that
E[‖ηni (j, k)‖op ∧ 1] ≤ Cδβn∆3n log(1/∆n)/vβn = C∆n/ log(1/∆n), 1 ≤ j < k ≤ 3,
and thus we again conclude that
∑⌊t/∆n⌋
i=1 η
n
i (j, k)
u.c.p.−→ 0. In the setting β = 1 we will show
that condition (4.4) is satisfied. First, we observe that random variables ηni (j, k) have
symmetric distribution since G is symmetric. Consequently, we deduce the identity
E
[
ηni (j, k)1{‖ηni (j,k)‖op≤1}| F(i−1)∆n
]
= 0.
On the other hand, using again (4.9) for w = 1/δn and p = 2 we obtain that
E
[
(‖ηni (j, k)‖op ∧ 1)2| F(i−1)∆n
] ≤ Cδn∆3n log(1/∆n)/vn = C∆n/ log(1/∆n).
Thus, all conditions of (4.4) are satisfied and we conclude that
∑⌊t/∆n⌋
i=1 η
n
i (j, k)
u.c.p.−→ 0 for
1 ≤ j < k ≤ 3 and β = 1.
4.4.2 The dominating term
In this subsection we prove that
∑⌊t/∆n⌋
i=1 ξ
n
i (2)
d−→ Ut. We will apply [8, Theorem VII.3.4],
which holds for partial sums of independent random variables. The following conditions
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are sufficient to guarantee the functional weak convergence
∑⌊t/∆n⌋
i=1 ξ
n
i (2)
d−→ Ut:
⌊t/∆n⌋∑
i=1
E
[
ξni (2)1{‖ξni (2)‖tr≤1}
]
u.c.p.−→ 0, (4.14)
lim
ε→0
lim sup
n→∞
⌊t/∆n⌋∑
i=1
E
[
‖ξni (2)‖2tr1{‖ξni (2)‖tr≤ε}
]
= 0 for any t > 0, (4.15)
lim
n→∞
⌊t/∆n⌋∑
i=1
P(ξni (2) ∈ A) = tνU (A), (4.16)
where the last condition holds for all sets of the form A = {ρB : B ∈ B(Sd ⊙ Sd), ρ ∈
(w,∞)} with w > 0. In our setting conditions (4.14)-(4.16) simplify even further, because
ξni (2) are identically distributed.
Since the Le´vy measure G is symmetric, we immediately deduce that the expectation
E[ξni (2)1{‖ξni (2)‖tr≤1}] = 0 and hence (4.14) holds. We proceed with the proof of condition
(4.15). For x, y ∈ Rd it holds ‖x⊙ y‖2tr = 2(‖x‖2‖y‖2+ 〈x, y〉2) from which we deduce that
√
2‖x‖‖y‖ ≤ ‖x⊙ y‖tr ≤ 2‖x‖‖y‖ . (4.17)
Recalling the definition of the term ξni (2) and using (4.17), we get the inequality
E
[
‖ξni (2)‖2tr1{‖ξni (2)‖tr≤ε}
]
≤ Cδ2nE
[‖∆LT (n,i)1‖2‖∆LT (n,i)2‖2
×1{τ(n,i)=2, δn‖∆LT (n,i)1‖‖∆LT (n,i)2‖≤ε/
√
2}
]
=: rni .
Noting that δnvn = 1, we conclude that
rni ≤ C∆2nδ2n
∫
(vn,1]2
(ρ1ρ2)
1−β
1{δnρ1ρ2≤ε/
√
2}dρ1dρ2
= C∆2nδ
2
n
∫ 1
vn
ρ1−β1
(∫ ε/(√2ρ1δn)
vn
ρ1−β2 dρ2
)
dρ1
≤ ∆2nδ2n
(
C
ε2−βδβ−2n
log δn
+ Cv2−βn
)
≤ C∆2nδβn
(
ε2−β
log δn
+ 1
)
.
The latter implies lim supn→∞∆−1n rni = 0, and consequently condition (4.15) holds.
Now, we show the condition (4.16) for the announced sets A. First of all, we deduce
that
∆−1n P(ξ
n
i (2) ∈ A) =
∆nK
2
∫
(vn,1]2
(ρ1ρ2)
−1−β
1(w,∞)(δnρ1ρ2)dρ1dρ2 + o(1),
where K =
∫
S2
d
1B(x ⊙ y)H(dx)H(dy). Assume for the moment that w ∈ (0, 1). In this
22
case we have that w/(δnρ1) < 1 for any ρ1 ≥ vn. Hence, we get that
∆nK
2
∫
(vn,1]2
(ρ1ρ2)
−1−β
1(w,∞)(δnρ1ρ2)dρ1dρ2
=
∆nK
2
(∫ w
vn
ρ−1−β1
(∫ 1
w/(δnρ1)
ρ−1−β1 dρ2
)
dρ1 +
δβn
β
∫ 1
w
ρ−1−β1 dρ1
)
=
K∆nδ
β
n log(δn)
2βwβ
+ o(1) =
K
2β2wβ
+ o(1).
Consequently, we obtain the convergence in (4.16) for w ∈ (0, 1). For w ≥ 1 we have that
w/(δnρ1) ≤ 1 for any ρ1 ≥ wvn. Thus, we deduce that
∆nK
2
∫
(vn,1]2
(ρ1ρ2)
−1−β
1(w,∞)(δnρ1ρ2)dρ1dρ2
=
∆nK
2
∫ 1
wvn
ρ−1−β1
(∫ 1
w/(δnρ1)
ρ−1−β1 dρ2
)
dρ1
=
∆nK
2β
∫ 1
wvn
ρ−1−β1
(
(w/(δnρ1))
−β − 1
)
dρ1
=
K∆nδ
β
n log(δn)
2βwβ
+ o(1) =
K
2β2wβ
+ o(1).
This implies that the convergence in (4.16) also holds for w ≥ 1, which completes the
proof.
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