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Abstract
Some families of finite binary sequences with strong pseudo-random properties are constructed by ex-
plicit inversive methods. Two important pseudo-random measures, the well-distribution measure and the
correlation measure of small order k, are evaluated for the binary sequences by using some estimates of
certain exponential sums over finite fields. These constructions may provide a very attractive alternative to
traditional methods in applications.
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1. Introduction
Pseudo-random sequences have important applications in many fields, e.g. cryptography.
There are many different ways to construct pseudo-random sequences. The inversive method
is an important way to produce pseudo-random numbers with attractive distribution and struc-
tural properties. This family includes the recursive inversive generator, the compound inversive
generator, the digital inversive generator, etc.
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580 Z. Chen / Finite Fields and Their Applications 14 (2008) 579–592Let Fp = {0,1, . . . , p − 1} be the finite field of a prime order p. Let q = pr be a power of p
and Fq the finite field of order q . The recursive inversive generator is defined as follows. For
given α ∈ F∗q, β ∈ Fq , let ψ be the permutation of Fq defined by
ψ() =
{
α−1 + β, if  = 0,
β, if  = 0. (1)
Let 0, 1, . . . be the sequence of elements of Fq obtained by the recurrence relation
n+1 = ψ(n), n = 0,1, . . . , (2)
where 0 is the initial value. The properties such as the period, distribution, linear complexity
and nonlinear complexity can be found in [4,6,7,21,24,25,27,29].
Let
γ =
{
γ−1, if γ ∈ F∗q,
0, if γ = 0.
Two explicit inversive generators (we refer to as EIG-I and EIG-II respectively, see below) are
also extensively studied in the literature.
EIG-I. Let ϑ ∈ F∗q be a fixed element of (large) multiplicative order T . For α,β ∈ F∗q , the
explicit inversive generator [19,34] of period T is defined by
σn = αϑn + β, n = 1,2, . . . . (3)
For an ordered basis {γ1, . . . , γr} of Fq over Fp , let
σn = cn,1γ1 + cn,2γ2 + · · · + cn,rγr
with all cn,i ∈ Fp , we derive digital explicit inversive numbers of period T in the interval [0,1)
by defining
xn =
r∑
j=1
cn,jp
−j . (4)
The distribution of σ1, σ2, . . . has been studied in [30] (r = 1 case) and [34] and the linear com-
plexity in [19].
EIG-II. Let {γ1, . . . , γr} be an ordered basis of Fq over Fp as above. For 0 n < q , if
n = n1 + n2p + · · · + nrpr−1, 0 ni < p, i = 1, . . . , r,
set
ξn = n1γ1 + n2γ2 + · · · + nrγr ,
the explicit inversive generator [26] of period q is defined by
ρn = αξn + β, n = 0,1, . . . . (5)
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Let
ρn = cn,1γ1 + cn,2γ2 + · · · + cn,rγr
with all cn,i ∈ Fp , we derive digital explicit inversive numbers of period q in the interval [0,1)
by defining
yn =
r∑
j=1
cn,jp
−j . (6)
The distribution of (ρn) has been studied in [26], etc. When r = 1, the linear complexity and
nonlinear complexity of (ρn) have been studied in [17].
Very recently, Niederreiter and Rivat in [23] constructed a family of binary sequences using a
slight modification of the recursive inversive generator defined in (1) and (2).
Here we will use EIG-I and EIG-II to construct binary sequences and analyze their pseudo-
random properties. More precisely, we will study the well-distribution measure and the correla-
tion measure of order k, introduced by Mauduit and Sárközy in [11], of these sequences. Below
we introduce these notions with a slight modification.
For a finite binary sequence:
SN = {s1, s2, . . . , sN } ∈ {0,1}N,
the well-distribution measure of SN is defined as
W(SN) = max
a,b,t
∣∣∣∣∣
t−1∑
j=0
(−1)sa+jb
∣∣∣∣∣,
where the maximum is taken over all a, b, t such that a, b, t ∈ N and 1 a  a + (t − 1)bN ,
while the correlation measure of order k (or order k correlation measure) of SN is defined as
Ck(SN) = max
M,D
∣∣∣∣∣
M∑
n=1
(−1)sn+d1+sn+d2+···+sn+dk
∣∣∣∣∣,
where the maximum is taken over all D = (d1, . . . , dk) with non-negative integers 0  d1 <
· · · < dk and M such that M + dk N .
SN is considered as a “good” pseudo-random sequence, if both W(SN) and Ck(SN) (at
least for small k) are “small” in terms of N (in particular, both are o(N) as N → ∞). It was
shown in [3] that for a “truely” random sequence SN ∈ {0,1}N (i.e., choosing SN ∈ {0,1}N with
probability 1/2N ), both W(SN) and Ck(SN) (for some fixed k) are around N1/2 with “near 1”
probability.
A “good” binary sequence is the Legendre sequence Sp = {s1, s2, . . . , sp} defined by
sn =
{
1, if
(
n
p
)= −1 and gcd(n,p) = 1;
0, otherwise,
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W(Sp) = O
(
p1/2 log(p)
)
and Ck(Sp) = O
(
kp1/2 log(p)
)
(see [11]).
Many other “good” (but slightly inferior) binary sequences were designed in the literature,
see for example [3,5,8,11,12,14,31] and references therein.
In this paper, we will investigate a similar construction of different nature, i.e., we will con-
struct some families of finite binary sequences by using explicit inversive generators introduced
above.
2. Constructions using the explicit inversive generator: EIG-I
We should note that in a series of papers (e.g., [3,5,8,11,12,14]), the constructions of binary se-
quences are mainly built over the prime field Fp . Therefore, if r = 1 and σ1, σ2, . . . are elements
of Fp defined in (3), one can construct a family of binary sequences Tp−1 = {t1, t2, . . . , tp−1}:
tn :=
{
0, if 0 [σn]p  (p − 1)/2,
1, if (p + 1)/2 [σn]p  p − 1,
where [x]p denotes the unique δ ∈ {0,1, . . . , p − 1} such that x ≡ δ (mod p). Here we extend
the construction to any extension field case. The idea of [23] helps us to build a family of binary
sequences from digital explicit inversive numbers defined by (4). The method is described as
follows.
Construction 1. Let x1, x2, . . . be the sequence defined by (4) with period T . Define a binary
sequence ST = {s1, s2, . . . , sT } by
sn :=
{
0, if 0 xn < 12 ,
1, if 12  xn < 1.
It is easy to see that Tp−1 is a special case of ST . We will prove that ST has strong pseudo-
random properties. That is,
Theorem 1. The well-distribution measure of ST holds
W(ST )  min
{
q1/2 log(T ) log(q), T 1/2q1/4 log(q)
}
.
Theorem 2. The correlation measure of order k(< T ) of ST holds
Ck(ST )  min
{
q1/2 log(T ) logk(q), T 1/2q1/4 logk(q)
}
,
where the implied constant only depends on k.
According to [10, Theorems 1 and 2], to prove Theorem 2, we only need to estimate the
discrepancy of the points
X˜n = (xn+d , . . . , xn+d ) ∈ [0,1)k, n = 1,2, . . . ,N,1 k
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the discrepancy of (X˜n), denoted by DN(d1, . . . , dk), is defined by
DN(d1, . . . , dk) = sup
J⊆[0,1)k
∣∣∣∣A(J,N)N − |J |
∣∣∣∣,
where A(J,N) is the number of points of the sequence above which hit the box J = [α1, β1) ×
· · · × [αk,βk) ⊆ [0,1)k , the volume |J | of an interval J is given by ∏ki=1(βi − αi) and the
supremum is taken over all such boxes, see [22,32]. To prove Theorem 1, we only estimate the
discrepancy Dt (a, b) of the sequence
xa, xa+b, . . . , xa+(t−1)b
defined in (4) for a, b, t such that a, b, t ∈ N and 1 a  a + (t − 1)b T .
Lemma 1. With assumptions as above, we have the discrepancy bound
DN(d1, . . . , dk)  min
{
N−1q1/2 log(T ) logk(q),N−1/2q1/4 logk(q)
}
with an implied constant depending on k.
Proof. For 0 d1 < · · · < dk < T and 1N  T , let
αi = αϑdi , βi = β, for i = 1,2, . . . , k.
Clearly, α−11 β1, . . . , α
−1
k βk ∈ F∗q are distinct. So
X˜n = (xn+d1 , . . . , xn+dk ) ∈ [0,1)k, n = 1,2, . . .
can be viewed as explicit inversive parallel pseudo-random vectors of period T , which is defined
in [34]. We complete the proof by [34, Theorem 4] and [22, Proposition 2.4]. 
We note that the proof (of Lemma 1) also follows the path of the proof of [23, Theorem 4].
Similarly, we have the following lemma.
Lemma 2. With assumptions as above, we have the discrepancy bound
Dt (a, b)  min
{
t−1q1/2 log(T ) log(q), t−1/2q1/4 log(q)
}
with an absolute constant.
Proof of Theorems 1 and 2. By [10, Theorem 1] and Lemma 1, we have∣∣∣∣∣
M∑
n=1
(−1)sn+d1+sn+d2+···+sn+dk
∣∣∣∣∣ 2kM ·DM+dk (d1, . . . , dk)
 M · min{(M + dk)−1q1/2 log(T ) logk(q), (M + dk)−1/2q1/4 logk(q)}
 min{q1/2 log(T ) logk(q), T 1/2q1/4 logk(q)}.
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t−1∑
j=0
(−1)sa+jb
∣∣∣∣∣  1 + 2tDt (a, b)
 min{q1/2 log(T ) log(q), T 1/2q1/4 log(q)}. 
3. Constructions using the explicit inversive generator: EIG-II
Let ρ0, ρ1, . . . be a sequence defined in (5). If r = 1, i.e., q = p is a prime. We may choose
γ1 = 1 (as mentioned in Section 1) and get
ρn = αn + β ∈ Fp, n = 0,1, . . . .
The linear complexity and nonlinear complexity of (ρn) have been studied in [17]. One can define
a binary sequence Up = {u1, u2, . . . , up} by
un :=
{
0, if 0 [ρn]p  (p − 1)/2,
1, if (p + 1)/2 [ρn]p  p − 1 or p|ρn.
The construction has been studied in [14]. Indeed, [14] dealt with more general case by using the
multiplicative inverse f (n) of Fp for a polynomial f (x) ∈ Fp[x] of degree at least one.
Next, we extend the construction above, i.e., we use the explicit inversive generator EIG-II
defined over extension field Fq to build a family of binary sequences like Construction 1.
Construction 2. Let y0, y1, . . . be the sequence defined by (6) with period q . Define a binary
sequence Rq = {r0, r1, . . . , rq−1} by
rn :=
{
0, if 0 yn < 12 ,
1, if 12  yn < 1.
Theorem 3. The correlation measure of order two of Rq holds
C2(Rq)  q1/2 log3(q),
where the implied constant only depends on r .
The proof (of Theorem 3) follows the path of Theorem 2. But there are some differences
between them, so we give below the details.
Lemma 3. Let y0, y1, . . . be the sequence defined by (6). For any non-negative integers d1, d2
with d1 < d2 < q − 1 and 0N  q − 1, the discrepancy DN(d1, d2) of the points (Y˜n)
Y˜n = (yn+d1 , yn+d2) ∈ [0,1)2, n = 0,1, . . . ,N − 1,
satisfies
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where the implied constant only depends on r .
Proof. Let λij ∈ Fp (1 i  2,1 j  r) be not all zero and
SN =
N−1∑
n=0
ep
( 2∑
i=1
r∑
j=1
λij cn+di ,j
)
.
Let {γ ′1, . . . , γ ′r } be the dual basis of the ordered basis {γ1, . . . , γr} of Fq over Fp . Then we have
SN =
N−1∑
n=0
ep
( 2∑
i=1
r∑
j=1
λij Tr
(
γ ′j ρn+di
))= N−1∑
n=0
ep
(
Tr
( 2∑
i=1
r∑
j=1
λij γ
′
j ρn+di
))
=
N−1∑
n=0
ψq
( 2∑
i=1
μiρn+di
)
,
where ψq is the additive canonical character of Fq and
μi =
r∑
j=1
λij γ
′
j , i = 1,2,
with (μ1,μ2) = (0,0). Let τ = d2 − d1. Since
SN =
N−1+d1∑
m=d1
ψq(μ1ρm + μ2ρm+τ )
=
N−1+d1∑
m=0
ψq(μ1ρm + μ2ρm+τ ) −
d1−1∑
m=0
ψq(μ1ρm + μ2ρm+τ )
we only consider the exponential sums
Sv+1 =
v∑
m=0
ψq(μ1ρm + μ2ρm+τ ), 0 v  q − 1.
For 0 τ,m q − 1, let
τ = τ1 + τ2p + · · · + τrpr−1, 0 τ1, τ2, . . . , τr < p,
and
m = m1 + m2p + · · · + mrpr−1, 0m1,m2, . . . ,mr < p.
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w1 = 0, wi+1 =
{
1, if mi + τi + wi  p,
0, otherwise,
for i = 1,2, . . . , r . We get
m + τ = z1 + z2p + · · · + zrpr−1, 0 z1, z2, . . . , zr < p,
where
zi = mi + τi + wi − wi+1p, 1 i  r.
Then we get
ξm+τ = ξm + ξτ + ω,
where
ω = w2γ2 + · · · + wrγr .
There are at most 2r−1 possible choices for ω. Let
I = {ξ0, ξ1, . . . , ξv}.
For fixed τ , we define a partition of I by setting
Pω = {ξm ∈ I | ξm+τ = ξm + ξτ + ω}
for all possible ω. Therefore we obtain
Sv+1 =
v∑
m=0
ψq(μ1ρm + μ2ρm+τ )
=
v∑
m=0
ψq(μ1αξm + β + μ2αξm+τ + β )
=
∑
ω
∑
ξ∈Pω
ψq
(
μ1αξ + β + μ2α(ξ + ξτ + ω) + β
)
=
∑
ω
∑
x∈Fq
ψq
(
μ1αx + β + μ2α(x + ξτ + ω) + β
)
×
∑
ξ∈Pω
1
q
∑
ς∈Fq
ψq
(
ς(x − ξ))
= 1
q
∑
ω
∑
ς∈F
∑
ξ∈P
ψq(−ςξ)
∑
x∈F
ψq
(
μ1αx + β + μ2α(x + ξτ + ω) + β + ςx
)
q ω q
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∑
ω
Pω
q
∑
x∈Fq
ψq
(
μ1αx + β + μ2α(x + ξτ + ω) + β
)
+ 1
q
∑
ω
∑
ς∈F∗q
∑
ξ∈Pω
ψq(−ςξ)
∑
x∈Fq
ψq
(
μ1αx + β + μ2α(x + ξτ + ω) + β + ςx
)
 2r−1
(
2q1/2 + 1)+ 2r−1 · 4q1/2 · 1
q
∑
ς∈F∗q
∣∣∣∣ ∑
ξ∈Pω
ψq(ςξ)
∣∣∣∣.
The last inequality holds by [20, Theorem 2] (see also [34, Lemma 1] or [26, Lemma 1]). It
suffices to estimate the exponential sums
∑
ς∈F∗q
∣∣∣∣ ∑
ξ∈Pω
ψq(ςξ)
∣∣∣∣.
The idea of the proof of [18, Theorem 4] helps us to solve this problem.
Let l = ⌈ logvlogp⌉, we write
v = v1 + v2p + · · · + vlpl−1, 0 v1, v2, . . . , vl < p.
For fixed ω, we give a partition for Pω by defining
V2,ω = {ξm ∈ Pω | m1  v1, m2 = v2, . . . , ml = vl},
Vj,ω = {ξm ∈ Pω | m1, . . . ,mj−2 ∈ Fp, mj−1  vj−1 − 1, mj = vj , . . . , ml = vl},
where j = 3,4, . . . , l, and
Vω = {ξm ∈ Pω | m1, . . . ,ml−1 ∈ Fp, ml  vl − 1}.
Now we have
∑
ς∈F∗q
∣∣∣∣ ∑
ξ∈Pω
ψq(ςξ)
∣∣∣∣ = ∑
ς∈F∗q
∣∣∣∣∣ ∑
ξ∈Vω
ψq(ςξ) +
l∑
j=2
∑
ξ∈Vj,ω
ψq(ςξ)
∣∣∣∣∣

∑
ς∈F∗q
∣∣∣∣ ∑
ξ∈Vω
ψq(ςξ)
∣∣∣∣+ l∑
j=2
∑
ς∈F∗q
∣∣∣∣ ∑
ξ∈Vj,ω
ψq(ςξ)
∣∣∣∣
 lq logq  rq logq.
The inequality above follows by [26, Lemma 3].
Putting everything together, we obtain
SN  q1/2 logq.
By [22, Proposition 2.4, Theorem 3.12 and Lemma 3.13] and simple calculations yield the
lemma. 
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M∑
n=1
(−1)rn+d1+rn+d2
∣∣∣∣∣ 22MDM+d2(d1, d2)  q1/2 log3(q). 
It seems that without new ideas Lemma 3 cannot be extended to estimate DN(d1, . . . , dk). So
we only present an upper bound for C2(Rq) here. We note that it seems difficult to compute the
well distribution measure of Rq directly. But one can use the inequality (see [13, Theorem 1])
W(Rq) 3
(
q · C2(Rq)
)1/2
to obtain an upper bound for W(Rq).
4. Final remarks
4.1. Binary lattice
There is another method for constructing a binary sequence, which is called binary lattice
[9,15,16]. (Note that below the binary lattice is defined over {+1,−1} for convenience.)
A binary lattice (or an r-dimensional binary p-lattice) is a function of the type
η(n) : I rp → {+1,−1}.
The pseudo-random measure of order k of r of η(n) is defined by
Qk(η) = max
B,d1,...,dk,T
∣∣∣∣∣
t1∑
j1=0
· · ·
tr∑
jr=0
η
(
r∑
l=1
jlblul + d1
)
· · ·η
(
r∑
l=1
jlblul + dk
)∣∣∣∣∣
where ul(l = 1, . . . , r) denotes the r-dimensional unit vector whose lth coordinate is 1 and
the other coordinates are 0 and the maximum is taken over all r-dimensional vectors B =
(b1, . . . , br ), d1, . . . , dk, T = (t1, . . . , tr ) such that their coordinates are non-negative integers,
b1, . . . , br are non-zero, d1, . . . , dk are distinct, and all the points
∑r
l=1 jlblul + di occurring in
the multiple sum belong to I rp = {n = (n1, . . . , nr ) | n1, . . . , nr ∈ {0,1, . . . , p−1}}. See [9,15,16]
for details.
For the ordered basis {γ1, . . . , γr} of Fq over Fp , we set (see [16])
A1 =
{
r∑
l=1
alγl
∣∣∣∣ 0 a1  p − 32 , a2, . . . , ar ∈ Fp
}
,
A2 =
{
r∑
l=1
alγl
∣∣∣∣ a1 = p − 12 , 0 a2  p − 32 , a3, . . . , ar ∈ Fp
}
,
...
Ar =
{
r∑
alγl
∣∣∣∣ a1 = a2 = · · · = ar−1 = p − 12 , 0 ar  p − 32
}l=1
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A=
r⋃
l=1
Al.
Then the binary lattice η(n) derived from EIG-II, i.e., (ρn) defined in (5) is defined by
η(n) = η(n1, . . . , nr ) =
{+1, if αξn + β = 0 and ρn = αξn + β ∈A;
−1, otherwise.
Indeed, the binary lattice above is a special case of [16] and for k < p
Qk(η)  k2k+3rkq1/2(2 + logp)r+k.
Of course, using EIG-I, i.e., (σn) defined in (3) one can build another binary lattice η′(n) by
η′(n) = η′(n1, . . . , nr ) =
{
+1, if αϑn + β = 0 and σn = αϑn + β ∈A;
−1, otherwise.
We also expect that η′ defines a ‘good’ pseudo-random binary lattice. But we meet with a tech-
nical difficulty to prove this.
4.2. Constructions using nonlinear number generators
Besides inversive methods, nonlinear methods are also attractive alternatives to the linear
method for pseudo-random number generation. A particularly attractive method is
xn+1 = f (xn), n = 0,1, . . . , f (x) ∈ Fp[x],
with initial value x0 ∈ Fp . This nonlinear generator is also used to construct binary sequences,
see [5,12].
For f (x) ∈ Fp[x] of degree p > deg(f ) 1 an explicit nonlinear generator {τn} over Fp was
introduced in [30]:
τn = f
(
ϑn
)
, n = 0,1, . . . ,
where ϑ is a primitive element of F∗p . Its linear complexity profile was studied in [19].
Construction 3. One can define a binary sequence Vp−1 = {v1, v2, . . . , vp−1} from {τn} by
vn :=
{
0, if 0 [τn]p  (p − 1)/2,
1, if (p + 1)/2 [τn]p  p − 1. (7)
The estimation of exponential sums for {τn} in [30] can help us to estimate the well-
distribution measure and the correlation measure of order k of Vp−1.
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W(Vp−1)  deg(f )p1/2 log2(p).
And the correlation measure of order k of Vp−1 holds
Ck(Vp−1)  deg(f )2kp1/2 logk+1(p),
for 1 k < w(f ), where w(f ) denotes the weight of f (x), i.e., the number of non-zero coeffi-
cients of f (x).
Of course, one can extend this construction from {τn} over an extension field Fq like Con-
struction 1. On the other hand, using {ξn} defined in EIG-II one can obtain the following binary
sequence:
Construction 4. For f (x) ∈ Fq [x] of degree deg(f ) < q and 0 n < q , let
f (ξn) = cn,1γ1 + cn,2γ2 + · · · + cn,rγr
with all 0 cn,i < p, where
ξn = n1γ1 + n2γ2 + · · · + nrγr ,
if
n = n1 + n2p + · · · + nrpr−1, 0 ni < p, i = 1, . . . , r.
We derive digital explicit nonlinear pseudo-random numbers in [0,1) of period q (see [28]) by
setting
zn =
r∑
j=1
cn,jp
−j ,
then we define a binary sequence Wq = {w0,w1, . . . ,wq−1} by
wn :=
{
0, if 0 zn < 12 ,
1, if 12  zn < 1.
The incomplete additive character sums (see [33]) may help us to estimate the well-
distribution measure W(Wq) and the correlation measure Ck(Wq) for some small order k, for
example k = 2. The linear complexity of (f (ξn)) in Construction 4 has been studied in [17,
Theorem 3].
Z. Chen / Finite Fields and Their Applications 14 (2008) 579–592 5915. Conclusions
Using inversive (nonlinear) method, we have presented some constructions of finite binary
sequences with strong pseudo-random properties. If implemented, the sequences can be gener-
ated easily, since the multiplicative inverse and exponentiation operations in finite fields can be
computed in polynomial time.
We should note that, according to [1,2], given sufficiently many of the most significant bits of
at least three consecutive values n generated by Eqs. (1) and (2), one can recover in polynomial
time the initial value 0 (even in the case where the coefficient α or β is unknown) provided
that the initial value 0 does not lie in a certain small subset of exceptional values. While in
this article, we only output one bit at each stage, it is enough to resist the attacks described
in [1,2]. So these constructions may provide a very attractive alternative to traditional methods
in cryptography.
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