Although fingerspelling is an often overlooked component of sign languages, it has great practical value in the communication of important context words that lack dedicated signs. In this paper we consider the problem of fingerspelling recognition in videos, introducing an end-to-end lexicon-free model that consists of a deep auto-encoder image feature learner followed by an attention-based encoder-decoder for prediction. The feature extractor is a vanilla auto-encoder variant, employing a quadratic activation function. The learned features are subsequently fed into the attention-based encoder-decoder. The latter deviates from traditional recurrent neural network architectures, being a fully convolutional attention-based encoder-decoder that is equipped with a multi-step attention mechanism relying on a quadratic alignment function and gated linear units over the convolution output. The introduced model is evaluated on the TTIC/UChicago fingerspelling video dataset, where it outperforms previous approaches in letter accuracy under all three, signer-dependent, -adapted, and -independent, experimental paradigms.
Introduction
Automatic sign language (SL) recognition from video constitutes a popular field of research that has attracted increasing interest over the last three decades. Considering SL recognition as a linguistic task, many researchers have introduced automatic speech recognition-like approaches, with signs being treated analogously to phonemes or words. In this direction, several methods have been proposed, with the most commonly used ones being based on neural networks [1] [2] [3] [4] [5] , fuzzy systems [6] , and hidden Markov models [7] [8] [9] [10] .
However, among the proposed SL recognition schemes, limited effort has been devoted to the recognition of fingerspelling, which is commonly used for prominent words lacking in unique signs, such as names, technical terms, or foreign words. The majority of systems introduced for this purpose [11] [12] [13] [14] , though, suffer some restrictions concerning the limited vocabulary size and the scarcity of labeled data. In this paper, we focus on the recognition of American sign language (ASL) fingerspelling from videos, which corresponds to approximately 12-35% of ASL, and, regarding it as an imageto-text translation task, we seek to address the above issues by introducing a two-stage machine learning approach. For this purpose, we develop an end-to-end lexicon-free recognition method, consisting of two main components that are trained jointly: a deep auto-encoder image feature extractor and an attention-based encoder-decoder for the prediction task. Specifically, we assume that each image sequence constituting a letterspelled word is fed into a feature extractor consisting of a vari-ation of the so-called vanilla auto-encoder [15] , complemented with a quadratic activation function. Subsequently, the features are passed through an attention-based encoder-decoder scheme, generating the predicted letter sequence. In speech recognition and machine translation, the most dominant models map the input sequence to the output using recurrent neural network (RNN) encoder-decoders [16, 17] . In this paper, we introduce a fully convolutional attention-based encoder-decoder, similar in spirit to the model of [18] , using a multi-step attention mechanism relying on gated linear units [19] over the convolution output. Nevertheless, there are various key differences between [18] and our model. Firstly, the proposed model is complemented with an introduced quadratic alignment score function. Additionally, our model deviates from using input element position embeddings in the encoder-decoder inputs, incorporating instead previous alignment decisions in the current alignment score calculation through an input feeding scheme.
More precisely, the main contributions of this work lie in: (i) the introduced quadratic function for calculating the activations of the auto-encoder module; (ii) the design of a novel fully convolutional attention-based encoder-decoder architecture complemented with an input feeding scheme applied to the fingerspelling recognition task; and (iii) the proposed quadratic alignment function for computing the annotation scores.
We evaluate our approach on the TTIC/UChicago ASL fingerspelling video dataset (Chicago-FSVid), containing 2.4k word instances expressed by 4 signers [20] . The best prior results on the open-vocabulary fingerspelling recognition task are reported in [20] , based on conditional random fields and a deep neural network feature learner, as well as in [21] , which is similar in spirit to the proposed model, but differing in the activation function of the vanilla auto-encoder and the RNN attentionbased encoder-decoder. We compare our approach experimentally against three alternative systems examining the effect of our architecture on the ASL fingerspelling recognition task, and we achieve letter accuracy improvements of 5.1%, 4.1%, and 16.2% under the signer-dependent, -adapted and -independent experimental paradigms, respectively.
Methods
Sign language fingerspelling recognition from videos can be treated as a sequence-to-sequence prediction problem addressed by an encoder-decoder approach. A source word x = (x1, x2, ..., xm) , represented by m raw image frames, is processed producing a sequence of image features z = (z1, z2, ..., zm) , which in turn passes through an encoderdecoder module generating the predicted letter sequence y = (y1, y2, .., yn) . The general architecture of the proposed model consists of two main components, which are trained jointly (they can also be trained separately): an image feature extractor and an attention-based encoder-decoder for the letter prediction task. Like many recent sequence prediction models [16, 22] , the attention-based model generates y that derives from z .
Feature extractor

Vanilla auto-encoder with ReLU (VAE1)
The vanilla auto-encoder [15] is a neural network that maps the input image x ∈ R dx to a latent variable z ∈ R dz through an encoder, with dz < dx , and then a decoder reconstructs the inputx ∈ R dx based on z . The VAE1, which uses multi-layer perceptron (MLP) encoding-decoding and a ReLU activation function, aims to minimize the error function L(x) = x−x 2 .
Vanilla auto-encoder with parabola (VAE2)
We introduce a variation of VAE1 that replaces the ReLU activation function with a parabolic function given by:
with range [0, ∞), r being the d-dimensional input vector, w representing the weight vector, and b denoting the bias value.
To enhance the sparsity and the efficiency of the activations, we perform a softmax function for normalizing the outputs to [0, 1].
Histogram of oriented gradient (HOG)
In contrast to the vanilla auto-encoder, the histogram of oriented gradient (HOG) [23] is a hand-engineered feature descriptor, which converts the input image x to the feature vector z . Here, the HOG feature vector of [20] is used.
Attention-based encoder-decoder
The latent variable sequence z = (z1, z2, ..., zm) derived from the feature extractor is fed to an encoder, generating state representations h = (h1, h2, ..., hm) . Then, h is processed by the decoder, returning the elements of the output sequence y = (y1, y2, ..., yn) , one by one. In attention-based architectures the context vector ct , which denotes the likelihood of each chunk of image frames being relevant to the current output, is computed as the weighted sum of hi at each time step t . Supposing that dt denotes the hidden state of the decoder at time step t , the annotation scores ati are given by a score function normalized by softmax. To-date, several alternatives have been proposed for this task, like the alignment function in [16] :
where W h and W d are the model parameters (weights and biases), and the one in [17] :
Here, we introduce an alignment function, which includes a different scoring calculation, formulated as:
The context vector ct , for t = 1, 2, ..., N , derives from the weighted sum of each encoder hidden state:
The predictive distribution of outputting letter yt , p(yt| y<t , z) , is given by: wheredt is the attentional hidden state derived from the concatenation of dt and ct as:
Attention-based recurrent encoder-decoder
Sequence-to-sequence prediction is mainly associated with RNN encoder-decoder models. A variety of attention-based RNN such schemes have been introduced, which differ in the RNN types and in the context vector calculation. The most popular RNN encoder-decoder alternatives are long shortterm memory (LSTM) networks [21, 24] and gated recurrent units [25] . Recently, several architectures based on bidirectional encoders have been proposed [16, 26, 27] . Besides, various formulations do not conform to the way of computing context vector c , with [16] computing ct by employing the previous decoder hidden state dt−1 , and [17] using the current decoder hidden state dt to obtain the prediction.
Attention-based convolutional encoder-decoder
Inspired by [17, 18] , we introduce an attention-based architecture relying on multi-layer convolutional encoder-decoder neural networks (see Fig. 1 ). Specifically, both encoder and decoder employ a convolutional block structure to compute the latent state representations h and d . For simplicity, we assume that the output of the l-th encoder's layer is expressed by h l = (h l 1 , h l 2 , ..., h l m ) and the l-th layer of the decoder returns d l = (d l 1 , d l 2 , ..., d l n ) hidden states. Considering a single-layer decoder with kernel width k , each output hidden state d 1 j will be associated with k inputs. Thus, if we add multiple layers on top of each other, under the assumption that later layers will process k outputs of the previous ones, the resulting state will be related to more inputs than previously. More precisely, stacking 5 layers with kernel width k = 5 , leads each hidden state d 5 j output to be determined by 21 elements embedded in D dimensions, Z∈ R k×D , are provided as inputs to a convolutional kernel K ∈ R 2D×kD , outputting H∈ R 2D , with twice the dimensionality of input elements. As in [18] , each layer composes of a one-dimensional convolution followed by a gated linear unit [19] , which behaves as a gating scheme that assists in dealing with the convolution output H: To smoothly optimize and leverage the performance of deep convolutional networks, residual functions with reference to each convolution input and layer output are added, as in [28] . Moreover, in order to retain the length of encoder convolutional layers output as the input length, we add zero padding to the inputs of each layer. On the other hand, for the decoder inputs, we add zero padding by k − 1 elements on both sides and then remove k elements from the output end to avoid the inclusion of future information during decoding, as in [18, 29] .
Compared to attention-based recurrent encoder-decoder architectures, a multi-layer CNN encoder-decoder model implies a multi-step attention mechanism [18, 30] . More precisely, as shown in Fig. 1 , the provided latent variable z by the feature extractor is fed into the multi-layer convolutional encoder outputting the hidden states h l i for the top layer l . Consequently, the weights a l ij are computed through the alignment function (see Section 2.2) conferred upon the corresponding decoder layer d l j and each output of the last encoder layer h l i . The context vectors c l j , which derive from the weighted sum of each output of the last encoder layer combined with the embeddings ei of the input elements zi in distributional space:
are in turn fed to the next decoder layer exploiting specific information during attention calculation. Once context vector c l j of the last layer has been computed, it is concatenated with the decoder hidden state returning the attentional vectordt . In contrast to [18] , we avoid the addition of input elements zi position embeddings in the encoder-decoder inputs, since it seems to hurt performance. Instead, we use an input feeding scheme [17] , where the attentional vectorsd l t are concatenated with inputs at the following time step. Input feeding turns out beneficial to our model, owing to the fact that previous attentional vectors are taken into account during current alignment scores calculation. Thus, through this modification, our model turns into a fully connected deep network in both directions (vertical and horizontal) that deploys substantially previous alignment information during the estimation of new ones.
Experiments
Datasets and experimental framework
We conduct experiments on the TTIC/UChicago ASL fingerspelling video database (Chicago-FSVid) [20, 21] . This contains 2 repetitions of 300 word instances expressed by 4 native ASL signers, namely 600 fingerspelled sequences per signer, comprising of names, English and foreign words. Specifically, the corpus consists of 347,962 hand region frames generated by the preprocessing procedure in [20] , including hand detection and segmentation. Additionally, HOG features for each frame are available. As in [21] , we utilize supplementary hand bounding boxes acquired by the dataset of [31] , which includes 65,774 ASL hand gesture frames, as well as the dataset of [32] with 63,175 handshapes, enhancing mostly signer-independent recognition performance. These frames, which consist of external handshapes obtained by different signers in various backgrounds, are employed in pretraining the auto-encoder, improving feature learning ability. To reduce processing time, each frame fed to the network is previously scaled to 64×64 pixels. We evaluate our models under a signer-dependent (SD), signerindependent (SI), as well as a signer-adapted (SA) experimental paradigm, using the same setup as in [20] .
Evaluated systems
HOG/VAE1/VAE2 + RNN enc-dec: The image features, acquired by any of the three feature extractors, are directly fed to an attention-based RNN encoder-decoder, similar to the network in [21] , using an LSTM. The model consists of a one-layer encoder and a one-layer decoder, both with 128 hidden units and 128-dimensional letter embeddings.
HOG/VAE1/VAE2 + CNN enc-dec: The respective image features are used as inputs to an attentional CNN encoder-decoder network with the architecture of [18] . This model comprises of a 5-layer encoder and a 5-layer decoder, both with 100 hidden units and kernel width 5.
HOG/VAE1/VAE2 + Proposed enc-dec: All image features are extracted and passed through the proposed attention-based CNN encoder-decoder. For fair comparisons, we use the same setup as in the CNN encoder-decoder above.
HOG/VAE1/VAE2 + Transformer enc-dec: The features are fed to the transformer [33] , which is a multi-head attentionbased architecture without the inclusion of an RNN or CNN. We use a 6-layer transformer with 8 heads for transformer selfattention and 1024-dimension hidden transformer feed-forward.
Implementation details
The auto-encoder is first trained using the external image frames through the auto-encoder loss function alone (see Sec- tion 2.1.1). Subsequently, by employing the pretrained autoencoder, the whole model is trained using the multitask loss function mentioned in [21] . We use a stacked auto-encoder with a 2-layer MLP encoder and a 2-layer MLP decoder of dimension 100. To initialize weights, Xavier initialization [34] is conducted. For auto-encoder network training, stochastic gradient descent with momentum is employed with an initial learning rate of 0.004, decreasing by a factor of 0.8. A mini-batch size of 64 images is used, and the resulting latent representation z is a 100-dimensional vector.
For the encoder-decoder scheme, the size of hidden states is fixed at 100, and letter embeddings with a dimensionality of 100 are used. Network training employs the Adam optimizer [35] with an initial learning rate of 0.001, decaying by a factor of 0.8. To obtain a better matching of a target element, during decoding the beam search strategy of [36] is applied, with beam width equal to 2. The implementation is conducted in PyTorch, and training is carried out on a Nvidia GTX 1050 Ti GPU.
Performance evaluation
The proposed model turns out superior to the considered alternatives in terms of the average letter error rate (LER), %. As demonstrated in Table 1 , the proposed approach, using VAE2 and the introduced alignment function (4), outperforms the other models in all three experimental paradigms (SD, SA, and SI), improving over the best reported results of [20, 21] by 5.1% under SD training/testing, 4.1% in the SA case, and 16.2% in the SI one. Additionally, the parabolic activation function in the vanilla auto-encoder yields consistent accuracy improvements under the three experimental paradigms over all models.
In Fig. 2 , we depict the LER for different numbers of layers in the encoder-decoder and various kernel width sizes, under the SD experimental paradigm. As it may be observed, the best setup in the SD case is a 5-layer encoder-decoder with kernel width equal to 5, while the worst is a 1-layer encoder-decoder with kernel width 3. Clearly, deeper architectures benefit model performance. Additionally, in Fig. 3 , we investigate the effect of beam search during prediction in all three experimental settings. It can be readily seen that, in all three cases, the best LER is achieved with beam width equal to 2. Notably, beam search width hardly affects model accuracy, especially under SD training/testing. Finally, in Fig. 4 , we visualize the attention weights for all three settings using the three alignment functions, denoting with black color the best score. Note that we removed all duplicate entries from both ground-truth and predicted letter sequences. As it can be observed, the alignment between decoder output and image frames is generally monotonic, with the proposed model in the SD case providing the best one.
Conclusion
We presented an end-to-end lexicon-free model to address ASL fingerspelling recognition from video. Our model combines a vanilla auto-encoder variant for feature extraction and a fully convolutional attention-based encoder-decoder, which are trained jointly for letter sequence prediction. Compared to previous approaches, the proposed model yields letter accuracy improvements of 5.1%, 4.1%, and 16.2% under a signerdependent, -adapted, and -independent experimental paradigm, respectively. In future work, we aim to evaluate our model on "in the wild" data, as well as to investigate the applicability of our approach to other sequence-to-sequence learning problems.
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SA SI alignment (2) alignment (3) alignment (4) Figure 4 : Visualization of attention scores for word "effort", with the vertical axis depicting the source word and the horizontal the target word generated by the VAE2 feature extractor and the proposed encoder-decoder. All three experimental paradigms and all three alignment score functions are shown.
