This paper is primarily a translation analysis of the Arabic and English morpho-syntactic structures using Biber's model (1988) and Stanford computer program. It is a corpus based quantitative study that has used 66 features out of the 67 that has been identified by Biber and the paper is in line with Biber's model and statistical procedure. The corpus selected for this thesis is Alice Monro's collection of short stories The Power of Love (1985) and its translation into Arabic, Masiret El Hob (2015) by Mohamed Tantawi. All the English and Arabic features are counted by the aid of a computer program, Stanford (2015). Stanford is a program that is used for  annotating the chosen corpus and it is working on the morpho-syntactic 
The use of computerized text corpora and computer programs for the automatic identification of linguistic features made it possible to fulfill a study of this scope. The words in any text are all marked, or 'tagged', for their grammatical category, to facilitate automatic syntactic analysis. There are two main steps associated with automatic identification of the linguistic features. The first is to tag the grammatical category of each word, as a noun, verb, adjective, preposition, WH pronoun, etc. [9] has explained that this step requires a computerized dictionary so that the program can search for words in the dictionary and find their grammatical category. The tags resulting from this procedure provide the basis for the second step, which is identifying particular sequences of words as instances of a linguistic feature. For example, if a noun is followed by a "WH pronoun" and not preceded by the verb "tell or say", it can be identified as a relative clause; the sequence tell/say + noun phrase + WH pronoun might be either a relative clause or a WH clause. Working on the programs which can be used for the frequency counts of the features has spread over the years (1983) (1984) (1985) (1986) ).
Earlier Programs have been criticized by the lack of a dictionary; to identify linguistic features, they relied on small lists of words that were built into the program structure itself. These lists included prepositions, conjuncts, pronominal forms, auxiliary forms. Since these word lists were relatively restricted, the grammatical category of many words in texts could not be accurately identified, and therefore these programs could not identify all of the occurrences of some linguistic features. The programs have been designed to avoid skewing the frequency counts of features in one genre or another so that the relative frequencies were accurate. The main disadvantage of this earlier approach was that certain linguistic features could not be counted at all. For example, there was no way to compute a simple frequency count for the total nouns in a text, because nouns could not be identified. For these reasons, the second set of programs has been taking place.
The second stage of program development took place during the years (1985) (1986) . The approach used in this stage is different from that of the first stage. As a result, a general tagging program to identify the grammatical category of each word in a text was developed. The aim is to develop a program that was general enough to be used for tagging both written and spoken texts. For example, the program could not depend on upper case letters or sentence punctuation. This goal is achieved by using a largescale dictionary together with a number of context-dependent disambiguating algorithms. The main problem that had to be solved is that many of the common words in English are ambiguous as to their grammatical category. Words like "absent" can be either adjectives or verbs; words like "acid" can be either nouns or adjectives. All past and present participial forms can function as noun (gerund), adjective, or verb. A simple word like that can function as a demonstrative, demonstrative pronoun, relative pronoun, complementizer, or adverbial subordinator.
[10] has developed algorithms to disambiguate occurrences of certain words, depending on their surrounding contexts. For example, a participial form preceded by an article, demonstrative, quantifier, numeral, adjective, or possessive pronoun is functioning as a noun or adjective. That is to say, it is not functioning as a verb in this context; given this preceding context, if the form is followed by a noun or adjective then it will be tagged as an adjective; if it is followed by a verb or preposition, then it will be tagged as a noun. Tagged texts enable automatic identification of a broad range of linguistic features that are major for differentiating between genres in English. The tagged texts are subsequently used as input to other programs that count the frequencies of certain tagged items (e.g. nouns, adjectives, adverbs) and compute the frequencies of particular syntactic constructions (e.g. relativization on subject versus non-subject position). This approach assures a higher degree of accuracy and it allows inclusion of some features that could not be accurately identified by the previous programs. The resulting analysis is thus more complete than earlier analyses. The researcher has consulted the IT team in Stanford who helped a lot in solving many problems that the researcher has encountered in this research. They also put Biber's algorithm into consideration, which is going to be an asset to their program.
METHODOLOGY
Biber is the main model upon which this study is based [10] . The initial step is to collect the English and Arabic texts that are used as the corpus of this study. The second step is to choose an English tagger to be implemented in the analyses of the data. A pilot study is conducted for choosing the best tagger to be used in the study which is Stanford tagger. Next, computational identification of the specified linguistic features in English and Arabic texts by the use of Stanford tagger is applied by the help of Stanford computer program which is computerized to do so. Furthermore, an annotation of the linguistic features specified by Biber in his model is manifested as the units of annotation and the choice of the annotation scheme are crucial for the equality of this research. Moreover, gathering the linguistic features into groups that occur with a high frequency is manifested. The following step is to group these features into factors and to apply a statistical analysis to interpret the features underlying each factor. Also, specifying the English and the Arabic features used in Stanford Corpus to be applied in both the English texts and the Arabic equivalent translated ones. Next, annotating the English / Arabic texts by using an English tagger, Stanford is applied. Text normalization is crucial for any comparison of frequency counts across texts, as text length can vary widely. A comparison of non-normalized counts is going to give an inaccurate assessment of the frequency distribution in texts. Finally, the actual presence of the variables located in the texts and their parallel translated words are going to be checked in the SPSS program to calculate their actual number of presence.
The present study is significant for many reasons. First, the use of computer-based text corpora provides a standardized database. Second, the use of Stanford computer program to count the frequency of occurrence of 66 linguistic features in ten short stories and their translations and to offer a detailed analysis of the distribution of these features. It is the only computer program that can deal with the English and Arabic languages simultaneously. Next, the employment of multivariate statistical techniques, especially factor analysis, is applied to determine the co-occurrence relations among the linguistic features. Finally, the use of microscopic analysis is maintained to interpret the features underlying each factor.
While the purpose of this paper is academic, the need to accelerate the investigations in translation research is becoming a must, as translating from other languages in the modern era, with information flooding from every comer in the globe is increasingly in demand. Translation studies, have only evolved during the last decades [11] . Scientific research in this area is a very recent phenomenon, as stressed by [12] . The call for research in translation is overwhelming as "a whole range of issues seemed to be waiting for examination, and inquiry is overdue", [13] . Calls for conducting systematic comparative studies of translated and source texts [11] and those for research focusing more upon what [14] has termed "the acquisition of translation competence", have not been accomplished. In translating between English and Arabic, there is a shortage of research in translation problems that may be encountered by Arabic translators of English [15] , [1] . T is presented ten short stories taken from Monro's collection of short stories The Power of Love and their translated equivalence which are translated by Mohamed Saad Tantawi and published by Hindawi Foundation for Education and Culture in 2015. The actual presence of the variables located in the texts and their parallel translated words are going to be checked in the SPSS program to calculate their actual number of occurrence. In order to normalize texts, in this study, the frequency counts of all linguistic features are normalized to a text length of 7,725 words so we have to delete some words to make them the same length.
FACTOR ANALYSIS: TECHNICAL DESCRIPTION
The first step in a factor analysis is to choose a method for extracting the factors. There are several options available to extract the factors, but the most widely used is known as 'common factor analysis' or 'principal factor analysis'. For instance, this procedure extracts the maximum amount of shared variance among the variables for each factor. Thus, the first factor extracts the maximum amount of shared variance. The second factor then extracts the maximum amount of shared variance from the tokens left over after the first factor has been extracted, and so on. In this way, each factor is extracted so that it is uncorrelated with the other factors.
Once a method of extraction has been chosen, the best number of factors in a solution must be determined, [9] . As noted above, the purpose of factor analysis is to reduce the number of observed variables to a relatively small number of underlying constructs. A factor analysis will continue extracting factors until all of the shared variances among the variables have been accounted for, but only the first few factors are likely to account for a nontrivial amount of shared variance and therefore be worth further consideration. There is no mathematically exact method for determining the number of factors to be extracted. A "scree plot", will normally show a characteristic break indicating the point at which additional factors contribute little to the overall analysis. The scree plot corresponding to eigenvalues is given in Figure (1) , (2) . The eigenvalues of the English and Arabic texts can be used to indicate the percentage of shared variance that is accounted for by each factor.
Figure 1: Scree plot of the English factors
The break in the English plot occurs between the first, second, third and fourth factors. When faced with a choice between a larger or smaller number of factors, the more conservative procedure is to extract the larger number and then discard any unnecessary factors [9] . Extracting too few factors will result in loss of information, because the constructs underlying the excluded factors will be overlooked; it might also distort the factorial structure of the remaining factors, because multiple constructs are collapsed into a single factor. The same procedure is applied to the Arabic data. The scree plot is applied to extract the number of factors needed and the features that constitute each factor. The break in the Arabic plot occurs between the first, second, third, fourth and fifth factors. When faced with a choice between a larger or smaller number of factors, the more conservative procedure is to extract the larger number and then discard any unnecessary factors [9] . Extracting too few factors will result in loss of information, because the constructs underlying the excluded factors will be overlooked. It might also distort the factorial structure of the remaining factors, because multiple constructs are collapsed into a single factor. Factor loadings reflect the extent in which one can generalize from a given factor to an individual linguistic feature. Features with higher loadings on a factor are more representatives of the dimension underlying the factor, and when interpreting the nature of a factor, the features with large loadings are given priority. Multivariate statistical techniques such as factor analysis are not practical without the aid of computers. A factor analysis involves many computations using matrix algebra. The first point for a factor analysis is a simple correlation matrix of all variables. Factor analysis routines are usually included as part of the standard statistical packages (e.g. SPSS) available on computers at most academic institutions. SPSS computational tool makes a new range of linguistic research possible.
Factor analysis uses frequency counts of linguistic features to locate sets of features that co-occur in texts. The use of this technique to identify underlying textual dimensions is based on the assumption that frequently co-occurring linguistic features have at least one shared function [10] . It is claimed here that there are relatively few primary linguistic functions in English and Arabic, and that the frequent co-occurrence of a group of linguistic features in texts is indicative of an underlying function shared by those features. Working from this assumption, it is possible to obtain a unified dimension underlying each set of co-occurring linguistic features. In this proposal, a collection of short stories written by Monro and their translation are used as the sample of this study. The next step is to identify the linguistic features with these texts before applying factor analysis. Inadequate preparation or skewing in these theoretical prerequisites can invalidate the results of a factor analysis [9] . That is, factor analysis provides the primary analytical tool, but it is dependent on the theoretical foundation provided by an adequate database of texts and inclusion of multiple linguistic features.
RESULTS

A. Interpretation of the English Results
The results of the present study reflect nine factors, four factors for the English language and five factors for the Arabic one. The nine factors identified here are general, underlying parameters of variations. Some of the features in the Arabic language cannot be identified in the five factors mentioned for the Arabic language. That is why the researcher has counted them manually by herself in a separate Overall, these results indicate that the tagging program is quite accurate as some of the tagged items were counted manually to reassure the accuracy of the program. First, there are very few mis tags; the majority of 'errors' are untagged items, which do not introduce misleading analyses, and even untagged items are relatively uncommon. Secondly, there is no serious skewing of mis tags so that the results are accurate in relative terms; that is, the results enable accurate comparisons across texts because the same word types are left untagged in all texts. Last but not least, the few mistags and untagged items that do exist are of a very specialized or idiosyncratic in nature, and often these items have no bearing on the linguistic features counted for the analysis of textual dimensions. The tagged texts produced by this program thus provide a good basis for the automatic identification of the linguistic features, only the potentially important linguistic features are actually counted.
The tagging of some lexical items was so problematic that they were systematically excluded. In addition, the researcher has carried out some hand editing of the tagged texts to correct certain inaccuracies. For example, past and present participial forms were checked by hand. Although the tagging program includes elaborate algorithms to distinguish among gerunds, participial adjectives, WHIZ deletions, participial clauses, passives and perfects (in the case of past participles), and main active verbs (present or past), a high percentage of these forms was incorrectly tagged.
To a computer program without access to semantic information, however, there is no difference between these constructions, and thus at least one of the two cases will be tagged incorrectly. Similar problems were found in attempting to disambiguate the other functions of present and past participial forms. As a result, all participial forms were checked by hand. The factors reflect the fact that depictive details are important in narrative discourse. Discourse particles are generalized markers of informational relations in a text. They help to maintain textual coherence when a text is fragmented and would otherwise be relatively in coherent. Also, subordination features occur with a variety of involved and generalized content features, and in a complementary pattern to highly informational features. Furthermore, sentence relatives are present to express attitudinal comments. Whclauses provide a way to "talk about" questions. Time and place adverbials depend on referential inferences by the addressee.
Persuasion is one of the main techniques used in informative texts; it is a marking of the author's own point of view or an assessment of the advisability of an event presented to persuade the reader. Narrative genre is marked by considerable reference to past time, third person animate referents, reported speech and depictive details. It has a high lexical variety. It is a discourse that reports events in the past or deals with more immediate matters but does not mix both. In conclusion, the four factors have strong factorial structures and the features grouped in each factor are functionally coherent and can be easily interpreted. The coming section deals with the features that Stanford program could not identify in the Arabic language .All the features encountered in this table are counted manually by the researcher herself; only 12 features are counted manually and this is done because the computer program, Stanford, could not identify these features due to the complex nature of the Arabic language.
B. Interpretation of the Arabic Factors
The first feature is the modal verbs. Necessity and possibility modals are used either as an explicit marking of the writer's own point of view or as an argumentative discourse designed to persuade the addressee. In addition, the necessity modals are pronouncements concerning the necessity of certain events and the possibility modals are pronouncements concerning the possibility of certain events occurring. Suasive verbs and conditional subordination act as an alternative for the prediction modals in Arabic. They imply intensions to bring about certain events in the future while conditional subordination specifies the conditions that are required for certain events to occur.
For example:
1-But knew I shouldn't waste the milk.
‫اﻟﻠﺒﻦ‬ ‫اھﺪر‬ ‫ان‬ ‫ﯾﺠﺐ‬ ‫ﻻ‬ ‫اﻧﻨﻲ‬ ‫اﻋﻠﻢ‬ ‫ﻛﻨﺖ‬ 2-He should have not stayed.
‫اﻟﺒﻘﺎء‬ ‫ﻋﻠﯿﮫ‬ ‫ﯾﻨﺒﻐﻲ‬ ‫ﻻ‬ ‫ﻛﺎن‬
The above examples illustrate the variety of positions in which the English negation can occur. In all cases, the Arabic counterpart immediately precedes the verb. English usage will seem extremely random and complex to the Arabic-speaking student. Modals present a variety of problems to the Arabic translators of English since modals as grammatical classes do not exist in Arabic. Their meanings are conveyed by particles, prepositional phrases, and unmodified verbs.
3-She can use the telephone.
‫اﻟﺘﻠﯿﻔﻮن‬ ‫ﺗﺴﺘﺨﺪم‬ ‫ان‬ ‫اﺳﺘﻄﺎﻋﺘﮭﺎ‬ ‫ﻓﻲ‬ ‫ﻛﺎن‬
Moreover, "can" can be rendered in Arabic as a prepositional phrase. In most cases, such a verb or prepositional phrase precedes a nominalized /?an/ clause. Arabic translators are not familiar with vowel reduction as it occurs in English, and are likely to use the full form in all cases as the Arabic language does not allow the contraction technique in its characteristics except in some forms as:
‫)ص(‬ ‫وﺳﻠﻢ‬ ‫ﻋﻠﯿﮫ‬ ‫ﷲ‬ ‫ﺻﻠﻰ‬ -4
As for the passives and other past participial clauses, they are used to emphasize abstract conceptual information over more concrete or active content. Usage of the passive form with (was/ were/ is /are) in English is totally neglected in the Arabic translation. The passive form does not exist in the Arabic language. It is not used as we drop it in the translation of the Arabic language.
5-She was cut down and taken away.
‫ﻟﻠﺪاﺧﻞ‬ ‫وﺣﻤﻠﺖ‬ ‫اﻧﺰاﻟﮭﺎ‬ ‫ﺗﻢ‬
Verb to be in "taken away" has been omitted by the translator and has been used only the past participle of the verb as it has been used in the first verb (was cut).
6-People are dead now.
‫اﻻن‬ ‫ﻣﯿﺘﺎن‬ ‫اﻧﮭﻤﺎ‬
The translator avoided the passive structure to change the sentence into a nominal sentence and he omitted verb to be from the sentence. He also translated /people/ as ‫/اﻧﮭﻤﺎ/‬ 7-I was struck by that.
‫ذﻟﻚ‬ ‫ادھﺸﻨﻲ‬
The translator changed the passive sentence into an active one so it can be more vivid to the reader.
8-My brothers were not bothered by any of this.
‫ﯾﻨﺰﻋﺠﺎن‬ ‫أﺧﻮاي‬ ‫ﯾﻜﻦ‬ ‫ﻟﻢ‬
The translator changed the passive sentence into an active one. He used /lam/ as a particle to change the verb in the present to give the meaning of the past. Predicative adjectives are proceeded by a linking verb to be. Some verbs have a verb (1) and verb (2) forms. Verb (1) being an intransitive linking verb meaning seemed or appeared followed by a predicative adjective.
For example 9-Father was polite.
‫اﻟﺘﮭﺬﯾﺐ‬ ‫ﻓﻲ‬ ‫ﻏﺎﯾﮫ‬ ‫واﻟﺪي‬ ‫ﻛﺎن‬
10-That kind of life is dreary.
‫اﻟﺤﯿﺎه‬ ‫ﻣﻦ‬ ‫ﻛﺌﯿﺐ‬ ‫ﻧﻮع‬ ‫ھﺬا‬
The verb to "be" in the present tense is neither used in the Arabic language nor verb to do. Verb to do expresses about the past simple tense /did/ or it expresses about the absence of the third person /does/ For example 11-He does not care.
‫ﯾﮭﺘﻢ‬ ‫ﻻ‬
In this sentence "does" is used because of the word "he" and to remove the "s" of the verb to express the continuous tense with the pronoun.
12-I figured out that he didn't mind people doing new sorts.
‫ﺟﺪﯾﺪة‬ ‫ﺑﺄﺷﯿﺎء‬ ‫اﻟﻨﺎس‬ ‫ﺑﻘﯿﺎم‬ ‫ﯾﻜﺘﺮث‬ ‫ﻻ‬ ‫ﻛﺎن‬ ‫اﻧﮫ‬ ‫ادرﻛﺖ‬
Here "did" is used to express that the verb is in the past.
That deletion, while that can be dropped in English, /?anna/ should be always retained in Arabic.
For example:
13-Just what is it you are famous for?
‫ﻣﺸﮭﻮره‬ ‫اﻧﺖ‬ ‫ﺑﻢ‬ ‫اﺳﺄﻟﻚ:‬ ‫ان‬ ‫اود‬ ‫ﻛﻨﺖ‬ ‫؟‬
"That" is dropped in the sentence but /?anna/ is not. Arabic uses relative nouns that need to agree with the head noun in case, gender, and number. The verb to "be" in the present tense is neither used in the Arabic language nor verb to do. Verb to do expresses about the past simple tense /did/ or it expresses about the absence of the third person /does/ [16] has stated that there is no neuter pronoun in Arabic, that is to say, pronoun "it". It uses only feminine and masculine gender. The English impersonal it has no counterpart in Arabic. These independent pronouns as claimed by [17] can function as a subject of a verb, a subject or a predicate of a verb less sentence and as a copula. The English pronoun it has no counterpart in Arabic. For example:
14-They washed and combed it beautifully.
‫راﺋﻊ‬ ‫ﻧﺤﻮ‬ ‫ﻋﻠﻲ‬ ‫ﺷﻌﺮه‬ ‫ﯾﻤﺸﻄﻦ‬ ‫و‬ ‫ﯾﻐﺴﻠﻦ‬ ‫وﻛﻦ‬
15-She could pay it back.
‫ﻟﮫ‬ ‫ﯾﻘﺎﺑﻠﮭﺎ‬ ‫ﻣﺎ‬ ‫دﻓﻊ‬ ‫ﯾﺴﺘﻄﯿﻊ‬ ‫ﺣﺘﻲ‬
16-It was raining outside.
‫ﺑﺎﻟﺨﺎرج‬ ‫ﺗﻤﻄﺮ‬ ‫ﻛﺎﻧﺖ‬
As shown in these examples pronoun "it" is translated like the 3 rd person pronoun because of the nature of the language itself. That is why the 3 rd person pronoun is significantly larger in weight in Arabic than English. Concerning "be" as a main verb, it is typically used to modify a noun with a predicative expression instead of integrating the information into the noun phrase itself. Be as a main verb is omitted in the translation thus changing the English verbal sentence into Arabic nominal ones. That is to say into a topic and a comment. When (am, is, are) are used as main verbs, their sentences are nominal in Arabic. Therefore, they are deleted completely in Arabic. The past tense of (be, have) are translated into verbal sentence in Arabic and this is more effective in delivering the message. For example:
17-My father was not religious.
‫ﻣﺘﺪﯾﻨﺎ‬ ‫اﺑﻲ‬ ‫ﯾﻜﻦ‬ ‫ﻟﻢ‬
In other cases the translator needs to change the phrase to verbal sentences and to remove verb to be.
18-At the end of the yard is a small barn.
‫ﺻﻐﯿﺮ‬ ‫ﻣﺨﺰن‬ ‫اﻟﻔﻨﺎء‬ ‫ﻧﮭﺎﯾﺔ‬ ‫ﻓﻲ‬ ‫ﯾﻮﺟﺪ‬
There is another difference in translating the following sentence:
19-They are dead now
‫اﻵن‬ ‫ﻣﯿﺘﺎن‬ ‫اﻧﮭﻤﺎ‬
It is a passive sentence and that is why here in translating passive sentences we can use nominal sentences affirmed with ‫"ان"‬ . In a sentence like:
20-Both of my boys were in school.
‫اﻟﻤﺪرﺳﺔ‬ ‫إﻟﻰ‬ ‫ﯾﺬھﺒﺎن‬ ‫وﻟﺪاي‬
In this example verb to be is omitted and the word/ both/ is deleted and the duality is shown in the word ‫."ﻛﻠﺘﺎ"‬ We can conclude here that it shows that the plural in Arabic is changed into dual.
CONCLUSION
In view of the paper presented here, linguistic variations are considered as a field of study that requires further analyses based on the use of corpora and the refinement of parameters in register description. Obviously, register variation research has immediate applications to foreign language teaching and intercultural communication, and this type of perspective that the field offers should attract scholars and communication practitioners. Biber's model is only dealing with the morphology and the syntax of the language. More models are needed to combine the structure and the ideology together. This sort of descriptive study is greatly facilitated by the availability of tools of corpus linguistics. The Stanford program used in this investigation is user-friendly and has proved very practical as an aid to human analysis of a whole text. The tagging could be grammatical (to look more closely at clause beginnings or shifts from noun to verb), functional (such as analysis of Transitivity patterns) or stylistic (the highlighting of the occurrence of particular lexical fields, an author's favorite constructions, words with positive and negative connotations.
Sameh Alansary: Director of Arabic Computational Linguistic Center at Bibliotheca Alexandrina, Alexandria, Egypt.
