ABSTRACT In this paper, a novel joint design of user clustering and multi-dimensional resource allocation based on effective capacity (EC) is proposed for the multi-cell downlink multiple-input-multiple-output (MIMO) non-orthogonal multiple access (NOMA) networks. First, we propose a dynamic user clustering algorithm to divide users into a number of clusters, where all users in one cluster share a single beamforming vector. Then, we adopt zero-forcing beamforming (ZFBF) to significantly eliminate the inter-cluster interference. Finally, we design a joint optimization of channel allocation and power allocation, which aims to maximize the sum-EC of all users. The joint optimization is formulated as an NP-hard problem. To make the problem tractable, we divide the problem into two subproblems. Then, we propose an alternating optimization algorithm to obtain a suboptimal solution. The numerical results demonstrate that compared with traditional algorithms our proposed algorithm can achieve significant capacity gain and simultaneously have low-computational complexity.
I. INTRODUCTION
The fifth generation (5G) is a new generation mobile communication system which needs to achieve higher spectral efficiency and network capacity to meet the exponential growth of user demand. Non-orthogonal multiple access (NOMA) is referred as a promising multiple access technology for 5G that can significantly enhance spectral efficiency [1] . Also it can be integrated with various proven wireless communications techniques such as cooperative communications, multiple-input multiple-output, beamforming, space-time coding, and network coding among others [2] , [3] . In contrast to orthogonal multiple access (OMA), where each channel can exclusively be allocated to a single user, NOMA utilizes power-multiplexing to enable multiple users to share one channel. Meanwhile, successive interference cancellation (SIC) is applied at receivers to eliminate inter-user interference [4] , [5] , which increases the complexity of NOMA. In other words, NOMA achieves high spectral
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efficiency at the expense of high complexity compared with OMA.
Meanwhile, multiple-input multiple-output (MIMO) technique utilizes space-multiplexing at transmitters and receivers to achieve significant performance gains in network capacity without increasing spectrum and power. Motivated by the unique benefit of MIMO, the application of MIMO technique to NOMA was addressed in [6] , [7] . Huang et al. in [8] introduce the basic concepts of MIMO-NOMA and point out present and future challenges in this area. Simultaneous wireless information and power transfer (SWIPT) is a promising solution to maximize the energy efficiency. Therefore, SWIPT is applied in hybrid precoding-based millimeter-wave massive MIMO-NOMA in [9] . Compared with LTE networks, MIMO-NOMA networks can significantly improve spectral efficiency and network capacity with superior resource allocation algorithms. However, multi-dimensional resources in MIMO-NOMA networks make resource allocation more difficult. Therefore, exploring efficient resource allocation algorithms is one of the important researches to develop MIMO-NOMA networks. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/
A. RELATED STUDIES
Recently, MIMO-NOMA networks have drawn a significant attention of the researchers. An iterative algorithm is proposed to minimize the total transmission power in [10] . As shown in [10] , a power minimization problem is solved by firstly finding the optimal power allocation under fixed beamforming vectors and then obtaining the optimal beamforming vectors under fixed power allocation iteratively. Zero-forcing beamforming (ZFBF) proposed in [11] can effectively eliminate the inter-cluster interference, which is applied to single-cell MIMO-NOMA networks in [12] . ALI et al. in [12] first dynamically group the UE receive antennas into a number of clusters equal to or more than the number of BS transmit antennas based on cluster-head [13] , and propose a linear beamforming technique to mitigate the inter-cluster interference. Then dynamic power allocation solutions with an objective to maximize the overall cell capacity are provided in [12] . Chen et al. in [14] propose a multiple-user channel state information based singular value decomposition (MU-CSI-SVD) beamforming scheme and a minimization of power (Min-Power) user selection scheme.
Resource allocation for NOMA systems is divided into user pairing and power allocation in [15] . The former pairs the users to obtain high capacity gain by exploiting the channel gain difference between the users, while the latter allocates power to users in each cluster to balance system throughput and user fairness. We note that [10] - [15] focus on the application of MIMO-NOMA in single-cell scenarios. However, spectral efficiency and network capacity can be further improved by introducing MIMO-NOMA into multi-cell scenarios. Reference [16] proves that inter-cell interference is a critical limiting factor to improve the overall capacity of multi-cell networks compared with single-cell networks. Therefore, how to deal with the interference is a great challenge for multi-cell networks. To address this issue, multi-cell cooperation is proposed in [17] . Among different multi-cell cooperation techniques, coordinated multipoint (CoMP) is considered as a promising one as it enables an adaptive coordination among multiple base stations (BSs) [18] , which is applied to multi-cell MIMO-NOMA networks in [19] . Sun et al. in [19] first divide users into two groups according to their quality of service (QoS) requirements. Then an iterative suboptimal resource allocation algorithm based on successive convex approximation is proposed to maximize the sum-rate of the users in one group with the best-effort while guaranteeing the minimum required target rates of the users in the other group.
B. MOTIVATIONS AND CONTRIBUTIONS
On the one hand, resource allocation in MIMO-NOMA networks is almost all considered from the perspective of space and power, but spectrum allocation also has an important impact on spectral efficiency and network capacity. On the other hand, most existing literatures utilize single metric such as bandwidth to guarantee QoS. However, ever-increasing diverse mobile services in 5G prompt QoS to have other important metrics, such as delay, packet loss ratio and etc. Therefore, our motivations are to find a unified model taking more metrics into consideration and to propose an effective multi-dimensional resource allocation algorithm for the maximization of the unified model.
The major contributions of this paper are summarized as follows:
• We propose a novel user clustering algorithm for downlink multi-cell MIMO-NOMA networks based on Channel State Information (CSI). The existing algorithms for user clustering mainly achieve optimal clusters by solving the optimization problems of maximizing network capacity. But it cannot guarantee intra-cluster users to share one beam. In our proposed algorithm, intra-cluster users can share one beam and channel and thus the computational complexity of beamforming vector allocation in multi-cell scenarios can be reduced.
• Then, we introduce Effective Capacity (EC) [20] to take more metrics into consideration. Based on EC, different QoS requirements can be guaranteed. Moreover, we jointly design user clustering and multi-dimensional resource allocation based on EC.
• To solve above optimization problem, we propose an iterative multi-dimensional resource allocation algorithm. We divide it into two subproblems. The first one is optimization of channel allocation for fixed power allocation. We transform it into an equivalent Maximum Weighted Bipartite Matching (MWBM) problem [21] and obtain an optimal solution by Hungarian algorithm [22] . The second one is optimization of power allocation for fixed channel allocation. We transform it into a Lagrange duality problem and obtain an optimal solution by subgradient algorithm [23] . Based on that, we obtain a suboptimal solution to the joint optimization problem by an alternating optimization method. Simulation results show that our proposed algorithm is convergent. Moreover, it can achieve significant performance gain compared with other algorithms.
C. PAPER ORGANIZATION
The rest of the paper is organized as follows: In Section II, we present the system model for the multi-cell downlink MIMO-NOMA network. In Section III, we describe our proposed user clustering algorithm. In Section IV, we discuss the multi-dimensional resource allocation based on user clustering. In Section V, a joint optimization algorithm is proposed to obtain a suboptimal solution by dividing the problem into two subproblems. Simulation results are provided in Section VI. Finally, the paper is concluded in Section VII.
II. SYSTEM MODEL
In this paper, we consider a N-cell downlink MIMO-NOMA network, as shown in Fig. 1 . The set of cells is denoted by N = {1, 2, . . . , N }, where 1 is the macro cell and others are small cells. In cell n, a BS equipped with M n antennas communicates with K n single-antenna users. We assume that U channels can be allocated to users for communication. Let B be the total bandwidth and then the bandwidth of each channel is B = B/U . We propose a novel system model jointly considering user clustering and multi-dimensional resource allocation, as shown in Fig. 2 . The first part of our system model is user clustering based on CSI, which enables intra-cluster users to share one beam and channel. The second part is multi-dimensional resource allocation based on CSI and QoS requirements. For any time slot, we divide multi-dimensional resource allocation into beam vector allocation, channel allocation and power allocation.
III. USER CLUSTERING
In this section, we discuss the factors affecting user clustering and propose a novel user clustering algorithm based on the channel gain correlation coefficient. The users sharing one beam should be in the same direction due to the directivity of the beam. Meanwhile, channel gain differences between users sharing one channel are required to mitigate the co-channel interference. Whether channel gain differences are large or small depends on the number of groups divided in each cell.
All users in each cell are divided into G groups based on their respective mean channel gains as shown in Fig. 1 . The user sets for G groups in cell n are denoted as 
where ξ n gmu is random variable representing Rayleigh fading of u n g on channel n in antenna m and PL n g is pass loss from cell n to u n g . The main idea of our proposed user clustering algorithm is selecting one user from each group into one cluster according to the channel gain correlation coefficient. We define the channel gain correlation coefficient between u n g and u n g in (2), as shown at the bottom of this page, based on Pearson correlation coefficient, where h n gm and h n g m are the elements of h n g and h n g . Large R(u n g , u n g ) means the channel gain of u n g and u n g are similar. And according to (2) , R(u n g , u n g ) ∈ (0, 1). The minimum correlation coefficient for which channel gains of u n g and u n g are considered as correlated is defined as ρ n g,g . And R(u n g , u n g ) > ρ n g,g means u n g and u n g can be divided into one cluster. The performance of user clustering algorithm depends on the value of ρ n g,g . If the value of ρ n g,g is too large, then the number of users in one cluster may be too small, which degrades the performance of NOMA. Meanwhile, if the value of ρ n g,g is too small, then the beam may be too wide, which increases the difficulty of beamforming. However, there is little literatures at home and abroad to study the value of ρ n g,g . Generally, it is set as a constant in existing literatures. In this paper, we propose a novel scheme to dynamically calculate the value of ρ n g,g . On the one hand, the farther the distance between users and BS, the stricter the constraints of selecting users. Thus, ρ n g,g should increase with the value of g. On the other hand, if there is one group that does not meet the constraints of
selecting users, then we will ignore the group, which indicates that g and g' may be non-adjacent. The larger the difference between g and g', the smaller the value of ρ n g,g . Thus, ρ n g,g should decrease when the difference between g and g' increases. Furthermore, the more users in one cluster, the larger the co-channel interference. Thus, ρ n g,g should increase with the number of users in one cluster. Based on the aforementioned analysis, the factors affecting the value of ρ n g,g are concluded as follows: g, g and SU n g , where g = g − g denotes the difference between g and g'. SU n g denotes the number of users in one cluster after selecting users from group g. We define ρ n g,g as follows:
where sigmoid(·) is used to guarantee ρ n g,g ∈ (0, 1). And f (g, g, SU n g ) meets the constraints given by (4):
). According to the definition of g, g and SU n g , the minimum value of g and SU n g is 1, and the maximum value of g is G-1. Then the minimum value of f (·) is ln(
3) ≈ 0.84. Finally the minimum correlation coefficient is range from 0.7 to 1 according to (3) . Moreover, we can adjust the impact of parameters on f (·) according to the different requirements. For instance, if we expect one cluster to accommodate more users, we can strengthen the impact of g on f (·) and weaken the impact of g and SU n g on f (·). The user clustering algorithm based on the channel gain correlation coefficient is given in Algorithm 1.
Algorithm 1 User Clustering Algorithm
exists then return to step 2, else utilize g = g to record g and go to step 3. 3: g = g + 1. If g > G then go to step 4, else select u n g who has the largest R(u n g −1 , u n g ) and meets R(u n g −1 , u n g ) > ρ n g −1,g . If u n g exists then go to step 2, else return to step 3. 4: Divide all users obtained above into one cluster and delete these users from G groups. Repeat step 1 to 3 until all users are clustered.
IV. MULTI-DIMENSIONAL RESOURCE ALLOCATION BASED ON USER CLUSTERING
We assume all users in cell n are divided into L n clusters denoted as C n1 , C n2 , . . . , C nL n , which can be obtained by the user clustering algorithm. And C nl is the user set for cluster l in cell n, which is given by C nl 
, where q nl u is the beamforming vector designed for C nl on channel u. Therefore, the signal transmitted in cell n on channel u is given by:
We design the beamforming vector q nl u to eliminate the inter-cluster interference and determine the inter-cluster power allocation. To fulfill the aforementioned requirements, we rewrite q nl u as q nl u = U nl u p nl u , where U nl u is designed to eliminate the inter-cluster interference for the users in C nl on channel u and p nl u aims to determine the inter-cluster power allocation for C nl on channel u. For the sake of description, we redefine the channel gain vector of u nl g on channel u as h nln gu = [h nln g1u , h nln g2u , . . . , h nln gM n u ] T . We assume that M n ≥ K n , which means the number of transmit antennas is more than or equal to the number of receive antennas. Then the inter-cluster interference can be completely eliminated based on the aforementioned assumption [12] . For the sake of clarity, we define a new matrix H nln u , which contains the channel gain matrix of the users in the remaining clusters except C nl on channel u. As such, we have
] is the channel gain matrix of the users in C nl on channel u. Applying the singular value decomposition (SVD), we rewrite H In addition, p nl u aims to determine the inter-cluster power allocation for C nl on channel u, its specific derivation will be given in section IV-C.
B. CHANNEL ALLOCATION AND POWER ALLOCATION
The received signal at u nl g on channel u is given by (6) , as shown at the bottom of the next page, where z nl g ∼ CN (0, N 0 ) denotes the additive white Gaussian noise (AWGN) at u nl g 81786 VOLUME 7, 2019 with zero mean and variance N 0 . In (6), the first term on the right-hand side is desired signal for u nl g , the second term is the intra-cluster interference and the third term is the inter-cell interference. Since the intra-cluster users share one beam and channel, SIC is adopted to decode user signals step by 
, . . . , u nl g+1 at u nl g , the signal to interference plus noise ratio (SINR) at u nl g is given by (7), as shown at the bottom of this page. According to Shannon formula, the transmission rate of u nl g on channel u is given by:
Ever-increasing diverse mobile services in 5G prompt QoS to have other important metrics, such as delay, packet loss ratio and etc. However, the transmission rate only utilize single metric such as bandwidth to guarantee QoS. Therefore, we introduce EC to take more metrics into consideration. EC is defined as the maximum constant arrival rate that a given service rate can support subject to a QoS exponent requirement defined by θ [20] , and it is given by:
where S(t) = t 0 r(t)dt represents the channel capacity over the duration t. Given that the assumption for Gartner-Ellis theorem is satisfied, the channel coefficients keep constant over the frame duration T. The formula of EC can be rewritten as follows:
where R[i] represents the instantaneous channel capacity during the i-th frame. The initial definition of θ in [20] gives the relation between θ and the buffer-length overflow probability, and it is given by:
where D(∞) is the buffer-length. D max is the delay bound. λ is the service arriving rate. ε is packet loss ratio. The larger the value of θ , the more stringent requirements. To make θ easier depict QoS guarantee, [24] redefines θ as:
Based on the aforementioned analysis, EC of u nl g can be expressed as:
where θ nl g denotes the QoS exponent of u nl g . Moreover, We use Taylor expansion to simplify (13) 
Omitting the terms of high order in (14), we simplify EC as follows:
Since only R nl gu is a random variable in E[·], we further expand E[·] and then the simplified EC is given by:
where γ nl = 
C. PROBLEM FORMULATION
In multi-cell downlink MIMO-NOMA network, our goal is to maximize the sum-EC. To this end, we jointly optimize the channel allocation factor b nl u , the inter-cluster power allocation p nl u and the intra-cluster power allocation proportion a nl gu . Therefore, the optimization problem denoted by P1 is formulated as:
where EB nl g denotes the effective bandwidth of u nl g and P n max denotes the maximum power in cell n. As shown in P1(C1), EC of u nl g need to exceed EB nl g to guarantee different QoS requirements. Constraint P1(C2) imposes the maximum total power budget in each cell. Constraint P1(C3) ensures that the sum of a nl gu is 1. Constraint P1(C4) and P1(C5) indicate that the channel allocation factor is a binary variable and one channel can only be allocated to one cluster. Since p nl u and a nl gu are always in the form of product in (7), we replace them with a new variable p nl gu = p nl u a nl gu and then (7) can be simplified in (19) , as shown at the bottom of the next page. Finally, we simplify P1 as follows:
V. JOINT OPTIMIZATION OF CHANNEL ALLOCATION AND POWER ALLOCATION
The optimization problem P2 is a Mixed Integer Nonlinear Programming (MINLP) problem, which includes Mixed
Integer Programming (MIP) and Nonlinear Programming (NLP). The optimization variables of P2 include binary variable b nl u and continuous variable p nl gu , and the constraints of P2 are nonlinear. It is a NP-complete problem which has been seen as a very complicated problem until now. In general, P2 can be solved by simultaneously optimizing channel allocation and power allocation. However, this leads to prohibitive computational complexity especially when N, L n , |C nl | and U are large. Therefore, we propose an alternating optimization algorithm to solve P2. First, we divide P2 into two subproblems: 1) channel allocation for fixed power allocation, 2) power allocation for fixed channel allocation. Second, we obtain the suboptimal solution to P2 by solving two subproblems alternatively.
A. CHANNEL ALLOCATION FOR FIXED POWER ALLOCATION
The first subproblem denoted by P3 is formulated as follows:
Since b nl u is a binary variable, P3 can always be solved by exhaustive search for all the possible case. However, this leads to a prohibitive computational complexity especially when N, L n , |C nl | and U are large. Therefore, we transform P3 into an equivalent maximum weighted bipartite matching (MWBM) problem [21] . We construct a weighted bipartite graph G = (V C × V S , E), where the two sets of vertices, V C and V S , are sets of clusters and channels respectively. Denote E as the set of edges that connect to the vertices in the different set. Vertex v C (n, l) denotes C nl and vertex v S (u) denotes channel u. Let e(n, l, u) denotes the edge connecting v C (n, l) and v S (u), and w(n, l, u) denotes the weight of e(n, l, u). Given a graph G = (V , E), a matching in G is a set of pairwise non-adjacent edges, which means that no two edges share the same vertex. According to the aforementioned description, if we denote w(n, l, u) =
g , then we can solve P3 by finding a matching E * in the weighted bipartite graph, which maximizes the sum weight of edges in E * . Hungarian algorithm [22] is a classical algorithm to solve the MWBM problem. By converting P3 to the MWBM problem, channel allocation algorithm for fixed power allocation is given in Algorithm 2. 
where the sets of vertices V C and V S are sets of all clusters and all channels. Then achieve the optimal matching E * in graph G based on Hungarian algorithm. 2: If constraint P3(C1) is not satisfied, reconstruct a weighted bipartite graph G = (V C × V S , E), where the sets of vertices V C and V S are sets of clusters not satisfying constraint P3(C1) and unmatched channels. Then achieve the optimal matching E * in graph G' based on Hungarian algorithm. Finally, repeat step 2 until constraint P3(C1) is satisfied. 3: If there are unmatched channels, reconstruct a weighted bipartite graph G = (V C × V S , E), where the sets of vertices V C and V S are sets of all clusters and unmatched channels. Then achieve the optimal matching E * in graph G'' based on Hungarian algorithm. Finally, repeat step 3 until all channels have been allocated.
B. POWER ALLOCATION FOR FIXED CHANNEL ALLOCATION
The second subproblem denoted by P4 is formulated as follows:
Solving P4 is challenging due to the existence of the non-convex SINR structure. Therefore, we obtain the optimal solution to P4 by solving the dual problem [23] . The Lagrange function of P4 is given by (23) , as shown at the bottom of the next page, where µ µ µ and ν ν ν are Lagrangian multiplier vectors introduced by constraints P4(C1) and P4(C2). Then the Lagrangian dual function is given by:
where sup{·} denotes supremum. And the Lagrangian dual problem is given by:
From the definition in [23] , we know that the Lagrangian dual function is always convex. Therefore, we utilize subgradient algorithm to minimize L(µ µ µ, ν ν ν) by updating µ µ µ and ν ν ν simultaneously. According to (23), we derive the subgradient of L(µ µ µ, ν ν ν) as follows:
The updating formulas of µ µ µ and ν ν ν are given by:
where s denotes the iteration number. φ (s) and ϕ (s) denote updating step sizes for µ µ µ and ν ν ν in the s-th iteration. As for step size rules to design the value of φ (s) and ϕ (s) , we choose a diminishing step size rule, which is given by:
where a, b > 0. From (28) we know that the step size can be adjusted according to the value of the iteration number. Suppose p nl gu * is the optimal solution to P4. After obtaining µ µ µ * and ν ν ν * by subgradient algorithm, we have
By converting P4 to the Lagrangian dual problem, power allocation algorithm for fixed channel allocation is given in Algorithm 3. 
C. JOINT OPTIMIZATION OF CHANNEL ALLOCATION AND POWER ALLOCATION
In the previous subsections, we have obtained the optimal channel allocation for fixed power allocation by Algorithm 2, and the optimal power allocation for fixed channel allocation
by Algorithm 3. Now, we propose an alternating optimization algorithm for joint design of channel allocation and power allocation. The overall algorithm is given in Algorithm 4. 4 : i = i + 1 and go to step 2 until the sum-EC is convergent.
In Algorithm 4, the sum-EC can only change in step 2 and step 3. In step 2, Algorithm 2 finds the optimal channel allocation for fixed power allocation. In step 3, Algorithm 3 finds the optimal power allocation for fixed channel allocation. Therefore, the iteration of Algorithm 4 produces a monotonically increasing sequence of the sum-EC. Meanwhile, it is obvious that the sum-EC has an upper bound for finite power constraints. Based on aforementioned analysis, the convergence of Algorithm 4 is guaranteed.
In the following, we will analyze the complexity of 
VI. PERFORMANCE EVALUATION
In this section, we make simulations by Python3.6 to evaluate the performance of our proposed joint user clustering and multi-dimensional resource allocation model. The major simulation parameters are listed in Table 1 . We set the radius of macro cell as 300 m. Small BSs are deployed in hot spots within the coverage of macro cell to meet different QoS requirements and the radius of small cell is 30 m. We assume that users are randomly distributed in each cell. In order to describe different QoS requirements of users, we divide service into conversational class (e.g. VoIP) and streaming class (e.g. IPTV) according to 3GPP TS 23.203. Fig . 3 shows the result of user clustering when the total number of users is 32. We assume that there are two hot spots within the coverage of macro cell. And in each hot spot, we deploy three small cells to guarantee different QoS requirements of users. Based on user clustering, all users in macro cell are divided into four clusters corresponding to black, purple, green and yellow while all users in each small cell are divided into two clusters corresponding to red and blue. We observe that the channel gain correlation coefficient between users in one cluster is larger than that between users in different clusters. This verifies that our proposed definition of the channel gain correlation coefficient is in line with expectation. Furthermore, we observe that users in one cluster can share one beam. This is due to the fact that introducing the channel gain correlation coefficient into user clustering aims to consider relative location between users.
In Fig. 4 , we plot EC versus the total number of users. We design several scenes with different total number of users. The number of users in macro cell is always set as 8 while the number of users in each small cell is range from 2 to 7. Specifically, we compare the performance of our proposed Algorithm 4 with that of resource allocation algorithm for fixed power or fixed channel. Resource allocation for fixed power means that we only allocate channel for fixed power allocation while resource allocation for fixed channel means that we only allocate power for fixed channel allocation. It is obvious that our proposed Algorithm 4 always outperforms resource allocation algorithm for fixed power or fixed channel. This is due to the fact that EC depends on the channel allocation and power allocation simultaneously. Meanwhile, EC increases with the number of users and there is a diminishing tendency in terms of performance gain when the number of users is large. This is due to the fact that when the number of users increases, the inter-cell interference becomes more severe. In particular, when the number of users is sufficiently large, we cannot effectively mitigate the inter-cell interference via power allocation. Furthermore, since the power in resource allocation algorithm for fixed power is fixed, it has worse performance than our proposed Algorithm 4 in terms of mitigating the inter-cell interference. This accounts for the increasing performance gap between our proposed Algorithm 4 and resource allocation algorithm for fixed power. For any given condition, it is obvious that EC gradually converges with the increasing number of iterations, which verifies that our proposed Algorithm 4 is convergent. Meanwhile, we observe that EC always achieves the maximum value around the 15th iteration. It indicates that our proposed Algorithm 4 converges fast. Furthermore, our proposed Algorithm 4 adopting user clustering outperforms that not adopting user clustering. This is due to the fact that we consider the channel gain information when designing user clustering. Therefore, the co-channel interference is smaller compared with not adopting user clustering. Furthermore, beamforming is designed to eliminate inter-cluster interference. And it accounts for the performance gap between adopting beamforming or not.
In Fig. 6 , we depicts EC versus the maximum number of users sharing one channel for different number of antennas. For any given number of antennas, we observe that EC increases with the maximum number of users sharing one channel. In particular, when the maximum number of users sharing one channel equals to 1, it becomes MIMO-OMA networks where one channel can only be allocated to one user. Therefore, it is obvious that MIMO-NOMA always outperforms MIMO-OMA. Furthermore, there is a diminishing tendency in terms of performance gain when the maximum number of users sharing one channel is large. This is due to the fact that when the maximum number of users sharing one channel increases, the difference of the channel gain between users sharing one channel becomes smaller. And it is more difficult to adopt SIC at receivers to mitigate the co-channel interference.
Finally, we observe from Fig. 4 and Fig. 6 that EC always increases with the number of antennas equipped at each BS. It verifies that the performance of MIMO can be improved by increasing the number of antennas. And it also explains why massive MIMO is considered as one of the key technologies in 5G.
VII. CONCLUSION
In this paper, a joint design of user clustering and multi-dimensional resource allocation is proposed to maximize the sum-EC of all users in the multi-cell downlink MIMO-NOMA networks. We first propose a dynamic user clustering algorithm to divide users into different clusters. Then we adopt ZFBF to significantly eliminate the inter-cluster interference. Finally, we formulate the joint optimization of channel allocation and power allocation as a NP-hard problem. To solve the optimization problem, we divide it into two subproblems. The first subproblem is channel allocation for fixed power allocation, whose optimal solution can be obtained by the Hungarian algorithm. The second problem is power allocation for fixed channel allocation which can be transformed into a Lagrange duality problem by the convex optimization. Based on that, we obtain a suboptimal solution to the joint optimization problem by an alternating optimization method. Simulation results show that compared with traditional algorithms our proposed algorithm can achieve better performance gain and simultaneously have low computational complexity.
For the sake of computational complexity, we adopt an alternating optimization method to solve the joint optimization problem in this paper. Nowadays machine learning has been successfully applied to communication field. In [25] , Lei et al. adopt deep learning based predictions to accelerate the optimization process in conventional optimization methods for tackling the NOMA resource scheduling problems. We will further try to apply machine learning to resource allocation to make it more intelligent. He has authored or coauthored over 200 technical papers published in various journals and conferences. He is also leading a big group and multiple funds on the IoT and wireless communications with current focus on architecture and enabling technologies for the IoT. His research interests include mobile communications, the wireless communication theory, and electromagnetic compatibility. He also serves as a referee or an expert in multiple national organizations and committees. VOLUME 7, 2019 
