We consider sparse matrix estimation where the goal is to estimate an n×n matrix from noisy observations of a small subset of its entries. We analyze the estimation error of the popularly utilized collaborative filtering algorithm for the sparse regime. Specifically, we propose a novel iterative variant of the algorithm, adapted to handle the setting of sparse observations. We establish that as long as the fraction of entries observed at random scale as log 1+κ n for any fixed κ > 0, the estimation error with respect to the max-norm decays to 0 as n → ∞ assuming the underlying matrix of interest has constant rank r.
Introduction
We consider the task of sparse matrix estimation given noisy observations. Let F be an n×n matrix which we would like to estimate, and let Z be a noisy signal of matrix F such that E[Z] = F . Let E ⊂ [n] × [n] denote the subset of indices that are observed. In particular, we observe matrix M where M (u, v) = Z(u, v) for (u, v) ∈ E, and M (u, v) = 0 for (u, v) / ∈ E. We assume that the entries of Z are independent random variables, and we assume a Bernoulli sampling model; each (u, v) ∈ [n] × [n] is in E with probability p ∈ (0, 1] independently. The goal is to estimate F .
As a prototype for such a problem, consider a noisy observation of a social network where observed interactions are signals of true underlying connections. We might want to predict the probability that two users would choose to connect if recommended by the platform, e.g. LinkedIn. As a second example, consider a recommendation system where we observe movie ratings provided by users, and we may want to predict the probability distribution over ratings for specific movieuser pairs. A popular collaborative filtering approach suggests using "similarities" between pairs of users to estimate the probability that a connection is formed or the probability a user likes a particular movie. Traditionally, the similarities between pair of users in a social network is computed by comparing the set of their friends, or in the context of movie recommendation, by comparing commonly rated movies. In the sparse setting, most pairs of users have no common friends, or most pairs of users have no commonly rated movies; thus there is insufficient data to compute the traditional similarity metrics.
In this work, the primary interest is to provide a principled way to extend the simple, intuitive approach of computing similarities between pair of users or items in order to perform sparse matrix estimation via nearest neighbor collaborative filtering. We propose to do so by incorporating information within a larger radius neighborhood of the data graph rather than restricting only to immediate neighbors. This variation of collaborative filtering and its analysis in this work can be viewed as a natural extension of the work by [1, 3] in the context of stochastic block model and [36, 25] for traditional collaborative filtering.
Summary of Contributions
The primary contribution of this work is an analysis of an iterative collaborative filtering algorithm in the sparse regime. We consider the setting of a latent variable model where the matrix F = [F (u, v)] can be described by a latent function f evaluated over latent variables associated to the coordinates. In particular, we assume that F (u, v) = f (θ u , θ v ) where f is a piece-wise Lipschitz function, and θ u , θ v ∈ [0, 1] are coordinate latent variables sampled uniformly at random. Details of the model are described in Section 2.
As the main result of this work, we establish that with high probability the max entry-wise error associated with the resulting estimate converges to 0 as long as the latent function f when regarded as an integral operator has finite spectrum with constant rank r and p = Ω(n −1+κ ) for κ > 0. In addition, if we have knowledge of the spectrum, the algorithm can be improved so that the max entry-wise error of the estimate converges to zero as long as p = Ω(n −1 ln 1+κ n) for any κ > 0.
Algorithmically and methodically, our work builds on [1, 2, 3] , which estimates clusters of the stochastic block model by computing distances from local neighborhoods around vertices. We improve upon their algorithm and analysis to provide bound on the maximum of entry-wise estimation error for the general latent variable model with finite spectrum, which includes a larger class of generative models such as mixed membership stochastic block models, while their work focuses on the stochastic block model with non-overlapping communities. We note that the algorithm consid-ered in this work, uses the knowledge of which entries are observed and which are not, in line with the literature on matrix estimation. In the setting of clustering cf. [1, 2, 3] , such a knowledge is absent from the purview of the algorithm.
With exception of very few cases, by and large the literature on matrix estimation has focused on providing estimation error bounds with respect to the normalized Frobenius norm. In contrast, we provide bounds on the max entry-wise estimation error which is a lot more challenging. However, our bounds are restricted to the latent variable model with finite rank while the results in the literature apply for any (approximately) low-rank matrix.
Related Work
The related work includes that of matrix estimation or completion, collaborative filtering, and graphon estimation arising from the asymptotic theory of graphs. We provide a brief overview of prior works for each of these topics.
In the context of matrix estimation or completion, there has been much progress under the low-rank assumption and additive noise model. Most theoretically founded methods are based on spectral decompositions or minimizing a loss function with respect to spectral constraints, c.f. [21, 22, 10, 12, 30, 28, 15, 14, 13, 34] . In a nutshell, this collection of works establishes that if the underlying matrix has rank r, then it can be estimated so that the estimator has normalized Mean Squared Error (MSE) going to 0 as n → ∞ as long as p = Ω(rn −1 log n). Furthermore, [22, 11] showed that ω(rn −1 ) samples are necessarily required for such a guarantee. These near optimal sample complexity results hold when the noise in each entry of the matrix is independent and identically distributed. For the setting of generic noise and the general latent variable model where the latent function is analytic, [13, 34] provide an estimator for which the MSE decays to 0 as n → ∞ as long as p = Ω(n −1 poly(log n)).
The collaborative filtering method has been successfully employed across industry applications (Netflix, Amazon, Youtube) due to its simplicity and scalability, c.f. [20, 26, 24, 29] ; however the theoretical results have been relatively sparse. We call special attention to the recent works by [36, 25] which provide a non-parametric statistical perspective for the traditional collaborative filtering method. In particular, they suggest that the practical success of these methods across a variety of applications may be due to its ability to capture local structure like the classical nearest neighbor or kernel regression method. They establish that as long as the latent function f is Lipschitz, the MSE of the resulting estimator decays to 0 as n → ∞ as long as p = ω(n − 1 2 ). A key limitation of this approach is that it requires a dense dataset with sufficient entries in order to compute similarity metrics, requiring that each pair of rows or columns has a growing number of overlapped observed entries, which does not hold when p = o(n −1/2 ).
Graphons emerged as the limiting object of a sequence of large dense graphs, c.f. [9, 17, 27] , with recent work extending the theory to sparse graphs, c.f. [7, 8, 6, 32] . In the graphon estimation problem, one observes a single instance of a random graph sampled from an underlying latent variable model, and the goal is to estimate the function that governs the edge probabilities of the graph. [18, 23] provide minimax optimal rates for graphon estimation; however a majority of the proposed estimators are not computable in polynomial time, since they require optimizing over an exponentially large space (e.g. least squares or maximum likelihood), c.f. [33, 5, 4, 18, 23] . [5] provides a polynomial time method based on degree sorting in the special case when the expected degree function is monotonic.
Stochastic block model (SBM) parameter estimation is an instance of graphon estimation, where the underlying function has a specific structure. Under the SBM, each vertex is associated to one of r community types, and the probability of an edge is a function of the community types of both endpoints. This implies that the edge probability function is block constant. Estimating the n × n parameter matrix becomes an instance of matrix estimation with a technical distinctionall entries are fully observed, i.e. each edge is present (1) or absent (0). In SBM, the expected matrix is at most rank r due to its block structure. Precise thresholds for cluster detection (better than random) and estimation have been established by [1, 2, 3] . As mentioned before, our work, both algorithmically and methodically is closely related to their work. The mixed membership stochastic block model (MMSBM) allows each vertex to be associated to a length r vector, which represents its weighted membership in each of the r communities. The probability of an edge is a function of the weighted community memberships vectors of both endpoints, resulting in an expected matrix with rank at most r. Recent work by [31] provides an algorithm for weak detection for MMSBM with sample complexity r 2 n, when the community membership vectors are sparse and evenly weighted. They provide partial results to support a conjecture that r 2 n is a computational lower bound, separated by a gap of r from the information theoretic lower bound of rn. This gap was first shown in the simpler context of the stochastic block model [16] . [35] proposed a spectral clustering method for inferring the edge label distribution for a network sampled from a generalized stochastic block model. When the expected function has a finite spectrum decomposition, i.e. low rank, then they provide a consistent estimator for the sparse data regime, with Ω(n log n) samples.
Setup

Model and Assumptions
Recall that our goal is to estimate the n × n matrix F ; Z is a noisy signal of matrix F such that E[Z] = F . The available data is denoted by (E, M ), where E ⊂ [n] × [n] denotes the subset of indices for which data is observed, and M is the n × n data matrix where M (u, v) = Z(u, v) for (u, v) ∈ E, and M (u, v) = 0 for (u, v) / ∈ E. The observations can be equivalently represented by an directed weighted graph G with vertex set [n], edge set E, and edge weights given by M . We shall assume that {Z(u, v)} (u,v)∈[n] 2 are independent random variables across all indices with
Assume that each u ∈ [n] is associated to a latent feature vector variable θ u ∼ U [0, 1], which is drawn independently across indices [n] uniformly on the unit interval. We shall assume that the expected data matrix can be described by the latent function f , i.e. F (u, v) = f (θ u , θ v ), where f : [0, 1] 2 → [0, 1] is a symmetric function. The symmetry assumption can be easily relaxed but is assumed for ease of notation in the analysis.
We assume that f has finite spectrum with rank r when regarded as an integral operator, i.e. for any θ u , θ v ∈ [0, 1],
where λ k ∈ R for 1 ≤ k ≤ r, and q k are orthonormal ℓ 2 functions for 1 ≤ k ≤ r such that We assume that there exists some B such that sup y∈[0,1] |q k (y)| ≤ B for all k ∈ [r]. Let Λ denote the r ×r diagonal matrix with {λ k } k∈[r] as the diagonal entries, and let Q denote the r ×n matrix where Q(k, u) = q k (θ u ). Since Q is a random matrix depending on the sampled θ, it is not guaranteed to be an orthonormal matrix (even though q k are orthonormal functions). By definition, it follows that F = Q T ΛQ. Let r ′ ≤ r be the number of distinct valued eigenvalues amongst {λ k } k∈ [r] . Let Λ denote the r × r ′ matrix whereΛ(a, b) = λ b−1 a . The finite spectrum assumption also implies that the model can be represented by latent variables in the r dimensional Euclidean space, where the latent variable for node i would be the vector (q 1 (θ i ), . . . q r (θ i )), and the latent function would be bilinear, having the form
This condition also implies that the expected matrix F is low rank, which includes scenarios such as the mixed membership stochastic block model and finite degree polynomials.
Goal
The goal is to produceF , an estimate of F , using observation matrix M and knowledge of E. We measure estimation error through maximum entry-wise error and mean squared error. The maximum entry-wise error or ∞ norm of error matrixF − F is defined as
We will provide bounds on this that hold with high probability, that is, probability converging to 1 as n → ∞. The mean squared error (MSE) is defined as
In measuring error either with high probability or in expectation, the randomness is considered over both the data generation process as well as the randomness in the algorithm.
Algorithm
We propose and analyze a variation of the similarity based collaborative filtering algorithm. At its core, the collaborative filtering algorithm attempts to produce the estimateF (u, v) by averaging over observed entries F (u ′ , v ′ ) for a subset of tuples (u ′ , v ′ ) such that u ′ is "similar" to u and v ′ is "similar" to v.
Sample Splitting. To state the precise algorithm, for technical reasons, we shall use sample splitting.
Recall that E ⊂ [n] 2 denotes the set of indices for which we observe noisy signals of
We assumed that E is generated according to a Bernoulli(p) sampling model, i.e. for each (u, v) ∈ [n] 2 , it belongs to E with probability p independently. We split the samples E into three subsets as follows: for each tuple or edge (u, v) ∈ E, with probability 1/4 it is placed in E ′ , with probability 1/4 it is placed in E ′′ , and with the remaining 1/2 probability it is placed in E ′′′ = E\(E ′ ∪ E ′′ ). We will use additional "virtual" edges that will aid in estimating the distance as part of the algorithm. To that end, note that conditioned on the edge set E ′ , for some
] denote the associated n × n matrices. Note that M ′ ind is strictly contained within M ′ as E ′ ind ⊆ E ′ . The algorithm will use observations M ′ and M ′′ to producing distance estimatesd, and it uses observations M ′′′ to produce the final estimateF givend.
Noisy Nearest Neighbor Algorithm. We consider the following noisy nearest neighbor algorithm described below, followed by three different subroutines to compute distances depending on the sparsity regime of the dataset. 2. For each u, v ∈ [n] 2 , produce an estimatê
where
We will choose the threshold η = η(n) depending on the local geometry of the latent feature space with respect tod(u, v), in order to guarantee that η(n) is small enough to drive the bias to zero, yet large enough to ensure |E ′′′ uv | diverges so that the variance due to observation noise is small. The key part of the algorithm is determining how to estimate the distancesd (u, v) . In what follows, we describe three variations depending upon the observation density, p.
Estimating Distanced in Dense Regime. When p = ω(n − 1 2 ), it is feasible to compute distances by simply looking at the overlapping entries; this is popularly done in practice [20] as well as analyzed theoretically in the recent works [36, 25] . For any (u, a) ∈ [n] 2 ,
where y ∈ O ua = {y ∈ [n] : (u, y), (a, y) ∈ E ′ }. This is a finite sample approximation of 1 0 (f (θ u , y)− f (θ v , y)) 2 . When p = ω(n − 1 2 ), it follows that |O ua | = ω(1) for all u, a ∈ [n] 2 with high probability, so thatd(u, a) ≈ 1 0 (f (θ u , y) − f (θ v , y)) 2 . [25] subsequently prove that for any Lipschitz latent function f the MSE decays to 0 as n → ∞ as long as p = ω(n − 1 2 ). The arguments of [25] can be adapted to show that the maximum entry-wise error decays to 0 with high probability as well. However, for p = o(n − 1 2 ), for most u, a ∈ [n] 2 , O ua = ∅ with high probability and hence a different approach is needed -overcoming the sparse regime is the primary interest of this work.
Estimating Distanced in Sparse Regime. Consider the sparse regime where p = n −1+κ for any κ ∈ (0, 1 2 ); in this regime the overlap is small and thus new distance estimates are required. Recall that the function f has finite spectrum, i.e. f (θ u , θ v ) = k λ r k=1 q k (θ u )q k (θ v ). We propose an estimator which approximates d(u, v) = Λ r Q(e u − e v ) 2 2 by comparing depth t neighborhoods of u and v in the data graph G = ([n], E ′ ). Specifically, let the weight of an edge (a, b) ∈ E ′ in graph G be the observed value M (a, b) (= M ′ (a, b)). By assumption, in expectation this weight equals F (a, b) = f (θ a , θ b ). Therefore, the product of weights along a path from u to y, of length t, denoted as (u, x 1 , . . . , x t−1 , y) with (u, x 1 ), (x 1 , x 2 ), . . . , (x t−1 , y) ∈ E ′ , in expectation equals
Therefore, the product of weights along the path connecting u to y is a good proxy of quantity e T u Q T Λ t Qe y . Recall that each entry is observed independently with probability p due to our assumed Bernoulli sampling model. Therefore, for any u ∈ [n], the number of neighbors of u in G scale as pn = n κ . More generally, for 1 ≤ t ≤ 1/κ, the number of nodes at distance t from u scale as n κt . We choose t large enough to guarantee that for any two nodes u and v, there is a sufficient overlap between the two subset of nodes at distance y from nodes u and v respectively. This suggests that we choose t so that n κt ≈ n 1 2 , which in effect aggregates enough data in the sparse regime to match the expected number of observations per row in the dense regime. We formalize this intuition in the following construction of the distance estimates.
Let S u,s denote the set of vertices which are at distance s from vertex u in the graph defined by edge set E ′ . Specifically, i ∈ S u,s if the shortest path in G = ([n], E ′ ) from u to i has a length of s. Let T u denote a breadth-first tree in G rooted at vertex u. The breadth-first property ensures that the length of the path from u to i within T u is equal to the length of the shortest path from u to i in G. Let T t u ⊂ T u denote the sub-tree containing all nodes and edges in T u up to and including depth t. If there is more than one valid breadth-first tree rooted at u, choose one uniformly at random. Let N u,t ∈ [0, 1] n denote the following vector with support on the boundary of the depth-t neighborhood of vertex u (we also call N u,t the neighborhood boundary):
where path Tu (u, i) denotes the set of edges along the path from u to i in the tree T u . The sparsity of N u,t (i) is equal to |S u,t |, and the value of the coordinate N u,t (i) is equal to the product of weights along the path from u to i. LetÑ u,t denote the normalized neighborhood boundary such that
Estimating Distanced in Sparser Regime. Consider the even sparser regime where p = n −1 ln 1+κ n for some κ > 0. Let us assume that the algorithm knows the eigenvalues {λ k } k∈ [r] . Recall that r ′ ≤ r denotes the number of distinct valued eigenvalues amongst {λ k } k∈ [r] . Recall that Λ is the diagonal matrix with Λ kk = λ k , andΛ is the r × r ′ Vandermonde matrix whereΛ(a, b) = λ b−1 a . Let z ∈ R r ′ be the vector that satisfies Λ 2t+2Λ z = Λ 2 1; z always exists and is unique becauseΛ is a Vandermonde matrix, and Λ −2t 1 lies within the span of its columns. For every (u, v) ∈ [n] 2 , compute distance according tô
Results
We provide theoretical bounds for the estimation error in both sparse regimes mentioned above.
Sparse Regime. Theorem 4.1 shows that the maximum entrywise error of the collaborative filtering algorithm using distance function (6) converges to zero in the sparse regime when p = n −1+κ for some κ ∈ (0, 1 2 ).
Theorem 4.1. Let p = n −1+κ for some κ ∈ (0, 1 2 ) so that 1/κ is not an integer. Consider the estimates produced by the nearest neighbor algorithm using the distance defined in (6) for t = ⌊ ln(1/p) ln(np) ⌋ and selecting the nearest neighbor distance threshold to satisfy η = Θ(n − 1 2 (κ−ρ) ) for any ρ ∈ (0, κ). With probability 1 − o(1),
as n → ∞. Furthermore,
Sparser Regime. Theorem 4.2 shows that the maximum entrywise error of the collaborative filtering algorithm using distance function (7) converges to zero in the sparser regime when p = n −1 ln 1+κ n for some κ > 0.
Theorem 4.2. Let p = n −1 ln 1+κ n for some κ > 0. Consider the estimates produced by the nearest neighbor algorithm using the distance defined in (7) for t = ⌈ ln(0.08/p) ln(0.275np) −r ′ ⌉ and selecting the nearest neighbor distance threshold to satisfy η = Θ (ln n) − 1 2 (κ−ρ) for any ρ ∈ (0, κ). With probability 1 − o(1),
Further,
Proof of Main Results
In this section, we provide proofs for Theorems 4.1 and 4.2. Both results boil down to arguing that the distance functions as defined in (6) and (7) have certain desired properties that enable the classical "nearest neighbor" algorithm to be effective. To that end, we start with Lemma 5.1, which characterizes the error of the noisy nearest neighbor algorithm. The lemma is subsequently used to establish Theorems 4.1 and 4.2.
Analyzing Noisy Nearest Neighbors
Recall that our algorithm estimates F (u, v), i.e. f (θ u , θ v ), according to (3), which simply averages over datapoints M (u ′ , v ′ ) corresponding to tuples (u ′ , v ′ ) for which u ′ is close to u and v ′ is close to v according to the estimated distance functiond. This simple nearest neighbor averaging estimator suggests that the last step of the analysis involves choosing the threshold η to tradeoff between bias and variance. We first argue that the data-driven distance estimatesd(u, v) will concentrate around some ideal data-independent distance d(θ u , θ v ) for d : [0, 1] 2 → R + . We subsequently argue that the nearest neighbor estimate produced by (3) using d(θ u , θ v ) in place ofd(u, v) will yield a good estimate by properly choosing the threshold η to tradeoff between bias and variance. The bias will depend on the local geometry of the function f relative to the distances defined by d. The variance depends on the measure of the latent variables {θ u } u∈[n] relative to the distances defined by d, i.e. the number of observed tuples
≤ η needs to be sufficiently large. We formalize the above stated desired properties.
Property 5.1 (Good Distance). We call an ideal distance function d : [0, 1] 2 → R + to be a bias-good distance function for some bias :
Property 5.3 (Sufficient Representation). The collection of coordinate latent variables {θ
Lemma 5.1. Assume that properties 5.1-5.3 hold with probability 1 − α for some η, ∆, and η ′ = η −∆; in particular d is a bias-good distance function,d as estimated from M ′ and M ′′ is a ∆-good distance estimate for d, and {θ u } u∈[n] is meas-represented. The noisy nearest neighbor estimateF computed according to (3) satisfies
for any δ ∈ (0, 1). Furthermore, for any δ ′ ∈ (0, 1),
with probability at least
Proof of Lemma 5.1. Recall that the algorithm uses sample splitting, whered is computed using M ′ and M ′′ , and the final estimateF is computed using
Conditioned on E ′′′ , by definition ofF and by assuming properties 5.1 and 5.2, it follows that
By the Bernoulli sampling model and sample splitting process, each tuple (a, b) ∈ [n] 2 belongs to E ′′′ with probability p/2 independently. By a straightforward application of Chernoff's bound, it follows that for any δ ∈ (0, 1),
Therefore, by assuming property 5.2, it follows that with probability at least 1−exp − δ 2 p(meas(η−∆)n) 2
4
,
We add an additional α in the final MSE bound to account for the probability that properties 5.1-5.3 are violated.
To obtain the high-probability bound on the maximum entry-wise error, note that M (a, b) are independent across indices (a, b) ∈ E ′′′ as well as independent of observations in E ′ ∪E ′′ . Additionally, the model assumes that
By an application of Hoeffding's inequality for bounded, zero-mean independent variables, for any δ ′ ∈ (0, 1) it follows that assuming properties 5.1-5.3 hold,
By union bound it follows that
This completes the proof of Lemma 5.1.
Analyzing Sparse Regime: Proof of Theorem 4.1
We prove that as long as p = n −1+κ for any κ ∈ (0, 1 2 ), with high probability, properties 5.1-5.3 hold for an appropriately chosen function d, and for distance estimatesd computed according to (6) with t = ⌊ ln(1/p) ln(np) ⌋. We subsequently use Lemma 5.1 to conclude Theorem 4.1. The most involved part in the proof is establishing that property 5.2 holds with high probability for an appropriately chosen ∆, which is delegated to Lemma 5.2.
Good distance d and Property 5.1. We start by defining the ideal distance d as follows. For all
We want to show that there exists bias :
where (a) follows from assuming that |q k (θ)| ≤ B for all k ∈ [r] and θ ∈ [0, 1]. In summary, property 5.1 is satisfied for distance function d defined according to (13) and bias(η) = 2B|λ r | −t √ rη.
Good distance estimated and Property 5.2. We state the following Lemma whose proof is delegated to Section 6.
with probability at least 1 − O n 2 exp − Θ(n min(ρ,κ(t− 1 2 )) ) .
Lemma 5.2 implies that property 5.2 holds with probability 1 − o(1) for some ∆ = Θ(n −(κ−ρ)/2 ) and any ρ ∈ (0, κ). The distance error bound ∆ is minimized by choosing ρ arbitrarily close to 0 so that ∆ can be arbitrarily close to Θ(n −κ/2 ) = Θ((pn) −1/2 ). Sufficient representation and Property 5.3. Since f is L-Lipschitz, the distance d as defined in (13) is bounded above by the squared ℓ 2 distance:
We assumed that the latent parameters {θ u } u∈[n] are sampled i.i.d. uniformly over [0, 1]. Therefore, for any θ u ∈ [0, 1], for any v ∈ [n] and η ′ > 0,
Let us define
for all η ′ ∈ (0, |λ 1 | 2t L 2 ). By an application of Chernoff's bound and a simple majorization argument, it follows that for all η ′ ∈ (0, |λ 1 | 2t L 2 ) and δ ∈ (0, 1),
By using union bound over all n indices, it follows that for any η ′ ∈ (0, |λ 1 | 2t L 2 ), with probability at least 1 − n exp − δ 2 (n−1)
, property 5.3 is satisfied with meas as defined in (17) .
Concluding Proof of Theorem 4.1. In summary, with probability at least 1 − α for
properties 5.1-5.3 are satisfied for the estimated computed from (6) with t = ⌊ ln(1/p) ln(np) ⌋, and the choices of
for any η > 0, ρ ∈ (0, κ), δ ∈ (0, 1) and η ′ = η − ∆ ∈ (0, |λ 1 | 2t L 2 ). By substituting the expressions for bias, meas, and α into Lemma 5.1, it follows that
Additionally, for any δ ′ ∈ (0, 1),
By selecting η = Θ n − 1 2 (κ−ρ) with a large enough constant, it follows that η ± ∆ = Θ(η) = Θ(∆),
By substituting this choice of η and δ = 1 2 into (19), it follows that
By choosing δ ′ = n −κ/2 , it follows that δ ′ = O( √ η) and δ ′2 pn 2 η = Ω(n). Therefore, by substituting into (20) , it follows that with probability 1 − o (1),
This completes the proof of Theorem 4.1.
Analyzing Sparser Regime: Proof of Theorem 4.2
Similar to the proof of Theorem 4.1, we prove that as long as p = log n 1+κ n for any κ > 0, with high probability, properties 5.1-5.3 are satisfied for an appropriately chosen function d and for distance estimatesd computed according to (7) with t = ⌈ ln(n) ln(pn) − (r ′ + 1)⌉. We subsequently use Lemma 5.1 to conclude Theorem 4.2. The most involved part in the proof is establishing that property 5.2 holds with high probability for an appropriately chosen ∆, which is delegated to Lemma 5.3.
For
where (a) follows from assuming that |q k (θ)| ≤ B for all k ∈ [r] and θ ∈ [0, 1]. It follows that for any
In summary, property 5.1 is satisfied for distance d defined in (23) with bias :
Good distance estimationd and Property 5.2. We state the following Lemma whose proof is delegated to Section 6.
Lemma 5.3. Assume that p = n −1 ln 1+κ n for some κ > 0. Considerd as computed in (7) with
For any ρ ∈ (0, κ),
with probability at least 1 − O n 2 exp(−Θ((ln n) 1+ρ )) .
Therefore, property 5.2 is satisfied with probability 1 − o(1) for some ∆ = Θ (ln n) − 1
for any ρ ∈ (0, κ).
Sufficient representation and Property 5.3. Since f is L-Lipschitz, the distance d as defined in (13) is bounded above by squared ℓ 2 distance:
Note that the only difference in (16) and (25) is the constant L 2 |λ 1 | 2t versus L 2 . It follows by a similar argument that with probability at least 1 − n exp − δ 2 (n−1)
, for any η ′ ∈ (0, L 2 ),
Concluding Proof of Theorem 4.2. In summary, with probability at least 1 − α for
properties 5.1-5.3 are satisfied for the estimated computed from (7) with t = ⌈ ln(0.08/p) ln(0.275np) − r ′ ⌉, and the choices of
for any η > 0, ρ ∈ (0, κ), δ ∈ (0, 1) and η ′ = η − ∆ ∈ (0, L 2 ). By substituting the expressions for bias, meas, and α into Lemma 5.1, it follows that
By selecting η = Θ ln 1+ρ n np 1/2 = Θ (ln n) − 1 2 (κ−ρ) with a large enough constant, it follows that η ± ∆ = Θ(η) = Θ(∆),
By substituting this choice of η and δ = 1 2 into (27) it follows that
By choosing δ ′ = log −κ/2 n, it follows that δ ′ = O( √ η) and δ ′2 pn 2 η = ω( √ n). Therefore, by substituting into (28) , it follows that with probability 1 − o(1),
This completes the proof of Theorem 4.2.
Proving distance estimates are close
This section is dedicated to establishing that the distance estimates (6) and (7) are good approximations of the desired ideal distances as claimed in the statements of Lemmas 5.2 and 5.3. We start by establishing key auxiliary concentration results which will lead to their proofs.
Regular enough growth of bread-first-search tree
Recall that we grow the neighborhood of each u ∈ [n] in G = ([n], E ′ ) and use associated observations in M ′ as well as M ′′ to compute the distance estimatesd. By the assumed Bernoulli sampling model, any tuple (a, b) ∈ [n] 2 is independently included in E ′ with probability p/4. Therefore, the expected number of immediate neighbors of u (not including itself) is (n − 1)p/4 ≈ np/4. The expected number of nodes at distance s ≥ 1 from a given u scales as (np/4) s . We define some necessary notation before we present the formal statement of this event. Given δ ∈ (0, 1), define
For any p = ω 1 n and p = o(1), s * (δ, p, n) = sup s ≥ 1 :
For any given δ, s * (δ, p, n) is well defined for n large enough since p = o(1).
The proof of Lemma 6.1 follows from standard argument using repeated application of Chernoff's bound and is well known in the literature in various forms. For completeness, we have included it in the Appendix. Lemma 6.1 suggests definition of events that will hold with high probability. Specifically, for any u ∈ [n] and h ≥ 1, define
We note that by event A 1 u,h (δ) we simply require that the number of nodes at distance h from a given node u ∈ [n] is nearly (np/4) h . However, it does not impose any restrictions on how the nodes are connected or the latent parameters associated with the nodes themselves.
Concentration of a Quadratic Form One
The event ∩ s+ℓ h=1 A 1 u,h (δ) implies that the size of |S u,h | grows regularly as expected. Conditioned on this event, we prove that a specific quadratic form concentrates around its mean. This will be used as the key property to eventually establish that the distance estimates are a good approximation to the ideal distances.
.
Proof. Recall that conditioning on event ∩ s+ℓ h=1 A 1 u,h (δ) simply imposes the restriction that the neighborhood of u ∈ [n] grows at a specific rate, i.e. number of nodes at distances h ≤ s + ℓ is within ((1 ± δ)np/4) h . However, this event is independent from latent parameters {θ i } i∈[n] and the realization of observations M (i, j) = Z(i, j). Consider any realization of the tree T s+ℓ u satisfying ∩ s+ℓ h=1 A 1 u,h (δ); the tree contains information regarding the depth s + ℓ neighborhood of u. Given such a realization, let F u,h for 0 ≤ h ≤ s + ℓ denote the sigma-algebra containing information about the latent parameters, edges and the values associated with T h u , i.e. the depth h BFS tree rooted at u. Specifically, F u,0 contains information about latent parameter θ u associated with u ∈ [n]; F u,s contains information about latent parameters ∪ s h=1 {θ i } i∈S u,h and all edges and observations involved in the depth h BFS tree, i.e. {M (i, j)} (i,j)∈T h u . This implies that F u,0 ⊂ F u,1 ⊂ F u,2 , etc. We shall consider a specific martingale sequence with respect to the filtration F u,h that will help establish the desired concentration of e
Note that Y u,h is measurable with respect to F u,h because e T k Λ s+ℓ−h QÑ u,h only depends on observations in T h u and latent variables associated to vertices in S u,h . We will show that Y u,h is martingale with finite mean with respect to F u,h for s
For any s + 1 ≤ h ≤ s + ℓ,
where for i ∈ S u,h , we define
By definition,
Conditioned on F u,h−1 , N u,h−1 (j) for j ∈ S u,h−1 is determined and so is θ j . However, θ i is conditionally independent random variable. Also, given the construction of the breadth-first-search tree, for any given i ∈ S u,h any of the j ∈ S u,h−1 is equally likely to be its parent with probability 1/|S u,h−1 |. Therefore, we have that X i , i ∈ S u,h are independent and
And
where we use the orthonormality of q k ′ , k ′ ∈ [r]. Therefore,
Therefore, we conclude that for i ∈ S u,h 
Therefore, it follows that
Thus, we have {(D u,h , F u,h ) : s + 1 ≤ h ≤ s + ℓ} as a martingale difference sequence with differences being uniformly bounded. Now we wish to establish its concentration. To that end, consider X i for i ∈ S u,h as defined in (35) . Its variance is bounded as
Since Var[Z] ≤ E[Z 2 ] for any Z, we can upper bound the variance expression by the second moment, additionally using the fact that I((i, j) ∈ E ′ ) only takes value 1 for a single j ∈ S u,h−1 and otherwise takes value 0,
We use the fact that
where (a) follows from the assumption that N u,h−1 has sparsity S u,h−1 and has entries bounded in [0, 1]. It follows that X i conditioned on F u,h−1 is sub-exponential with parameters
Now D u,h is sum of such X i for i ∈ S u,h which are independent of each other conditioned on F u,h−1 . Therefore, it follows that conditioned on F u,h−1 , D u,h is sub-exponential with parameters
Under event ∩ s+ℓ h=1 A 1 u,h (δ), for any realization of the breadth-first-search tree of u,
. Therefore, we can bound the sub-exponential parameters of s+ℓ h=s+1 D u,h conditioned on F u,s using the property p = ω(1/n) or np = ω(1) as
. By Azuma's concentration inequality, for 0 < x < 2((1−δ)np/4) (s+1)/2
B|λ k |(1+|λ k |)
This completes the proof of Lemma 6.2. Lemma 6.2 suggests the following high probability events: for any u ∈ [n], k ∈ [r], x > 0, s ≥ 0, ℓ ≥ 1, δ ∈ (0, 1), define
Concentration of a Quadratic Form Two
We state a useful concentration that builds on Lemma 6.2 towards establishing Lemma 5.2.
Proof. Assuming event ∩ r k=1 (A 2 u,k,0,s (x, δ) ∩ A 2 v,k,0,s+ℓ (x, δ)) holds, and using the fact that F = Q T ΛQ, it follows that
where we have used the conditioned event ∩ r k=1 (A 2 u,k,0,s (x) ∩ A 2 v,k,0,s+ℓ (x)), the model assumption that Q ∞ ≤ B, and the fact that x ≤ B((1 − δ)np/4) 1/2 for n sufficiently large. From (41), it follows that
Concentration of a Quadratic Form Three
We establish a final concentration that will lead us to the proof of good distance function property.
it holds that
Proof. We establish this result by arguing that conditioned on the event A ′ (u, v, t, ℓ)(x), the matrix M ′′ + M ′ ind is statistically very similar to a freshly sampled dataset with density p ′ . Recall that E ′ ind was constructed so that conditioned on E ′ , the set E ′ ind ∪E ′′ is distributed according to a Bernoulli(p ′ ) sampling model, where each (u, v) ∈ [n] 2 are included in E ′ ind ∪ E ′′ independently with probability p ′ . The event A ′ (u, v, t, ℓ)(x) depends on E ′ and the values M (i, j) such that (i, j)
and Z ind (i, j) is a freshly sampled observation for edge (i, j), distributed equivalently to Z(i, j).
Conditioned on E ′ and the event A ′ (u, v, t, ℓ)(x), M ′′ ind has sparsity pattern E ′′ ∪ E ′ ind , which is distributed according to a Bernoulli(p ′ ) sampling model where eaach
is independent of all observations used to computeÑ u,t andÑ v,t+ℓ . As a result, M ′′ ind (i, j) is a fresh independent signal of F (i, j), distributed according to Z(i, j).
First we will argue that
). Therefore, it follows that
By the boundedness assumption, |Z ind (i, j) − Z(i, j)| ≤ 1. Furthermore, N u,t (i)N v,t+ℓ (j) ∈ [0, 1] is only nonzero for (i, j) ∈ S u,t × S v,t+ℓ . Therefore,
Conditioned on E ′ and the event A ′ (u, v, t, ℓ)(x), the quantity above, denoted variable X, is distributed as a Binomial random variable, where each pair (i, j)
that intersect with S u,t × S v,t+ℓ must be at the last layer of T t u or T t+ℓ v . By construction, the number of edges in tree T t u at depth t is equal to |S u,t |. For sufficiently large n, by event A ′ (u, v, t, ℓ)(x), it follows that |S u,t | ≤ |S v,t+ℓ |. Therefore the random variable X is stochastically dominated by a Binomial(2|S v,t+ℓ |, p ′ ) random variable. For sufficiently large n, conditioned on E ′ and the event A ′ (u, v, t, ℓ)(x), by Chernoff's bound,
It follows that conditioned on event A ′ (u, v, t, ℓ)(x), with probability at least 1−exp −Θ p ′ (1−δ)np
Next, we prove that with high probability,
Let F(u, v, t, ℓ, x) denote all the information related to T t u and T t+ℓ v , including the node latent parameters and observations in M ′ that are associated to edges in T t u ∪ T t+ℓ v . Furthermore, let F(u, v, t, ℓ, x) be conditioned on the event that A ′ (u, v, t, ℓ)(x) holds, which is fully determined by the realization of edges and weights in T t u and T t+ℓ v . We establish concentration of N T u,t M ′′ ind N v,t+ℓ by showing that the expression can be written as a sum of independent random variables conditioned on F(u, v, t, ℓ, x),
where each term of the summation is bounded in [0, 1] due to the fact that all observed entries are bounded in [0, 1]. Let
By construction, {φ(i, j)} (i,j)∈[n] 2 are independent random variables conditioned on F(u, v, t, ℓ, x), because N u,t and N v,t+ℓ are measurable with respect to F(u, v, t, ℓ, x), and conditioned on E ′ , E ′′ ∪ E ′ ind is distributed according to the Bernoulli(p ′ ) sampling model, and the corresponding observations in M ′′ ind are constructed to be independent due to resampling observations Z ind (i, j) for
We can verify that
where inequality (a) follows from the assumption that observed entries are within [0, 1]. Therefore,
and
The last inequality follows from Lemma 6.3. By an application of Bernstein's inequality, for z ≤ 4B 2 r k=1 |λ k | 2t+ℓ+1 ,
Re-parametrizing z → z r k=1 |λ k | 2t+ℓ+1 p ′ ((1−δ)np/4) 2t+ℓ , and using the fact that conditioned on the event A ′ (u, v, t, ℓ)(x), |S u,t | and |S v,t+ℓ | are lower bounded by ((1 − δ)np/4) t and ((1 − δ)np/4) t+ℓ , we conclude that
The final step in the proof is to combine the above probability bound with the inequality stated in (42).
Define event
A 3 u,v,t,ℓ (z, δ) = 1 p ′Ñ u,t M ′′ + M ′ ind Ñ v,t+ℓ −Ñ u,t FÑ v,t+ℓ | ≤ (45) 1 (pn) 1/2 + z r k=1 |λ k | 2t+ℓ+1 p ′ ((1 − δ)np/4) 2t+ℓ .
Proof of Lemma 5.2
By statement of Lemma 5.2, we have t = ⌊ ln(1/p) ln(np) ⌋ with p = n −1+κ where 1/κ is not an integer. We wish to establish that distanced, as defined in (6) is a good proxy of distance d as defined in (13) . We shall establish this result under event A where
We shall use Lemmas 6.1, 6.2, 6.3 and 6.4 to conclude the desired result. To that end, we verify that appropriate conditions required in the statement of these Lemmas are satisfied. A crucial condition is that t + 1 ≤ s * (n, p, δ) originally imposed by Lemma 6.1. By definition of s * (n, p, δ), it is sufficient to establish that p 8
. We shall fix δ = 0.1 for the convenience through the remainder of the proof. To that end, it can be checked that φ(0.1) > 0.01. Therefore, it is sufficient to have t ≤ ln(0.08/p) ln(0.275np) < ln(8φ(0.1)/p) ln(0.275np) .
We have chosen t = ⌊ ln(1/p) ln(np) ⌋. That is, for n large enough. That is, for all n large enough, t + 1 ≤ s * (n, p, 0.1). Since 1/κ is not an integer, for some γ ∈ (0, 1)
That is,
For ρ ∈ (0, κ), we use x = n ρ/2 in statement of Lemmas 6.2, 6.3 and 6.4, and z = n ρ/2 in statement of Lemma 6.4. We need to verify condition on x and z. Note that δ, B, |λ k |, r, t are all constant with respect to n. Lemma 6.2 requires
and Lemma 6.3 requires x < B((1 − δ)np/4) 1/2 = Θ((np) 1/2 ).
Since np = n κ and x = n ρ/2 with ρ < κ, both of the above conditions are satisfied for sufficiently large n. For Lemma 6.4, we require
Therefore, for sufficiently large n, the above condition is also satisfied. Now we are ready to bound the difference between d(u, v) andd(u, v) for any u, v ∈ [n]. Recall,
Recall, that according to (6) ,
Under event A as defined in (46), by Lemmas 6.3 and 6.4,
where the last equality follows from ρ < κ ≤ 2κ(t + 1) − 1. Similarly, all other three terms on the right hand side in (49) and (50) can be bounded by same quantities. Therefore, we conclude that for any u, v ∈ [n]
To conclude the proof, we need to argue that event A holds with high enough probability. To that end, through union bound and Lemmas 6.1, 6.2, and 6.4, we have
By union bound and Lemma 6.4, we have that
where the inequality (a) follows from the choice of t, and the fact that δ and t are constant with respect to n. By union bound and Lemma 6.2, we have that P ¬A 2 (n ρ/2 , 0.1) | A 1 (0.1) ≤ O nr exp − Θ(n ρ ) .
By union bound and Lemma 6.1, we have that
In summary, (51) holds with probability 1 − O n 2 exp − Θ(n min(ρ,κ(t− 1 2 )) ) . This completes the proof of Lemma 5.2.
Concentration in The Sparser Regime
We state consequence of earlier results that will help establish Lemma 5.3. Lemma 6.5. Fix δ = 0.1, p = n −1 ln 1+κ n for some κ > 0. Let
Let ρ ∈ (0, κ). Suppose the events, ∩ r k=1 (A 2 u,k,0,t (ln (1+ρ)/2 (n), δ)∩A 2 v,k,0,t (ln (1+ρ)/2 (n), δ)),
for some constant c = c(λ 1 , λ r , λ gap , r, B), independent of n.
Proof. By choice of t, we have that
We would like to verify that t + r ′ ≤ s * (δ, p, n) for δ = 0.1. By definition of s * (n, p, δ), it is sufficient to establish that
. For δ = 0.1, it can be verified that φ(0.1) > 0.01. Therefore, it is sufficient to have
which is implied by (52). For p = n −1 ln 1+κ n, ln np = ln ln 1+κ n = (1 + κ) ln ln n. We choose ρ ∈ (0, κ), which implies ρ ∈ (0, ln(np) ln ln n − 1). Throughout the proof, we will denote x = ln (1+ρ)/2 n = ω(1). It follows that for sufficiently large n,
Next, we verify properties of z. Recall that z is a vector that satisfies Λ 2t+2Λ z = Λ 2 1. That is, for any k ∈ [r],
Therefore,
Let L be the r ′ × r ′ diagonal matrix containing only the distinct eigenvalues amongst {λ k } k∈ [r] , such that L hh denotes the h-th distinct eigenvalue. LetL denote the associated r ′ ×r ′ Vandermonde matrix containing only the distinct eigenvalues, i.e. ifL ab takes the value of the a-th distinct eigenvalue raised to the (b − 1)-th power. Note that Λ 2t+2Λ z = Λ 2 1 is satisfied whenever
is satisfied. Let us define a diagonal matrix D with D bb = |λ 1 | −(b−1) . Therefore the explicit expression for z is given by 
Using this result, we obtain
where λ gap is the minimum gap between eigenvalues only amongst the distinct eigenvalues,
Our interest is in bounding
Conditioned on events ∩ r k=1 (A 2 u,k,0,t (x, δ) ∩ A 2 v,k,0,t (x, δ)) and given that all conditions of Lemma 6.3 are satisfied, it follows that
where (a) follows from (54). Similarly, conditioned on events ∩ r k=1 ∩ r ′ ℓ=1 (A 2 u,k,t,ℓ (x, δ) ∩ A 2 v,k,t,ℓ (x, δ)) with x = ln (1+ρ)/ 2n and δ = 0.1, we have 
where (a) follows using (56) as well as the fact that np = ω(1) and hence for n sufficiently large,
In summary, we conclude
Observe that due to (53), x((1 − δ)np/4) −1/2 = o(1) and t = Θ(ln n/ ln ln n) = ω(1), hence there exists some constant c 1 = c 1 (λ 1 , λ r , λ gap , r, B), independent of n, such that
Recall that we chose t such that by (52),
= ln(0.08/(4 − p)) − ln(0.08/p) ≥ ln(0.08/(4 − p)) − (t + r ′ ) ln(0.275np).
It follows by t = Θ( ln(1/p) ln(np) ) = Θ( ln(n) ln ln n ) = ω(1) that, ln(p ′ ((1 − δ)|λ r | 2 |λ 1 | −1 np/4) 2t )
≥ ln(0.08/(4 − p)) − (t + r ′ ) ln(0.275np) + 2t(ln( (1 − δ)|λ r | 2 4|λ 1 | ) + ln np)
= t ln(np) + ln(0.08/(4 − p)) − r ′ ln(0.275np) + t 2 ln( (1 − δ)|λ r | 2 4|λ 1 | ) − ln(0.275) = Θ(t ln(np)) = Θ(ln(n)) = ω(1).
This implies that for some constant c 2 = c 2 (λ 1 , λ r , λ gap , r, B), the square of the first term in (61) satisfies
Putting everything together, we have that for some constant c = c(λ 1 , λ r , λ gap , r, B)
Replacing x = ln (1+ρ)/2 n, we obtain the desired result.
Proof of Lemma 5.3
The proof of Lemma 5.3 would follow from Lemma 6.5 and once we verify the probability of events required to hold for Lemma 6.5 to be applicable. To that end, given κ > 0 so that p = n −1 ln 1+κ n, let ρ ∈ (0, κ) be parameter of choice. We set t = ln(0.02/p) ln(1.1np) − r ′ .
Define event A where A = A 1 (0.1) ∩ A 2 (ln (1+ρ)/2 (n), 0.1) ∩ A 3 (ln (1+ρ)/2 (n), 0.1),
where A 3 (ln (1+ρ)/2 (n), 0.1) = ∩ u,v∈[n] ∩ r ′ ℓ=1 A 3 u,v,t,ℓ (ln (1+ρ)/2 (n), 0.1), A 2 (ln (1+ρ)/2 (n), 0.1) = ∩ u∈[n] ∩ k∈[r] A 2 u,k,0,t (ln (1+ρ)/2 (n), 0.1) ∩ u∈[n] ∩ k∈[r] ∩ r ′ ℓ=1 A 2 u,k,t,ℓ (ln (1+ρ)/2 (n), 0.1), A 1 (0.1) = ∩ u∈[n] ∩ t+r ′ s=1 A 1 u,s (0.1).
We shall use Lemmas 6.1, 6.2, 6.3 and 6.4 to conclude the desired result. To that end, we verify that appropriate conditions required in the statement of these Lemmas are satisfied.
To argue that A 1 (0.1) holds with high probability, we wish to apply Lemmas 6.1 which requires verifying t+r ′ ≤ s * (n, p, 0.1) which is done in proof of Lemma 6.5. To argue that A 2 (ln (1+ρ)/2 (n), 0.1) and A 3 (ln (1+ρ)/2 (n), 0.1) hold with high probability, we will utilize Lemmas 6.2, 6.3 and 6.4 with x = ln (1+ρ)/2 (n) as well as z = ln (1+ρ)/2 (n) in statement of Lemma 6.4. We need to verify condition on x and z. Lemma 6.2 requires For sufficiently large n these conditions are satisfied by our choice of x due to ρ < κ. For Lemma 6.4, we require
Now z = ln (1+ρ)/2 n and np = ln 1+κ n and since ρ < κ we have that z = o((np) 1/2 ). By the same argument as (65) in the proof of Lemma 6.5, p ′ ((1 − δ)|λ r |np/4) 2t = ω(1). As a result, the right hand side of the inequality is ω((np) ℓ/2 ), which implies that for sufficiently large n, the above condition on z is satisfied. Conditioned on event A, by Lemma 6.5 it follows immediately that for distances defined as per (23) and (7) , max u,v∈ [n] |d(θ u , θ v ) −d(u, v)|O ln − κ−ρ 2 n = O ln 1+ρ n np .
To conclude the proof, we need to argue that event A holds with high enough probability. To that end, through union bound and Lemmas 6.1, 6.2, and 6.4, we have P (¬A) ≤ P ¬A 3 (ln (1+ρ)/2 (n), 0.1) | A 1 (0.1) ∩ A 2 (ln (1+ρ)/2 (n), 0.1) + P ¬A 2 (ln (1+ρ)/2 (n), 0.1) | A 1 (0.1) + P ¬A 1 (0.1) .
By union bound and Lemma 6.4, we have that P ¬A 3 (ln (1+ρ)/2 (n), 0.1) | A 1 (0.1) ∩ A 2 (ln (1+ρ)/2 (n), 0.1) (70)
By the choice of t to satisfy (52), it follows that p(0.275np) t+r ′ ≥ 0.08. Therefore,
where we used the fact that δ, |λ r |, r ′ are all constants, while t = ω(1) and np = ω(1). By union bound and Lemma 6.2, we have that P ¬A 2 (ln (1+ρ)/2 (n), 0.1) | A 1 (0.1) ≤ O nrr ′ exp − Θ(ln 1+ρ n) .
By union bound and Lemma 6.1, we have that P ¬A 1 (0.1) ≤ O n exp − Θ(ln 1+κ n) .
In summary, the desired claim holds with probability 1 − O n 2 exp − Θ((ln n) 1+ρ ) . This completes the proof of Lemma 5.3.
Conclusion
In this paper, we studied the statistical property of an iterative variant of the classical collaborative filtering algorithm in the presence of sparse observations. For the setting of symmetric matrix estimation, we established that as long as the fraction of entries observed at random scale as log 1+κ n for any fixed κ > 0, the estimation error with respect to max-norm decays to 0 as n → ∞ assuming the underlying matrix of interest has constant rank r.
A Proof of Extra Lemmas
Lemma A.1. We use two simple inequalities to argue when a summation is dominated by the single largest term. For any ρ ≥ 2, Recall the definitions of φ and s * ,
For any given δ, s * (δ, p, n) is well defined for n large enough since p = o(1). Event A 1 u,s (δ) is defined as It follows that for t + ℓ ≤ s * (δ, p, n),
Proof. By definition, s ≤ s * (δ, p, n) implies that 
