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PARABOLIC AND NEAR-PARABOLIC RENORMALIZATION FOR
LOCAL DEGREE THREE
FEI YANG
Abstract. The invariant class under parabolic and near-parabolic renormalization
constructed by Inou and Shishikura has proved extremely useful in recent years. It
leads to several important progresses on the dynamics of certain holomorphic maps
with a local degree two. In this paper, we give an invariant class under the parabolic
renormalization which consists of unicritical holomorphic maps with local degree
three. As potential applications, some results of the cubic unicritical polynomials,
for example, the existence of unicritical cubic Julia sets with positive measure, the
regularity and the self-similarity of the boundaries of the cubic Siegel disks, and the
local connectivity of the cubic Multibrot set at some infinitely satellite renormalizable
points etc, can be obtained similarly as in the quadratic case.
1. Introduction
Let f(z) be a non-linear holomorphic function defined in a neighborhood of z0 ∈ C
and suppose that z0 is a fixed point of f . The number f
′(z0) is called the multiplier
of z0. If f
′(z0) is a root of the unity, then z0 is called a parabolic fixed point of f .
In particular, z0 is called 1-parabolic if f
′(z0) = 1 and it is called non-degenerate if
f ′′(z0) 6= 0 further. The parabolic basin of z0 is defined as
Basin(z0) = {z : {f ◦n}∞n=0 converges uniformly to z0 in a neighborhood of z}.
The dynamical behavior in the parabolic basin is simple but it may become compli-
cated once a perturbation on the map f has been made. The main tools to analyze
such complicated phenomena are Fatou coordinates and horn maps, which were devel-
oped by Douady-Hubbard [DH84, DH85], Lavaurs [Lav89] and Inou-Shishikura [IS08].
Moreover, the best known estimate on the Fatou coordinates was given in [Che13].
The definitions of parabolic and near-parabolic renormalization were introduced
firstly in [Shi98], where the Hausdorff dimension of some quadratic Julia sets and the
Mandelbrot set was studied. Near-parabolic renormalization is also called cylinder
renormalization, which was introduced by Yampolsky in the study of analytic cir-
cle homeomorphisms with one critical point [Yam03]. In [Shi98], an invariant class
under the parabolic renormalization was given. However, in order to iterate the near-
parabolic renormalization infinitely many times, the class defined in [Shi98] cannot
serve for the purpose anymore. In 2008, Inou and Shishikura introduced an infinite-
dimensional class of complex analytic transformations near parabolic maps, which is
invariant under the operator of the near-parabolic renormalization [IS08].
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2 FEI YANG
Each map in the Inou-Shishikura’s class is a holomorphic germ, having exactly one
critical point and one critical value. Moreover, the critical point is simple (i.e. with
local degree two). This invariant class has led to many important progresses on the
dynamics of quadratic polynomials. We will mention them in a moment. Therefore, in
order to study the dynamics of unicritical polynomials with higher degrees, a natural
problem is to extend Inou-Shishikura’s class to higher degrees. Our main goal in this
paper is to do this for the cubic unicritical case.
1.1. The invariant class and the main results. The most difficult and important
point among the extension of Inou-Shishikura’s results to higher degrees is to define
new invariant classes (especially the choice of the domains of definitions). Therefore,
before stating our main results, we first introduce a class as in the following:
Definition (The class F1). Let P (z) = z(1 + 2
√
5
3
z + z2)2. Then P : C → C has a
parabolic fixed point at 0 and four critical points − 1√
5
(with local degree three) and
c± = −
√
5
3
± 2
3
i with P (c+) = P (c−) = 0 and P (− 1√5) = − 64225√5 . Let V be a domain
of C containing 0 and define1
F1 =
{
f = P ◦ ϕ−1 : ϕ(V )→ C
∣∣∣∣ ϕ : V → C is univalent, ϕ(0) = 0, ϕ′(0) = 1and ϕ has a quasiconformal extension to C
}
.
If f ∈ F1, then 0 is a 1-parabolic fixed point of f . If − 1√5 ∈ V , then cpf := ϕ(− 1√5)
is a critical point of f with local degree three and − 64
225
√
5
is a critical value of f .
We now state the main results of this paper. For the definitions of parabolic renor-
malization R0, near-parabolic renormalization R and the renormalization Rα in the
fiber direction, see §2. The reader is also recommended to consult [Shi98], [Shi00] and
[IS08] for a more detailed and comprehensive description on these concepts.
Theorem 1.1 (Invariance of F1). There exist a Jordan domain V containing 0 and
− 1√
5
with a smooth boundary and an open set V ′ containing V such that F1 satisfies
the following:
(a) ∀f ∈ F1, f ′′(0) is uniformly bounded and uniformly away from zero and the
critical point cpf is contained in Basin(0).
(b) R0(F1) ⊂ F1. Namely, for f ∈ F1, the parabolic renomalization R0f is well-
defined so that R0f = P ◦ψ−1 ∈ F1. Moreover, ψ extends to a univalent function
from V ′ to C.
(c) R0 is holomorphic in the following sense: Suppose that a family fλ = P ◦ ϕ−1λ
is given by a holomorphic function ϕλ(z) in two variables (λ, z) ∈ Λ × V , where
Λ is a complex manifold. Then the parabolic renormalization can be written as
R0fλ = P ◦ ψ−1λ with ψλ(z) holomorphic in (λ, z) ∈ Λ× V ′.
1We need to find a polynomial with a 1-parabolic fixed point at 0 whose immediate parabolic basin
contains exactly one critical point with local degree three and all other critical points are mapped onto
the origin. It is easy to prove that any real polynomial does not satisfy this property (A polynomial is
called real if its coefficients and critical points are all real). Note that the polynomial P we introduce
here is not a real polynomial since not all critical points of P lie on the real axis. There maybe exist
several other choices. But the P we choose here is monic and has symmetric dynamical properties
about the real axis.
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This theorem is central in this paper and the explicit definition of V and V ′ will
be given in §3.1 (see also Figure 2). The requirement that V ⊂ V ′ is important.
This means that the new domain of definition for ψ is strictly larger than that of the
original ϕ. Comparing the above theorem with the Main Theorem 1 in [IS08], one
may find that the statement on another class F0 does not appear here. In fact, we
have a corresponding statement but there exist some differences (see Proposition 3.3).
Corollary 1.2 (Contraction). There exists a one to one correspondence between F1
and the Teichmu¨ller space of CrV . Let d(·, ·) be the distance on F1 induced from the
Teichmu¨ller distance. Then R0 is a uniform contraction:
d(R0(f),R0(g)) ≤ λ d(f, g) for f, g ∈ F1,
where λ = e−2pimod(V
′rV ) < 1. The convergence with respect to d implies the uniform
convergence on compact sets (but not vice versa).
The contraction has been proved by Inou and Shishikura in [IS08, §6] for their class
(Main Theorem 2 in their paper) by using Royden-Gardiner’s non-expanding theo-
rem on Teichmu¨ller distance. However, the proof is “almost” unrelated to the specific
class F1. The sufficient requirement is V ⊂ V ′, which is stated in Theorem 1.1 (The
requirement that the normalized univalent map ϕ : V → C has a quasiconformal
extension to C in the proof is included in the definition of F1). Therefore, the con-
traction in Corollary 1.2 can be seen as a direct corollary of Theorem 1.1 (by following
Inou-Shishikura’s proof).
Definition. For α∗ > 0, we denote I(α∗) = (−α∗, α∗)r {0} and
A(α∗) = {α ∈ C | 0 < |α| < α∗, | argα| < pi/4 or | arg(−α)| < pi/4}.
Let
e2piiA(α∗) ×F1 = {e2piiαh(z) |α ∈ A(α∗) and h ∈ F1}.
The distance on this space is defined as d(f, g) = d
(
f
f ′(0) ,
g
g′(0)
)
+ |f ′(0)− g′(0)|, where
d on the right hand of the equation is the distance appeared in Corollary 1.2.
For any f(z) = e2piiαh(z) ∈ e2piiA(α∗)×F1, by using a completely similar argument of
the continuity of horn maps as in [IS08, § 7], the near-parabolic renormalization R(f)
of f can be defined if α∗ is small enough. Moreover, the renormalization operator R
can be expressed as a skew product R : (α, h) 7→ (−1/α,Rαh), where Rα is called
fiber renormalization (see §2 for details).
Let α ∈ (0, 1)rQ be an irrational number which has a continued fraction expansion
α = [0; a1, a2, · · · ] = 1/(a1 + 1/(a2 + 1/ · · · )). For a positive integer N , let Irrat≥N be
the set of irrational numbers such that the continued fraction expansion has coefficients
an ≥ N for all n ≥ 1. By Theorem 1.1, the following corollary is a parallel result of
the Main Theorem 3 in [IS08].
Corollary 1.3 (Invariance under fiber renormalization). There exists α∗ > 0 such
that if α ∈ A(α∗), then Rα can be defined in F1 such that (b) and (c) of Theorem 1.1
hold for Rα. Moreover Rα is a uniform contraction as in Corollary 1.2.
There exists N ≥ 2 such that if f(z) = e2piiαh(z) with h ∈ F1 and α ∈ Irrat≥N ,
then the sequence {R◦n(f)}n∈N can be defined and they all belong to e2pii I(α∗) ×F1.
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1.2. Some applications and potential developments. The construction of the
Inou-Shishikura’s invariant class aims to study the dynamics of holomorphic maps,
especially the quadratic polynomials (some unicritical entire functions can be also
applied). As the first remarkable application of Inou-Shishikura’s class, Buff and
Che´ritat proved the existence of quadratic polynomials with positive area Julia sets
and one of the important ingredients of the proof is based on the good control of
the post-critical set [BC12]. This method was used by Cheraghi to obtain also a fine
control on the post-critical set in [Che10] and [Che13], where he proved that the post-
critical set has Lebesgue measure zero if the rotation number of the indifferent fixed
point of the quadratic polynomial is of high type.
As a consequence of Corollary 1.3, by using a completely similar argument of the
proof of [IS08, Corollary 4.2] (see [IS08, §7]), one can obtain a control of the post-
critical points of the map e2piiαh(z) with h ∈ F1 and α ∈ Irrat≥N in the following
Corollary 1.4 if N is large enough. Let f(z) = e2piiαh(z) be a map such that h ∈ F1
and α ∈ Irrat≥N .
Corollary 1.4. There exists N such that the critical point of f can be iterated infinitely
many times. Moreover there exists an infinite sequence of periodic orbits to which the
critical orbit does not accumulate.
The same conclusion holds for the cubic unicritical polynomial f(z) = e2piiα(z +√
3z2 + z3) provided that α ∈ Irrat≥N and α itself is sufficiently small. Hence the
critical orbit is not dense in the Julia set of f .
Note that f(z) = e2piiα(z +
√
3z2 + z3) is a cubic polynomial and z = −1/√3 is
a critical point of f with local degree three. Although z 7→ z + √3z2 + z3 is not
contained in F1, but the first parabolic renormalization R0(z +
√
3z2 + z3) is. In
particular, R0(z +
√
3z2 + z3) is contained in FP2 , which is a subclass of F1 (see
Proposition 3.3). Then, for sufficiently small α, one has Rα(z +
√
3z2 + z3) ∈ F1.
Cheraghi developed several elaborate analytic techniques and carried out a quantita-
tive analysis of the Inou-Shishikuras renormalization scheme in [Che10] and [Che13].
In the past few years, these techniques led to some of the recent major progresses
on the dynamics of quadratic polynomials. For example, the statistical properties
of the dynamics of certain quadratic polynomials was characterised in [AC12], the
Marmi-Moussa-Yoccoz conjecture for rotation numbers of high type has been proved
in [CC15], the Feigenbaum Julia sets with positive area (which is very different from
the examples in [BC12]) have been found in [AL15], the local connectivity of the Man-
delbrot set at some infinitely satellite renormalizable points was proved in [CS15], and
the regularity of the boundaries of the high type quadratic Siegel disks has just been
announced in [SY16], etc.
As one potential application of the class F1, it is likely that one can prove the
existence of Julia sets with positive area for cubic unicritical polynomials by following
Buff and Che´ritat. We also believe that the techniques developed by Cheraghi in
[Che10] and [Che13] on Inou-Shishikura’s class can be transplanted to the class F1
without any difficulty. Therefore, the local connectivity of the cubic Multibrot set at
some infinitely satellite renormalizable points can be obtained by following Cheraghi
and Shishikura, etc.
Recently, Che´ritat extended the parabolic and near-parabolic theory to all finite de-
grees with several critical points and with only one critical value in [Che´14]. However,
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in some sense, the classes found in [Che´14] are smaller than Inou-Shishikura’s class.
Specifically, in the case of degree two, the “structure” of the Inou-Shishikura’s class
is the restriction of the “structure” of Che´ritat’s class. For more detailed description
on the “structure”, see §4 or [Che´14, §1]. In particular, the class F1 in this paper is
larger than that of Che´ritat. Hence our results can be applied to more holomorphic
maps.
For the proof of Theorem 1.1, we will adapt the method of Inou-Shishikura and
follow the framework of their paper since we also need to do lots of calculations and
numerical estimations. Compared to [IS08], the main difficulty in the calculation is
related to the domain V ′ introduced in Theorem 1.1: it does not have nice boundaries.
More differences between the proofs of Theorem 1.1 and [IS08, Main Theorem 1] can be
founded as one gets into the details in §3. We need to check a number of inequalities,
and about 70 of them were verified by the help of the computer. These inequalities are
either evaluated at explicit values, or about the maximums or minimums of elementary
functions on closed intervals. The software we chose in this paper was Mathematica
9.0. See [Yan16] for actual calculations. Although our calculation in this paper only
works for the cubic case, the reader is also encouraged to work on the higher degrees
in the similar way, especially the idea may work for higher odd degrees.
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and providing several pictures in this paper. The author is also very grateful to Davoud
Cheraghi for kind suggestions, substantial modifications and great encouragements.
Hiroyuki Inou gave me some suggestions on the numerical calculations in this paper,
to whom I am very thankful. This work was supported by the NSFC, the NSF of
Jiangsu Province and the program of CSC. The author also wants to express his
gratitude to the Institut de Mathe´matiques de Toulouse for its hospitality during his
visit in 2014/2015 where and when the first version of this paper was written.
Notations. We use N,Z,Q,R and C to denote the set of all natural numbers, integers,
rational numbers, real numbers and complex numbers, respectively. The Riemann
sphere, the upper (below) half plane and the unit disk are denoted by Ĉ = C ∪ {∞},
H± = {z ∈ C : ± Im z > 0} and D = {z ∈ C : |z| < 1} respectively. A disk is denoted
by D(a, r) = {z ∈ C : |z − a| < r} and D(a, r) is its closure. We use C∗ = C r {0},
D∗ = D r {0} and R± to denote the punched complex plane, punched unit disk and
the positive (negative) real line respectively. We use dX(·, ·) to denote the Poincare´
distance on the hyperbolic Riemann surface X and DX(a, r) = {z ∈ X : dX(z, a) < r}
denotes the hyperbolic disk in X. For a function f(z), we denote f ?(z) = f(z). For
a complex number z 6= 0, arg z and log z denote a suitably chosen branch of the
argument and logarithm respectively. For a complex number a 6= 0 and a set Z ⊂ C,
we denote aZ = {az : z ∈ Z}.
2. Parabolic fixed points and their bifurcation
In this section, we review the definitions and theories of Fatou coordinates, horn
maps, parabolic renormalization and near-parabolic renormalization etc. For their
proofs and more details, see [Shi98, Shi00] and [IS08]. The reader who is familiar with
the theories and notations can skip this section safely.
2.1. Fatou coordinates and horn maps. Let f(z) = z + a2z
2 + O(z3) be a holo-
morphic function with a2 6= 0. Then f has a non-degenerated 1-parabolic fixed point
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at the origin. After a coordinate change w = − 1
a2z
, the parabolic fixed point 0 moves
to∞ and the dynamics of f in this new coordinate is F (w) = w+ 1 + b1
w
+O( 1
w2
) near
∞, where b1 ∈ C is a constant2 depending on f .
Theorem 2.1 (and the definitions of Fatou coordinates and horn map). For a suf-
ficiently large L > 0, there are univalent maps Φattr = Φattr,F : {w : Rew − L >
−|Imw|} → C and Φrep = Φrep,F : {w : Rew + L < |Imw|} → C such that
Φs(F (w)) = Φs(w) + 1 (s = attr, rep)
holds in the region where both sides are defined. These two maps Φattr and Φrep are
unique up to an additive constant. They are called the attracting and repelling Fatou
coordinates respectively.
In the region V± = {w : ± Imw > |Rew| + L}, both Fatou coordinates are defined.
The horn map EF on Φrep(V±) is defined as
EF = Φattr ◦ Φ−1rep.
There exists a more larger L′ > 0 such that EF extends holomorphically to {z : |Im z| ≥
L′} and satisfies EF (z+1) = EF (z)+1. Moreover, there are constants cupper and clower
such that
EF (z)− z → cupper as Im z → +∞ and EF (z)− z → clower as Im z → −∞,
and clower − cupper = 2piib1.
Since the Fatou coordinates are unique up to an additive constant, it is convenient
to make a normalization for them. In this paper, the attracting Fatou coordinate is
normalized by Φattr(cp) = 0 for a special critical point cp. For the repelling Fatou
coordinate, we normalize it such that cupper = 0, i.e.
EF (z) = z + o(1) as Im z → +∞.
We need to consider a sequence of functions converging to a limiting function and
sometimes we will use the term that a function is “close” to another. Hence the
definition of a neighborhood of a function is needed.
Definition (Neighborhood of a function). For a give function f , its domain of defini-
tion is denoted by Dom(f). A neighborhood of f is
N = N (f ;K, ε) = {g : Dom(g)→ Ĉ |K ⊂ Dom(g) and supz∈KdĈ(g(z), f(z)) < ε},
where dĈ denotes the spherical distance, K is a compact set contained in Dom(f) and
ε > 0. A sequence {fn} is called converges to f uniformly on compact sets if for any
neighborhood N of f , there exists n0 > 0 such that fn ∈ N for all n ≥ n0.
The horn map constructed by means of f  Ef is continuous and holomorphic. For
the continuity, roughly speaking, if f is a function with a non-degenerate 1-parabolic
fixed point at 0 and suppose that N is a neighborhood of the horn map Ef , there
exists a neighborhood N ′ of f such that if g ∈ N ′ with a non-degenerate 1-parabolic
fixed point at 0, then Eg ∈ N . See [IS08, Theorem 1.3] for the statement and [Shi00]
for the proof.
2 If f(z) = z + a2z
2 + a3z
3 + higher order terms with a2 6= 0, then an easy calculation shows that
b1 = 1− a3a22 . This constant is called the iterative residue of f .
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2.2. Parabolic renormalization and near-parabolic renormalization. Let f0
be a holomorphic function with a non-degenerate 1-parabolic fixed point at z = 0. We
consider the perturbation f which is close to f0 in a neighborhood of 0. Note that 0 is
a solution of f(z) = z with multiplicity 2. Then f has two fixed points (counted with
multiplicity) near the origin. After a coordinate transformation, we suppose that one
of the fixed point of f is still at 0 and with multiplier e2piiα. The perturbation is always
assumed to be in the direction | argα| < pi
4
or | arg(−α)| < pi
4
since the complicated and
interesting bifurcation phenomena appears only in these cases. The latter case can be
reduced to the former by a complex conjugacy, i.e. one can consider f ?(z) = f(z).
Therefore, we consider the perturbation f having the form:
f(z) = e2piiαz +O(z2) with small α and | argα| < pi
4
. (2.1)
Let σ(f) be the other fixed point of f near 0. The proof of following theorem can be
found in [Shi98] and [Shi00] and the statement can be found in [IS08].
Theorem 2.2 (and the definition of Fatou coordinates and horn maps for the per-
turbed maps). Suppose that f0 has a non-degenerate 1-parabolic fixed point at z = 0.
Then there exists a neighborhood N = N (f0;K, ε) ( 0 should be contained in intK)
such that if f ∈ N satisfies (2.1), then the fundamental regions Sattr,f and Srep,f
exist. The Fatou coordinates Φattr,f and Φrep,f are defined in a neighborhood of
Sattr,f r {0, σ(f)} and Srep,f r {0, σ(f)}. The horn map Ef can be defined simi-
larly as in Theorem 2.1. After a suitable normalization, Φattr,f , Φrep,f and Ef depend
continuously and holomorphically on f .
Based on these preparations, we can now define the parabolic renormalization and
near-parabolic renormalization.
Definition (Parabolic renormalization). Denote Exp](z) = e2piiz and Exp[(z) = e−2piiz.
They both map C/Z isomorphically onto C∗. Suppose that f has a non-degenerate
1-parabolic fixed point at 0. Its parabolic renormalization is defined as
R0f = R]0f = Exp] ◦ Ef ◦ (Exp])−1,
where Ef is the horn map of f , defined in Theorem 2.1 and normalized as Ef (z) =
z + o(1) as Im z → +∞. Then R0f extends holomorphically to 0 and R0f(0) = 0,
(R0f)′(0) = 1. So R0f has again a 1-parabolic fixed point at 0.
The parabolic renormalization for lower end is defined as
R[0f = cExp[ ◦ Ef ◦ (Exp[)−1,
where c ∈ C∗ is chosen such that (R[0f)′(0) = 1.
Definition (Near-parabolic renormalization). Suppose that f(z) = e2piiαz + O(z2)
with α 6= 0 and has fundamental domains stated in Theorem 2.2 (The number α is
supposed to be small and | arg α| < pi
4
). Let
χf (z) = z − 1
α(f)
on C/Z.
The near-parabolic renormalization (or cylinder renormalization) of f is defined by
Rf = R]f = Exp] ◦ χf ◦ Ef ◦ (Exp])−1.
Then Rf extends holomorphically to 0 and Rf(0) = 0, (Rf)′(0) = e−2pii 1α .
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For α with | arg(−α)| < pi
4
, the above construction can be applied to f ?(z) = f(z)
and define Rf = R]f = Exp] ◦ χf? ◦Ef? ◦ (Exp])−1. For the lower end, define R[f in
terms of replacing Exp] by Exp[ in the definition of R]f .
Any irrational number α ∈ RrQ can be written as an accelerated continued fraction
(which is modified) of the form:
α = a0 +
ε0
a1 +
ε1
a2 +
ε2
. . .
, where an ∈ Z, εn = ± 1 (n = 0, 1, 2, . . .), an ≥ 2 (n ≥ 1).
Let a(x) be the closest integer to x ∈ R (a convention: a(m+ 1
2
) = m for m ∈ Z) and
T (x) = a( 1|x|) =
1
|x| . Then αn ∈ (−12 , 12), an and εn are determined by
a0 = a(α), α0 = α− a0, ε0 = signα0;
an+1 = a(
1
|αn|), αn+1 = T (αn), εn = −signαn.
(2.2)
Successive renormalization. Let f(z) = e2piiαz +O(z2) with α ∈ R r Q as above.
The successive renormalization of f is defined as
f0(z) = f(z) and fn+1(z) =
{Rfn(z) (αn > 0)
Rf ?n(z) (αn < 0)
(n ≥ 0), (2.3)
where fn(z) = e
2piiαnz + O(z2) with αn defined by (2.2). In general, it is not known
that (2.3) is well defined or not. The second part in Corollary 1.3 gives an affirmative
answer to this question.
Definition (Fiber renormalization). Writing f as f(z) = e2piiαh(z), where h(0) = 0
and h′(0) = 1, we then identify f with the pair (α, h). The near-parabolic renormal-
ization can be expressed as a skew product:
R : (α, h) 7→ (T (α),Rαh),
where Rα is the renormalization in fiber direction defined by
Rαh =
{
Exp] ◦ E(e2piiαh) ◦ (Exp])−1 if α ∈ (0, 12 ]
Exp] ◦ E(e−2piiαh)? ◦ (Exp])−1 if α ∈ (−12 , 0).
By the continuity of the horn maps, we have Rαh→ R0h if | argα| < pi4 and α→ 0
(or Rαh → R0h? if | arg(−α)| < pi4 and α → 0). Therefore, this requires us to study
the limiting case: the parabolic renormalization R0. This indicates the importance of
Theorem 1.1.
3. Proof of Theorem 1.1
The main goal in this paper is to prove (b) of Theorem 1.1, i.e. to find ψ such that
R0f = Ψ0 ◦ Ef ◦ Ψ−10 = P ◦ ψ−1, where Ψ0(z) = cExp](z) for some constant c ∈ C∗.
For the strategy about how to find ψ in the Inou-Shishikura’s case, see the first two
paragraphs in [IS08, §5.A]. We will adapt their main strategy and work it in details
in the following subsections.
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3.1. Outline of the proof. Inou and Shishikura introduced a notion “subcover” in
[IS08], which was used to analyze the covering properties of the maps in their class. The
map P (z) = z(1+ 2
√
5
3
z+z2)2 we introduced in the introduction has more complicated
covering properties than z 7→ z(1 + z)2 defined in [IS08] since not all critical points of
P are on the real line. Therefore, in order to analyze the covering properties, we first
need to give some preparations. Recall that c± = −
√
5
3
± 2
3
i are two critical points of
P satisfying P (c+) = P (c−) = 0 and R− = (−∞, 0) is the negative real line.
Definition (`±, γ± and U±). We define two closed half-lines starting from c± with
slope ∓3+
√
5
2
:
`± : y ∓ 2
3
= ∓3 +
√
5
2
(
x+
√
5
3
)
, where x ≤ −
√
5
3
.
There exists a unique unbounded component γ+ of P
−1(R−) such that its closure
γ+ = γ+ ∪ {c+} is tangent to `+ at c+ and `+ ∩ γ+ = {c+}. Moreover, `+ ∪ γ+ ⊂ H+.
We use U+ ⊂ H+ to denote the unbounded open domain bounding by `+ ∪ γ+ (see
Figure 1 and Lemma 3.16).
Let γ− = {z | z ∈ γ+} be the complex conjugacy of γ+. Then γ− is a component
of P−1(R−) such that its closure γ− is tangent to `− at c− and `− ∩ γ− = {c−}. Let
U− ⊂ H− be the reflection of U+ about the real axis. Then U− is the unbounded
open domain bounding by `− ∪ γ−. The half lines `+ and `− lie very close to the
curves γ+ and γ− respectively in the spherical metric (see Figure 8 and §3.5). Denote
Υ := Cr (U+ ∪ U−).
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`+
γ+
`− γ−
c+
c−
`+
γ+
U+
c+
0
Figure 1: Left: The black curves ejecting from c± are smooth curves γ± and half lines `±, where
γ+ and γ− are two components of P−1(R−) and `± are tangent to γ± at c± respectively. The
light gray part is the Julia set of P ; Right: The zoom of the left picture near `+ ∪ γ+ and the
region U+ is marked.
Figure 1: L ft: The black curves ejecting from c± are smooth curves γ± and half lines
`±, where γ+ and γ− are two components of P−1(R−) and `± are tangent to γ± at c±
respectively. The ligh gray part is the Julia set of P ; Righ : The zoom of the lef
picture near `+ ∪ γ+ and the region U+ is marked.
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Definition (Classes F̂0, F˜0 and F0). We define three classes of maps:
F̂0 =
{
f = P ◦ ϕ−1 ∣∣ ϕ : Υ→ C is a normalized univalent mapping} ;
F˜0 =
{
f = P ◦ ϕ−1 ∣∣ ϕ : Cr (γ+ ∪ γ−)→ C is a normalized univalent mapping} ;
F0 =
f : Dom(f)→ C
∣∣∣∣∣∣∣∣
0 ∈ Dom(f) open ⊂ C, f is holomorphic in Dom(f),
f(0) = 0, f ′(0) = 1, f : Dom(f)r {0} → C∗ is a
branched covering map with a unique critical value
cvf , all critical points are of local degree 3
 .
Here a univalent mapping is called normalized if ϕ(0) = 0 and ϕ′(0) = 1. Obviously
F˜0 ⊂ F̂0, F˜0 ⊂ F0 and the cubic polynomial z 7→ z +
√
3z2 + z3 belongs to F0.
We will describe the covering properties of the maps in F˜0 and F0 and establish a
relation between these two classes in §3.33. The idea is that the maps can regarded as
a (partial) branched covering over the ranges and they have similar covering structures
when the maps restrict on certain “sheets”.
In [IS08], Inou and Shishikura established a connection between z 7→ z(1 + z)2 and
a map with a parabolic fixed point at the infinity. In particular, they constructed
a Riemann mapping from the outside of the closed unit disk onto C r (−∞,−1].
However, we need to construct a Riemann mapping from CrD onto a double slitted
complex plane. We cannot obtain the formula of a Riemann mapping defined from
C r D onto C r (γ+ ∪ γ−) since γ+ and γ− are not “nice” boundaries. Instead, we
use the complex plane deleted by two half lines `+ ∪ `− to replace the range of the
Riemann mapping.
Proposition 3.1. Define
ψ1,2(z) =
µ
zσ
(
z2
2− σ +
1
σ
)
+ ν,
where
σ =
2
pi
arctan
3 +
√
5
2
, µ =
σ(σ − 2)
3
√
2
1− cos(σpi) e
σpii
2 and ν = 1− 2
√
5
3
.
Then ψ1,2 is a conformal mapping from the upper half plane H+ onto C r (`+ ∪ `−).
Moreover, ψ1,2 sends the boundary points −1, 0, 1,∞ to c+,∞, c−,∞ respectively and
ψ1,2 maps the upper half imaginary axis {yi : y > 0} onto the real line.
The proof of Proposition 3.1 will be given in §3.4. The tool is Schwarz-Christoffel
formula. According to Carathe´odory, the Riemann mapping ψ1,2 : H+ → Cr (`+∪`−)
can be extended continuously to a surjection ψ1,2 : H+ ∪ R→ Ĉ.
Definition (Some intermediate mappings and the mapping Q). Let κi = ψ−11,2(0) be
the preimage of 0 under ψ1,2 which lies on the upper half imaginary axis, i.e. κ > 0.
3There is a difference between our case and Inou-Shishikura’s. In their setting, if f ∈ F0 (with local
degree 2 in their definition) is not a quadratic polynomial, then f can be written as z(1 + z)2 ◦ ϕ−1,
where ϕ : Cr (−∞,−1]→ Dom(f) is a normalized univalent map. However, in our case, because of
the complexity of the covering properties of the maps in F0, we cannot guarantee that f ∈ F0 can
be written as P ◦ ϕ−1 with ϕ : C r (γ+ ∪ γ−) → Dom(f) a normalized univalent map if f is not a
cubic polynomial. See §3.3 for more details.
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Define
ψ1,1(z) = κi
z − 1
z + 1
, ψ1(z) = ψ1,2 ◦ ψ1,1(z), ψ0(z) = −τ
z
and
Q(z) = ψ−10 ◦ P ◦ ψ1(z), (3.1)
where τ is the unique number such that Q has a 1-parabolic fixed point at ∞. The
conformal mapping ψ1,1 maps the outsider of the closed unit disk onto the upper half
plane H+ and maps its closure Ĉ \ D isomorphically onto H+ ∪ R. This means that
the map ψ1 and hence Q are defined only in Ĉ \ D. This is a difference between our
setting and Inou-Shishikura’s4. The full expression of Q can be obtained of course.
But it is fairly long.
The floating point values of κ (+ 2.2142 . . .) and τ (+ 2.1647 . . .) will be calculated
in Lemmas 3.18 and 3.19 respectively.
Definition (V ′ = UPη and U
Q
η ). Let η > 0 and cvP = − 64225√5 (which is a critical value
of P ) and define
V ′ = UPη = P
−1(D(0, |cvP |e2piη))r ((U+ ∪ U−)
∪
(
the components of P−1
(
D(0, |cvP |e−2piη)
)
containing c+ and c−
))
.
See Figure 2. Let UQη = ψ
−1
1 (U
P
η ) ⊂ Ĉ r D.
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c+
c−
0− 1√
5
UP0.4 V 0
V ′ = UP3.1
c+
c+
Figure 2: Left: UPη for η = 0.4 (this η was chosen such that the deleted regions around c+ and
c− are visible); Middle: UPη for η = 3.1 and V . The outer boundary of UP3.1 looks like a round
circle with radius about 32.6; Right: Successive zoom of UP3.1 near c+ and the widths of the
squares are 2 and 0.00024 respectively.
Figure 2: Left: UPη for η = 0.4 (this η was chosen such that the deleted regions around
c+ and c− are visible); Middle: UPη for η = 3.1 and V . The outer boundary of U
P
3.1
looks like a round circle with radius about 32.6; Right: Successive zoom of UP3.1 near
c+ and the widths of the squares are 2 and 0.00024 respectively.
4Actually, Q can be defined in a more larger domain Ĉ r {eiθ : θ ∈ [0, pi]}. The reason is that ψ1,2
is holomorphic in Ĉ r [−∞, 0] and ψ−11,1([−∞, 0]) = {eiθ : θ ∈ [0, pi]} (see the right picture in Figure
8). Sometimes we will use this fact to estimate the modulus of Q on the circles which intersects with
the unit circle.
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Definition (Ellipse E and V ). Let xE = −0.053, aE = 1.057, bE = 1.029 and define
E =
{
x+ yi ∈ C :
(
x− xE
aE
)2
+
(
y
bE
)2
≤ 1
}
.
In Lemma 3.21 (b) we will prove D ⊂ intE. Then we can define V := ψ1(Ĉ r E).
Proposition 3.2 (Relation between V and V ′). Let η = 3.1. Then we have
Ĉ r intE ⊂ UQη ⊂ ψ−11 (Υ) ⊂ Ĉ r D.
Therefore, one has
V ⊂ V ′ = UPη ⊂ Υ = Ĉ r (U+ ∪ U−).
The proof of this proposition will be given in §3.5 and the key ingredient is to prove
that ψ−11 (U+ ∪ U−) is contained in the interior of the ellipse E. The constant η = 3.1
and the ellipse E will be used throughout this paper. The reason we choose η = 3.1
can be first observed by (3.62*).
Definition (Classes FP2 and FQ1 ). From now on, we use FP1 to denote F1. We define
two more classes of maps:
FP2 =
{
f = P ◦ ϕ−1 ∣∣ ϕ : V ′ → C is a normalized univalent mapping} ; and
FQ1 =
{
F = Q ◦ ϕ−1
∣∣∣∣ ϕ : Ĉ r E → Ĉ r {0} is a normalized univalent mappingand has a quasiconformal extension to Ĉ
}
.
Here a univalent mapping is called normalized if ϕ(∞) = ∞ and limz→∞ ϕ(z)z = 1
when ∞ is in the domain.
Proposition 3.3 (Relation between FP1 , FP2 , FQ1 , F̂0 and F˜0). The following relation
holds:
F˜0 ⊂ F̂0 ⊂ FP2 ⊂ FP1 ∼= FQ1 .
It is formulated more precisely as follows:
(a) There is a natural injection F˜0 ↪→ F̂0 ↪→ FP2 ↪→ FP1 , defined by the restriction of
ϕ to Υ, V ′ and V respectively for f = P ◦ ϕ−1 ∈ F˜0.
(b) There exists a one to one correspondence between FP1 and FQ1 , defined by
FP1 3 f = P ◦ ϕ−1 7→ F =ψ0 ◦ f ◦ ψ−10
=ψ−10 ◦ P ◦ ψ1 ◦ ψ−11 ◦ ϕ−1 ◦ ψ0 = Q ◦ ϕˆ−1 ∈ FQ1 ,
with the correspondence ϕ 7→ ϕˆ = ψ−10 ◦ ϕ ◦ ψ1. In this case, if ϕˆ(ζ) = ζ + c0 +
O(1
ζ
) near ∞, then f ′′(0) = 2(b0 − c0)/τ , where τ and b0 are constants defined in
Lemmas 3.19 and 3.25 respectively.
The proof of this proposition will be given in §3.4. The value of b0 (+ 7.3476 . . .) is
defined and calculated in Lemma 3.25. By Proposition 3.3 (b) and Lemma 3.28 (a),
we have∣∣∣∣f ′′(0)− 2(b0 − 0.053)τ
∣∣∣∣ = 2 |c0 − 0.053|τ ≤ 2× 2.086τ (+ 1.9272 . . .). (3.2*)
On the other hand, by a direct calculation, we have
2(b0 − 0.053)
τ
(+ 6.7393 . . .). (3.3*)
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Therefore, we have |f ′′(0)−6.74| ≤ 1.93 and the first part of Theorem 1.1 (a) is proved.
In order to proof Theorem 1.1 (b), it is sufficient to prove that if F = Q◦ϕ−1 ∈ FQ1 ,
then the parabolic renormalization R0F belongs to FP2 . In the following, we suppose
that F = Q◦ϕ−1 ∈ FQ1 . Then ϕ : ĈrE → Ĉr{0} is a normalized univalent mapping.
As in [IS08], we now define a Riemann surface X such that one can lift F−1 = ϕ◦Q−1
to a single-valued branch on X.
Definition (Riemann surface X). Let cv = cvQ =
225
√
5 τ
64
(+ 17.0178 . . .) (which is a
critical value of Q, see Lemma 3.20), R = 100 and ρ = 0.05. We define four “sheets”
by
X1± = {z ∈ C : ± Im z ≥ 0, |z| > ρ and pi5 < ± arg(z − cv) ≤ pi},
X2± = {z ∈ C : z 6∈ R−, ± Im z ≥ 0, ρ < |z| < R and pi5 < ± arg(z − cv) ≤ pi}.
These “sheets” are considered as in the different copies of C and we use pii± : Xi± → C
(i = 1, 2) to denote the natural projection. The Riemann surface X is constructed
as follows: X1+ and X1− are glued along negative real axis, X1+ and X2− are glued
along positive real axis and X1− and X2+ are also glued along positive real axis. The
projection piX : X → C is defined as piX = pii± on Xi± and the complex structure of
X is given by the projection. See Figure 3.Parabolic and near-parabolic renormalization for degree three 15
 
X1+
X1−
cvρ
X
X2+
X2−
cvρ
R
Y1+
Y1−
Y2+
Y2−
E
Y
cp
Figure 3: Riemann surfaces X (left) and domain Y (right).Figure 3: Riemann surfaces X (left) and domain Y (right).
Proposition 3.4 (Lists of Q and ϕ to X). There exists an open subset Y ⊂ Cr (E ∪
R+) with the following properties:
(a) There exists an isomorphism Q˜ : Y → X such that piX ◦ Q˜ = Q on Y and
Q˜−1(z) = piX(z)− b0 + o(1) as z ∈ X and piX(z)→∞;
(b) The normalized univalent map ϕ restricted to Y can be lifted to a univalent holo-
morphic map ϕ˜ : Y → X such that piX ◦ ϕ˜ = ϕ on Y .
This proposition will be proved in §3.8.
Definition. Define g = ϕ˜ ◦ Q˜−1 : X → X. We have the following Figure 4.
Proposition 3.5 (Repelling Fatou coordinate on X). The map g satisfies F ◦ piX ◦
g = piX . There exists an injective holomorphic mapping Φ˜rep : X → C such that
Φ˜rep(g(z)) = Φ˜rep(z) − 1. Moreover, in {z : Re z < −R}, Φ˜rep ◦ pi−1X is a repelling
Fatou coordinate for F = Q ◦ ϕ−1.
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ϕ Q
YpiX(X) piX(X)
X X
piX piX
ϕ˜ Q˜
g = ϕ˜ ◦ Q˜−1
F = Q ◦ ϕ−1
Figure 4: The commutative diagram about the maps Q, ϕ and their lifts Q˜, ϕ˜.Figure 4: The commutative diagram about the maps Q, ϕ and their lifts Q˜, ϕ˜.
This proposition will be proved in §3.10.
Definition. For z0 ∈ C and θ > 0, we denote V(z0, θ) = {z : z 6= z0, | arg(z−z0)| < θ},
V(z0, θ) = the closure of V(z0, θ). Define
W1 = V(cv, 7pi10 )rV(F (cv),
3pi
10
)
= {z : | arg(z − cv)| < 7pi
10
and | arg(z − F (cv))− pi| < 7pi
10
}.
We will prove in Lemma 3.33 that ReF (cv) > 19 > cv and hence W1 is connected.
Finally, let u0 = 7.8/ cos(
pi
5
) and R1 = 82.
Proposition 3.6 (Attracting Fatou coordinate and the shape of D1).
(a) The map F maps the sector V(u0, 7pi10 ) into itself and V(u0,
7pi
10
) is contained in
Basin(∞). There exists an attracting Fatou coordinate Φattr : V(u0, 7pi10 ) → C
such that Φattr(F (z)) = Φattr(z)+1 and Φattr(cv) = 1. Moreover, Φattr is injective
in V(u0, 7pi10 ) and the image Φattr(V(u0,
7pi
10
)) contains {z : Re z > 1}.
(b) There are domains D1, D
]
1, D
[
1 ⊂ W1 (⊂ V(u0, 7pi10 )) such that
Φattr(D1) = {z : 1 < Re z < 2, −η < Im z < η} and D1 ⊂ D(cv, R1);
Φattr(D
]
1) = {z : 1 < Re z < 2, Im z > η} and D]1 ⊂ {z : pi5 < arg(z − cv) < 7pi10};
Φattr(D
[
1) = {z : 1 < Re z < 2, Im z < −η} and
D[1 ⊂ {z : −7pi10 < arg(z − cv) < −pi5}.
This proposition will be proved in §3.11. The number η in this proposition can
be replaced by any number between 3.1 and 5.4 while using the same R1 = 82 (see
(3.62*) and (3.63*)). The above (a) implies that cv and cpF = ϕ(cpQ) are contained in
Basin(∞), which is the second half part of Theorem 1.1 (a). After adding a constant,
we normalize Φ˜rep such that Φ˜rep(z)−Φattr(piX(z))→ 0 when z ∈ X, piX(z) ∈ D]1 and
Im piX(z)→ +∞.
Proposition 3.7 (Domains around the critical point). There exist disjoint Jordan
domains D0, D
′
0, D
′′
0 , D−1, D
′′′
−1, D
′′′′
−1 and a domain D
]
0 such that
(a) the closures D0, D
′
0, D
′′
0, D−1, D
′′′
−1, D
′′′′
−1 and D
]
0 are contained in Image(ϕ) =
Dom(F );
(b) F (D0) = F (D
′
0) = F (D
′′
0) = D1, F (D−1) = F (D
′′′
−1) = F (D
′′′′
−1) = D0 and
F (D]0) = D
]
1;
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(c) F is injective on each of these domains;
(d) cpF = ϕ(cpQ) ∈ D0 ∩D′0 ∩D′′0 ∩D−1 ∩D′′′−1 ∩D′′′′−1, D0 ∩D1 6= ∅, D]0 ∩D]1 6= ∅
and D−1 ∩D]0 6= ∅;
(e) D0 ∪ D′0 ∪ D′′0 ∪ D−1 ∪ D′′′−1 ∪ D′′′′−1 r {cv} ⊂ piX(X2+) ∪ piX(X2−) = D(0, R) r
(D(0, ρ) ∪ R− ∪ V(cv, pi5 )) and D
]
0 ⊂ piX(X1+).
This proposition will be proved in §3.12. The main work there is to prove (D0 ∪
D
′
0 ∪D′′0 ∪D−1 ∪D′′′−1 ∪D′′′′−1) ∩ R− = ∅. See Figure 5 for the shape of these domains
in the case of ϕ = id.
Proposition 3.8 (Relating EF to P ). The parabolic renormalization R0F belongs to
the class FP2 (possibly after a linear conjugacy). In fact, if we regard D0, D′0, D′′0 ,
D′′′−1, D
′′′′
−1, D
]
0 as subsets of X1+ ∪X1− ⊂ X and let
U = the interior of
∞⋃
n=0
gn(D0 ∪D′0 ∪D′′0 ∪D′′′−1 ∪D′′′′−1 ∪D]0).
Then there exists a surjective holomorphic mapping Ψ1 : U → UPη r {0} = V ′ r {0}
such that
(a) P ◦ Ψ1 = Ψ0 ◦ Φ˜attr on U , where Ψ0 : C → C∗, Ψ0(z) = cvP e2piiz = cvP Exp](z),
and Φ˜attr : U → C is the natural extension of the attracting Fatou coordinate to
U ;
(b) Ψ1(z) = Ψ1(z
′) if and only if z′ = gn(z) or z = gn(z′) for some integer n ≥ 0;
(c) ψ = Ψ0 ◦ Φ˜rep ◦Ψ−11 : V ′ r {0} → C∗ is well-defined and extends to a normalized
univalent function on V ′;
(d) on ψ(V ′ r {0}), the following holds
P ◦ ψ−1 = P ◦Ψ1 ◦ Φ˜−1rep ◦Ψ−10 = Ψ0 ◦ Φ˜attr ◦ Φ˜−1rep ◦Ψ−10 = Ψ0 ◦ EF ◦Ψ−10 ;
(e) the holomorphic dependence holds as in Theorem 1.1 (c).
This proposition will be proved in §3.13. The map Ψ1 is defined by choosing an
appropriate branch of P−1 ◦ Ψ0 ◦ Φ˜attr on each domain D−n = gn(D0) etc. After
proving the consistency of Ψ1 (compare Figure 5 and Figure 6), we define
R0F = P ◦ ψ−1 ∈ FP2 for F = Q ◦ ϕ−1 ∈ FQ1 (' FP1 ).
Then (b) and (c) in Theorem 1.1 hold since FP2 ↪→ FP1 by Proposition 3.3. This
concludes the proof of Theorem 1.1.
3.2. Some useful lemmas. We prepare some useful lemmas in this section. For the
proofs of Lemma 3.9 to Theorem 3.12, see [IS08, §5.B].
Lemma 3.9. (a) If a, b ∈ C and |a| > |b|, then | arg(a+ b)− arg a| ≤ arcsin
(
|b|
|a|
)
. In
particular, if |b| < 1, then | arg(1 + b)| ≤ arcsin |b|.
(b) If 0 ≤ x ≤ 1
2
, then arcsin x ≤ pi
3
x.
Lemma 3.10. Let e1 = 1.043, e0 = −0.053 = xE, e−1 = 0.014 and define
ζ(w) = e1w + e0 +
e−1
w
.
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D
Figure 5: Domains D1, D0, D
]
1 etc. for F = Q (i.e., ϕ = id). The inverse images were denoted
by D−n = gn(D0), D′−n = gn(D′0), D′′−n = gn(D′′0), D′′′−n = gn−1(D′′′−1), D′′′′−n = gn−1(D′′′′−1),
D]−n = gn(D
]
0), and their projection by piX were drawn. We deleted the preimages of the unit
disk since Q has no definition in D. In order to see the details, η = 1.5 was chosen in this figure.
Figure 5: Domains D1, D0, D
]
1 etc. for F = Q (i.e. ϕ = id). The inverse images
are denoted by D−n = gn(D0), D′−n = g
n(D′0), D
′′
−n = g
n(D′′0), D
′′′
−n = g
n−1(D′′′−1),
D′′′′−n = g
n−1(D′′′′−1), D
]
−n = g
n(D]0), and their projections by piX are drawn. We delete
the preimages of the unit disk since Q has no definition in D. In order to see the
details, η = 1.5 is chosen in this figure.
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D′′ D′′′′ D′ D′′′ D′′ D′′′′ D′ D′′′ D′′ D′′′′ D′ D′′′
D D D
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U
c+
c−
U ′
U ′′′′
U ′′′
U ′′
0
cpP
V ′ = UPη
cvP
0
−→P
Range(P )
Figure 6: Domain UPη and its log lift (the inverse image of cvP Exp
]). Note that these pictures
are just topologically correct but not conformally precise. We choose η = 0.4 here such that the
details are visible.
Figure 6: Domain UPη and its log lift (the inverse image of cvP Exp
]). Note that these
pictures are just topologically correct but not conformally precise. We choose η = 0.4
here such that the details are visible.
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Then ζ is a conformal map from C r D onto C r E, and sends {w : |w| = r} onto
∂Er, where Er = {x + yi ∈ C :
(
x−e0
aE(r)
)2
+
(
y
bE(r)
)2
≤ 1} with aE(r) = e1r + e−1r and
bE(r) = e1r− e−1r . For r = 1, we have aE(1) = aE, bE(1) = bE and E1 = E, which are
defined in the last subsection.
Lemma 3.11. (a) If Re (ze−iθ) > t > 0 with θ ∈ R, then
1
z
∈ D
(
e−iθ
2t
,
1
2t
)
;
(b) If H = {z : Re (ze−iθ) > t} and z0 ∈ H with u = Re (z0e−iθ)− t, then
DH(z0, s(r)) = D
(
z0 +
2ur2eiθ
1− r2 ,
2ur
1− r2
)
,
where the right hand side is an Euclidean disk and s(r) = dD(0, r) = log
1+r
1−r .
Theorem 3.12 (A general estimate on Fatou coordinate). Let Ω be a disk or a half
plane and f : Ω→ C a holomorphic function with f(z) 6= z. Suppose f has a univalent
Fatou coordinate Φ : Ω→ C, i.e. Φ(f(z)) = Φ(z) + 1 when z, f(z) ∈ Ω. If z ∈ Ω and
f(z) ∈ Ω, then∣∣∣∣log Φ′(z) + log(f(z)− z)− 12 log f ′(z)
∣∣∣∣ ≤ log cosh dΩ(z, f(z))2 = 12 log 11− r2 ,
where r is a real number such that 0 ≤ r < 1 and dD(0, r) = dΩ(z, f(z)).
The following lemma was claimed in the proof of [IS08, Lemma 5.31 (b)]. We include
a detailed proof here by following the idea of Inou and Shishikura.
Lemma 3.13. Let f : U → C be a holomorphic map with non-vanishing derivative
which is defined on the domain U ⊂ C and let [z1, z2] ⊂ U be a non-degenerate closed
segment. If θ and θ′ are two real numbers such that θ < arg f ′(z) < θ′ ≤ θ + pi on
[z1, z2], then
θ < arg
f(z2)− f(z1)
z2 − z1 < θ
′.
Proof. Since z1 6= z2 and [z1, z2] ⊂ U , we have
f(z2)− f(z1)
z2 − z1 =
1
z2 − z1
∫ 1
0
d
dt
f(z1 + t(z1 − z1))dt =
∫ 1
0
f ′(z1 + t(z2 − z1))dt. (3.4)
Define f1(z) = e
−iθ− ipi
2 f(z). Then arg f ′1(z) = −θ − pi2 + arg f ′(z) ∈ (−pi2 , pi2 ). Hence
Re f ′1(z) > 0. By (3.4), we have
Re
(
f1(z2)− f1(z1)
z2 − z1
)
= Re
(
e−iθ−
ipi
2 · f(z2)− f(z1)
z2 − z1
)
> 0.
This is equivalent to
θ = −pi
2
−
(
−θ − pi
2
)
< arg
f(z2)− f(z1)
z2 − z1 <
pi
2
−
(
−θ − pi
2
)
= θ + pi.
Similarly, after applying (3.4) to f2(z) = e
−iθ′+ ipi
2 f(z), one has
θ′ − pi < arg f(z2)− f(z1)
z2 − z1 < θ
′.
The two inequalities above conclude this lemma. 
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Lemma 3.14. Let a = α+ βi ∈ C∗ and r > 0 such that ∣∣|a| − 1∣∣ < r < |a|+ 1. Then
∂D ∩ ∂D(a, r) = {a+ reiθ1 , a+ reiθ2}, where θ1 := θ1(a, r) and θ2 := θ2(a, r) satisfy
cos θ{1,2} =
αA∓ |β|√|a|2 − A2
|a|2 , sin θ{1,2} =
β2A± α|β|√|a|2 − A2
β|a|2
and A =
1− |a|2 − r2
2r
.
In particular, if β = 0, i.e. a ∈ Rr {0}, then
cos θ{1,2} =
A
a
and sin θ{1,2} = ±
√
a2 − A2
a
.
Proof. Consider the following equations:{ |z| = 1
|z − a| = r i.e.
{
zz = 1
zz − az − az + |a|2 = r2,
we have 2 Re (az) = 1 + |a|2 − r2. Let z = a+ reiθ ∈ ∂D(a, r). Then
2 Re (az) = 2 Re (|a|2 + r a eiθ) = 2 |a|2 + 2 r(α cos θ + β sin θ) = 1 + |a|2 − r2.
Therefore,
α cos θ + β sin θ =
1− |a|2 − r2
2r
= A.
Combining cos2 θ + sin2 θ = 1, one can obtain θ1 and θ2 as stated in the lemma. It is
easy to check that |a|2 − A2 > 0 if and only if ∣∣|a| − 1∣∣ < r < |a| + 1. The proof is
complete. 
Computer Checked Inequalities, Maximum and Minimum. Since the formula
of Q is difficult to deal with by hand (see (3.1) and Lemma 3.25), we need the computer
to help us to check some inequalities and calculate the maximum and minimum on
the closed intervals. In the following, the inequalities checked by the computer are
marked by the star “*” in the equation numbers. As in [IS08], the approximate values
are indicated as x+ 0.1234 . . ., which means that x ∈ (0.1234, 0.1235).
List of constants. We give the list of the constants that will be used in this paper in
Table 1. The column “Locations” in the table indicates the place where the constants
appear first or where the explicit definitions of the constants are given.
3.3. Covering property of f ∈ F0 and P as a partial covering. Let f ∈ F0
and suppose that the critical point cv = cvf of f is contained in R−. We denote
Γa = (cv, 0), Γb = (−∞, cv], Γc = (0,+∞) ⊂ R. Define Cslit = C r ({0} ∪ Γb ∪ Γc)
and recall that H± = {z : ± Im z > 0} denote the upper and lower half planes.
The description of the covering properties of f ∈ F0 in the following is inspired
by [IS08, §5.C]. Since Cslit is simply connected and contains no critical values, the
preimage f−1(Cslit) consists of several connected components Ui, where i ∈ I and
I is an index set which is equal to N or {1, 2, . . . , n}. Each of these components is
mapped isomorphically onto Cslit by f . Denote Ui± = f−1(H±)∩Ui, γai = f−1(Γa)∩Ui,
γbi± = f−1(Γb)∩U i± and γci± = f−1(Γc)∩U i±, where the closures are taken in Dom(f).
See left picture in Figure 7.
The domain Dom(f) can be described as the union of U i’s which are glued along
γbi± and γci±. Each γbi+ is glued with some γbj− and vice versa. This is also true for
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Notations Values Locations Notations Values Locations
cp = cpQ 4.0843 . . . Lemma 3.20 σ 0.7677 . . . Prop. 3.1
cv = cvQ 17.0178 . . . Lemma 3.20 µ
−0.1204 . . .
−0.3153 . . . i Prop. 3.1
xE = e0 −0.053 §3.1 ν −0.4907 . . . Prop. 3.1
aE 1.057 §3.1 κ 2.2142 . . . Lemma 3.18
bE 1.029 §3.1 τ 2.1647 . . . Lemma 3.19
e1 1.043 Lemma 3.10 b0 7.3476 . . . Lemma 3.25
e−1 0.014 Lemma 3.10 b1 21.4270 . . . Lemma 3.25
η 3.1 §3.1 u0 9.6413 . . . §3.11
R 100 Lemma 3.24 u1 7.8 §3.11
ρ 0.05 Lemma 3.24 u2 5.4 §3.11
r1 1.25 Lemma 3.24 u3 13.7677 . . . §3.11
R1 82 §3.1 u4 11.5 §3.11
c± −
√
5
3
± 2
3
i §1 cQ± 0.6611 . . .± 0.7502 . . . i Lemma 3.20
ε1 0.0036 Lemma 3.21 r4 0.53 Lemma 3.35
ε2 0.1 Lemma 3.21 c00 0.053 Lemma 3.28
ε3 0.0056 Lemma 3.21 c01,max 2.086 Lemma 3.28
ε4 0.9 Lemma 3.22 a4 −0.24 + 0.64i Lemma 3.22
ε5 0.5 Lemma 3.22 a5 0.88 + 0.24i Lemma 3.22
ε6 0.41 Lemma 3.24 a6 0.71 + 0.89i Lemma 3.24
ε7 1 Lemma 3.24 a7 −1.45 Lemma 3.24
Table 1: List of constants and their locations.
γci±. If γbi+ is glued with γbj− and γbj+ is glued with γbk−, then γbk+ is glued with
γbi− since the critical point is of local degree 3. Because f is a homeomorphism near
0, there must exists a component, say U1 such that 0 ∈ ∂U1 and γc1+ = γc1−.
Now consider γb1+ and γb1−. If they are glued together, then f has no critical value
and this is a contradiction. Hence there must exist other two components U2 and U3
such that γb1+ = γb2−, γb2+ = γb3− and γb3+ = γb1−. Note that f−1(cv) ∩ γb1+ ∩ γb1−
is a critical point with local degree 3. We call this point the closest critical point and
denote it by cp = cpf .
Denote U123 = U1 ∪ U2 ∪ U3 ∪ γb1+ ∪ γb2+ ∪ γb3+. Then f |U123 : U123 → Cslit ∪ Γb =
Cr ({0} ∪ Γc) is a branched covering of degree 3 branched over cvf .
Example 1. Let p(z) = z +
√
3z2 + z3, Dom(p) = C r {
√
3+i
2
,
√
3−i
2
}. The critical
point and critical value of p are cp = − 1√
3
and cv = − 1
3
√
3
. In this case, U1 =
V(− 1√
3
, pi
3
)r [0,+∞), U2 = e 4pii3 U1 and U3 = e− 4pii3 U1.
Example 2. Let P (z) = z(1 + 2
√
5
3
z+ z2)2 and restricted to Dom(P ) = Cr {c+, c−}.
The critical points are cpP = − 1√5 (with local degree 3) and c± = −
√
5
3
± 2
3
i and the
critical values are cvP = P (− 1√5) = − 64225√5 and P (c+) = P (c−) = 0. It is easy to
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Figure 7: The domain Dom(f) as a Riemann surface spread over C (left) and Dom(P ) (right).i re 7: The domain Dom(f) as a Riem nn surface spread over C (left) and the
domain Dom(P ) (right).
see γa1 = (cpP , 0), γc1+ = γc1− = (0,+∞) and γb2+ = γb3− = (−∞, cpP ). The other
preimages of Γa, Γb and Γc must branch from cpP and c±. It can be checked that γa2
(resp. γa3) is a curve connecting cpP with c+ (resp. c−); γa4 and γa5 are two curves
connecting c+ and c− with two points P−1(cvP ) r {cpP} respectively. The curves
γb1+ = γb2−, γc2− = γc4+, γb4+ = γb4− and γc4− = γc2+ divide the upper half plane H+
into U1+, U2−, U4+, U4− and U2+. The curves γc3− = γc5+, γb5+ = γb5−, γc5− = γc3+
and γb3+ = γb1− divide the lower half plane H− into U3−, U5+, U5−, U3+ and U1−.
In the following, we denote γbi = γbi+ and γci = γci+ for simplicity. See right picture
in Figure 7.
After a linear conjugacy, we assume further cvf = − 64225√5 = cvP . Now we continue
the description of Dom(f) for f ∈ F0. We already have three components U1, U2 and
U3. Now we consider γc2+, γc2−, γc3+ and γc3−. If γc2+, γc2− are glued together and
γc3+, γc3− are also, after adding two preimages of 0 to U2 and U3, we will obtain a
branched covering defined from C to itself and this means that f is a cubic polynomial.
If f is not a cubic polynomial, there are following cases5:
(i) Any two of γc2+, γc2−, γc3+ and γc3− are not glued together. There must exist
four components U4, U5, U6 and U7 such that γc2− = γc4+, γc2+ = γc6−, γc3− = γc5+
and γc3+ = γc7−. The further gluings for γc4−, γc5−, γb4± and γb5± etc. depend on
particular f . See left picture in Figure 7.
(ii) γc2+ and γc2− are glued together but γc3+ and γc3− are not. There must exist
two components U5 and U7 such that γc3− = γc5+ and γc3+ = γc7−. The further gluings
for γc5− and γb5± etc. depend on particular f .
5There is only one case in [IS08] if f is not a quadratic polynomial.
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(iii) γc3+ and γc3− are glued together but γc2+ and γc2− are not. This case is similar
to case (ii). There must exist two components U4 and U6 such that γc2− = γc4+ and
γc2+ = γc6−. The further gluings for γc4− and γb4± etc. depend on particular f .
(iv) γc2− and γc3+ are glued together but γc2+ and γc3− are not. There must exist
two components U5 and U6 such that γc3− = γc5+ and γc2+ = γc6−. The further gluings
for γc5− and γb5± etc. depend on particular f .
(v) γc2+ and γc3− are glued together but γc2− and γc3+ are not. There must exist
two components U4 and U7 such that γc2− = γc4+ and γc3+ = γc7−. The further gluings
for γc4− and γb4± etc. depend on particular f .
(vi) γc2− and γc3+ are glued together and γc2+ and γc3− are also. Then Dom(f) is
homeomorphic to an infinite cylinder after adding a preimage of 0.
Proposition 3.15. The map f ∈ F0 is contained in F˜0 if and only if it has the
covering properties stated in case (i).
Proof. For case (i), although the components U4, U5, U6 and U7 for f may or may not be
distinct, but f and P have the common structure up to the half components U4+, U5+,
U6− and U7−. Denote the components and curves for P by UPi and γPai etc. as in the
right picture of Figure 7. Now we define ϕ : Cr(γ+∪γ−) = Cr(γPa4∪γPb4∪γPa5∪γPb5)→
Dom(f) by ϕ(z) = (f |Ui±)−1 ◦ P (z) on UPi± for i = 1, 2, 3, 4, 5, except on UP4− and UP5−,
where (f |U6−)−1 ◦ P and (f |U7−)−1 ◦ P are used respectively. Since the gluing relation
is the same (if the components UP4− and UP5− are denoted by UP6− and UP7− respectively),
the definition of ϕ above can be extended continuously to the boundary curves γPb1,
γPb2, γ
P
b3,γ
P
c1, γ
P
c2, γ
P
c3, γ
P
c4 and γ
P
c5. The origin is mapped to itself and − 1√5 is mapped
to the closest critical point of f by ϕ. It is easy to see ϕ is a homeomorphism in
C r (γ+ ∪ γ−) and holomorphic except the union of finite number of analytic curves.
By the removable singularity theorem, it follows that ϕ is conformal from Cr(γ+∪γ−)
onto its image. By the definition, we have f = P ◦ ϕ−1, ϕ(0) = 0 and ϕ′(0) = 1.
Therefore, we have f ∈ F˜0.
For the rest five cases (ii)-(vi), f and P only have the common structure up to two
of the half components U4+, U5+, U6− and U7−, but not all of them. Hence f cannot be
written as f = P ◦ ϕ−1 with ϕ : Cr (γ+ ∪ γ−)→ C a normalized univalent map. 
By Proposition 3.15, we know that F˜0 is a proper subset of F0r{cubic polynomials}.
This is a difference between our case and Inou-Shishikura’s. Although the maps in F0
may have various kinds of covering properties, they just differ a univalent map after
once parabolic renormalization. We will analyze this in §4.
Recall that `±, γ± and U± are sets defined at the beginning of §3.1.
Lemma 3.16. The closed curve γ+ = γ+ ∪ {c+} := γPa4 ∪ γPb4 ∪ {c+} is tangent to the
half line `+ at c+ and `+ ∩ γ+ = {c+}. Moreover, `+ r {c+} ⊂ UP4− and U+ ⊂ H+.
The similar result holds for γ−, `− and U−.
Proof. By definition, γPa4 ∪ γPb4 is a component of P−1(R−) = P−1(ΓPa ∪ ΓPb ). We first
consider the set {z : ImP (z) = 0}. Suppose that z = x+ yi, then a direct calculation
shows that ImP (z) = ϑ(x, y) = 1
9
y ϑ1(x, y) = 0, where
ϑ1(x, y) = 9y
4 − (90x2 + 48
√
5x+ 38)y2 + 45x4 + 48
√
5x3 + 114x2 + 24
√
5x+ 9.
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Note that the equation ϑ1(x, y) = 0 has 4 solutions since it can be seen as a polynomial
in terms of y with degree 4. Two of the solutions above the real axis are
y = h±(x) =
1
3
√
45x2 + 24
√
5x+ 19± 2 ∣∣3x+√5∣∣√45x2 + 18√5x+ 14.
On the one hand, one can check that the figure {(x, h−(x)) : x ∈ R} of the function
y = h−(x) is equal to γPc2 ∪ γPa2 ∪ γPb1 ∪ {c+} since h−(x) has two non-derivable points.
On the other hand, note that h−(x) ≤ h+(x) and the figure {(x, h+(x)) : x ∈ R} of the
function y = h+(x) is just the boundary of U4+ since h+(x) has only one non-derivable
point at −
√
5
3
. Therefore, we have γPa4 ∪ γPb4 ∪ {c+} = {(x, h+(x)) : x ≤ −
√
5
3
}. Then,
by a straightforward calculation, the left derivative of y = h+(x) at x = −
√
5
3
is
(h+)
′
−
(− √5
3
)
= −3+
√
5
2
,
which is the slope of the half line `+. Therefore, γ+ = γ
P
a4 ∪ γPb4 ∪ {c+} is tangent to
`+ at c+.
We now prove that `+r{c+} ⊂ UP4−. Then `+∩γ+ = {c+} and U+ ⊂ H+ are direct
corollaries. Note that it is sufficient to prove that P (`+r{c+}) ⊂ H−, or equivalently,
ImP (`+r{c+}) < 0. For x < −
√
5
3
, the imaginary part of P (`+r{c+}) can be written
as a function with variable x as ϑ(x, `+(x)) =
1
9
`+(x)ϑ1(x, `+(x)), where
ϑ1(x, `+(x)) = −32
(
x+
√
5
3
)3 (
3(13 + 9
√
5)x+ 9 + 17
√
5
)
.
Note that
3(13 + 9
√
5) · (−
√
5
3
) + 9 + 17
√
5 = 4(
√
5− 9) < 0.
Hence ϑ1(x, `+(x)) is negative on (−∞,−
√
5
3
). Note that `+(x) > 0 if x < −
√
5
3
.
Therefore, ImP (`+ r {c+}) = 19 `+(x)ϑ1(x, `+(x)) < 0 and `+ r {c+} ⊂ UP4−. The
proof is complete. 
3.4. Passing from P to Q. In order to construct a Riemann mapping from the
upper half plane onto a double slitted complex plane, we need the following Schwarz-
Christoffel formula.
Lemma 3.17 (Schwarz-Christoffel formula for a half-plane, [DT02, p. 10, Theorem
2.1]). Let D be the interior of a polygon having vertices w1, . . . , wn and interior angles
α1pi, . . . , αnpi in counterclockwise order. Let f be any conformal map from the upper
half-plane H+ onto D with f(∞) = wn. Then
f(z) = µ
∫ z n−1∏
k=1
(ζ − zk)αk−1dζ + ν
for some complex constants µ and ν, where wk = f(zk) for k = 1, . . . , n− 1.
Proof of Proposition 3.1. We want to find a Riemann mapping ψ1,2 sending the upper
half plane H+ onto the double slitted plane C r (`+ ∪ `−). Since C r (`+ ∪ `−) is
symmetric about the real axis, we can specify the preimages of c± and ∞ in Table 2.
Note that
∑n
k=1 αk = 2 and n = 4. By Lemma 3.17, the map ψ1,2 can be written as
ψ1,2(z) = µ
∫ z
(ζ + 1)(ζ − 1)ζ−σ−1dζ + ν = µ
zσ
(
z2
2− σ +
1
σ
)
+ ν.
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No. (k) Vertices (wk) Angles (αk) Preimages (zk)
1 c+ 2 −1
2 ∞ −σ 0
3 c− 2 +1
4 ∞ −(2− σ) ∞
Table 2: The information for constructing Riemann mapping from H+ to Cr(`+∪`−),
where σ = 2
pi
arctan 3+
√
5
2
is defined in Proposition 3.1.
Solving the following equations{
ψ1,2(+1) = c−
ψ1,2(−1) = c+ i.e.
{
µ
(
1
2−σ +
1
σ
)
+ ν = c−
µ
(
1
2−σ +
1
σ
)
e−σpii + ν = c+,
we have
µ =
σ(σ − 2)
3
√
2
1− cos(σpi) e
σpii
2 and ν = 1− 2
√
5
3
, where σ =
2
pi
arctan
3 +
√
5
2
.
This ends the proof of Proposition 3.1. 
Lemma 3.18. The point κi = ψ−11,2(0) (+ 2.2142 . . . i) is the solution of
z2 +
ν(2− σ)
µ
zσ +
2− σ
σ
= 0. (3.5)
Proof. By Proposition 3.1, we know that ψ−11,2(0) is a number contained in the upper
half imaginary axis. The equation (3.5) is obtained by simplifying ψ1,2(z) = 0 and the
root
κi = ψ−11,2(0) (+ 2.2142 . . . i) (3.6*)
of (3.5) can be calculated easily by a computer. 
Lemma 3.19. The constant τ appeared in the definition of Q in (3.1) is calculated by
τ = −2(κ2 + 1) · µ
(κi)σ
=
2νσ(2− σ)(κ2 + 1)
2− σ(κ2 + 1) (+ 2.1647 . . .). (3.7*)
Proof. Consider the conjugacy Q̂(z) = ψ0 ◦Q ◦ ψ−10 , where ψ0(z) = − τz . Therefore
Q̂(z) = P ◦ ψ1,2 ◦ ψ1,1 ◦ ψ−10 (z) = P ◦ ψ1,2 ◦ ψ˜1,1(z), (3.8)
where
ψ˜1,1(z) = ψ1,1 ◦ ψ−10 (z) = κi
τ + z
τ − z .
Then we have
Q̂′(z) = P ′(ψ1,2 ◦ ψ˜1,1(z)) · ψ′1,2(ψ˜1,1(z)) · ψ˜′1,1(z). (3.9)
Since Q has a 1-parabolic fixed point at ∞, then Q̂(z) has a 1-parabolic fixed point
at the origin. Note that ψ˜1,1(0) = κi and ψ1,2(κi) = 0. Therefore, we have
Q̂′(0) = P ′(0) · ψ′1,2(κi) · ψ˜′1,1(0) = ψ′1,2(κi) · ψ˜′1,1(0) = 1.
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By a direct calculation, we have
ψ′1,2(z) =
µ
z1+σ
(z2 − 1) and ψ˜′1,1(z) =
2τκi
(τ − z)2 . (3.10)
Therefore, we have
Q̂′(0) =
µ
(κi)1+σ
(−κ2 − 1) · 2κi
τ
= −2(κ
2 + 1)
τ
· µ
(κi)σ
= 1.
By Lemma 3.18, we have
µ
(κi)σ
=
νσ(2− σ)
σ(κ2 + 1)− 2 .
This means that
τ = −2(κ2 + 1) · µ
(κi)σ
=
2νσ(2− σ)(κ2 + 1)
2− σ(κ2 + 1) . 
Lemma 3.20. The map Q has only one critical point
cp := ψ−11 (− 1√5) (+ 4.0843 . . .) (3.11*)
in Ĉ r D and four critical points6
cQ± := ψ
−1
1 (c±)(+ 0.6611 . . .± 0.7502 . . . i) (3.12*)
and ±1 on the boundary of Ĉ r D. Moreover, the critical value of Q is
cv := Q(cp) = 225
√
5 τ
64
(+ 17.0178 . . .). (3.13*)
Proof. The values of cp and cQ± can be calculated as in Lemma 3.18. By the definition
in §3.1, we have Q(z) = ψ−10 ◦ P ◦ ψ1(z). Hence the critical value of Q is equal to the
critical value of P after post-compositing ψ−10 . It was known that the critical value
(besides the origin) of P is − 64
225
√
5
and ψ−10 (z) = − τz . Therefore, the critical value of
Q is cv := Q(cp) = 225
√
5 τ
64
. 
Remark. The mapping relation of some important points under Q = ψ−10 ◦ P ◦ ψ1 =
ψ−10 ◦ P ◦ ψ1,2 ◦ ψ1,1 are
1
ψ1,17−→ 0 ψ1,27−→ ∞ P7−→ ∞ ψ
−1
07−→ 0; − 1 ψ1,17−→ ∞ ψ1,27−→ ∞ P7−→ ∞ ψ
−1
07−→ 0;
cQ±
ψ1,17−→ ∓ 1 ψ1,27−→ c± P7−→ 0 ψ
−1
07−→ ∞; cp ψ17−→ − 1√
5
P7−→ − 64
225
√
5
ψ−107−→ cv.
(3.14)
Definition. Define UQi± = ψ−11 (UPi±), ΓQa = ψ−10 (ΓPa ), γQai = ψ−11 (γPai) etc. Then ΓQa =
(cv,+∞), ΓQb = (0, cv], ΓQc = (−∞, 0), γQa1 = (cp,+∞), γQb2 = (1, cp), γQc1 = (−∞,−1).
Note that ψ−11 split the two half lines `
+ and `− into arcs on ∂D. By Lemma 3.16,
each UQi± is connected, except UQ4− and UQ5+. They both consist of two components.
Let UQ± := ψ
−1
1 (U±) ⊂ C r D and ΥQ := ψ−11 (Υ) = C r (D ∪ UQ+ ∪ UQ−). Note that
∂UQ+ = γb4 ∪ γa4 ∪ [−1, cQ+]|∂D and ∂UQ− = γb5 ∪ γa5 ∪ [−1, cQ−]|∂D. We use U ′Q4− and U ′Q5+
to denote the components of UQ4− and UQ5+ with boundary components [1, cQ+]∂D and
6Note that Q has no derivative at these four points since Q is only defined on Ĉ r D. But we
still call them critical points since Q is not injective in any neighborhood of them. Of course, if we
consider the larger domain of Q, i.e. in Ĉr {eiθ : θ ∈ [0, pi]}, Q is holomorphic at cQ− but Q can never
be holomorphic at ± 1 and cQ+.
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[1, cQ−]∂D respectively. Then we have UQ4− = U ′Q4− ∪UQ+ and UQ5+ = U ′Q5+ ∪UQ− (see Figure
8).
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Figure 8: The domain of Q with partition by curves and its zoom near the unit circle. Note
that the superscript “Q” has been omitted in most of the notations. It can be seen in the right
figure that the curves ψ−11 (γ±) lie very close to (−1, cQ±]|∂D ⊂ ψ−11 (`±), i.e., the curves γb4 ∪ γa4
and γb5 ∪ γa5 are very close to the unit circle. Although Q has no definition in D, but Q can be
extended to a holomorphic map in Ĉ r {eiθ : θ ∈ [0, pi]} as stated in §3.1. The discontinuous of
Q at upper half unit circle can be clearly seen by the mapping partition in this figure.
Figure 8: The domain of Q with partition by curves and its zoom near the unit circle.
Note that the superscript “Q” has been omitted in most of the notations. It can be
seen in the right figure that the curves ψ−11 (γ±) lie very close to (−1, cQ±]|∂D ⊂ ψ−11 (`±),
i.e. the curves γb4 ∪ γa4 and γb5 ∪ γa5 are very close to the unit circle. Although Q has
no definition in D, but Q can be extended to a holomorphic map in Ĉr{eiθ : θ ∈ [0, pi]}
as stated in §3.1. The discontinuous of Q at upper half unit circle can be clearly seen
by the mapping partition in this figure.
The map Q maps each UQi± (except U4− and U5+) isomorphically onto {z : ± Im z >
0} and γQai homeomorphically onto ΓQa etc. Denote UQ123 = UQ1 ∪ UQ2 ∪ UQ3 ∪γQb1+∪γQb2+∪
γQb3+ = ψ
−1
1 (UP123). Then Q|UQ123 : U
Q
123 → Cslit ∪ ΓQb = C r ({0} ∪ ΓQc ) is a branched
covering of degree 3 branched over cvQ.
Proof of Proposition 3.3 assuming Proposition 3.2. For (a) and first half part of (b),
the reader can refer [IS08, §5.D] for a complete similar proof. We only prove the
statement on f ′′(0). Note that by Lemma 3.25, we can written Q(ζ) = ζ + b0 +O(1ζ )
as ζ tends to ∞, where b0 (+ 7.3476 . . .) is a constant. Since ϕˆ(ζ) = ζ + c0 +O(1ζ ) as
ζ tends to ∞, then F (z) = Q ◦ ϕˆ−1(z) = z + (b0 − c0) + O(1z ) near ∞. Therefore,
f(z) = ψ−10 ◦F ◦ψ0(z) = −τ/(−τ/z + (b0− c0) +O(z)) = z + b0−c0τ z2 +O(z3). Hence
f ′′(0) = 2(b0−c0)
τ
. 
In the following subsections, if there is no confusion, we will drop the superscript
“Q” in the notation UQi , γQai etc. and denote them by Ui, γai etc. for simplicity.
3.5. Estimates on Q: Part I. The numerical estimations will begin from this sub-
section. They are important ingredients in the proof of Theorem 1.1 (b). In the
following two subsections, we will give some estimations on the map Q. Actually,
among the estimations in the following (not only for Q, but also for ϕ and F ), most
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of them have corresponding figures for visualization. Therefore, we suggest that the
reader can read the pictures first and then check the proofs.
Recall that UQη = ψ
−1
1 (U
P
η ) = ψ
−1
1 (V
′) ⊂ Ĉ r D was defined in §3.1, the sets
UQ± = ψ
−1
1 (U±) and Υ
Q = ψ−11 (Υ) = Ĉ r (D ∪ UQ+ ∪ UQ−) were defined in §3.4.
Lemma 3.21. Let η = 3.1, ε1 = 0.0036, ε2 = 0.1 and ε3 = 0.0056.
(a) ΥQ r UQη is covered by the union of the disks D(1, ε1), D(−1, ε2), D(cQ+, ε3) and
D(cQ−, ε3).
(b) The closed disks D, D(1, ε1), D(−1, ε2), D(cQ+, ε3) and D(cQ−, ε3) are contained in
the interior of the ellipse E.
See Figure 9.
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Figure 9: The zoom of the parts of the disks D(1, ε1), D(−1, ε2) and D(cQ+, ε3) near the unit
circle (from left to right). It is clear that the regions in dark gray (which are the components of
ΥQ r UQη ) are contained in the corresponding disks and these disks are contained in the ellipse
E (the boundary of E is depicted by a dashed line). See Figure 11 for a global picture.
Figure 9: The zoom of the parts of the disks D(1, ε1), D(−1, ε2) and D(cQ+, ε3) near
the unit circle (from left to right). It is clear that the regions in dark gray (which are
the components of ΥQrUQη ) are contained in the corresponding disks and these disks
are contained in the ellipse E (the boundary of E is depicted by a dashed line). See
Figure 11 for a global picture.
Proof. (a) By the definition of Υ and UPη , we know that Υ r UPη consists three
components and the boundaries of them contain ∞, c+ and c− respectively. Then
according to the mapping properties of ψ1 = ψ1,2 ◦ ψ1,1 in (3.14), it follows that
ΥQ r UQη = ψ−11 (Υ r UPη ) consists of four connected components ∆1, ∆−1, ∆+ and
∆− such that ∆1 (resp. ∆−1, ∆+ and ∆−) contains 1 (resp. −1, cQ+ and cQ−) in its
boundary and |Q(ζ)| ≤ cv e−2piη in ∆1 and ∆−1 (resp. |Q(ζ)| ≥ cv e2piη in ∆+ and ∆−).
In the following, if we show that |Q(ζ)| > cv e−2piη on ∂D(1, ε1) ∪ ∂D(−1, ε2)rD and
|Q(ζ)| < cv e2piη on ∂D(cQ+, ε3) ∪ ∂D(cQ−, ε3)rD, then ∆1 ⊂ D(1, ε1), ∆−1 ⊂ D(−1, ε2)
and ∆± ⊂ D(cQ±, ε3) follow immediately.
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We first consider the minimum of |Q(ζ)| on the circle ∂D(1, ε1) and have the follow-
ing numerical estimate7
min
ζ∈∂D(1,ε1)rD
|Q(ζ)| ≥ min
θ∈[0,2pi]
|Q(1 + ε1eiθ)| (+ 7.9800 . . .× 10−8)
> cv e−2piη (+ 5.9124 . . .× 10−8).
(3.15*)
Similarly, one can check that
min
ζ∈∂D(−1,ε2)rD
|Q(ζ)| ≥ min
θ∈[0,2pi]
|Q(−1 + ε2eiθ)| (+ 7.3676 . . .× 10−8)
> cv e−2piη (+ 5.9124 . . .× 10−8).
(3.16*)
As above, for the estimation on ∂D(cQ−, ε3), we have
max
ζ∈∂D(cQ−,ε3)rD
|Q(ζ)| ≤ max
θ∈[0,2pi]
|Q(cQ− + ε3eiθ)| (+ 3.4890 . . .× 109)
< cv e2piη (+ 4.8982 . . .× 109).
(3.17*)
By the symmetry, the same estimation as (3.17*) holds for D(cQ+, ε3). Above all, it
follows that ΥQ r UQη ⊂ D(1, ε1) ∪ D(−1, ε2) ∪ D(cQ+, ε3) ∪ D(cQ−, ε3).
(b) In order to prove D, D(1, ε1), D(−1, ε2), D(cQ+, ε3) and D(cQ−, ε3) are contained
in intE, we only need to show that any one of them has no intersection with ∂E. For
this, we first parameterize ∂E by x = xE +aE t, y = ± bE
√
1− t2 (−1 ≤ t ≤ 1), where
xE = −0.053, aE = 1.057 and bE = 1.029. Define
h1(t) := x
2 + y2 − 1.006 = (a2E − b2E) t2 + 2aExE t+ b2E + x2E − 1.006; and
h2(t) := (x+ 1)
2 + y2 − ε22 = (a2E − b2E) t2 + 2aE(xE + 1) t+ b2E + x2E − ε22 + 2xE + 1.
We denote
t1 = − aExE
a2E − b2E
(+ 0.9591 . . .) and t2 = −aE(xE + 1)
a2E − b2E
(+ −17.1377 . . .). (3.18*)
Note that a2E − b2E > 0, the quadratic polynomials h1 and h2 have minimum at t1 and
t2 respectively. On the other hand, since t1 ∈ [−1, 1] and t2 < −1, the minimum of h1
and h2 within [−1, 1] will be attained by
h1(t1) (+ 0.0019 . . .) > 0 and h2(−1) = 0.0021 > 0. (3.19*)
This means that D(0, 1.006) and D(−1, ε2) have no intersection with ∂E. In particular,
they are contained in intE since xE − aE < −(1 + ε2) < −1.006 < xE. Note that
1 + ε1 < 1 + ε3 < 1.006. Hence D(1, ε1) ⊂ D(0, 1.006) and D(cQ±, ε3) ⊂ D(0, 1.006).
The proof is complete. 
Lemma 3.22. Let a4 = −0.24 + 0.64i, a5 = 0.88 + 0.24i, ε4 = 0.9 and ε5 = 0.5. Then
(a) D(a4, ε4)r (D ∪ UQ+) ⊂ U4+ and D(a4, ε4)r (D ∪ UQ−) ⊂ U5−.
(b) D(a5, ε5) ∪ D(a5, ε5)rD ⊂ int (U2+ ∪ U3− ∪ U ′4− ∪ U ′5+).
7As we pointed out in §3.1, Q is holomorphic in Ĉ r D and is continuous on Ĉ r D. On the
other hand, it can be extended to a holomorphic map in Ĉ r {eiθ : θ ∈ [0, pi]}. Hence Q can also
be seen a discontinuous function defined on the whole Riemann sphere and the discontinuous points
are contained in {eiθ : θ ∈ [0, pi]}. Therefore, Q has definition on ∂D(1, ε1) and on which one can
calculate the maximum and minimum of |Q(ζ)| etc. We will use this fact to do the estimations in
the following.
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See Figure 8 and Figure 11.
Proof. (a) By the symmetry, it is sufficient to prove the second statement. By Lemma
3.14, we have ∂D∩∂D(a4, ε4) = {ζ1 := a4+ε4eiθ1 , ζ2 := a4+ε4eiθ2} with θ1, θ2 ∈ [0, 2pi),
where
(cos θ1, sin θ1) + (−0.8331 . . . , 0.5530 . . .), and
(cos θ2, sin θ2) + (0.9913 . . . ,−0.1311 . . .). (3.20*)
Then θ1 = arctan(
sin θ1
cos θ1
) + pi and θ2 = arctan(
sin θ2
cos θ2
) + 2pi. Moreover, we have
Re ζ1 (+ −0.9898 . . .) > −1 and Re ζ2 (+ 0.6522 . . .) < Re cQ− (+ 0.6611 . . .). (3.21*)
Therefore, we only need to prove that Q([ζ1, ζ2]|∂D(a4,ε4))∩ (−∞, 0] = ∅ since Q(γc3) =
ΓQc = (−∞, 0). This is true since
min
ζ∈[ζ1,ζ2]|∂D(a4,ε4)
Re
√
Q(ζ) = min
θ∈[θ1,θ2]
Re
√
Q(a4 + ε4eiθ)
(+ 9.5087 . . .× 10−4) > 0.
(3.22*)
(b) Similarly, by the symmetry, it is sufficient to prove that ` := (∂D(a5, ε5)rD)∩H−
is contained in U3−∪U ′5+∪γc5. Similar to the proof of (a), one can use Lemma 3.14 to
parameterize ` such that its closure can be written as ` : ζ = a5 + ε5e
θpii (θ3 ≤ θ ≤ θ4),
where
θ3 (+ −0.6134 . . .) and θ4 (+ 0.1593 . . .) (3.23*)
such that |ζ3| = 1, Im ζ4 = 0 and ζ3 := a5 + ε5eθ3pii, ζ4 := a5 + ε5eθ4pii. Then we have
1 > Re ζ3 (+ 0.7056 . . .) > Re cQ− (+ 0.6611 . . .) and
1 < Re ζ4 (+ 1.3186 . . .) < cp.
(3.24*)
This means that ζ3 ∈ (cQ−, 1)|∂D ⊂ ∂U ′5+ and ζ4 ∈ γb2 ⊂ ∂U3−. By
min
θ∈[θ3,−0.55]
ImQ(a5 + ε5e
θpii) (+ 40.0808 . . .) > 0, (3.25*)
we know that `′ := {a5 + ε5eθpii : θ3 ≤ θ ≤ −0.55} is contained in U ′5+. On the other
hand, we have
min
θ∈[−0.55,0.15]
Re
√
−Q(a5 + ε5eθpii) (+ 0.0665 . . .) > 0. (3.26*)
This means that Q(ζ)∩[0,+∞) = ∅ if ζ ∈ `′′ := {a5 +ε5eθpii : −0.55 ≤ θ ≤ 0.15}. Note
that (0,+∞) = ΓQa ∪ ΓQb . Hence `′′ is disjoint with any γai or γbi. Since a5 + ε5e−0.55pii
is contained in U ′5+, hence `′′ is contained in U ′5+ ∪ U3− ∪ γc5. By
Q(ζ4) (+ 1.2884 . . .) ∈ ΓQb and
r′ := max
θ∈[0.15,θ4]
|Q(a5 + ε5eθpii)−Q(ζ4)| (+ 0.1735 . . .), (3.27*)
it follows that `′′′ := {a5 + ε5eθpii : 0.15 ≤ θ ≤ θ4} is contained in U3− ∪ γb2 since
a5 + ε5e
0.15pii is contained in U3− and Q(ζ4) + r′ < cv, Q(ζ4) − r′ > 0. Above all, we
have proved that `′, `′′ and `′′′ are all contained in U ′5+∪U3−. Note that ` = `′∪`′′∪`′′′.
The proof is complete. 
Lemma 3.23. The set U
Q
+ ∪ UQ− is contained in the interior of E.
See Figure 10.
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Figure 10: The ellipse E and UQ− . It can be seen clearly in this figure that U
Q
− is contained in
the interior of E.
Figure 10: The ellipse E and UQ− . It can be seen clearly in this figure that U
Q
− is
contained in the interior of E.
Proof. By the symmetry, it is sufficient to prove U
Q
− ⊂ intE. We first parameterize
the lower half part of ∂E by
Γ : y(x) = −bE
√
1− (x− xE)2/a2E, where xE − aE ≤ x ≤ xE + aE.
Let x1 = xE − aE = −1.11, x2 = −1.109, x3 = −1.105, x4 = 0.664, x5 = 0.666,
x6 = 0.8 and denote zi = xi + y(xi)i for 1 ≤ i ≤ 6. Let Γi be the subarc of Γ =
∂E ∩ {ζ : Im ζ ≤ 0} with end points zi and zi+1 for 1 ≤ i ≤ 5.
We claim that (i) Re
√−Q(ζ) > 0 for ζ ∈ Γ1; (ii) 0 < ReQ(ζ) < cv for ζ ∈ Γ2;
(iii) Re
√−Q(ζ) > 0 for ζ ∈ Γ3; (iv) ReQ(ζ) > cv for ζ ∈ Γ4; (v) Re√−Q(ζ) > 0
for ζ ∈ Γ5; and (vi) z6 ∈ D(a5, ε5). By (i), as analyzed after (3.26*), it means that
Q(Γ1)∩ [0,+∞) = ∅. Since (0,+∞) = ΓQa ∪ΓQb , hence Γ1 is disjoint with any γai or γbi.
Because z1 ∈ γc1, hence Γ1 ⊂ U1+∪U1−∪γc1. Similarly, by (ii), Γ2 ⊂ U1−∪U3+∪γb3. By
(iii), Γ3 ⊂ U3+∪U5−∪γc3. By (iv), Γ4 ⊂ U3+∪U3−∪γa3. By (v), Γ5 ⊂ U3−∪U ′5+∪γc5.
By (vi) and Lemma 3.22 (b), it follows that
⋃5
i=1 Γi ⊂ int (U1 ∪ U3 ∪ U5− ∪ U ′5+). On
the other hand, U
Q
− ∩ int (U1 ∪ U3 ∪ U5− ∪ U ′5+) = ∅ and [−1, cQ−]|∂D ⊂ UQ−. Therefore,
U
Q
− ⊂ intE since
⋃5
i=1 Γi ⊂ Γ. The claims (i)-(v) can be verified by the following
numerical estimations:
min
ζ∈Γ1
Re
√
−Q(ζ) = min
x∈[x1,x2]
Re
√
−Q(x+ y(x)i) (+ 1.8855× 10−4) > 0 ;
min
ζ∈Γ2
ReQ(ζ) = min
x∈[x2,x3]
ReQ(x+ y(x)i) (+ 1.2551× 10−7) > 0 ;
max
ζ∈Γ2
ReQ(ζ) = max
x∈[x2,x3]
ReQ(x+ y(x)i) (+ 3.5679× 10−7) < cv ;
min
ζ∈Γ3
Re
√
−Q(ζ) = min
x∈[x3,x4]
Re
√
−Q(x+ y(x)i) (+ 4.8927× 10−4) > 0 ;
min
ζ∈Γ4
ReQ(ζ) = max
x∈[x4,x5]
ReQ(x+ y(x)i) (+ 9.0269× 108) > cv ;
min
ζ∈Γ5
Re
√
−Q(ζ) = min
x∈[x5,x6]
Re
√
−Q(x+ y(x)i) (+ 2.0538 . . .) > 0 .
(3.28*)
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The claim that z6 ∈ D(a5, ε5) is also true since
|z6 − a5| = |x6 + y(x6)i− a5| (+ 0.3762 . . .) < ε5 = 0.5. (3.29*)
The proof is complete. 
Proof of Proposition 3.2. By Lemma 3.23, we have Ĉ r intE ⊂ Ĉ r (UQ+ ∪ UQ−). By
Lemma 3.21, we have
Ĉ r intE ⊂ ΥQ r (D(1, ε1) ∪ D(−1, ε2) ∪ D(cQ+, ε3) ∪ D(cQ−, ε3)) ⊂ UQη ⊂ Ĉ r D.
Therefore, we have
V = ψ1(Ĉ r intE) ⊂ ψ1(UQη ) = UPη = V ′.
This ends the proof of Proposition 3.2. 
Recall that Ui = Ui+ ∪ Ui− ∪ γai for i = 1, 2, 3. We denote U ′12 = U1 ∪ U2− ∪ U3+ ∪
γb1 ∪ γb3.
Lemma 3.24. Let R = 100, ρ = 0.05, a6 = 0.71 + 0.89i, a7 = −1.45, ε6 = 0.41,
ε7 = 1 and r1 = 1.25.
(a) If ζ ∈ Cr D and |ζ − a6| ≤ ε6 (or |ζ − a6| ≤ ε6), then |Q(ζ)| > R = 100.
(b) If ζ ∈ Cr D and |ζ − a7| ≤ ε7, then |Q(ζ)| < ρ = 0.05.
(c) The ellipse Er1 is covered by the union of eight disks: D, D(a4, ε4), D(a4, ε4),
D(a5, ε5), D(a5, ε5), D(a6, ε6), D(a6, ε6) and D(a7, ε7). Hence
Cr
(
D ∪
7⋃
i=4
D(ai, εi) ∪
6⋃
i=4
D(ai, εi)
)
⊂ Cr Er1 .
(d) If ζ ∈ U1 and |Q(ζ)| > ρ, then ζ ∈ C r Er1. Moreover, if ζ ∈ U ′12 and ρ ≤
|Q(ζ)| ≤ R, then ζ ∈ Cr Er1.
See Figure 11.
Proof. (a) We consider the minimum of |Q(ζ)| on the circle ∂D(a6, ε6) and have the
following numerical estimate
min
ζ∈∂D(a6,ε6)rD
|Q(ζ)| ≥ min
θ∈[0,2pi]
|Q(a6 + ε6eiθ)| (+ 115.0061 . . .) > R = 100. (3.30*)
By the minimum modulus principle8, if ζ ∈ C r D and |ζ − a6| ≤ ε6, then |Q(ζ)| >
R = 100. Since Q|CrD has the symmetric dynamics respect to the real axis, we have
the same estimate as above for ∂D(a6, ε6).
(b) Considering the maximum of |Q(ζ)| on the circle ∂D(a7, ε7), we have the follow-
ing numerical estimate
max
ζ∈∂D(a7,ε7)rD
|Q(ζ)| ≤ max
θ∈[0,2pi]
|Q(a7 + ε7eiθ)| (+ 0.0469 . . .) < ρ = 0.05. (3.31*)
By the maximum modulus principle, if ζ ∈ C r D and |ζ − a7| ≤ ε7, then |Q(ζ)| <
ρ = 0.05.
8As stated before, Q can be seen as a holomorphic map in Ĉr{eiθ : θ ∈ [0, pi]} and a discontinuous
map on Ĉ. Therefore, Q is holomorphic in a neighborhood of D(a6, ε6) ⊂ H−. Moreover, Q−1(0) =
{1,−1} (the preimage is taken in Ĉ). This means that 0 6∈ Q(D(a6, ε6)) and hence we can apply the
minimum modulus principle.
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Figure 11: The ellipses E, Er1 and the eight disks appeared in Lemmas 3.22 and 3.24. It can
be seen in this figure that the ellipse Er1 is covered by the union of these eight disks.
Figure 11: The ellipses , Er1 and the eight disks appeared in Lemmas 3.22 and 3.24.
It can be seen in this figure that the ellipse Er1 is covered by the union of these eight
disks.
(c) We need a useful criterion proved in [IS08, Sublemma 5.18]: Let Γ = {x + y i :
(x
a
)2 + (y
b
)2 = 1, y ≥ 0} with a > b > 0. If two points z1, z2 ∈ Γ are contained in a disk
D(ζ0, r) with Im ζ0 ≥ 0, then so is the subarc of Γ between z1 and z2.
We will find some points in ∂Er1 and prove that they are contained in the corre-
sponding disks. Then the result follows by the criterion stated above. In particular,
we just need to verify the upper half part of ∂Er1 since the objects we consider are
symmetric about the real axis. Note that ∂Er1 is an ellipse and its upper half part
can be parametrized by
Γ : y(x) = bE(r1)
√
1−
(
x−xE
aE(r1)
)2
, where xE − aE(r1) ≤ x ≤ xE + aE(r1).
Let x1 = −1.05, x2 = 0.47, x3 = 1.05 and denote z1 = x1 + y(x1)i, z2 = x2 + y(x2)i
and z3 = x3 + y(x3)i. Then z1, z2 and z3 divide the curve Γ into four subarcs Γ1, Γ2,
Γ3 and Γ4 from left to right. The end points of Γ1, xE − aE(1.25) = −1.36795 and z1,
are contained in D(a7, ε7) since
| − 1.36795− a7| < 1 = ε7 and (x1 − a7)2 + y(x1)2 − ε27 (+ −0.1297 . . .) < 0. (3.32*)
The end points of Γ2, z1 and z2, are contained in D(a4, ε4), since
(x1 − Re a4)2 + (y(x1)− Im a4)2 − ε24 (+ −0.1127 . . .) < 0 and
(x2 − Re a4)2 + (y(x2)− Im a4)2 − ε24 (+ −0.0078 . . .) < 0.
(3.33*)
The end points of Γ3, z2 and z3, are contained in D(a6, ε6), since
(x2 − Re a6)2 + (y(x2)− Im a6)2 − ε26 (+ −0.0229 . . .) < 0 and
(x3 − Re a6)2 + (y(x3)− Im a6)2 − ε26 (+ −0.0177 . . .) < 0.
(3.34*)
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The end points of Γ4, z3 and xE+aE(1.25) = 1.26195, are contained in D(a5, ε5), since
(x3 − Re a5)2 + (y(x3)− Im a5)2 − ε25 (+ −0.0060 . . .) < 0 and
|1.26195− a5| (+ 0.4510 . . .) < 0.5 = ε5.
(3.35*)
Therefore the upper half part of ∂Er1 is contained in
⋃7
i=4D(ai, εi). But it is not
enough to prove (c). We need to prove that these disks have intersection points in the
unit disk9. Actually, a direct calculation shows that
∂D(a5, ε5) ∩ R ∩ D 6= ∅,
∂D(a7, ε7) ∩ R ∩ D 6= ∅, ∂D(a7, ε7) ∩ D(a4, ε4) ∩ D 6= ∅,
∂D(a4, ε4) ∩ D(a6, ε6) ∩ D 6= ∅, ∂D(a6, ε6) ∩ D(a5, ε5) ∩ D 6= ∅.
(3.36*)
Now we can conclude that Er1 is contained in the union of the eight disks stated in
the Lemma.
(d) Suppose ζ ∈ U1. Then ζ 6∈ D(a4, ε4)∪D(a4, ε4)∪D(a5, ε5)∪D(a5, ε5) by Lemma
3.22. By (a), we know that D(a6, ε6)∪D(a6, ε6)rD is contained in Q−1(ĈrD(0, R)).
Note that Q : U1∪γc1 → Cr [0, cv] is conformal. This means that D(a6, ε6)∪D(a6, ε6)
must be contained in Cr U1. According to (b) and (c), we have ζ ∈ Cr Er1 .
For the second statement, assume that ζ ∈ U ′12 and ρ ≤ |Q(ζ)| ≤ R. By Lemmas
3.22, we know that ζ 6∈ D(a4, ε4) ∪ D(a4, ε4) ∪ D(a5, ε5) ∪ D(a5, ε5). By (a) and (b), ζ
is not contained in D(a6, ε6)∪D(a6, ε6)∪D(a7, ε7). By (c), we have ζ ∈ CrEr1 . The
proof is complete. 
3.6. Estimates on Q: Part II.
Lemma 3.25. We can write
Q(ζ) = ζ + b0 +
b1
ζ
+Q2(ζ),
where
b0 =
4
√
5 τ
3
+
2νσ(2− σ)(κ2(σ − 2) + σ)
τ(σ(κ2 + 1)− 2) (+ 7.3476 . . .), and (3.37*)
b1 = b
2
0 −
38τ 2
9
− 2νσ(2− σ)
3τ(σ(κ2 + 1)− 2)(8
√
5στ − 2σ2 − 1
+ (8
√
5(σ − 2)τ − 2σ2 + 8σ − 9)κ2) (+ 21.4270 . . .) (3.38*)
are two constants such that Q2(ζ) = O(1/ζ2) as ζ tends to ∞. For |ζ| ≥ r > 1, we
have10
|Q2(ζ)| ≤ Q2,max(r) := max
ζ∈C: |ζ|=r
∣∣∣∣Q(ζ)− ζ − b0 − b1ζ
∣∣∣∣ .
9Inou and Shishikura don’t need to do this because they chose two “nice” disks and it is obvious
that the union of them cover the unit disk.
10In [IS08, Lemma 5.19], the corresponding Q2,max can be written as a rational map with real co-
efficients, which is easy to calculate even by hand. However, in our setting, because of the complexity
of the Riemann mapping ψ1,2, the value of Q2,max(r) for r > 1 can only be calculated by the help of
computer.
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Proof. After expanding the polynomial P , we have
P (z) = z +
4
√
5
3
z2 +
38
9
z3 +
4
√
5
3
z4 + z5.
Consider the conjugacy Q̂(z) = ψ0 ◦Q◦ψ−10 as in the proof of Lemma 3.19. By (3.10),
we have
ψ′′1,2(z) =
µ
z2+σ
(1 + σ + (1− σ)z2) and ψ˜′′1,1(z) =
4τκi
(τ − z)3 . (3.39)
Therefore, by (3.8) and (3.9), we have
Q̂′′(0)
= P ′′(0) · [ψ′1,2(κi) · ψ˜′1,1(0)]2 + P ′(0) · ψ′′1,2(κi) · [ψ˜′1,1(0)]2 + P ′(0) · ψ′1,2(κi) · ψ˜′′1,1(0)
=
8
√
5
3
· 12 + 1 · µ
(κi)2+σ
(1 + σ − (1− σ)κ2) · (2κi
τ
)2 + 1 · µ
(κi)1+σ
(−κ2 − 1) · 4κi
τ 2
=
8
√
5
3
+
µ
(κi)σ
· 4(κ
2(σ − 2) + σ)
τ 2
=
8
√
5
3
+
4νσ(2− σ)(κ2(σ − 2) + σ)
τ 2(σ(κ2 + 1)− 2) .
By (3.39), we have
ψ′′′1,2(z) =
µ
z3+σ
(−2− (z2 + 3)σ + (z2 − 1)σ2) and ψ˜′′′1,1(z) =
12τκi
(τ − z)4 .
Therefore, we have
Q̂′′′(0)
= P ′′′(0) · 13 + 2P ′′(0) · ψ′1,2(κi) · ψ˜′1,1(0) · (ψ′′1,2(κi) · [ψ˜′1,1(0)]2 + ψ′1,2(κi) · ψ˜′′1,1(0))
+ P ′′(0) · ψ′′1,2(κi) · [ψ˜′1,1(0)]2 + ψ′′′1,2(κi) · [ψ˜′1,1(0)]3 + 2ψ′′1,2(κi) · ψ˜′1,1(0) · ψ˜′′1,1(0)
+ P ′′(0) · ψ′1,2(κi) · ψ˜′′1,1(0) + ψ′′1,2(κi) · ψ˜′1,1(0) · ψ˜′′1,1(0) + ψ′1,2(κi) · ψ˜′′′1,1(0)
= P ′′′(0) + 3P ′′(0) · (ψ′′1,2(κi) · [ψ˜′1,1(0)]2 + ψ′1,2(κi) · ψ˜′′1,1(0)) + ψ′′′1,2(κi) · [ψ˜′1,1(0)]3
+ 3ψ′′1,2(κi) · ψ˜′1,1(0) · ψ˜′′1,1(0) + ψ′1,2(κi) · ψ˜′′′1,1(0)
=
76
3
+
µ
(κi)σ
· 4
τ 3
· (8
√
5στ − 2σ2 − 1 + (8
√
5(σ − 2)τ − 2σ2 + 8σ − 9)κ2)
=
76
3
+
4νσ(2− σ)
τ 3(σ(κ2 + 1)− 2)(8
√
5στ − 2σ2 − 1 + (8
√
5(σ − 2)τ − 2σ2 + 8σ − 9)κ2).
Note that
Q̂(z) = z +
Q̂′′(0)
2
z2 +
Q̂′′′(0)
6
z3 +O(z4).
By a direct calculation, we have
Q(ζ) = − τ
Q̂(− τ
ζ
)
= ζ +
Q̂′′(0)τ
2
+
(
(Q̂′′(0))2
4
− Q̂
′′′(0)
6
)
τ 2
ζ
+O
(
1
ζ2
)
.
Then b0 and b1 can be calculated directly. The estimation on |Q2(ζ)| follows from the
maximum modulus principle. 
Lemma 3.26. Q(V(13, pi
5
)) ⊂ V(19, pi
5
) ⊂ V(cv, pi
5
).
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Proof. Suppose that ζ ∈ V(13, pi
5
) and let ζ ′ = ζ + 6. Since ζ ′ ∈ V(19, pi
5
), hence it is
sufficient to show that | arg(Q(ζ)− ζ ′)| = ∣∣ arg ( b1
ζ
+ b0 − 7 + (1 +Q2(ζ)
)∣∣ < pi
5
. Since
ζ ∈ V(13, pi
5
), then | arg ζ| < pi
5
and
| arg( b1
ζ
+ b0 − 7)| ≤ | arg b1|+ | arg ζ|+ | arg(b0 − 7)| = | arg ζ| < pi5 .
On the other hand, by Lemma 3.9 (a) and Lemma 3.25, we have
| arg(1 +Q2(ζ))| ≤ arcsinQ2,max(13) (+ 0.1499 . . .) < pi5 . (3.40*)
Combining these two inequalities, we obtain that | arg(Q(ζ)− ζ ′)| < pi
5
. Therefore, we
have Q(V(13, pi
5
)) ⊂ V(19, pi
5
) ⊂ V(cv, pi
5
). 
Lemma 3.27. (a) If |ζ| ≥ r > cp (+ 4.0843 . . .), then
| logQ′(ζ)| ≤ LogDQmax(r) := max
ζ∈C: |ζ|=r
| logQ′(ζ)|.
(b) If |ζ| ≥ 4.8, then ReQ′(ζ) > 0. For any θ ∈ R, Q is injective in {ζ : Re (ζe−iθ) >
4.8}.
Proof. (a) This is an immediate corollary of the maximum modulus principle.
(b) By an numerical calculation, we have
min
ζ: |ζ|=4.8
ReQ′(ζ) = min
θ∈[0,2pi]
ReQ′(4.8eiθ) (+ 0.0292 . . .) > 0. (3.41*)
Let ζ0 and ζ1 be two different points in {ζ : Re (ζe−iθ) > 4.8}. Then ζ0 and ζ1 can be
connected by a segment in {ζ : Re (ζe−iθ) > 4.8}. By (3.4), we have Re Q(ζ1)−Q(ζ0)
ζ1−ζ0 > 0
since ReQ′(ζ) > 0. Hence Q(ζ0) 6= Q(ζ1). This means that Q is a injection in
{ζ : Re (ζe−iθ) > 4.8}. 
3.7. Estimates on ϕ. In the following, we always suppose that F = Q ◦ϕ−1 ∈ FQ1 if
there is no special instruction. Then ϕ : Ĉ r E → Ĉ r {0} is a normalized univalent
mapping. Recall that ζ(w) is a conformal mapping defined from C r D onto C r E
in Lemma 3.10. The following lemma gives the various estimations on the univalent
map ϕ. A proof of this lemma can be found in [IS08, §5.G].
Lemma 3.28. Suppose ϕ : Ĉ r E → Ĉ r {0} is a normalized univalent map, i.e.
ϕ(∞) =∞ and limζ→∞ ϕ(ζ)ζ = 1. Hence it can be written as
ϕ(ζ) = ζ + c0 + ϕ1(ζ)
with c0 ∈ C and limζ→∞ ϕ1(ζ) = 0. Then the following estimations hold:
(a) |c0 − c00| ≤ c01,max, where c00 := 0.053 = −xE, c01,max := 2.086 = 2e1.
(b) Image(ϕ) ⊃ {z : |z − (c0 + xE)| > 2e1} ⊃ {z : |z| > 4e1 = 4.172}.
(c) e1|w|
(
1− 1|w|
)2
≤ |ϕ(ζ(w))| ≤ e1|w|
(
1− 1|w|
)2
for |w| > 1.
(d)
∣∣∣arg ϕ(ζ(w))w ∣∣∣ ≤ log |w|+1|w|−1 for |w| > 1.
(e) |ϕ1(ζ)| ≤ ϕ1,max(r) := aE
√
− log
(
1−
(
aE
r−|xE |
)2)
for |ζ| ≥ r > aE + |xE| = 1.11.
(f) | logϕ′(z)| ≤ LogDϕmax(r) := − log
(
1−
(
aE
r−|xE |
)2)
for |ζ| ≥ r > aE + |xE| =
1.11.
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Lemma 3.29. If ζ ∈ Cr intEr1, then |ϕ(ζ)| > ρ and
∣∣∣arg ϕ(ζ)ζ ∣∣∣ < pi.
Proof. Let ζ ∈ C r intEr1 . By Lemma 3.10, one can write ζ = ζ(w) with |w| ≥ r1 =
1.25. By Lemma 3.28 (c), we have
|ϕ(ζ)| = |ϕ(ζ(w))| ≥ e1|w|
(
1− 1|w|
)2
≥ 1.043× 1.25
(
1− 1
1.25
)2
= 0.05215
> ρ = 0.05.
By Lemma 3.28 (d), we have∣∣∣∣arg ϕ(ζ(w))w
∣∣∣∣ ≤ log 1.25 + 11.25− 1 = 2 log 3.
On the other hand, by Lemma 3.9 (a), we have∣∣∣∣arg ζ(w)w
∣∣∣∣ = ∣∣∣∣arg(1 + xEe1w + e−1e1w2
)∣∣∣∣ ≤ arcsin(|xE|+ |e−1|) = arcsin(0.067).
Therefore, we have∣∣∣∣arg ϕ(ζ)ζ
∣∣∣∣ ≤ ∣∣∣∣arg ϕ(ζ(w))w
∣∣∣∣+ ∣∣∣∣arg ζ(w)w
∣∣∣∣
≤ 2 log 3 + arcsin(0.067) (+ 2.2642 . . .) < pi.
(3.42*)
This ends the proof of Lemma 3.29. 
The following lemma will be used in §3.12.
Lemma 3.30. Let
Ω1 = {w = reiθ : r ≥ r1 = 1.25 and |θ| ≤ 0.3pi},
Ω2 = {w = reiθ : r ≥ r2 = 1.4 and 0.3pi ≤ |θ| ≤ 0.4 pi}, and
Ω3 = {w = reiθ : r ≥ r3 = 1.54 and 0.4pi ≤ |θ| ≤ pi2}.
If ζ ∈ ζ(Ω1 ∪ Ω2 ∪ Ω3), then ϕ(ζ) 6∈ R−.
Proof. By Lemma 3.28 (d), we know that for |w| > 1, then
| argϕ(ζ(w))| ≤ | argw|+
∣∣∣∣arg ϕ(ζ(w))w
∣∣∣∣ ≤ | argw|+ log |w|+ 1|w| − 1 . (3.43)
In order to prove the lemma, we only need to prove the following:
if w = reiθ ∈ Ω1 ∪ Ω2 ∪ Ω3, then |θ|+ log r + 1
r − 1 < pi.
However this has been verified by Inou and Shishikura in the proof of [IS08, Lemma
5.24]11. 
11In [IS08, Lemma 5.24], Inou and Shishikura proved that if ζ ∈ ζ({w = reiθ : r ≥ r1 =
1.25 and |θ| ≤ pi/2}), then either ϕ(ζ) 6∈ R− or ζ is contained in the union of two disks. In par-
ticular, they proved that if ζ ∈ ζ(Ω1 ∪ Ω2 ∪ Ω3), then ϕ(ζ) 6∈ R−. In our case, we cannot find the
corresponding disks. However, these two disks are not necessary in our proof since we can control
the shape of Q−1(W0) ∩ U123 in Lemma 3.36.
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3.8. Lifting Q and ϕ to X. Recall that U ′12 = U1 ∪ U2− ∪ U3+ ∪ γb1 ∪ γb3.
Definition. Denote Yj± = (Q|Uj±)−1(piX(Xj±)) for j = 1, 2, except Y2+ is defined by12
Y2+ = (Q|U3+)−1(piX(X2+)). Let
Y = Y1+ ∪ Y1− ∪ Y2+ ∪ Y2−,
which is subset of U ′12 ∪ R− ⊂ C. Define Q˜ : Y → X (whose well-definedness will be
verified) by
Q˜(ζ) = (pi|Xj±)−1(Q(ζ)) ∈ Xj± for ζ ∈ Yj±.
We define
Y˜ = Cr (Er1 ∪ R+ ∪ V(13, pi5 )).
Lemma 3.31. Y ⊂ Y˜ .
Proof. Assume that ζ ∈ Y . If ζ ∈ Y1±(⊂ U1), then |Q(ζ)| > ρ. If ζ ∈ Y2±, then
ρ < |Q(ζ)| < R. Therefore, in either case, we have ζ ∈ C r Er1 by Lemma 3.24 (d).
Since piX(X) ∩ V(cv, pi5 ) = ∅, we have Q(ζ) 6∈ V(cv, pi5 ). This means that ζ 6∈ V(13, pi5 )
by Lemma 3.26. 
Proof of Proposition 3.4. (a) The proof is almost the same as that in [IS08, §5.H].
One only needs to check the consistency along the boundaries of Yj± since Q˜ maps
Yj± homeomorphically onto Xj± for j = 1, 2. We omit the details here.
(b) We prove that ϕ|Y˜ can be lifted to ϕ˜ : Y˜ → X which is well-defined and
holomorphic. Since Y ⊂ Y˜ by Lemma 3.31, then Proposition 3.4 (b) will hold. By
Lemma 3.28, if |ζ| ≥ 13, then we have
|ϕ(ζ)− ζ|
= |c00 + (c0 − c00) + ϕ1(ζ)| ≤ c00 + c01,max + ϕ1,max(13) (+ 2.2254 . . .)
< (cv − 13) sin pi
5
(+ 2.3616 . . .).
(3.44*)
Therefore, if ζ ∈ C r V(13, pi
5
) (in particular if ζ ∈ Y˜ ), then ϕ(ζ) 6∈ V(cv, pi
5
) since
the distance between ∂V(13, pi
5
) and V(cv, pi
5
) is (cv − 13) sin pi
5
. On the other hand, if
ζ ∈ Cr E and |ζ| ≤ 50, then
|ϕ(ζ)| ≤ 50 + c00 + c01,max + ϕ1,max(50) < 50 + 3 = 53. (3.45*)
Let ζ ∈ Y˜ . By Lemma 3.29, we have
∣∣∣arg ϕ(ζ)ζ ∣∣∣ < pi and |ϕ(ζ)| > ρ for ζ ∈ Y˜ since
Y˜ ⊂ Cr Er1 . As in [IS08, §5.H], we define ϕ˜(ζ) ∈ X such that piX(ϕ˜(ζ)) = ϕ(ζ) and
ϕ˜(ζ) ∈ X1+ ∪X2− if Im ζ ≥ 0 and − pi < arg ϕ(ζ)ζ ≤ 0;
ϕ˜(ζ) ∈ X1− ∪X2+ if Im ζ < 0 and 0 ≤ arg ϕ(ζ)ζ < pi;
ϕ˜(ζ) ∈ X1+ ∪X1− otherwise.
We first prove that ϕ˜ is well-defined. For this, we just need to show that if ϕ˜(ζ) is
defined to be in X2±, then |ϕ(ζ)| < R for the first two cases above. For the first case,
Im ζ ≥ 0 and ϕ(ζ) is contained in a half plane H = {w : arg ζ − pi < argw < arg ζ}.
Note that ζ ∈ C r V(13, pi
5
). If further |ζ| ≥ 50, then ϕ(ζ) 6∈ V(cv, pi
5
) by Lemma
3.26 and |ϕ(ζ) − ζ| < 3, |ϕ(ζ)| ≥ 47 by (3.44*). But ϕ(ζ) ∈ H, hence Imϕ(ζ) > 0
12Compare the left picture in Figure 8 and the right picture in Figure 3. Although the idea of the
definition is the same as that in [IS08], but the nominate is different.
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since the distance between the two points in D(0, 47) ∩ ∂V(cv, pi
5
) is larger than 3.
This means that ϕ˜(ζ) should be defined in X1+. On the other hand, if |ζ| < 50,
then |ϕ(ζ)| < 53 < R = 100 by (3.45*). Therefore, ϕ˜ is well-defined for the first
case. Similar argument can be applied to the second case. The continuity of ϕ˜ can be
verified as in [IS08, §5.H]. Once the continuity of ϕ˜ is obtained, it is holomorphic. 
3.9. Estimates on F .
Lemma 3.32. Suppose r ≥ 5.4, θ ∈ R and Re (ζe−iθ) > r. Then the following
estimates hold for z = ϕ(ζ):
(a) F (z)− z ∈ D(b0 − c00 + b1e−iθ2r , βmax(r)), where
βmax(r) := c01,max +
b1
2r
+Q2,max(r) + ϕ1,max(r);
(b) Arg∆Fmin(r, θ) ≤ arg(F (z)− z) ≤ Arg∆Fmax(r, θ), where
Arg∆F{maxmin}(r, θ) := − arctan
(
b1 sin θ
2r
b0 − c00 + b1 cos θ2r
)
± arcsin
 βmax(r)√
(b0 − c00)2 +
(
b1
2r
)2
+ 2 (b0 − c00)
(
b1
2r
)
cos θ
 ;
(c) Abs∆Fmin(r, θ) ≤ |F (z)− z| ≤ Abs∆Fmax(r, θ), where
Abs∆F{maxmin}(r, θ) :=
√
(b0 − c00)2 +
(
b1
2r
)2
+ 2 (b0 − c00)
(
b1
2r
)
cos θ ± βmax(r);
(d) | logF ′(z)| ≤ LogDFmax(r) := LogDQmax(r) + LogDϕmax(r), where
LogDQmax(r) := max
ζ:|ζ|=r
| logQ′(ζ)|.
Proof. The proof can be obtained by an almost word for word copy from [IS08, Lemma
5.27]. Therefore, we will not include a proof here. If r ≥ 5.4, we have
b0 − c00 − b1
2× 5.4 (+ 5.3106 . . .) > βmax(5.4) (+ 5.2667 . . .). (3.46*)
This is the unique requirement in the proof of [IS08, Lemma 5.27]. 
Lemma 3.33. F (V(cv, pi
5
)) ⊂ V(19, pi
5
) ⊂ V(cv, pi
5
).
Proof. By the estimate (3.44*), if ζ ∈ C r V(13, pi
5
), then ϕ(ζ) 6∈ V(cv, pi
5
). This
means that ϕ−1(V(cv, pi
5
)) ⊂ V(13, pi
5
). By Lemma 3.26, we have F (V(cv, pi
5
)) = Q ◦
ϕ−1(V(cv, pi
5
)) ⊂ Q(V(13, pi
5
)) ⊂ V(19, pi
5
) ⊂ V(cv, pi
5
). 
3.10. Repelling Fatou coordinate Φ˜rep on X.
Proof of Proposition 3.5. On the Riemann surface X, we have F ◦ piX ◦ g = Q ◦ ϕ−1 ◦
piX ◦ ϕ˜ ◦ Q˜−1 = Q ◦ Q˜−1 = piX (see Figure 4). At a small neighborhood of∞, F has an
inverse branch g(z) = z − (b0 − c0) + o(1) as z →∞. By Lemma 3.9 (a) and Lemma
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3.28 (a), we have∣∣ arg(b0 − c0)∣∣ = ∣∣∣∣arg(1 + c00 − c0b0 − c00
)∣∣∣∣
≤ arcsin
(
c01,max
b0 − c00
)
(+ 0.2900 . . .) < pi
10
. (3.47*)
Let L > 0 be a large number. Then g is defined and injective in W = C r V(−L, pi
10
)
and satisfies | arg(g(z) − z) − pi| < pi
10
. Hence g(W ) ⊂ W and Re g(z) < Re z − (b0 −
c00) + c01,max + 1 < Re z− 4. The rest part of the proof can be obtained by a word for
word copy of [IS08, §5.J]. 
3.11. Attracting Fatou coordinate Φattr and domains D1, D
]
1 and D
[
1.
Definition. Let pr+(z) = Re (ze
−ipi/5) and pr−(z) = Re (ze+ipi/5) be the orthogonal
projection to the line with angle ±pi
5
to the real axis respectively. Define
u1 := 7.8, u2 := 5.4, u3 := cv cos(
pi
5
) (+ 13.7677 . . .), u4 := 11.5, (3.48*)
and
H±1 = {z : pr±(z) > u1},
H±3 = {z : pr±(z) ≥ u3},
H±2 = {z : pr±(z) > u2},
H±4 = {z : pr±(z) ≥ u4}.
Lemma 3.34 (Attracting Fatou coordinate Φattr). (a) ϕ(H
±
2 ) ⊃ H±1 and ϕ(H±4 ) ⊃
H±3 . Hence F is defined on H
+
1 ∪H−1 .
(b) Q is injective in H±2 . Therefore, F is injective in H
±
1 .
(c) If z ∈ H±1 , then | arg(F (z) − z)| < 3pi10 , hence F (H±1 ) ⊂ H±1 . In particular, the
sector H+1 ∪H−1 = V(u0, 7pi10 ) is forward invariant under F and contained in Basin(∞),
where u0 = u1/ cos(
pi
5
).
(d) There exists an attracting Fatou coordinate Φattr for F in V(u0, 7pi10 ) and it is
injective in each of H±1 .
In the following, we normalize the Fatou coordinate Φattr such that Φattr(cv) = 1.
Proof. (a) By Lemma 3.28 (b), the half planes H±1 is contained in Image(ϕ). If
ζ ∈ ∂H±2 , then by Lemma 3.28 (e), we have
pr±(ϕ(ζ)) = pr±(ζ) + pr±(c00) + pr±(c0 − c00) + pr±(ϕ1(ζ))
≤ 5.4 + c00 cos(pi5 ) + c01,max + ϕ1,max(5.4) (+ 7.7399 . . .) < 7.8. (3.49*)
Hence ϕ(ζ) 6∈ H±1 . This means that ϕ−1(H±1 ) must be contained in one side of ∂H±2 .
On the other hand, if ζ ∈ H±1 is a point with large real part, then ϕ−1(ζ) ∈ H±2 . This
means that ϕ−1(H±1 ) ⊂ H±2 and hence ϕ(H±2 ) ⊃ H±1 .
If ζ ∈ ∂H±4 , then
pr±(ϕ(ζ)) = pr±(ζ) + pr±(c00) + pr±(c0 − c00) + pr±(ϕ1(ζ))
≤ 11.5 + c00 cos(pi5 ) + c01,max + ϕ1,max(11.5) (+ 13.7266 . . .)
< pr±(cv) (+ 13.7677 . . .).
(3.50*)
The same argument as in (a) shows that ϕ(H±4 ) ⊃ H±3 .
(b) By Lemma 3.27 (b), Q is a injection in H±2 . Then F is injective in H
±
1 since
ϕ−1(H±1 ) ⊂ H±2 and F = Q ◦ ϕ−1.
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(c) If z ∈ H±1 , then ζ = ϕ−1(z) ∈ H±2 by (a). By Lemma 3.32 (b), we have
| arg(F (z)− z)| ≤ max{Arg∆Fmax(5.4,±pi5 ),−Arg∆Fmin(5.4,±pi5 )}
(+ max{0.4967 . . . , 0.7573 . . .}) < 3pi
10
(+ 0.9424 . . .). (3.51*)
This implies that each of H±1 is forward invariant under F and hence H
+
1 ∪ H−1 =
V(u0, 7pi10 ) is also. The assertion that V(u0,
7pi
10
) is contained in Basin(∞) follows im-
mediately.
(d) can be proven as the proof of [IS08, Proposition 5.5]. 
Lemma 3.35 (Estimates on Φattr). (a) The attracting Fatou coordinate Φattr satisfies
the following inequalities:
−pi
5
< arg Φ′attr(z) <
pi
4
for z ∈ H+3 and −
pi
4
< arg Φ′attr(z) <
pi
5
for z ∈ H−3 ; (3.52)
0.067 < |Φ′attr(z)| < 0.276 for z ∈ H+3 ∪H−3 = V(cv, 7pi10 ). (3.53)
(b) Φattr is injective in H
+
3 ∪ H−3 = V(cv, 7pi10 ). There exists a domain H1 such that
Φattr is a homeomorphism from H1 onto {z : Re z ≥ 1}, and H1 satisfies V(cv, 3pi10 ) ⊂
H1 ∪ {cv} ⊂ H1 ⊂ V(cv, 7pi10 ) ∪ {cv} and cv ∈ ∂H1.
Proof. (a) Suppose z ∈ H+3 . Then ζ = ϕ−1(z) ∈ H+4 , i.e. Re (ζe−ipi/5) ≥ u4 = 11.5.
We claim that
F (z) ∈ DH+1 (z, s(r4)) (3.54)
with r4 = 0.53, where s(r) = log
1+r
1−r is defined in Lemma 3.11 (b). By applying
Lemma 3.11 (b) with H = H+1 , t = u1, u = pr+(z) − u1, r = r4, θ = pi5 , (3.54) is
equivalent to
F (z)− z ∈ D
(
2ur24e
ipi/5
1− r24
,
2ur4
1− r24
)
. (3.55)
This disk contains 0 since |r24eipi/5| < r4 and it is increasing with u. Therefore, we
only need to check (3.55) with the smallest u, i.e. u5 = u3 − u1 = pr+(cv) − 7.8.
As in the proof of [IS08, Lemma 5.27 (a)], one can write F (z) − z = α + β, where
α = b0 − c00 + b1e−ipi/52u4 , |β| ≤ βmax(u4) and u4 = 11.5. By a numerical estimate, we
have ∣∣∣∣α− 2u5r24eipi/51− r24
∣∣∣∣+ βmax(u4)− 2u5r41− r24 (+ −0.0947 . . .) < 0. (3.56*)
This means that (3.54) and (3.55) are true.
Applying Theorem 3.12 to Φattr with Ω = H
+
1 , r = r4 and by Lemma 3.32, we have
arg Φ′attr(z) ≤ − arg(F (z)− z) +
1
2
|logF ′(z)|+ 1
2
log
1
1− r24
≤ −Arg∆Fmin(u4, pi5 ) +
1
2
LogDFmax(u4)− 1
2
log(1− r24)
(+ 0.7619 . . .) < pi
4
(+ 0.7853 . . .); (3.57*)
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and
arg Φ′attr(z) ≥ − arg(F (z)− z)−
1
2
|logF ′(z)| − 1
2
log
1
1− r24
≥ −Arg∆Fmax(u4, pi5 )−
1
2
LogDFmax(u4) +
1
2
log(1− r24)
(+ −0.6260 . . .) > −pi
5
(+ −0.6283 . . .). (3.58*)
The similar estimate can be applied to z ∈ H−3 .
For |Φ′attr(z)| on H+3 or H−3 , by Theorem 3.12 and Lemma 3.32, we have
|Φ′attr(z)| ≤ exp
(
− log |F (z)− z|+ 1
2
|logF ′(z)|+ 1
2
log
1
1− r24
)
≤ exp
(
1
2
LogDFmax(u4)
)
Abs∆Fmin(u4,
pi
5
)
√
1− r24
(+ 0.2756 . . .) < 0.276; (3.59*)
and
|Φ′attr(z)| ≥ exp
(
− log |F (z)− z| − 1
2
|logF ′(z)| − 1
2
log
1
1− r24
)
≥
√
1− r24
Abs∆Fmax(u4,
pi
5
) exp
(
1
2
LogDFmax(u4)
) (+ 0.06701 . . .) > 0.067.
(3.60*)
(b) Suppose that [z1, z2] ⊂ V(cv, 7pi10 ) is a non-trivial segment. Let θ = −pi4 and
θ′ = pi
4
. Applying Lemma 3.13 with f = Φattr, we have Re
Φattr(z2)−Φattr(z1)
z2−z1 > 0 and
Φattr(z1) 6= Φattr(z2). If z1 and z2 in V(cv, 7pi10 ) cannot be joined by a segment in
V(cv, 7pi
10
), then one can find a point z3 such that [z1, z3] and [z3, z2] are contained in
V(cv, 7pi
10
) and 3pi
10
≤ arg(z3−z1) ≤ 7pi10 and 3pi10 ≤ arg(z2−z3) ≤ 7pi10 (interchanging z1 and
z2 if necessary). By Lemma 3.13, we have 0 <
3pi
10
− pi
4
< arg(Φattr(z3) − Φattr(z1)) <
7pi
10
+ pi
4
< pi. The same estimate holds for z2−z3 and hence Im (Φattr(z2)−Φattr(z1)) > 0.
Above all, it follows that Φattr is injective in V(cv, 7pi10 ).
Similarly, by Lemma 3.13, if z1, z2 ∈ H+3 and z1 6= z2, then
arg(z2 − z1)− pi
5
< arg(Φattr(z2)− Φattr(z1)) < arg(z2 − z1) + pi
4
. (3.61)
In particular, if arg(z − cv) = 7pi
10
(now z is on the boundary of V(cv, 7pi
10
)), note that
Φattr(cv) = 1, we have
pi
2
=
7pi
10
− pi
5
< arg(Φattr(z)− 1) < 7pi
10
+
pi
4
< pi.
This means that Re (Φattr(z) − 1) < 0 and Im (Φattr(z) − 1) > 0. A similar estimate
holds for H−3 . Also, by (3.4), we have∣∣∣∣Φattr(z)− 1z − cv
∣∣∣∣ ≥ ∫ 1
0
Re Φ′attr(cv + t(z − cv))dt ≥ 0.067 cos(pi4 ) = 0.067/
√
2 > 0.
Therefore, as z →∞ in V(cv, 7pi
10
), then Φattr(z)→∞.
Given R′ > 0, take R′′ >
√
2R′/0.067 and denote G = V(cv, 7pi
10
) ∩ D(cv, R′′). The
results above imply that Φattr(∂G) is disjoint with {z : Re z ≥ 1}∩D(1, R′) except at 1.
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By Argument Principle, one can prove that {z : Re z ≥ 1}∩D(1, R′) ⊂ Φattr(G)∪{1}.
Since R′ is arbitrary, {z : Re z ≥ 1} is contained in the image of V(cv, 7pi
10
) ∪ {cv} by
Φattr. Define
H1 = Φ−1attr({z : Re z > 1}).
If z ∈ V(cv, 3pi
10
) = H+3 ∩ H−3 , by (3.61), where pi4 can be replaced by pi5 , we have
| arg(Φattr(z) − 1)| < 3pi10 + pi5 = pi2 . Therefore, Φattr(V(cv, 3pi10 )) is contained in {z :
Re z > 1} ∪ {1}. Hence we have V(cv, 3pi
10
) ⊂ H1 ∪ {cv} ⊂ H1 ⊂ V(cv, 7pi10 ) ∪ {cv}. 
Proof of Proposition 3.6. We only need to prove (b) since (a) is covered by Lemmas
3.34 and 3.35. Define D1 = Φ
−1
attr({z : 1 < Re z < 2, −η < Im z < η}), D]1 = Φ−1attr({z :
1 < Re z < 2, Im z > η}) and D[1 = Φ−1attr({z : 1 < Re z < 2, Im z < −η}), where the
inverse is taken only in V(cv, 7pi
10
). If | arg(z − F (cv))| ≤ 3pi
10
, then z ∈ V(cv, 3pi
10
) since
F (cv) ∈ V(cv, pi
5
) by Lemma 3.33. As before, by (3.61), where pi
4
can be replaced by pi
5
,
we have | arg(Φattr(z)−Φattr(F (cv)))| < pi2 . Therefore, Re Φattr(z) > Re Φattr(F (cv)) =
2. This means that D1, D
]
1 and D
[
1 are all contained in W1. Similarly, if | arg(z−cv)| ≤
pi
5
, then | arg(Φattr(z)− 1)| < pi5 + pi5 = 2pi5 . Then Φattr(z) cannot be in {z : 1 < Re z <
2, |Im z| > η} since13
tan
2pi
5
=
√
5 + 2
√
5 (+ 3.0776 . . .) < η = 3.1. (3.62*)
This means that D]1 and D
[
1 are contained in {z : pi5 ≤ ± arg(z − cv) < 7pi10}. Finally,
it remains to show D1 ⊂ D(cv, R1). Note that the derivative of Φ−1attr is bounded
by 1
0.067
and {z : 1 < Re z < 2, η < Im z < η} ⊂ D(1,√1 + η2), we have D1 ⊂
D(cv,
√
1 + η2/0.067). Therefore, we only need to check that
√
1 + η2/0.067 < R1 =
82. Actually, this is true even for a bigger η such as η = 5.4 since
√
1 + 5.42/0.067 (+ 81.9673 . . .) < 82. (3.63*)
The proof of Proposition 3.6 is complete. 
3.12. Locating domains D0, D
′
0, D
′′
0 , D−1, D
′′′
−1 and D
′′′′
−1. Let Ω1, Ω2 and Ω3 are
unbounded sets defined in Lemma 3.30. For i = 1, 2, 3, we denote Ω˜i = ζ(Ωi) and
Ω˜±i := Ω˜i ∩ {ζ : ± Im ζ > 0}.
Lemma 3.36. (a) Let W˜0 := {ζ : Re ζ > cp + 0.5 or pr+(ζ) > 7.5 or pr−(ζ) >
7.5} ∪ {ζ : pr+(ζ) > cp cos(pi5 ) and pr−(ζ) > cp cos(pi5 )}. Then V(cv, 7pi10 ) ⊂ Q(W˜0) ⊂
Cr (−∞, cv] and W˜0 ⊂ U1.
(b) ϕ(W˜0) ⊂ W0 := {z : Re z > 2 or pr+(z) > 5.3 or pr−(z) > 5.3}.
(c) (Q−1(W0) ∩ U123) r (D(a6, ε6) ∪ D(a6, ε6)) ⊂ W˜−1 :=
(
Ω˜0 ∪ Ω˜1 ∪ Ω˜2 ∪ Ω˜3
)
r(
D(a6, ε6) ∪ D(a6, ε6)
)
, where Ω˜0 := V(0, 0.72pi) ∩ {ζ : Re ζ ≤ xE and |Im ζ| > 2.7}.
(d) If ζ ∈ Q−1(W0) ∩ (U2+ ∪ U3−), then ζ ∈ (U2+ ∪ U3−)r (D(a5, ε5) ∪ D(a5, ε5)).
See Figure 12. This is the most delicate lemma among all the estimations in this
paper. We postpone the proof of Lemma 3.36 until the end of this subsection.
13Maybe the lower bound of η can be improved such that it is less than 3. But this is not important
here.
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Q−1(∂W0) ∩ U123
Q−1(∂V(cv, 7pi10 ))
Ω˜+0
Ω˜−0
W˜0∂W0
D
D
Ω˜−3
Ω˜−2
Ω˜−1
Er3
Er2
Er1
1
D(a6, ε6)
D(a5, ε5) γc5
γa3
γc3
cQ−
Figure 12: Left: The domains Ω˜+0 , Ω˜
−
0 , W˜0, W0 and their boundaries; Right: The zoom of the
left picture near the unit circle. The sets Ω˜−1 , Ω˜
−
2 and Ω˜
−
3 and some disks are shown. The curve
Q−1(W0) ∩ U123 is depicted by a dashed line.
Figure 12: Left: The domains Ω˜+0 , Ω˜
−
0 , W˜0, W0 and their boundaries; Right: The zoom
of the left picture near the unit circle. The sets Ω˜−1 , Ω˜
−
2 and Ω˜
−
3 and some disks are
shown. The curve Q−1(W0) ∩ U123 is depicted by a dashed line.
Definition. Note that Q maps U1, U2 and U3 homeomorphically onto C r (−∞, cv].
Define
H˜0 = (Q|U1)−1(H1), D˜0 = (Q|U1)−1(D1), D˜]0 = (Q|U1)−1(D]1),
D˜′0 = (Q|U2)−1(D1) and D˜′′0 = (Q|U3)−1(D1).
The domains H˜0 and hence D˜0 and D˜]0 are contained in C r Er1 because of Lemma
3.24 (d) and H1 ⊂ V(cv, 7pi10 ) ⊂ CrD(0, ρ). The domains D˜′0 and D˜′′0 are contained in
Cr Er1 by Lemma 3.37 (b) below. Hence we can define
H0 = ϕ(H˜0), D0 = ϕ(D˜0), D]0 = ϕ(D˜]0), D′0 = ϕ(D˜′0), D′′0 = ϕ(D˜′′0).
It is easy to see that F (H0) = H1 and Φattr extends naturally to H0 such that it
is a homeomorphism onto {z : Re z ≥ 0}. Moreover, Φattr(D0) = {z : 0 < Re z <
1, |Im z| < η} and D0 ⊂ H0 rH1. In particular, D0 ∩V(cv, 3pi10 ) = ∅ since V(cv, 3pi10 ) ⊂
H1. By Lemma 3.36 (a) and (b), D0 is contained in W0 since D1 ⊂ V(cv, 7pi10 ). This
means that D0 must be contained in Cr ((−∞, 0] ∪ [cv,+∞)).
Note that Q maps (U1+ ∪ U2− ∪ γb1), (U2+ ∪ U3− ∪ γb2) and (U1− ∪ U3+ ∪ γb3)
homeomorphically onto the double slitted complex plane C r ((−∞, 0] ∪ [cv,+∞)).
Thus we can define
D˜−1 = (Q|(U1+∪U2−∪γb1))−1(D0), D˜′′′−1 = (Q|(U2+∪U3−∪γb2))−1(D0),
and D˜′′′′−1 = (Q|(U1−∪U3+∪γb3))−1(D0).
These domains are contained in C r Er1 by Lemma 3.37 (b) below. Then one can
define
D−1 = ϕ(D˜−1), D′′′−1 = ϕ(D˜
′′′
−1), and D
′′′′
−1 = ϕ(D˜
′′′′
−1).
By the construction, we know that F maps D0, D
′
0, D
′′
0 , D−1, D
′′′
−1 and D
′′′′
−1 homeo-
morphically onto D1, D1, D1, D0, D0 and D0 respectively.
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Recall that R = 100 and R1 = 82 are constants defined in §3.1.
Lemma 3.37. (a) D˜0 ⊂ W˜0 ∩ D(10, R1 + 2); D0 ⊂ W0 ∩ D(10, R1 + 5).
(b) D˜0 ∪ D˜′0 ∪ D˜′′0 ∪ D˜−1 ∪ D˜′′′−1 ∪ D˜′′′′−1 ⊂ W˜−1 ∩ D(0, R1 + 12) ∩ U123 ∩ (Cr Er1).
(c) D0 ∪D′0 ∪D′′0 ∪D−1 ∪D′′′−1 ∪D′′′′−1 ⊂ D(0, R1 + 15).
Proof. (a) If |ζ| ≥ 50, then
|Q(ζ)− (ζ + b0)| ≤ b1
50
+Q2,max(50) (+ 0.4382 . . .) < 1. (3.64*)
Hence if |ζ−10| ≥ R1 +2, then |ζ| > 50 and |ζ− (cv− b0)| ≥ |ζ−10|− |10+ b0− cv| >
R1 + 1 since |10 + b0 − cv| < 1. Therefore, we have |Q(ζ)− cv| = |(Q(ζ)− (ζ + b0)) +
(ζ − (cv − b0))| ≥ |ζ − (cv − b0)| − |Q(ζ) − (ζ + b0)| > R1. By Proposition 3.6 (b),
D1 ⊂ D(cv, R1). This means that
D˜0 ∪ D˜′0 ∪ D˜′′0 ⊂ Q−1(D1) ⊂ Q−1(D(cv, R1)) ⊂ D(10, R1 + 2).
If ζ ∈ CrE and |ζ−10| < R1 +2, then the Jordan curve ϕ({ζ ′ : |ζ ′−10| = R1 +2}) is
contained in D(10, R1 + 5) by (3.44*). This means that D0∪D′0∪D′′0 ⊂ D(10, R1 + 5).
By Lemma 3.36 (a) and (b), we have D˜0 ⊂ W˜0 and D0 ⊂ W0.
(b) By a similar argument, we have D˜−1∪ D˜′′′−1∪ D˜′′′′−1 ⊂ Q−1(D0) ⊂ Q−1(D(10, R1 +
5)) ⊂ D(3, R1 +7) and D−1∪D′′′−1∪D′′′′−1 ⊂ D(3, R1 +10). Let ζ ∈ D˜0∪D˜′0∪D˜′′0 ∪D˜−1∪
D˜′′′−1 ∪ D˜′′′′−1. By the above, we have ζ ∈ D(10, R1 + 2) ∪ D(3, R1 + 7) ⊂ D(0, R1 + 12).
By Proposition 3.6 (b), D1 ⊂ W1 ⊂ V(cv, 7pi10 ) ⊂ W0. Hence we have ζ ∈ Q−1(D0 ∪
D1) ⊂ Q−1(W0). By definition, ζ ∈ U123. Note that
D0 ∪D1 ⊂ W0 ∩ (D(10, R1 + 5) ∪ D(cv, R1)) ⊂ D(0, R)rD(0, ρ), (3.65)
i.e. ρ < |Q(ζ)| < R. This means that ζ 6∈ D(a6, ε6)∪D(a6, ε6) by Lemma 3.24 (a). We
now divide the arguments into two cases. The first case, if ζ ∈ Q−1(W0)∩U ′12, it follows
from Lemma 3.24 (d) that ζ ∈ CrEr1 . The second case, if ζ ∈ Q−1(W0)∩(U2+∪U3−),
then ζ ∈ (U2+∪U3−)r (D(a5, ε5)∪D(a5, ε5)) by Lemma 3.36 (d). This concludes that
ζ ∈ C r Er1 by Lemma 3.24 (c). Therefore, in either case, ζ is contained in C r Er1 .
By Lemma 3.36 (c), ζ is contained in W˜−1.
(c) By (3.44*), the Jordan curve ϕ({ζ ′ : |ζ ′| = R1+12}) is contained in D(0, R1+15).
Therefore, by (b), we have D0 ∪D′0 ∪D′′0 ∪D−1 ∪D′′′−1 ∪D′′′′−1 ⊂ D(0, R1 + 15). 
Proof of Proposition 3.7. We only need to prove (e). Lemma 3.37 (c) shows that
D0 ∪D′0 ∪D′′0 ∪D−1 ∪D′′′−1 ∪D′′′′−1 r {cv} ⊂ D(0, R) since R1 + 15 = 97 < R = 100.
Let ζ ∈ closure(D˜0 ∪ D˜′0 ∪ D˜′′0 ∪ D˜−1 ∪ D˜′′′−1 ∪ D˜′′′′−1) ⊂ U123. Lemma 3.37 (b) implies
that ζ ∈ C r intEr1 . By Lemma 3.29, we have |ϕ(ζ)| > ρ. By Lemma 3.37 (b), we
have ζ ∈ W˜−1. By Lemma 3.36 (c), we know that ζ ∈ ζ(Ω1 ∪ Ω2 ∪ Ω3) or ζ ∈ Ω˜0. If
ζ ∈ ζ(Ω1 ∪ Ω2 ∪ Ω3), then ϕ(ζ) 6∈ R− by Lemma 3.30. If ζ ∈ Ω˜0, then |Im ζ| > 2.7.
However, if |ζ| > 2.7, similar to the argument of (3.44*), we have
|ϕ(ζ)− ζ| ≤ c00 + c01,max + ϕ1,max(2.7) (+ 2.5795 . . .) < 2.7. (3.66*)
Therefore, ϕ(ζ) 6∈ R− in this case.
Let z ∈ D0∪D′0∪D′′0∪D−1∪D′′′−1∪D′′′′−1. Then F (z) ∈ H0 and 0 ≤ Re Φattr(F (z)) ≤ 2.
By Lemma 3.35 (b), if z′ ∈ V(cv, pi
5
) but z′ 6= cv, we have Re Φattr(z′) > 1 and hence
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Re Φattr(F (z
′)) > 2. Therefore, z cannot lie in V(cv, pi
5
)r {cv}. This ends the proof of
the first statement in Proposition 3.7 (e).
Finally, we need to prove that D
]
0 ⊂ piX(X1+). Similar to the argument in last
paragraph, one can prove that if z ∈ D]0, then z 6∈ V(cv, pi5 ). By Proposition 3.6 (b)
and the definition of W1, we have D
]
1 ⊂ W1 ⊂ V(cv, 7pi10 ). By Lemma 3.36 (a) and
(b), we have D˜]0 ⊂ W˜0 and D]0 ⊂ W 0. Therefore, D]0 ∩ D(0, ρ) = ∅. This means that
D
]
0 ⊂ piX(X1+). 
The rest of this subsection will devote to the proof of Lemma 3.36.
Proof of Lemma 3.36. (a) The boundary ∂W˜0 consists of `
±
0 : ζ = cp+ t e
±3pii
10 (0 ≤ t ≤
t0), `
±
1 : ζ = cp+ 0.5± it (t1 ≤ t ≤ t2) and `±2 : ζ = cp+ 0.5± it2 + t e±
7pii
10 (t ≥ 0), where
t0 =
0.5
sin(pi
5
)
, t1 =
0.5
tan(pi
5
)
and t2 = tan(
3pi
10
)
( 7.5
cos(pi
5
)
− cp− 0.5).
We first prove that Q(`±0 ), Q(`
±
1 ), Q(`
±
2 ) ⊂ {z : 7pi10 < ± arg(z − cv) < pi} ∪ {cv}.
Note that cp is the critical point of Q with local degree 3, hence Q can be written as
Q(ζ)− cv = α3(ζ − cp)3(1 + Q1(ζ)) near cp, where Q1(ζ) = O(ζ − cp) if ζ is close to
cp. The constant α3 can be calculated by α3 = Q
′′′(cp)/6 ∈ R. For Q1(ζ), we have the
estimation
max
ζ: |ζ−cp|=0.4
|Q1(ζ)| = max
θ∈[0,2pi]
∣∣∣∣Q(cp+ 0.4eiθ)− cvα3(0.4eiθ)3 − 1
∣∣∣∣ (+ 0.2885 . . .) < 0.29. (3.67*)
By Lemma 3.9, if ζ = cp+ t e
3pii
10 for 0 ≤ t ≤ 0.4, we have
7pi
10
< 3× 3pi
10
− pi
3
× 0.29 < arg(Q(ζ)− cv) = 3 arg(ζ − cp) + arg(1 +Q1(ζ))
< 3× 3pi
10
+ pi
3
× 0.29 < pi.
On the other hand, we have
max
t∈[0.4,t0]
arg(Q(cp+ t e
3pii
10 )− cv) (+ 2.6443 . . .) < pi, and
min
t∈[0.4,t0]
arg(Q(cp+ t e
3pii
10 )− cv) (+ 2.4641 . . .) > 7pi
10
(+ 2.1991 . . .).
(3.68*)
Therefore, we have Q(`+0 ) ⊂ {z : 7pi10 < arg(z − cv) < pi} ∪ {cv}.
Next, we consider the maximum and minimum of arg(Q(ζ) − cv) when ζ = cp +
0.5 + it (t1 ≤ t ≤ t2) ∈ `+1 . The numerical estimation shows that
max
t∈[t1,t2]
arg(Q(cp+ 0.5 + it)− cv) (+ 2.9909 . . .) < pi, and
min
t∈[t1,t2]
arg(Q(cp+ 0.5 + it)− cv) (+ 2.3140 . . .) > 7pi
10
(+ 2.1991 . . .). (3.69*)
Therefore, we have Q(`+1 ) ⊂ {z : 7pi10 < arg(z − cv) < pi}.
Finally, we consider ζ = cp+ 0.5 + it2 + t e
7pii
10 (t ≥ 0) ∈ `+2 . If t ≥ 100, then
|Q(ζ)− ζ − b0| < max|ζ|=100 |Q(ζ)− ζ − b0| (+ 0.2166 . . .)
< (cv − 7.5
cos(pi/5)
− b0) cos(pi5 ) (+ 0.3233 . . .).
(3.70*)
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This means that the image of ζ = cp+ 0.5 + it2 + t e
7pii
10 (t ≥ 100) under Q is contained
in {z : 7pi
10
< arg(z − cv) < pi}. For the part of 0 ≤ t ≤ 100, we have
max
t∈[0,100]
arg(Q(cp+ 0.5 + it2 + t e
7pii
10 )− cv) (+ 2.3504 . . .) < pi, and
min
t∈[0,100]
arg(Q(cp+ 0.5 + it2 + t e
7pii
10 )− cv) (+ 2.2038 . . .) > 7pi
10
(+ 2.1991 . . .).
(3.71*)
Therefore, we have Q(`+2 ) ⊂ {z : 7pi10 < arg(z − cv) < pi}. By the symmetry of the
dynamics of Q, the same estimation holds for Q(`−0 ), Q(`
−
1 ) and (`
−
2 ).
The assertion V(cv, 7pi
10
) ⊂ Q(W˜0) can be proved similar as in Lemma 3.35 (b).
Since Q(∂W˜0) is disjoint with Γ
Q
b = (0, cv] except at cv, hence ∂W˜0 is disjoint with
γb1 ∪ γb3 ∪ {−1} except at cp. Since ∂W˜0 is unbounded, it must be contained in the
unbounded component of Cr(γb1∪γb3∪{−1}), which is U1∪(−∞,−1). But obviously,
W˜0 ∩ (−∞,−1) = ∅. Hence W˜0 ⊂ U1 and Q(W˜0) ⊂ Cr (−∞, cv].
(b) Suppose ζ ∈ W˜0. Then there are three cases: (i) pr±(ζ) ≥ 7.5; (ii) Re ζ ≥ cp+0.5
and (iii) pr+(ζ) > cp cos(
pi
5
) and pr−(ζ) > cp cos(pi5 ). For case (i), if pr±(ζ) ≥ 7.5, then
pr±(ϕ(ζ)) = pr±(ζ) + pr±(c00) + pr±(c0 − c00) + pr±(ϕ1(ζ))
≥ 7.5 + c00 cos(pi5 )− c01,max − ϕ1,max(7.5) (+ 5.3060 . . .) > 5.3. (3.72*)
For case (ii), if Re ζ ≥ cp+ 0.5, then
Reϕ(ζ) ≥ (cp+ 0.5) + c00 − c01,max − ϕ1,max(cp+ 0.5) (+ 2.3013 . . .) > 2. (3.73*)
For case (iii), we only need to consider the restriction of ϕ on the segment [cp, (cp +
0.5) + 0.5 tan(0.3pi)i]. This segment can be written as
ζt = cp+ 0.5t(1 + tan(0.3pi)i), where t ∈ [0, 1].
Recall that ζ = ζ(w) = e1w+ e0 +
e−1
w
is a conformal mapping from CrD onto CrE.
Let wt ∈ Cr D be the unique point such that e1wt + e0 + e−1wt = ζt. Then
wt =
ζt − e0 +
√
(ζt − e0)2 − 4e1e−1
2e1
.
By (3.43) and Lemma 3.28 (c), we have
| argϕ(ζ(wt))| ≤ | argwt|+ log |wt|+1|wt|−1 and |ϕ(ζ(wt))| ≥ e1|wt|
(
1− 1|wt|
)2
.
Combining the results above, we have
Reϕ(ζt) = Reϕ(ζ(wt)) = |ϕ(ζ(wt))| cos(argϕ(ζ(wt)))
≥ min
t∈[0,1]
e1|wt|
(
1− 1|wt|
)2
cos
(
| argwt|+ log |wt|+1|wt|−1
)
(+ 2.0104 . . .) > 2. (3.74*)
Therefore, in either case, we have ϕ(ζ) ∈ W0.
(c) It is sufficient to prove that Q−1(W0) ∩ U123 ⊂ Ω˜0 ∪ Ω˜1 ∪ Ω˜2 ∪ Ω˜3 ∪ D(a6, ε6) ∪
D(a6, ε6). Denote Ω˜±0 := Ω˜0 ∩ {ζ : ± Im ζ > 0}. By the symmetry, we only consider
the estimation in the lower half plane. Recall that r1 = 1.25, r2 = 1.4 and r3 = 1.54
are defined in Lemma 3.30. The boundary of Ω˜−0 ∪Ω˜−1 ∪Ω˜−2 ∪Ω˜−3 ∪D(a6, ε6)rD, except
the subsets of the unit circle and the real axis, consists of `3 : ζ = t e
−0.72pii(t ≥ t3);
`4 : ζ = t−2.7i (t4 ≤ t ≤ xE); `5 : ζ = xE+it (−2.7 ≤ t ≤ t5); `6 : ζ = ζ(r3eθpii) (−0.5 ≤
θ ≤ −0.4); `7 : ζ = ζ(r e−0.4pii)(r2 ≤ r ≤ r3); `8 : ζ = ζ(r2eθpii) (−0.4 ≤ θ ≤ θ6);
46 FEI YANG
`9 : ζ = a6 + ε6e
θpii (θ7 ≤ θ ≤ θ8); `10 : ζ = a6 + ε6eθpii (θ9 ≤ θ ≤ θ10) and `11 : ζ =
ζ(r1e
θpii) (θ11 ≤ θ ≤ 0); where
t3 =
2.7
sin(0.28pi)
,
θ6 (+ −0.3488 . . .),
θ9 (+ 0.1688 . . .),
t4 = − 2.7tan(0.28pi) ,
θ7 (+ −0.9513 . . .),
θ10 (+ 0.3800 . . .),
t5 = Im ζ(−r3i) (+ −1.5971 . . .);
θ8 (+ −0.5711 . . .),
θ11 (+ −0.1770 . . .);
(3.75*)
such that |ζ(r2eθ6pii)−a6| = ε6, ζ(r2eθ6pii) = a6+ε6eθ8pii, |a6+ε6eθ7pii| = 1, |a6+ε6eθ10pii| =
1, a6 + ε6e
θ9pii = ζ(r1e
θ11pii) and |ζ(r1eθ11pii)− a6| = ε6.
We first prove that Q(`i) ⊂ C rW 0 for 3 ≤ i ≤ 8 and i = 11. In the following,
we denote u′ = 5.3
cos(pi/5)
. For `3, since it is unbounded, we divide it into two parts for
consideration. If ζ = t e−0.72pii for t ≥ 100, similar to (3.70*), we have
|Q(ζ)− ζ − b0| < max|ζ|=100 |Q(ζ)− ζ − b0| (+ 0.2166 . . .)
< (100 sin(0.02pi) + u′ − b0) cos(pi5 ) (+ 4.4355 . . .). (3.76*)
This means that the image of ζ = t e−0.72pii (t ≥ 100) under Q is contained in CrW 0.
For the part of t3 ≤ t ≤ 100, we have
max
t∈[t3,100]
ReQ(t e−0.72pii) (+ 1.2378 . . .) < 2, and
max
t∈[t3,100]
arg(Q(t e−0.72pii)− u′) (+ −2.2573 . . .) < −7pi
10
(+ −2.1991 . . .). (3.77*)
Therefore, we have Q(`3) ⊂ CrW 0. By
max
t∈[t4,xE ]
ReQ(t− 2.7i) (+ 1.7079 . . .) < 2, and
max
t∈[t4,xE ]
|ImQ(t− 2.7i)| (+ 4.7446 . . .) < (u′ − 2) tan 3pi
10
(+ 6.2641 . . .), (3.78*)
we have Q(`4) ⊂ CrW 0. By
max
t∈[−2.7,t5]
ReQ(xE + it) (+ 1.7079 . . .) < 2, and
max
t∈[−2.7,t5]
|ImQ(xE + it)| (+ 5.1552 . . .) < (u′ − 2) tan 3pi10 (+ 6.2641 . . .),
(3.79*)
we have Q(`5) ⊂ CrW 0. By
max
θ∈[−0.5,−0.4]
ReQ(ζ(r3e
θpii)) (+ −6.2831 . . .) < 2, and
max
θ∈[−0.5,−0.4]
|ImQ(ζ(r3eθpii))| (+ 11.6393 . . .) < (u′ + 6) tan 3pi10 (+ 17.2751 . . .),
(3.80*)
we have Q(`6) ⊂ CrW 0. By
max
r∈[r2,r3]
ReQ(ζ(r e−0.4pii)) (+ −32.1938 . . .) < 2, and
max
r∈[r2,r3]
|ImQ(ζ(r e−0.4pii))| (+ 11.6393 . . .) < (u′ + 32) tan 3pi
10
(+ 53.0611 . . .),
(3.81*)
we have Q(`7) ⊂ CrW 0. By
max
θ∈[−0.4,θ6]
ReQ(ζ(r2e
θpii)) (+ −45.4565 . . .) < 2, and
max
θ∈[−0.4,θ6]
|ImQ(ζ(r2eθpii))| (+ 60.8537 . . .) < (u′ + 45) tan 3pi10 (+ 70.9540 . . .),
(3.82*)
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we have Q(`8) ⊂ CrW 0. By
max
θ∈[θ11,0]
ReQ(ζ(r1e
θpii)) (+ 0.7179 . . .) < 2, and
max
θ∈[θ11,0]
arg(Q(ζ(r1e
θpii))− u′) (+ −2.7447 . . .) < −7pi
10
(+ −2.1991 . . .). (3.83*)
we have Q(`11) ⊂ C r W 0. Therefore, we have proved that Q(`11) ∪
⋃8
i=3 Q(`i) ⊂
CrW 0.
For `9 and `10, we will divide them into two parts for discussion. By
max
θ∈[−0.65,θ8]
ReQ(a6 + ε6e
θpii) (+ −107.6359 . . .) < 2, and
max
θ∈[−0.65,θ8]
|ImQ(a6 + ε6eθpii)| (+ 60.8537 . . .)
< (u′ + 107) tan 3pi
10
(+ 156.2897 . . .),
(3.84*)
we have Q(`′9) ⊂ C rW 0, where `′9 = {a6 + ε6eθpii : −0.65 ≤ θ ≤ θ8}. On the other
hand, a numerical estimation shows that
min
θ∈[θ7,−0.65]
Re
√
Q(a6 + ε6eθpii) (+ 0.4320 . . .) > 0. (3.85*)
This means that Q(ζ) ∩ (−∞, 0] = ∅ if ζ ∈ `′′9 := {a6 + ε6eθpii : θ7 ≤ θ ≤ −0.65}. Note
that (−∞, 0) = ΓQc . Hence `′′9 is disjoint with any γci. In particular, `′′9 ∩ γc3 = ∅.
Since |a6 + ε6eθ7pii| = 1 and a6 + ε6eθ7pii is contained in ∂UQ− , hence `′′9 is contained in
U5− ∪ UQ− . Similarly, by
max
θ∈[θ9,0.23]
ReQ(a6 + ε6e
θpii) (+ −121.7202 . . .) < 2,
max
θ∈[θ9,0.23]
|ImQ(a6 + ε6eθpii)| (+ 55.4619 . . .)
< (u′ + 121) tan 3pi
10
(+ 175.5591 . . .), and
min
θ∈[0.23,θ10]
Re
√
Q(a6 + ε6eθpii) (+ 2.3197 . . .) > 0.
(3.86*)
we have Q(`′10) ⊂ CrW 0 and `′′10 is contained in U ′5+, where `′10 = {a6 + ε6eθpii : θ9 ≤
θ ≤ 0.23} and `′′10 = {a6 + ε6eθpii : 0.23 ≤ θ ≤ θ10}.
By the partition on the complex plane of Q in §3.4, we know that Q : U123 →
C r (−∞, 0] is a branched covering of degree 3 branched over cv. Since ∂W0 is
unbounded and does not contain the critical value cv, it follows that Q−1(∂W0)∩U123
is a unbounded simple curve passing through cQ+ and c
Q
− (compare Figure 12). Note
that Q(`′9)∪Q(`′10)∪Q(`11)∪
⋃8
i=3 Q(`i) ⊂ CrW 0 and `′′9∪`′′10 ⊂ ∂D(a6, ε6). Therefore,
we have Q−1(W0)∩U123 ∩H− ⊂ Ω˜−0 ∪ Ω˜−1 ∪ Ω˜−2 ∪ Ω˜−3 ∪D(a6, ε6). By the symmetry, we
have Q−1(W0) ∩ U123 ⊂ Ω˜0 ∪ Ω˜1 ∪ Ω˜2 ∪ Ω˜3 ∪ D(a6, ε6) ∪ D(a6, ε6).
(d) By the symmetry, it is sufficient to prove that ` := (∂D(a5, ε5)rD) ∩H− is on
the left of Q−1(∂W0)∩U123. Actually, the arc ` has been parameterized in the proof of
Lemma 3.22 (b) such that its closure can be written as ` : ζ = a5 +ε5e
θpii (θ3 ≤ θ ≤ θ4),
where θ3 and θ4 are defined in (3.23*). It is known from (3.25*) that `
′ := {a5 +ε5eθpii :
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θ3 ≤ θ ≤ −0.55} is contained in U ′5+. On the other hand, we have
max
θ∈[−0.55,θ4]
ReQ(a5 + ε5e
θpii) (+ 1.5813 . . .) < 2, and
min
θ∈[−0.55,θ4]
| arg(Q(a5 + ε5eθpii)− u′)| (+ 2.3615 . . .) > 7pi10 (+ 2.1991 . . .).
(3.87*)
This means that Q(˜`) ⊂ CrW 0, where ˜` := {a5+ε5eθpii : −0.55 ≤ θ ≤ θ4}. Combining
the results on `′ and ˜`, we know that ` = `′ ∪ ˜` is on the left of Q−1(∂W0) ∩ U123.
Hence if ζ ∈ Q−1(W0)∩ (U2+∪U3−), then ζ ∈ (U2+∪U3−)r (D(a5, ε5)∪D(a5, ε5)). 
3.13. Construction of Ψ1 – Relating Dn’s to P .
Proof of Proposition 3.8. By Proposition 3.7, the sets D0, D
′
0, D
′′
0, D−1, D
′′′
−1, D
′′′′
−1
and D
]
0 are contained in piX(X1+ ∪X2−). Hence they can also be regarded as subsets
of X1+ ∪X2−. For n = 1, 2, . . ., define
D−n−1 := gn(D−1); D′−n := g
n(D′0); D
′′
−n := g
n(D′′0);
D′′′−n−1 := g
n(D′′′−1); D
′′′′
−n−1 := g
n(D′′′′−1); D
]
−n := g
n(D]0).
The Fatou coordinate Φattr extends naturally to Φ˜attr on these domains and their
closure. Let
D = {z : 0 < Re z < 1 and |Im z| < η} and D] = {z : 0 < Re z < 1 and Im z > η}.
As in [IS08, §5.M], we name the boundary segments of D and D] as follows (see left
picture in Figure 13):
∂l±D = 0 + [0,± η]i; ∂r±D = 1 + [0,± η]i; ∂h±D = [0, 1]± ηi;
∂hD] = ∂h+D; ∂
lD] = 0 + [η,+∞]i; ∂rD] = 1 + [η,+∞]i.
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Figure 13: The domain and the range of Ψ0(z) = cvP e
2piiz. These two pictures are just topo-
logically correct but not conformally precise.
Figure 13: he domain and the range of Ψ0(z) = cvP e
2piiz. These two pictures are
just topologically correct but not conformally precise.
Note that Φattr(z)− 1 maps D1 and D]1 homeomorphicially onto D and D] including
their boundaries respectively. Hence we can name the boundary segments of D1 and
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D]1 by ∂
l
+D1 and ∂
hD]1, etc. according to their images under Φattr(z) − 1. In the
following, the same naming convention will be applied to domains that are mapped
homeomorphically onto D1 and D
]
1 by the iterates of F or by Q.
The following lemma is an extended version of [IS08, Lemma 5.34]. We omit the
proof here since the idea of proof is almost the same (compare Figure 5 and [IS08,
Figure 8]).
Lemma 3.38. (a) g(D0) = D−1 and g(D
]
1) = D
]
0.
(b) Among the closed domains {Dn, D′n, D′′n, D′′′n−1, D′′′′n−1, D]n |n = 0,−1,−2, . . .},
the intersecting pairs are exactly as follows:
Dn ∩Dn−1 = ∂l+Dn = ∂r+Dn−1, Dn−1 ∩D′n = ∂r−Dn−1 = ∂l−D′n
D
′
n ∩D′′′n−1 = ∂l+D′n = ∂r+D′′′n−1, D′′′n−1 ∩D′′n = ∂r−D′′′n−1 = ∂l−D′′n,
D
′′
n ∩D′′′′n−1 = ∂l+D′′n = ∂r+D′′′′n−1, D′′′′n−1 ∩Dn = ∂r−D′′′′n−1 = ∂l−Dn,
Dn ∩D′n ∩D′′n = Dn−1 ∩D′′′n−1 ∩D′′′′n−1
= Dn ∩D′n = Dn ∩D′′′n−1 = Dn ∩D′′n
= Dn−1 ∩D′′′n−1 = Dn−1 ∩D′′n = Dn−1 ∩D′′′′n−1
= D
′
n ∩D′′n = D′n ∩D′′′′n−1 = D′′′n−1 ∩D′′′′n−1 = a point,
Dn ∩D]n = ∂h+Dn = ∂hD]n, D]n ∩D]n−1 = ∂lD]n = ∂rD]n−1,
Dn ∩D]n−1 = Dn−1 ∩D]n = a point.
(3.88)
Let
U = UP1+ ∪ UP1− ∪ γPc1, U ′ = UP2− ∪ UP4+ ∪ γPc4, U ′′ = UP3− ∪ UP5+ ∪ γPc5,
U ′′′ = UP2+ ∪ UP4− ∪ γPc2, U ′′′′ = UP3+ ∪ UP5− ∪ γPc3.
Each of these five domains is mapped homeomorphically by P onto Cr (−∞, 0]. The
map Ψ0(z) = cvP e
2piiz = − 64
225
√
5
e2piiz defined in Proposition 3.8 maps the rectangle
D = {z : 0 < Re z < 1 and |Im z| < η} onto {z : |cvP | e−2piη < |z| < |cvP | e2piη} r
(−∞, 0] and maps the half-infinite strip D] = {z : 0 < Re z < 1 and Im z > η} onto
{z : |z| < |cvP | e−2piη}r (−∞, 0] (see Figure 13).
We now define Ψ1 in the interior of Dn etc as following, where n ≤ 0:
Ψ1 =

(P |U)−1 ◦Ψ0 ◦ Φ˜attr on Dn ∪D]n
(P |U ′)−1 ◦Ψ0 ◦ Φ˜attr on D′n
(P |U ′′)−1 ◦Ψ0 ◦ Φ˜attr on D′′n
(P |U ′′′)−1 ◦Ψ0 ◦ Φ˜attr on D′′′n−1
(P |U ′′′′)−1 ◦Ψ0 ◦ Φ˜attr on D′′′′n−1.
Then Ψ1 is a homeomorphism from each domain onto its image, and it extends con-
tinuously to the closure of each domain. Note that Ψ1 is holomorphic in the interior of
each domain since Ψ1 is a branch of P
−1 ◦Ψ0 ◦ Φ˜attr on each domain. In order to prove
Ψ1 is holomorphic on the whole domain, we just need to show that on the common
boundary of any two domains above, the two extensions are consistent.
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Now we check the consistent condition according to (3.88). If z ∈ Dn tends to
∂l+Dn, then Ψ0 ◦ Φ˜attr(z) tends to [cvP , 0) = ΓPa ∪ {cvP} from the lower side. Hence
Ψ1(z) ∈ U tends to [cpP , 0) = γPa1 from the lower side (see Figure 13). If z ∈ Dn−1
tends to ∂r+Dn−1 from another side, then Ψ0 ◦ Φ˜attr(z) tends to [cvP , 0) = ΓPa ∪ {cvP}
from the upper side, and Ψ1(z) ∈ U tends to [cpP , 0) = γPa1 from the upper side.
The map Ψ1 matches completely along Dn ∩ Dn−1 = ∂l+Dn = ∂r+Dn−1 since P is a
homeomorphism in a neighborhood of each γPai. This means that Ψ1 is holomorphic
there. Similarly, one can check the rest of (3.88) easily. Therefore, the map Ψ1 is
defined on U = the interior of
⋃0
n=−∞(Dn ∪D
′
n ∪D′′n ∪D′′′n−1 ∪D′′′′n−1 ∪D]n). Now it is
obviously that P ◦Ψ1 = Ψ0 ◦ Φ˜attr and Ψ1 : U → UPη r {0} = V ′r {0} is a surjection.
The assertions (b), (c) and (d) in Proposition 3.8 now is straightforward. Finally, the
holomorphic dependence in (e) can be proved as in [IS08] using a word for word copy.
We omit the details. 
3.14. Remarks on the constants. As pointed out in [IS08, §5.N], the important
constants are η, ρ, R and r1. The number η is determined by (3.62*) and (3.63*).
There, η can be chosen between 3.1 and 5.4. By (3.63*), the upper bound of η is
effected by R1 but actually, it is effected by R since R1 and R need only to satisfy
(3.65) (i.e. R1 + cv ≤ R). However, R cannot be too large, the upper bound of R is
determined by Lemma 3.24 since Er1 needs to be covered by eight disks and some of
them are affected by R. Similarly, ρ cannot be too small by Lemma 3.24 and cannot be
too large by Lemma 3.29. In fact, Lemmas 3.24 and 3.29 show also that the constant
r1 cannot be too large or too small.
The disk D(a5, ε5) (and hence D(a5, ε5)) is also important. Lemma 3.24 (c) shows
that D(a5, ε5) cannot be too small but Lemma 3.36 (d) indicates that D(a5, ε5) cannot
be too large and the position of D(a5, ε5) must be located suitably.
The constant u2 = 5.4 defined at the beginning of §3.11 is determined by Lemma
3.32 and also Lemma 3.27 (b).
In Table 1, there are many constants that we give the approximate values up to the
4 digits after the decimal point (we save 16 digits during the actual calculations in
Mathematica 9.0). Most of them are effected by σ, µ, ν and κ.
4. The structures of the renormalization
In this section, we will use the languages of structure and sub-structure to analyze
the parabolic renormalization with local degree three. These languages were first
defined in [Che´14].
4.1. Structures and sub-structures. The maps in the class F1 defined in the intro-
duction are not branched coverings because of the special choice of V . In fact, this class
comes from another class of maps with much richer branched covering structure, which
is also invariant under parabolic renormalization (see [Che´14]). In order to restate the
result in Theorem 1.1, we first give the definitions of structure and substructure.
Definition (Structures and sub-structures). Let X1, X2 and Y be three Riemann
surfaces and I an index set. Assume that a : I → {ai ∈ X1 : i ∈ I} and b : I →
{bi ∈ X2 : i ∈ I} are two marked maps with marked points in X1 and X2 respectively.
Suppose that f1 : X1 → Y and f2 : X2 → Y are two analytic maps which are nowhere
locally constant. The pairs (a, f1) and (b, f2) are called structurally equivalent if there
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exists an analytic isomorphism φ : X1 → X2 such f1 = f2 ◦ φ and b = φ ◦ a. It is
easy to verify that structurally equivalent is an equivalence relation and this relation
depends only on I and Y . For emphasis, the terminology (I, Y )-structurally equivalent
is also used. The equivalence classes are called structures (or (I, Y )-structures).
With the same definitions and notations as above, but assuming that φ is an analytic
injection instead of analytic isomorphism (i.e. not necessary surjective), we call the
structure of (a, f1) a sub-structure of that of (b, f2) in this paper. Sometimes we also
call that (b, f2) has at least the structure (a, f1).
The restriction of partial coverings (containing the marked points) induces a pre-
order on structures. It was proved in [Che´14, p. 3] that the pre-order is not always an
order and it is an order if the subclass of the structures whose fiber Riemann surface
X is connected and contains at least one marked point.
Let us focus on the structure and sub-structure of parabolic renormalization with
local degree three. Define
B3(z) =
(
z + 1/2
1 + z/2
)3
.
Note that B3 is a Blaschke product whose Julia set is the unit circle. The point z = 1
is a 1-parabolic fixed point with two attracting petals. In particular, the unit disk D
and Ĉ r D are two immediate basins of 1.
Theorem 4.1 ([DH84, expose´ IX]). Let f : U ⊂ Ĉ → Ĉ be a holomorphic map with
a non-degenerated 1-parabolic point z0 ∈ U . Suppose that the immediate basin A of z0
is compactly contained in U and contains only one critical point with local degree 3.
Then the restriction of f to A is analytically conjugated to the restriction of B3 to D.
Let Φattr[B3] : D→ C be the extended attracting Fatou coordinate14 for one of the
immediate basins of B3. Note that this map has two repelling petals with vertical
axes. We choose the top one and let Ψrep[B3] denote the corresponding extension of
the inverse of the repelling Fatou coordinate. Moreover, let h[B3] := Φattr ◦ Ψrep be
the extended horn map.
The following result is a consequence of Theorem 4.1.
Corollary 4.2 (Shishikura, Landord and Yampolsky, [LY14]). With the same defi-
nitions and notations as in Theorem 4.1, if ξ : A → D is the conjugacy such that
B3 ◦ ξ = ξ ◦ f , then there exists a constant c ∈ C depending only the normalization
of the Fatou coordinates such that Φattr[B3] ◦ ξ = c + Φattr[f ] whenever both sides are
defined.
Therefore, in the language of structure introduced before, it follows from Corollary
4.2 that c+ Φattr[f ] is structurally equivalent to Φattr[B3] over C since they only differ
a conformal isomorphism ξ.
14The attracting and repelling Fatou coordinates Φattr and Φrep are defined only for the maps
with non-degenerate 1-parabolic fixed points in §2. However, the similar definition can be given for
the degenerate case, i.e., with more than one petal. The attracting Fatou coordinate Φattr can be
extended to the maximal region: the whole attracting basin. But for the repelling Fatou coordinate
Φrep, there is no similar maximal extension. Instead, there exists a unique maximal extension of the
reciprocal Ψrep := Φ
−1
rep such that Ψrep(z + 1) = B3 ◦ Ψrep(z). For more details, one can refer, for
example, [BE02], [DSZ98] and [Zin97].
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Theorem 4.3 (Shishikura, Landord and Yampolsky). All the maps in Theorem 4.1
have structurally equivalent upper parabolic renormalizations, where the renormaliza-
tions are normalized by setting the singular values to 0, 1 and ∞. More precisely, the
renormalizations are (I, Y )-structurally equivalent, where Y = Ĉ, I is a singleton and
the marked point is the origin.
In Theorem 4.3, the similar result holds for the lower parabolic renormalization. Ac-
tually, the upper parabolic renormalization is structurally equivalent to the conjugate
of the lower one via the reflection z 7→ 1/z. Moreover, the upper or lower parabolic
renormalization is defined on a simply connected set and has exactly 3 singular values:
the asymptotic values 0, 1 and one critical value. See Figure 14 and the text following
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Figure 14: Illustration of Theorem 4.3 for f(z) = z3 + 2
3
√
3
, where f has a 1-parabolic fixed point
at 1√
3
whose immediate basin contains the critical point 0 with local degree 3.
Figure 14: Illustration of Theorem 4.3 for f(z) = z3 + 2
3
√
3
, where f has a non-
degenerated 1-parabolic fixed point at 1√
3
whose immediate basin contains the critical
point 0 with local degree 3.
Figure 14 shows the illustration of Theorem 4.3 when the maps are f(z) = z3 + 2
3
√
3
and B3. The six pictures are ordered in a rectangle such that the two pictures in
the first column indicate the dynamical chessboards of f and B3. The views of their
chessboards in repelling Fatou coordinates are represented in the middle column. The
last column is the projection of the middle column to C∗ by the exponential map
Exp]. The vertical arrows are structure isomorphisms for the following respective
maps (after properly normalized): the attracting Fatou coordinates, the horn maps
and the parabolic renormalizations (from left to right). Note that the tiny loops in
the last column are the images of the big unbounded domains that lie above in both
middle pictures.
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Recall that F0 is a class defined in §3.1. As an immediate consequence of Theorem
4.3, we have:
Theorem 4.4 (Invariance of F0). R0(F0) ⊂ F0. Moreover, every map in R0(F0)
can be written as R0(B3) ◦ ϕ−1, where R0(B3) is defined on D and ϕ : D → C is a
univalent mapping satisfying ϕ(0) = 0 and ϕ′(0) = 1.
By the uniform contraction in Corollary 1.2, this means that the parabolic renor-
malization R0 on F1 has a unique fixed point which belongs to F0.
4.2. Visualizing structures of V and V ′ in degree three. For a given structure
V ′ and a sub-structure V , we call that V is a relatively compact sub-structure of V ′
if the maps in V are structurally equivalent to restrictions of maps in V ′ to relatively
compact open subsets of their domains (not just subsets).
Before restating Theorem 1.1 in the language of structure and substructure, we
first give the explicit description of a structure V ′. We define a Riemann surface
with a natural projection over C/Z as follows: cut the cylinder C/Z so as to obtain
only the part where Im z > −η with15 η = 3.1, and then slit the cylinder along
the vertical segment from 0 to −ηi. To obtain this, we glue two identical rectangles
{z ∈ C : −1 < Re z < 1 and − η < Im z < η}, and cut along the same segments.
Finally, we glue each side of the segment in one piece to the opposite side on the other
piece. See Figure 15.Parabolic and near-parabolic renormalization for degree three 65
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Figure 15: The structure V ′. Only the left picture is conformally correct. See also the left
picture in Figure 16, which accurately shows how V ′ sits as a substructure of the structure of
R0(B3).
Figure 15: The str cture V ′. Only the left picture is conformally correct. S e also the
left picture in Figure 16, which accurately shows how V ′ sits as a s bstructure of he
structure of R0(B3).
The structure V is obtained by mapping conformally the domain of definition of f
minus the origin to the complement of the closed unit disk and removing the interior
of the ellipse E (see §3.1). The result, mapped to the chessboard of R0(B3) in the left
picture of Figure 16, is shown on the right of that figure. Now we can restate Theorem
1.1 in the language of structure and substructure.
15The number η = 3.1 appears first in Proposition 3.2. Actually, this number can be chosen from
3.1 to 5.4 (see (3.63*)).
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Theorem 4.5 (See Figure 16). Let I be a singleton and Y = Ĉ. There exists an
explicit pair of (I, Y )-structures V and V ′ with the following properties:
(a) V is a relatively compact sub-structure of V ′ and V ′ is a sub-structure of the
universal structure of Theorem 4.3;
(b) For any (a, f) ∈ V, the map f is defined on a connected and simply connected
Riemann surface and has exactly one critical point with local degree 3 and only
one critical value; the same holds for V ′;
(c) For any map in V whose domain of definition is a subset of Ĉ and that fixes the
marked point with multiplier one, its (suitably normalized) parabolic renormaliza-
tion has at least structure V ′.
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Figure 16: Left: The structure of B3 after first renormalization and its substructure V ′ (the
bright domain). Right: the comparison of V and V ′ (V is a sub-structure of V ′). The pictures
are both accurately calculated. Although is hard to see, the boundaries of the light-toned domain
and the color-saturated domain are disjoint.
Figure 16: Left: The structure of B3 after first renormalization and its substructure V ′
(the bright domain). Right: the comparison of V and V ′ (V is a sub-structure of V ′).
The pictures are both accurately calculated. Although it is hard to see, the boundaries
of the light-toned and the color-saturated domains are disjoint. This is exactly the
main point that we have proved in Theorem 1.1 (b).
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