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SHARP HO¨LDER CONTINUITY OF THE LYAPUNOV
EXPONENT OF FINITELY DIFFERENTIABLE
QUASI-PERIODIC COCYCLES
AO CAI, CLAIRE CHAVAUDRET, JIANGONG YOU, AND QI ZHOU
Abstract. We show that if the base frequency is Diophantine, then
the Lyapunov exponent of a Ck quasi-periodic SL(2,R) cocycle is 1/2-
Ho¨lder continuous in the almost reducible regime, if k is large enough.
As a consequence, we show that if the frequency is Diophantine, k is
large enough, and the potential is Ck small, then the integrated density
of states of the corresponding quasi-periodic Schro¨dinger operator is
1/2-Ho¨lder continuous.
1. Introduction
Let (M,B, µ) be a probability space and f :M →M be an invertible mea-
sure preserving map, assuming µ is ergodic. Given a measurable function
A : M → SL(2,R), the linear cocycle given by A over the base dynamics f
is the transformation:
(f,A) : M × R2 →M × R2; (θ, v) 7→ (f(θ), A(θ) · v).
The iterates of (f,A) have the form (f,A)n = (fn, An), where An(θ) =
A(fn−1(θ)) · · ·A(f(θ))A(θ), n > 1 and A−n(θ) = An(f
−n(θ))−1. The Lya-
punov exponent is given by the formula
L(f,A) = lim
n→+∞
1
n
∫
M
ln ‖An(θ)‖dµ.
Lyapunov exponents appear naturally in the study of smooth dynam-
ics. Continuity of Lyapunov exponents depends sensitively on the finer
topologies of the fiber and the base dynamics. This has been the object
of considerable recent interests, see Viana [31] and references therein. It
is well known that in C0 topology, discontinuity of Lyapunov exponent oc-
curs at every non-uniformly hyperbolic cocycle, see [21, 28, 30]. Moreover,
Bochi [12, 13] proved that with an ergodic base system, any non-uniformly
hyperbolic SL(2,R)-cocycle can be approximated by cocycles with zero Lya-
punov exponents in the C0 topology. Therefore, if one wants to obtain some
regularity of the Lyapunov exponent, finer topology than C0 topology is
necessary.
Now we discuss the impact of the base dynamics. If the base dynamics
has some hyperbolicity, then the Lyapunov exponent is continuous. For ex-
ample, Bocker and Viana [11] proved continuity of Lyapunov exponents for
1
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random products of SL(2,R) matrices in the Bernoulli setting. In higher
dimensions, continuous dependence of all Lyapunov exponents for i.i.d. ran-
dom products of matrices in GL(d,R) was proved by Avila, Eskin, and
Viana [7]. If the base dynamics is a subshift of finite type or, more gener-
ally, a hyperbolic set, then Backes, Brown, Butler [9] proved that Lyapunov
exponents are always continuous among Ho¨lder continuous fiber-bunched
SL(2,R)-cocycles, which answers a famous conjecture of Viana [31].
If the base is elliptic, things become more complicated: it will depend
on the smoothness of A(θ) in a very sensitive way. Now assume that the
base dynamics is quasiperiodic, i.e. f : Td → Td with f(θ) = θ + α, where
α is rationally independent. If A(θ) is analytic, the Lyapunov exponent is
always continuous [14, 15, 26], even in high dimensional GL(d,C) cocycles
(see [5]). However, if A(θ) is finitely differentiable, Wang and You [32]
constructed examples of discontinuity of the Lyapunov exponent in smooth
quasi-periodic SL(2,R) cocycles even when α is of bounded type.
In this paper, we will show that if A ∈ Ck(Td, SL(2,R)), Lyapunov ex-
ponent can still be continuous, even Ho¨lder continuous provided that the
cocycle is almost reducible. Before explaining our result precisely, we intro-
duce some basic concepts. Recall that α ∈ Rd is called Diophantine if there
are κ > 0 and τ > d− 1 such that α ∈ DC(κ, τ), where
(1.1) DC(κ, τ) :=
{
ω ∈ Rd : inf
j∈Z
|〈n, ω〉 − j| >
κ
|n|τ
, ∀n ∈ Zd\{0}
}
.
We also set DC :=
⋃
κ>0,τ>d−1DC(κ, τ). Given two cocycles (α,A1), (α,A2) ∈
T
d×Ck
′
(Td, SL(2,R)), one says that they are Ck conjugated if there exists
Z ∈ Ck(2Td, SL(2,R)), such that
Z(θ + α)−1A1(θ)Z(θ) = A2(θ).
We say (α,A) is Ck
′
,k almost reducible, if A ∈ Ck
′
(Td, SL(2,R)), and closure
of its Ck conjugacies contains a constant. Within the above concepts, our
main result is the following:
Theorem 1.1. Let α ∈ DC(κ, τ), there exists a numerical constant D0 > 0,
such that if (α,A) is Ck
′
,k almost reducible with k
′
> k > D0τ , then for any
continuous map B : Td → SL(2,C), we have
|L(α,A) − L(α,B)| 6 C0‖B −A‖
1
2
0 ,
where C0 is a constant depending on d, κ, τ .
Typical example of SL(2,R) cocycles comes from the Schro¨dinger cocy-
cles, where
A(θ) = SλVE =
(
λV (θ)−E −1
1 0
)
.
They come from one dimensional quasi-periodic Schro¨dinger operators on
ℓ2(Z):
(HλV,α,θu)n = un+1 + un−1 + λV (θ + nα)un = Eun.
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since a solution HλV,α,θu = Eu satisfies A(θ + nα)
(
un
un−1
)
=
(
un+1
un
)
.
For Schro¨dinger operators HλV,α,θ, another important concept related to
the Lyapunov exponent is the integrated density of states (IDS), which is
the function N : R→ [0, 1] defined by
NλV,α(E) =
∫
Td
µλV,α,θ(−∞, E]dθ,
where µλV,α,θ is the spectral measure of HλV,α,θ. As a local version of our
main result, we are able to show the following:
Theorem 1.2. Let α ∈ DC(κ, τ), V ∈ Ck
′
(Td,R) with k
′
> D0τ , where
D0 is a numerical constant. Then there exist λ0, k depending on V, d, κ, τ, k
′
such that if λ < λ0, then we have the following:
(1) For any E ∈ R, (α, SλVE ) is C
k
′
,k almost reducible.
(2) NλV,α is 1/2-Ho¨lder continuous.
Remark 1.1. We provide the first positive result of Ho¨lder continuity of the
Lyapunov exponent for finitely differentiable SL(2,R) cocycles. This kind of
1/2-Ho¨lder continuity is sharp due to the presence of spectral gaps.
Remark 1.2. Our choice of k
′
and k is not optimal, readers are invited to
consult section 3.5 for more discussions.
Before giving the rough ideas of the proof, let us first go over more history
on the study of high order regularity of Lyapunov exponents. Just note that
by the Thouless formula, (weak) Ho¨lder continuity of the Lyapunov exponent
is equivalent to (weak) Ho¨lder continuity of the integrated density of states.
If the cocycle is analytic, one should distinguish zero Lyapunov expo-
nent and positive Lyapunov exponent. In the positive Lyapunov exponent
regime, it starts with the work of Goldstein and Schlag [22] where they devel-
oped some sharp version of large deviation theorems for real analytic poten-
tials with strong Diophantine frequency; they further developed Avalanche
Principle and proved that Lyapunov exponent is Ho¨lder continuous (one-
frequency) or weak Ho¨lder continuous (multi-frequency). For the Almost
Mathieu operator Hλ = λ cos 2π(kω + θ) + △, Bourgain [16] proved that
for large λ depending on Diophantine ω, the Lyapunov exponent is 12 − ǫ-
Ho¨lder continuous for any ǫ > 0. Later, Goldstein and Schlag [23] gener-
alized Bourgain’s result [16], and proved that if the potential is in a small
L∞ neighborhood of a trigonometric polynomial of degree k, then the IDS
is Ho¨lder 12k − ǫ-continuous for all ǫ > 0.
On the other hand, in the zero Lyapunov exponent regime, based on
Eliasson’s perturbative KAM scheme [20], Amor [1] obtained 1/2-Ho¨lder
continuity of the IDS for quasi-periodic Schro¨dinger operator with a Dio-
phantine frequency and small potential. Avila and Jitomirskaya [4] further
proved that if the cocycle is Cω almost reducible (consult section 2.1 for
definitions), then the Lyapunov exponent is 1/2 Ho¨lder continous. Thus our
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result generalized Avila and Jitomirskaya’s result [4] to the differentiable
case.
Notice that all the results stated above require Diophantine or strong Dio-
phantine conditions. In fact, for small potential and generic frequencies, it
is possible to show that the Lyapunov exponent is not Ho¨lder continuous [3].
A recent breakthrough belongs to Avila [3]: for one-frequency Schro¨dinger
operators with general analytic potentials and irrational frequency, Avila
has built the fantastic global theory saying that the Lyapunov exponent is
a Cω-stratified function of the energy.
In the lower regularity case, Klein [27] proved that for Schro¨dinger opera-
tors with potentials in a Gevrey class, the Lyapunov exponent is weak Ho¨lder
continuous on any compact interval of the energy provided that the coupling
constant is large enough, the frequency is Diophantine and the potential
satisfies some transversality condition. Recently, Wang and Zhang [33] ob-
tained the weak Ho¨lder continuity of the Lyapunov exponent as function of
energies, for a class of C2 quasi-periodic potentials and for any Diophantine
frequency.
For other related results, Avila and Krikorian [6] have studied so-called
monotonic cocycles which are a class of smooth or analytic cocycles non-
homotopic to constant. They showed that the Lyapunov exponent is smooth
or even analytic, respectively. Besides, for a 1-periodic function satisfying a
Lipschitz monotonicity condition, Jitomirskaya and Kachkovskiy [25] showed
that the Lyapunov exponent is almost Lipschitz continuous.
Finally, we will comment on the method of the proof. Our method is
purely dynamical, and the philosophy is that nice quantitative almost re-
ducibility implies nice spectral applications. This approach, which was first
developed in [20], has been proved to be very fruitful [2, 4, 8, 29]. To our
purposes, the key is to have a nice control of the growth of the cocycles, i.e.
to have a nice control of the C0 norm of the conjugacy and the perturbation
in the almost reducible scheme. Since our system is Ck instead of analytic,
we will first perform the KAM scheme in the analytic topology, then obtain
the corresponding Ck estimates by analytic approximations [34], which is
very classical in KAM theory. In order to do the analytic approximation,
we need the strong almost reducibility results (i.e. the cocycle is almost re-
ducible in a fixed band, and this band is arbitrarily close to the initial band).
Although this kind of result was first obtained by Chavaudret [17], however,
her estimates there are too rough to have good spectral applications (read-
ers can consult section 3.5 for more discussions). Instead, we will perform
a new KAM scheme which was developed by Leguil-You-Zhao-Zhou [29],
where they initially developed the scheme to obtain the exponential asymp-
totics on the size of spectral gaps for almost Mathieu operators. With the
KAM scheme [29] in hand, the key is to choose the suitable analytic approx-
imation, to have sufficiently subtle quantitative estimates.
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2. Preliminaries
For a bounded analytic (possibly matrix-valued) function F defined on
{θ||ℑθ| < h}, let ‖F‖h = sup|ℑθ|<h ‖F (θ)‖ and denote by C
ω
h (T
d, ∗) the set of
all these ∗-valued functions (∗ will usually denote R, sl(2,R) SL(2,R)). Also
we denote Cω(Td, ∗) = ∪h>0C
ω
h (T
d, ∗), and set Ck(Td, ∗) to be the space of
k times differentiable matrix-valued functions. The norms are defined as
‖F‖k = sup
k
′
6k,θ∈Td
‖∂k
′
F (θ)‖,
and
‖F‖0 = sup
θ∈Td
‖F (θ)‖.
For any N > 0, define the truncating operators TN on C
ω(Td, ∗) as
(TNf)(θ) =
∑
k∈Zd,|k|<N
fˆ(k)ei<k,θ>
and RN as
(RNf)(θ) =
∑
k∈Zd,|k|>N
fˆ(k)ei<k,θ>.
2.1. Hyperbolicity and (almost) reducibility. We say the cocycle (α,A)
is uniformly hyperbolic if for every θ ∈ Td, there exists a continuous split-
ting C2 = Es(θ)⊕Eu(θ) such that for some constants C > 0, c > 0, and for
every n > 0,
|An(θ)v| 6 Ce
−cn|v|,v ∈ Es(θ),
|An(θ)
−1v| 6 Ce−cn|v|,v ∈ Eu(θ + nα).
This splitting is invariant by the dynamics, which means that for every
θ ∈ Td, A(θ)E∗(θ) = E∗(θ+α), for ∗ = s, u. In this case, it is clear that we
have L(α,A) > 0.
Given two analytic cocycles (α,A1), (α,A2) ∈ T
d × Cω(Td, SL(2,R)),
they are analytically conjugated if there exists Z ∈ Cω(2Td, SL(2,R)), such
that
Z(θ + α)−1A1(θ)Z(θ) = A2(θ).
We call the cocycle (α,A) is Cω almost reducible if the closure of its analytic
conjugacy class contains a constant.
2.2. Analytic approximation. Assume f ∈ Ck(Td, sl(2,R)). By [34],
there exists a sequence (fj)j>1, fj ∈ C
ω
1
j
(Td, sl(2,R)) and a universal con-
stant C
′
, such that
‖fj − f‖k → 0, j → +∞,
|fj | 1
j
6 C
′
‖f‖k,(2.1)
|fj+1 − fj| 1
j+1
6 C
′
(
1
j
)k‖f‖k.
6 AO CAI, CLAIRE CHAVAUDRET, JIANGONG YOU, AND QI ZHOU
Moreover, if k 6 k
′
and f ∈ Ck
′
, then properties (2.1) hold with k
′
instead
of k. That means this sequence is obtained from f regardless of its regularity
(since fj is the convolution of F with a map which does not depend on k).
3. Quantitative estimates of almost reducibility
The concept of Ck
′
,k almost reducibility is merely qualitative and does
not involve any quantitative estimates. However, the surprising thing is that
one can really derive quite good quantitative estimates, since this concept
captures the essential of applicability of local theories. In order to give
almost reducibility theorem for Ck quasi-periodic SL(2,R) cocycle, we are
not going to perform a KAM scheme straightly on a Ck cocycle. Instead,
we will deal with almost reducibility for analytic cocycles and turn it into a
finitely differentiable analogue by virtue of analytic approximation. So we
first treat the analytic case before dealing with the differentiable case.
3.1. Decomposition along resonances. In the following subsection, pa-
rameters ρ, ǫ,N, σ will be fixed; one will refer to the situation where there
exists n∗ with 0 < |n∗| 6 N such that
|2ρ− < n∗, α >| < ǫ
σ,
as the ”resonant case”. The integer vector n∗ will be referred to as a ”reso-
nant site”.
Resonances are linked to a useful decomposition of the space Cωr (T
d, su(1, 1))
which is defined as follows: for any given η > 0, α ∈ Rd and A ∈ SU(1, 1),
we decompose Br = C
ω
r (T
d, su(1, 1)) = Bnrer (η)
⊕
Brer (η) in such a way that
for any Y ∈ Bnrer (η),
(3.1) A−1Y (θ + α)A ∈ Bnrer (η), |A
−1Y (θ + α)A− Y (θ)|r > η|Y (θ)|r.
Moreover, let Pnre and Pre be the standard projections from Br onto B
nre
r (η)
and Brer (η) respectively.
Within the above notations, the basic fact for our purpose is the following
result:
Lemma 3.1. Assume that ǫ 6 (4‖A‖)−4 and η > 13‖A‖2ǫ
1
2 . For any g ∈ Br
with |g|r 6 ǫ, there exist Y ∈ Br and g
re ∈ Brer (η) such that
eY (θ+α)(Aeg(θ))e−Y (θ) = Aeg
re(θ),
with |Y |r 6 ǫ
1
2 and |gre|r 6 2ǫ.
Remark 3.1. The continuous version of this result appears in Lemma 3.1 of
[24]. We will give a different proof using the quantitative Implicit Function
Theorem in the Appendix. Just point out that the proof only relies on the
fact that Br is a Banach space, thus it also applies to C
k and C0 topology.
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3.2. Analytic case. In this subsection, we concentrate on the following
analytic quasi-periodic SL(2,R) cocycle:
(α,Aef(θ)) : Td × R2 → Td × R2; (θ, v) 7→ (θ + α,Aef(θ) · v),
where f ∈ Cωr0(T
d, sl(2,R)), r0 > 0, d ∈ N
+ and α ∈ DC(κ, τ). Notice that
A has eigenvalues {eiρ, e−iρ} with ρ ∈ R ∪ iR.
Through the proof, we find that analytic approximation requires us to
show a result concerning a stronger sense of almost reducibility, i.e. we may
shrink the analytic radius as little as we want in each iteration step and the
perturbation still tends to zero. Moreover, we must have a good control of
the analytic norm of the conjugation map.
Proposition 3.1. Let α ∈ DC(κ, τ), κ, r > 0, τ > d− 1, σ = 110 . Suppose
that A ∈ SL(2,R), f ∈ Cωr (T
d, sl(2,R)). Then for any r′ ∈ (0, r), there
exist c = c(κ, τ, d) and a numerical constant D such that if
(3.2) |f |r 6 ǫ 6
c
‖A‖D
(r − r′)Dτ ,
then there exist B ∈ Cωr′(2T
d, SL(2,R)), A+ ∈ SL(2,R) and f+ ∈ C
ω
r′(T
d,
sl(2,R)) such that
B(θ + α)(Aef(θ))B−1(θ) = A+e
f+(θ).
More precisely, let N = 2
r−r′ |ln ǫ|, then we can distinguish two cases:
• (Non-resonant case) if for any n ∈ Zd with 0 < |n| 6 N , we have
|2ρ− < n,α >| > ǫσ,
then
|B − Id|r′ 6 ǫ
1
2 , |f+|r′ 6 4ǫ
3−2σ.
and
‖A+ −A‖ 6 2‖A‖ǫ.
• (Resonant case) if there exists n∗ with 0 < |n∗| 6 N such that
|2ρ− < n∗, α >| < ǫ
σ,
then
|B|r′ 6 ǫ
− σ
10 × ǫ
−r′
r−r′ , ‖B‖0 6 ǫ
− σ
10 , |f+|r′ ≪ ǫ
100.
Moreover, A+ = e
A′′ with ‖A′′‖ 6 2ǫσ.
Proof. Although the result was stated for the SL(2,R) case, we prefer to
prove it in the isomorphic group SU(1, 1), since the proof will become more
explicit. Notice that sl(2,R) is isomorphic to su(1, 1), which consists of
matrices of the form (
it v
v¯ −it
)
,
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with t ∈ R, v ∈ C. The isomorphism between them is given by A →
MAM−1, where
M =
1
1 + i
(
1 −i
1 i
)
,
and a simple calculation yields
M
(
x y + z
y − z −x
)
M−1 =
(
iz x− iy
x+ iy −iz
)
.
Now we divide the proof into two cases:
Non-resonant case: For 0 < |n| 6 N = 2
r−r′ |ln ǫ|, we have
(3.3) |2ρ− < n,α >| > ǫσ;
by (3.2) with D > 110, we have
(3.4) |< n,α >| >
κ
|n|τ
>
κ
|N |τ
> ǫσ.
Define
(3.5) ΛN = {f ∈ C
ω
r (T
d, su(1, 1)) | f(θ) =
∑
k∈Zd,0<|k|<N
fˆ(k)ei<k,θ>}.
By (3.3) and (3.4), direct computation shows that if Y ∈ ΛN , then
|A−1Y (θ + α)A− Y (θ)|r > ǫ
3σ|Y (θ)|r,
thus ΛN ⊂ B
nre
r (ǫ
3σ). Since ǫ3σ > 13‖A‖2ǫ
1
2 , by Lemma 3.1 we have Y ∈ Br
and f re ∈ Brer (ǫ
3σ) such that
eY (θ+α)(Aef(θ))e−Y (θ) = Aef
re(θ),
with |Y |r 6 ǫ
1
2 and
(3.6) |f re|r 6 2ǫ.
By (3.5)
(TNf
re)(θ) = fˆ re(0), ‖fˆ re(0)‖ 6 2ǫ,
and
|(RNf
re)(θ)|r′ = |
∑
|n|>N
fˆ re(n)ei<n,θ>|r′(3.7)
6 2ǫe−N(r−r
′)(N)d
6 2ǫ3−2σ .
Moreover, we can compute that
efˆ
re(0)+RN f
re(θ) = efˆ
re(0)(Id+ e−fˆ
re(0)O(RNf
re)) = efˆ
re(0)ef+(θ),
by (3.7), we have
|f+(θ)|r′ 6 2|RNf
re(θ)|r′ 6 4ǫ
3−2σ .
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Finally, if we denote
A+ = Ae
fˆre(0),
then we have
‖A+ −A‖ 6 ‖A‖‖Id − e
fˆre(0)‖ 6 2‖A‖ǫ.
Resonant case: Note that we only need to consider the case in which A
is elliptic with eigenvalues {eiρ, e−iρ} for ρ ∈ R\{0}, because if ρ ∈ iR, the
non-resonant condition is always fulfilled due to the Diophantine condition
on α and then it indeed belongs to the non-resonant case.
Claim: n∗ is the unique resonant site with
0 < |n∗| 6 N =
2
r − r′
|ln ǫ|.
Proof. Indeed, if there exists n
′
∗ 6= n∗ satisfying |2ρ− < n
′
∗, α > | < ǫ
σ, then
by the Diophantine condition of α, we have
κ
|n′∗ − n∗|
τ
6 |< n
′
∗ − n∗, α >| < 2ǫ
σ,
which implies that |n
′
∗| > 2
− 1
τ κ
1
τ ǫ−
σ
τ −N ≫ N. 
Since we have
(3.8) |2ρ− < n∗, α >| < ǫ
σ,
the smallness condition on ǫ implies that
|ln ǫ|τ ǫσ 6
κ(r − r′)τ
2τ+1
Thus
κ
|n∗|τ
6 |< n∗, α > |6 ǫ
σ + 2|ρ|6
κ
2|n∗|τ
+ 2|ρ|,
which implies that
|ρ| >
κ
4|n∗|τ
.
Thus one can find P ∈ SU(1, 1) with
‖P‖ 6
2‖A‖
|ρ|
6
8‖A‖
κ
|n∗|
τ ,
such that
PAP−1 =
(
eiρ 0
0 e−iρ
)
= A′.
Denote g = PfP−1, by (3.2) with D > 110, we have
‖A‖|n∗|
τ
6 ‖A‖N τ 6 ǫ−
σ
11 ,
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thus one gets the following estimates:
‖P‖ 6
8‖A‖
κ
N τ 6
1
2
ǫ−
σ
10 ,(3.9)
|g|r 6 ‖P‖
2|f |r 6
1
4
ǫ1−
σ
5 := ǫ′.(3.10)
Now we define
Λ1(ǫ
σ) = {n ∈ Zd : |< n,α >| > ǫσ},
Λ2(ǫ
σ) = {n ∈ Zd : |2ρ− < n,α >| > ǫσ},
and define Bnrer (ǫ
σ) as in (3.1) with A substituted by A′, then we can com-
pute that any Y ∈ Bnrer (ǫ
σ) takes the precise form:
Y (θ) =
∑
n∈Λ1(ǫσ)
(
itˆ(n) 0
0 −itˆ(n)
)
ei<n,θ>+
∑
n∈Λ2(ǫσ)
(
0 vˆ(n)ei<n,θ>
vˆ(n)e−i<n,θ> 0
)
.
(3.11)
Since ǫσ > 13‖A′‖2(ǫ′)
1
2 , we can apply Lemma 3.1 to remove all the non-
resonant terms of g, which means there exist Y ∈ Br and g
re ∈ Brer (η) such
that
eY (θ+α)(A′eg(θ))e−Y (θ) = A′eg
re(θ),
with |Y |r 6 (ǫ
′)
1
2 and |gre|r 6 2ǫ
′.
Combining with the Diophantine condition on the frequency α and the
Claim, we have:
{Zd\Λ1(ǫ
σ)} ∩ {n ∈ Zd : |n| 6 κ
1
τ ǫ−
σ
τ } = {0},
{Zd\Λ2(ǫ
σ)} ∩ {n ∈ Zd : |n| 6 2−
1
τ κ
1
τ ǫ−
σ
τ −N} = {n∗}.
Let N ′ := 2−
1
τ κ
1
τ ǫ−
σ
τ −N , then we can rewrite gre(θ) as
gre(θ) = gre0 + g
re
1 (θ) + g
re
2 (θ)
=
(
itˆ(0) 0
0 −itˆ(0)
)
+
(
0 vˆ(n∗)e
i<n∗,θ>
vˆ(n∗)e
−i<n∗,θ> 0
)
+
∑
|n|>N ′
gˆre(n)ei<n,θ>
Define the 4πZ-periodic rotation Q(θ) as below:
Q(θ) =
(
e−
<n∗,θ>
2
i 0
0 e
<n∗,θ>
2
i
)
.
So we have
(3.12) |Q(θ)|r′ 6 e
1
2
Nr′
6 ǫ
−r′
r−r′ .
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One can also show that
Q(θ + α)(A′eg
re(θ))Q−1(θ) = A˜eg˜(θ),
where
A˜ = Q(θ + α)A′Q−1(θ) =
(
ei(ρ−
<n∗,ω>
2
) 0
0 e−i(ρ−
<n∗,ω>
2
)
)
and
g˜(θ) = Qgre(θ)Q−1 = Qgre0 Q
−1 +Qgre1 (θ)Q
−1 +Qgre2 (θ)Q
−1.
Moreover,
Qgre0 Q
−1 = gre0 =
(
itˆ(0) 0
0 −itˆ(0)
)
∈ su(1, 1),
Qgre1 (θ)Q
−1 =
(
0 vˆ(n∗)
vˆ(n∗) 0
)
∈ su(1, 1),
Now we return back from su(1, 1) to sl(2,R). Denote
L =M−1(Qgre0 Q
−1 +Qgre1 (θ)Q
−1)M,
F =M−1Qgre2 (θ)Q
−1M,
B =M−1(Q ◦ eY ◦ P )M,
A˜
′
=M−1A˜M,
then we have:
(3.13) B(θ + α)(Aef(θ))B−1(θ) = A˜
′
eL+F (θ),
by (3.9) and (3.12), we have the following estimates:
‖B‖0 6 |e
Y |r‖P‖ 6 ǫ
− σ
10 ,(3.14)
|B|r′ 6 ǫ
− σ
10 × ǫ
−r′
r−r′ ,(3.15)
‖L‖ 6 ‖Qgre0 Q
−1‖+ ‖Qgre1 (θ)Q
−1‖ 6 2ǫ1−
σ
5 ,(3.16)
|F |r′ 6 |Qg
re
2 (θ)Q
−1|r′ 6 cǫ
1− 11σ
5 e−N
′(r−r′)eNr
′
6 ǫ+ ≪ ǫ
100.(3.17)
By (3.16) and (3.17), direct computation shows that
(3.18) eL+F (θ) = eL +O(F (θ)) = eL(Id+ e−LO(F (θ))) = eLef+(θ).
It immediately implies that
|f+(θ)|r′ 6 2|F (θ)|r′ 6 2ǫ+ ≪ ǫ
100.
Thus we can rewrite (3.13) as
B(θ + α)(Aef(θ))B−1(θ) = A+e
f+(θ),
with
A+ = A˜
′
eL = eA
′′
, A′′ ∈ sl(2,R).
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Then (3.8) and (3.16) gives
‖A′′‖ 6 2(|ρ−
< n∗, ω >
2
|+ ‖Qgre0 Q
−1 +Qgre1 (θ)Q
−1‖) 6 2ǫσ.
This finishes the proof of Proposition 3.1. 
3.3. Finitely differentiable case. Now we are ready to transform the
estimates in the analytic case into those in the Ck case by analytic approx-
imation.
Let (fj)j>1, fj ∈ C
ω
1
j
(Td, sl(2,R)) be the analytic sequence approximating
f ∈ Ck(Td, sl(2,R)), which satisfies (2.1). Let c,D be the constants defined
in Proposition 3.1. Denote
ǫ
′
0(r, r
′) =
c
(2‖A‖)D
(r − r′)Dτ .
Then for any k > 5Dτ , one can easily compute that
(3.19)
c
(2‖A‖)Dm
k
4
6 ǫ
′
0(
1
m
,
1
m2
)
for any m > 10,m ∈ Z.
We start fromm0 =M > max{
(2‖A‖)D
c
, 10} and denote lj =M
2j−1 , j > 1,
(3.20) ǫm =
c
(2‖A‖)Dm
k
4
.
Proposition 3.2. Let α ∈ DC(κ, τ), A ∈ SL(2,R), σ = 110 , f ∈ C
k(Td,
sl(2,R)) with k > 5Dτ and fj be as above, there exists ǫ0 = ǫ0(κ, τ, d, k, ‖A‖)
such that if ‖f‖k 6 ǫ0, then there exist Blj ∈ C
ω
1
lj+1
(2Td, SL(2,R)), Alj ∈
SL(2,R), f
′
lj
∈ Cω 1
lj+1
(Td, sl(2,R)), such that
Blj(θ + α)(Ae
flj (θ))B−1lj (θ) = Alje
f
′
lj
(θ)
,
with estimates
(3.21) |Blj (θ)| 1
lj+1
6 ǫ
− 2σ
5
lj
, ‖Blj (θ)‖0 6 ǫ
−σ
4
lj
,
|f
′
lj
(θ)| 1
lj+1
6
1
2
ǫ
5
2
lj
, ‖Alj‖ 6 2‖A‖.
Moreover, there exists unitary Uj ∈ SL(2,C) such that
UjAljU
−1
j =
(
eγj cj
0 e−γj
)
,
and
(3.22) |cj |‖Blj (θ)‖
2
0 6 8‖A‖,
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with γj ∈ iR ∪ R and cj ∈ C.
Proof. First step: Assume that
C ′‖f(θ)‖k 6
c
(2‖A‖)D l
k
4
1
,
by (2.1) we have
|fl1(θ)| 1
l1
6 ǫl1 6 ǫ
′
0(
1
l1
,
1
l2
).
Apply Proposition 3.1, we can find Bl1 ∈ C
ω
1
l2
(2Td, SL(2,R)), Al1 ∈ SL(2,R)
and f
′
l1
∈ Cω1
l2
(Td, sl(2,R)) such that
Bl1(θ + α)(Ae
fl1 (θ))B−1l1 (θ) = Al1e
f
′
l1
(θ)
,
More precisely, we have two different cases:
• (Non-resonant case)
|Bl1 | 1
l2
6 1 + ǫ
1
2
l1
, |f
′
l1
| 1
l2
6 4ǫ3−2σl1 6
1
2
ǫ
5
2
l1
,
and
‖Al1 −A‖ 6 2‖A‖ǫl1 .
• (Resonant case)
|Bl1 | 1
l2
6 ǫ
− σ
10
l1
× ǫ
−1
l1−1
l1
6 ǫ
−σ
5
l1
, |Bl1 |0 6 ǫ
− σ
10
l1
,
|f
′
l1
| 1
l2
≪ ǫ100l1 6
1
2
ǫ
5
2
l1
.
Moreover, Al1 = e
A′′
l1 with ‖A′′l1‖ 6 2ǫ
σ
l1
.
Induction step: Assume that for ln, n 6 k, we already have (3.22) and
(3.23) Bln(θ + α)(Ae
fln (θ))B−1ln (θ) = Alne
f
′
ln
(θ),
with
(3.24) |Bln(θ)| 1
ln+1
6 ǫ
− 2σ
5
ln
, ‖Bln(θ)‖0 6 ǫ
−σ
4
ln
, |f
′
ln
(θ)| 1
ln+1
6
1
2
ǫ
5
2
ln
,
and
(3.25) ‖Aln‖ 6 2‖A‖.
Moreover, if the n-th step is obtained by the resonant case, we have
(3.26) Aln = e
A′′
ln , ‖A′′ln‖ < 2ǫ
σ
ln
.
If the n-th step is obtained by the non-resonant case, we have
(3.27) ‖Aln −Aln−1‖ 6 2‖Aln−1‖ǫln .
and
(3.28) ‖Bln‖ 1
ln+1
6 (1 + ǫ
1
2
ln
)‖Bln−1‖ 1
ln
.
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Now by (3.23), for ln+1, n = k, we have
Bln(θ + α)(Ae
fln+1 )B−1ln (θ) = Alne
f
′
ln +Bln(θ + α)(Ae
fln+1 −Aefln )B−1ln (θ).
In (2.1), a simple integral implies
(3.29) |fln+1(θ)− fln(θ)| 1
ln+1
6
c
(2‖A‖)D lk−1n
,
Moreover, (2.1) also gives us
(3.30) |fln+1(θ)| 1
ln+1
+ |fln(θ)| 1
ln+1
6
2c
(2‖A‖)DM
k
4
.
Thus if we rewrite that
Alne
f
′
ln
(θ) +Bln(θ + α)(Ae
fln+1 (θ) −Aefln (θ))B−1ln (θ) = Alne
f˜ln (θ),
by (3.24), (3.25), (3.29) and (3.30) we obtain
|f˜ln(θ)| 1
ln+1
6|f
′
ln
(θ)| 1
ln+1
+ ‖A−1ln ‖|Bln(θ + α)(Ae
fln+1 (θ) −Aefln (θ))B−1ln (θ)| 1ln+1
6
1
2
ǫ
5
2
ln
+ 2‖A‖2 × ǫ
− 4σ
5
ln
×
c
(2‖A‖)D lk−1n
6
1
2
ǫln+1 +
1
2
×
c
(2‖A‖)D l
k
2
n
6ǫln+1
6ǫ
′
0(
1
ln+1
,
1
ln+2
).
Now for (α,Alne
f˜ln (θ)), we can apply Proposition 3.1 again to get B˜ln ∈
Cω 1
ln+2
(2Td, SL(2,R)), Aln+1 ∈ SL(2,R) and f
′
ln+1
∈ Cω 1
ln+2
(Td, sl(2,R)) such
that
B˜ln(θ + α)(Alne
f˜ln (θ))B˜ln(θ) = Aln+1e
f
′
ln+1
(θ)
,
with
|B˜ln(θ)| 1
ln+2
6 ǫ
− σ
10
ln+1
× ǫ
−1
ln+1−1
ln+1
, ‖B˜ln(θ)‖0 6 ǫ
− σ
10
ln+1
, |f
′
ln+1
(θ)| 1
ln+2
6
1
2
ǫ
5
2
ln+1
.
Denote Bln+1 := B˜lnBln ∈ C
ω
1
ln+2
(2Td, SL(2,R)), then
|Bln+1(θ)| 1
ln+2
6 ǫ
− 2σ
5
ln
× ǫ
− σ
10
ln+1
× ǫ
−1
ln+1−1
ln+1
6 ǫ
− 2σ
5
ln+1
,
and
‖Bln+1(θ)‖0 6 ǫ
−σ
4
ln
× ǫ
− σ
10
ln+1
6 ǫ
−σ
4
ln+1
.
For the remaining estimates, we distinguish two cases.
• If the (n + 1)-th step is in the resonant case, we have
Aln+1 = e
A′′
ln+1 , ‖A′′ln+1‖ < 2ǫ
σ
ln+1
, ‖Aln+1‖ 6 1 + 2ǫ
σ
ln+1
6 2‖A‖.
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Then there exists unitary U ∈ SL(2,C) such that
(3.31) UAln+1U
−1 =
(
eγn+1 cn+1
0 e−γn+1
)
,
with |cn+1| 6 2‖A
′′
ln+1
‖ 6 4ǫσln+1 . Thus (3.22) is fulfilled.
• If the (n+1)-th step is in the non-resonant case, one traces back to the
resonant step j which is closest to n+ 1.
If j exists, by (3.24) and (3.26) we have
|Blj (θ)| 1
lj+1
6 ǫ
− 2σ
5
lj
, ‖Blj (θ)‖0 6 ǫ
−σ
4
lj
,
Alj = e
A′′
lj , ‖A′′lj‖ < 2ǫ
σ
lj
, ‖Alj‖ 6 1 + 2ǫ
σ
lj
.
By our choice of j, from j to n + 1, every step is non-resonant. Thus by
(3.27) we obtain
(3.32) ‖Aln+1 −Alj‖ 6 2ǫ
1
2
lj
,
so
‖Aln+1‖ 6 1 + 2ǫ
σ
lj
+ 2ǫ
1
2
lj
6 2‖A‖.
Estimate (3.32) implies that if we rewrite Aln+1 = e
A′′
ln+1 , then
‖A′′ln+1‖ 6 4ǫ
σ
lj
.
Moreover, by (3.28), we have
‖Bln+1(θ)‖0 6 ‖Bln+1(θ)‖ 1
ln+1
6 2|Blj (θ)| 1
lj+1
6 2ǫ
− 2σ
5
lj
.
Similarly to the process of (3.31), (3.22) is fulfilled.
If j vanishes, it immediately implies that from 1 to n+1, each step is non-
resonant. In this case, ‖Aln+1‖ 6 2‖A‖ and the estimate (3.22) is naturally
satisfied as
‖Bln+1(θ)‖ 1
ln+1
6 2.

3.4. Differentiable almost reducibility. Now, we are ready to show the
quantitative almost reducibility for Ck quasi-periodic SL(2,R) cocycles.
Theorem 3.1. Let α ∈ DC(κ, τ), A ∈ SL(2,R), σ = 110 , f ∈ C
k(Td, sl(2,R))
with k > 5Dτ , there exists ǫ1 = ǫ1(κ, τ, d, k, ‖A‖) such that if ‖f‖k 6 ǫ1
then (α,Aef(θ)) is Ck,k0 almost reducible with k0 ∈ N, k0 6
k
6 . Moreover, if
we further assume (α,Aef(θ)) is not uniformly hyperbolic, then there exists
Blj ∈ C
ω
1
lj+1
(2Td, SL(2,C)), Alj ∈ SL(2,C), F˜lj ∈ C
k(Td, SL(2,C)), such
that
Blj(θ + α)(Ae
f(θ))B−1lj (θ) = Alj + F˜lj (θ)
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with
‖Blj‖0 6 ǫ
−σ
4
lj
, ‖F˜lj‖0 6 ǫ
1
4
lj
and Alj =
(
eiγj cj
0 e−iγj
)
with estimate
(3.33) ‖Blj‖
2
0|cj | 6 8‖A‖,
where γj ∈ R and cj ∈ C.
Remark 3.2. Estimate (3.33) is essential for us to obtain 1/2-Ho¨lder con-
tinuity.
Proof. We first deal with the C0 estimate as it is much more significant for
the proof of our main Theorem. By Proposition 3.2, we have for any lj,
j ∈ N+:
Blj(θ + α)(Ae
flj (θ))B−1lj (θ) = Alje
f
′
lj
(θ)
,
thus
Blj(θ+α)(Ae
f(θ))B−1lj (θ) = Alje
f
′
lj
(θ)
+Blj (θ+α)(Ae
f(θ)−Ae
flj (θ))B−1lj (θ).
Denote
(3.34) Alj + F˜lj (θ) = Alje
f
′
lj
(θ)
+Blj (θ + α)(Ae
f(θ) −Ae
flj (θ))B−1lj (θ).
In (2.1), by a simple integration we get
(3.35) ‖f(θ)− flj(θ)‖0 6
c
(2‖A‖)D lk−1j
,
and
(3.36) ‖f(θ)‖0 + ‖flj (θ)‖0 6
c
(2‖A‖)DM
k
4
+
c
(2‖A‖)DC ′M
k
4
.
Proposition 3.2 also gives the estimates
(3.37) ‖Blj (θ)‖0 6 ǫ
−σ
4
lj
, |f
′
lj
(θ)| 1
lj+1
6
1
2
ǫ
5
2
lj
,
and
(3.38) ‖Alj‖ 6 2‖A‖.
Thus by (3.34)− (3.38), we have
‖F˜lj (θ)‖0 6‖Aljf
′
lj
(θ)‖0 + ‖Blj (θ + α)(Ae
f(θ) −Ae
flj (θ))B−1lj (θ)‖0
6‖A‖ǫ
5
2
lj
+ ‖A‖ × ǫ
−σ
2
lj
×
c
(2‖A‖)D lk−1j
6
ǫ2lj
2‖A‖
.
To prove (3.33), Proposition 3.2 implies that we only need to exclude the
case when γj ∈ iR\{0}.
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We assume that spec(Alj ) = {e
λj , e−λj}, λj ∈ R\{0}, thus we can always
find P ∈ SO(2,R) such that
PAljP
−1 =
(
eλj cj
0 e−λj
)
,
with |cj | 6 ‖Alj‖ 6 2‖A‖.
If |λj | > ǫ
1
4
lj
, set B = diag{‖2A‖−
1
2 ǫ
1
2
lj
, ‖2A‖
1
2 ǫ
− 1
2
lj
}, then
(3.39) BP (Alj + F˜lj (θ))P
−1B−1 =
(
eλj 0
0 e−λj
)
+ F (θ),
where ‖F (θ)‖0 6 2ǫlj . We rewrite(
eλj 0
0 e−λj
)
+ F (θ) =
(
eλj 0
0 e−λj
)
ef˜(θ)
with ‖f˜(θ)‖0 6 4ǫlj . Then by Remark 3.1 and Corollary 3.1 of [24], one can
conjugate (3.39) to(
eλj 0
0 e−λj
)(
ef˜
re(θ) 0
0 e−f˜
re(θ)
)
=
(
eλjef˜
re(θ) 0
0 e−λje−f˜
re(θ)
)
with ‖f˜ re(θ)‖0 6 8ǫlj , thus (α,Ae
f(θ)) is uniformly hyperbolic, which con-
tradicts our assumption. Thus we only need to consider |λj | 6 ǫ
1
4
lj
; in this
case, we put λj into the perturbation so that the new perturbation satisfies
‖F˜
′
lj
‖0 6 ǫ
1
4
lj
and
Alj =
(
1 cj
0 1
)
.
Although C0 norm is sufficient to prove our main Theorem, we want to
show the actually differentiable almost reducibility instead of C0 almost
reducibility. By Cauchy estimates, for k0 ∈ N and k0 6 k, we have
‖fj − fj+1‖k0 6 sup
l6k0,θ∈Td
‖(∂l1θ1 + · · ·+ ∂
ld
θd
)(fj(θ)− fj+1(θ))‖
6 (k0)!(j + 1)
k0 |fj − fj+1| 1
j+1
6 (k0)!(j + 1)
k0 ×
c
(2‖A‖)Djk
6
C1
jk−k0
where C1 is independent of j.
By a simple integration we get
‖f(θ)− flj(θ)‖k0 6
C1
lk−k0−1j
.
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Similarly by Cauchy estimates, we have
‖f
′
lj
(θ)‖k0 6 (k0)!(lj+1)
k0 |f
′
lj
(θ)| 1
lj+1
6 (k0)!(lj)
2k0 ×
1
2
ǫ
5
2
lj
6 (k0)!(lj)
2k0 ×
1
2
× (
c
(2‖A‖)D lj
k
4
)
5
2
6
C2
l
5k
8
−2k0
j
where C2 is independent of j.
‖Blj (θ)‖k0 6 (k0)!(lj+1)
k0 |Blj (θ)| 1
lj+1
6 (k0)!(lj)
2k0 × ǫ
− 2σ
5
lj
6 (k0)!(lj)
2k0 × (
c
(2‖A‖)D lj
k
4
)−
2σ
5
6 C3l
k
100
+2k0
j
where C3 is independent of j. Thus we have
‖F˜lj (θ)‖k0 6 ‖Aljf
′
lj
(θ)‖k0 + ‖Blj (θ + α)(Ae
f(θ) −Ae
flj (θ))B−1lj (θ)‖k0
6
C4
l
5k
8
−2k0
j
+ C5l
k
50
+4k0
j × l
−k+k0+1
j
6
C4
l
5k
8
−2k0
j
+
C5
l
49k
50
−5k0−1
j
.
If k0 6
k
6 , then
‖F˜lj (θ)‖k0 6
C6
l2j
,
which immediately shows that {F˜lj}j>1 is a Cauchy sequence in C
k0 topology
with
lim
j→+∞
‖F˜lj (θ)‖k0 = 0,
which means precisely that (α,Aef(θ)) is Ck,k0 almost reducible.
This finishes the proof of Theorem 3.1. 
3.5. Remarks on differentiable almost reducibility. The statement
on differentiable almost reducibility was given in [18], based on the almost
reducibility result in [17]. However, the proof in [18] is not precise since
it was based on estimates on Bj given in [17] which are not good enough.
In fact, from the estimates in [17], one gets the following estimates for the
change of variables Bj (as is usual in the analytic case):
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|Bj |rj≤ (ǫ
−2j
0 )
1
4
(rj−1−rj)
where rj are the successive radii of analyticity. However, since the pertur-
bation comes from the analytic approximation (2.1), which is of size 1
rkj−1
,
when rj decreases as
1
j
as in [17]. Thus the bounds for the new perturbation
is
(ǫ−2
j
0 )
1
4
(rj−1−rj)
1
rkj−1
,
which is divergent, and thus the iteration can not go on. For this reason, in
this paper, we have to work out for Bj a better estimates
(ǫj−1)
−rj
rj−1−rj ,
which is enough for our purposes.
Another improvement is the lower bound on the degree of differentiability
k (we obtain an integer k which only depends on τ , which fits the intuition
from classical KAM theory), motivated by the estimate (3.19) above, which
is more explicit than the one in [18].
However, we do not claim optimality of the condition we impose on k
and k0. In fact, our KAM scheme still has quite a lot of flexibility. As we
pointed out, the new perturbation is of size 1
rkj−1
, where we have set the
sequence rj = r
2
j−1, which is more suitable for the resonant case. This has
the advantage of providing a unified argument, but is clearly not optimal
in the non-resonant case, since in this case, the conjugacy map is close to
identity, which allows slow shrinking of the analytic radius (for example,
from 1/j to 1/(j + 1). More precise estimates should be obtainable by
interpolating these two different arguments. These further modifications
will have two advantages: the first is that one can obtain Ck,k−D almost
reducibility results with D independent of k; the second advantage is that
one can obtain quite better estimates on the lower bound on the degree of
differentiability k. However, since the main point of this paper is to obtain
the Ho¨lder continuity of LE, this rough estimate is already enough for our
purposes.
4. Proof of the main results
As we mentioned in the introduction, nice quantitative almost reducibil-
ity of (α,A) easily implies Ho¨lder continuity of the Lyapunov exponent,
where “nice”means that the norm of the conjugation map is well controlled
compared with the upper triangular element of the constant matrix and
the norm of the perturbation. In fact, for B close to A, we can write that
(α,B) = (α,A+ (B −A)), so nice quantitative almost reducibility of (α,A)
implies nice quantitative almost reducibility of (α,B), which indicates the
closeness between L(α,B) and L(α,A), as we shall see below.
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4.1. Proof of Theorem 1.1.
Proof. If the cocycle is uniformly hyperbolic, then the Lyapunov exponent
is Lipschitz, which follows from the cone-field criterion. Therefore, we only
need to consider the case (α,A) is almost reducible, but not uniformly hy-
perbolic.
By the definition of Ck
′
,k almost reducibility, there exist Bj ∈ C
k(Td,
SL(2,R)), A ∈ SL(2,R) and Fj ∈ C
k(Td, sl(2,R)) such that
Bj(θ + α)A(θ)Bj(θ)
−1 = AeFj(θ)
with ‖Fj‖k 6 ǫj → 0. Furthermore, without loss of generality, we may
assume ‖A‖ 6 1.
Now we have ‖A‖ 6 1 and k > D0τ = 5Dτ . In the following, C0 is a large
constant depending on d, κ, τ and c is a small constant depending on d, κ, τ .
Notice that (α,AeFj (θ)) is not uniformly hyperbolic, so for j large enough,
it will finally fall into our local regime in Theorem 3.1. By Theorem 3.1, we
rewrite
Alj + F˜lj (θ) =
(
eiγj 0
0 e−iγj
)
+
(
q1(θ) q2(θ)
q3(θ) q4(θ)
)
,
where
‖q2(θ)‖0 6 |cj |+ ‖F˜lj‖0 6 |cj |+ ǫ
1
4
lj
,
‖q1(θ)‖0, ‖q3(θ)‖0, ‖q4(θ)‖0 6 2ǫ
1
4
lj
6
C0
l
k
16
j
.
Let
D =
(
d 0
0 d−1
)
where d = ‖Blj‖0ǫ
1
4 . Let W (θ) = DBlj(θ). If d 6 1, i.e.
ǫ 6 (ǫ
−σ
4
lj
)−4,
thus we pick
ǫ 6 cl
− k
40
j ,
then we have
‖W‖0 6 C0ǫ
− 1
4 .
Since
D
(
x1 x2
x3 x4
)
D−1 =
(
x1 d
2x2
d−2x3 x4
)
,
we have
Z(θ) =W (θ + α)(Aef )W (θ)−1 =
(
eiγj 0
0 e−iγj
)
+
(
q1(θ) d
2q2(θ)
d−2q3(θ) q4(θ)
)
,
with
‖q1‖0, ‖q4‖0, ‖d
−2q3‖0 6 C0ǫ
− 1
2 l
− k
16
j ,
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and by (3.33) we have
‖d2q2‖0 6 ‖Blj‖
2
0ǫ
1
2 × (|cj |+ ǫ
1
4
lj
) 6 C0ǫ
1
2 .
Therefore, if we pick
ǫ > C0l
− k
16
j ,
then
‖Z‖0 6 1 + C0ǫ
1
2 .
Now we can prove our main theorem. Notice that it is enough to consider
the case when ǫ = ‖B − A‖0 is sufficiently small. Then ǫ satisfies
(4.1) Ij : C0l
− k
16
j 6 ǫ 6 cl
− k
40
j
for some choice of j and the following inequality is fulfilled:
C0l
− k
16
j 6 cl
− k
20
j = cl
− k
40
j+1 .
This is essential as we are able to cover all the small ǫ tending to zero by
the interval Ij above.
Let
B˜(θ) =W (θ + α)B(θ)W (θ)−1,
then
‖B˜‖0 6 ‖Z‖0 + ‖W‖
2
0‖B − A‖0 6 1 + C0ǫ
1
2 .
Thus
L(α,B) = L(α, B˜) 6 ln‖B˜‖0 6 C0ǫ
1
2 .
Respectively,
L(α,A) = L(α,Z) 6 ln‖Z‖0 6 C0ǫ
1
2 .
It implies that
|L(α,A)− L(α,B)| 6 C0‖B − A‖
1
2
0 .
where C0 depends on d, κ, τ. This finishes the proof of Theorem 1.1. 
4.2. Proof of Theorem 1.2.
Proof. We rewrite the Schro¨dinger cocycle as
SλVE = A+ F (θ),
where
A =
(
−E −1
1 0
)
, F (θ) =
(
λV (θ) 0
0 0
)
.
Notice that we only need to consider
E ∈ Σα,λV ⊂ [−2 + inf λV, 2 + supλV ],
otherwise SλVE is uniformly hyperbolic and L(E) (thus NλV,α(E)) is auto-
matically 12 -Ho¨lder continuous. So by the assumption on λ, we have ‖A‖ 6 3
22 AO CAI, CLAIRE CHAVAUDRET, JIANGONG YOU, AND QI ZHOU
and so does A−1. Clearly, the smallness condition on λ is namely the small-
ness condition on F . Thus if we write that
A+ F (θ) = Aef(θ),
the assumptions of Theorem 3.1 are naturally fulfilled as
‖f(θ)‖k 6 ‖A
−1‖‖F (θ)‖k.
Therefore Ck,k0 almost reducibility of (α, SλVE ) is a straight result of Theo-
rem 3.1. As a corollary of Theorem 1.1, we obtain that
L(E + iǫ)− L(E) 6 C0ǫ
1
2 , E ∈ Σ,
where C0 does not depend on E.
By the Thouless formula
L(E) =
∫
ln|E − E
′
|dNλV,α(E
′
),
we have
L(E + iǫ)− L(E) =
1
2
∫
ln(1 +
ǫ2
(E − E
′
)2
)dNλV,α(E
′
)
>c′(NλV,α(E + ǫ)−NλV,α(E − ǫ))
for every ǫ > 0 and c′ is a numerical constant. Thus
NλV,α(E + ǫ)−NλV,α(E − ǫ) 6
C0
c′
ǫ
1
2
for every ǫ > 0, E ∈ Σ. Notice that NλV,α is locally constant in the gaps,
this means precisely that NλV,α is
1
2 -Ho¨lder continuous. This finishes the
proof of Theorem 1.2. 
5. Appendix: Proof of Lemma 3.1
In this appendix, we prove Lemma 3.1 by the following quantitative Im-
plicit Function Theorem:
Theorem 5.1. [10, 19] Let X,Y,Z be Banach spaces, U ⊂ X and V ⊂ Y
neighborhoods of x0 and y0 respectively. Fix s, δ > 0 and define Bs(x0) =
{x ∈ X | ‖x − x0‖ 6 s}, Bδ(y0) = {y ∈ Y | ‖y − y0‖ 6 δ}. Let Ψ ∈
C1(U×V,Z) and Bs(x0)×Bδ(y0) ⊂ U×V . Suppose also that Ψ(x0, y0) = 0,
and that DyΨ(x0, y0) ∈ L(Y,Z) is invertible. If
(5.1) sup
Bs(x0)
‖Ψ(x, y0)‖Z 6
δ
2‖(DyΨ(x0, y0)
−1)‖
,
(5.2) sup
Bs(x0)×Bδ(y0)
‖IdY − (DyΨ(x0, y0))
−1DyΨ(x, y)‖L(Y,Y ) 6
1
2
,
then there exists y ∈ C1(Bs(x0), Bδ(y0)) such that Ψ(x, y(x)) = 0.
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With Theorem 5.1 in hand, now we can prove Lemma 3.1 easily. We
construct the nonlinear functional
Ψ : Bnrer (η) × C
ω
r (T
d, su(1, 1)) → Bnrer (η)
by
Ψ(Y, g) = Pnre ln(e
A−1Y (θ+α)Aeg(θ)e−Y (θ))
An immediate check reveals that
Ψ(0, 0) = 0, ‖Ψ(0, g)‖ 6 |g|r.
and
Ψ(Y + Y ′, g) −Ψ(Y, g)
=Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−(Y (θ)+Y
′(θ)))
− Pnre ln(e
A−1Y (θ+α)Aeg(θ)e−Y (θ))
=Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−(Y (θ)+Y
′(θ)))
− Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ))
+ Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ))
− Pnre ln(e
A−1Y (θ+α)Aeg(θ)e−Y (θ))
To make further computations, we need the fact that if A,B,C are small
sl(2,R) matrices, then there exists D,E ∈ sl(2,R) such that
eAeBeC = eD+E
and
D = A+B + C
where E is a sum of terms of order at least 2 in A,B,C. Also, the famous
Baker-Campbell-Hausdorff Formula shows that
(5.3) ln(eXeY ) = X + Y +
1
2
[X,Y ] +
1
12
([X, [X,Y ] + [Y, [Y,X]]) + · · · ,
where [X,Y ] = XY −Y X denotes the Lie Bracket and · · · denotes the sum
of higher order terms.
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Therefore, we can compute that
Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−(Y (θ)+Y
′(θ)))
−Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ))
=Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ)e−Y
′′(θ))
−Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ))
=Pnre ln(e
D+Ee−Y
′′(θ))− Pnre ln(e
D+E)
=Pnre(D + E − Y
′′ +
1
2
[D + E,−Y ′′] + · · · )− Pnre(D + E)
=Pnre(−Y
′′ +
1
2
[D + E,−Y ′′] + · · · )
where
Y ′′(θ) = Y ′(θ) +O(Y (θ))Y ′(θ),
D(θ) = A−1(Y (θ + α) + Y ′(θ + α))A + g(θ)− Y (θ),
and E is a sum of terms of order at least 2 in A−1(Y (θ + α) + Y ′(θ +
α))A, g(θ),−Y (θ).
Similarly, we have
Pnre ln(e
A−1(Y (θ+α)+Y ′(θ+α))Aeg(θ)e−Y (θ))
−Pnre ln(e
A−1Y (θ+α)Aeg(θ)e−Y (θ))
=Pnre ln(e
Y ′′′eA
−1Y (θ+α)Aeg(θ)e−Y (θ))
−Pnre ln(e
A−1Y (θ+α)Aeg(θ)e−Y (θ))
=Pnre ln(e
Y ′′′eF+H)− Pnre ln(e
F+H)
=Pnre(Y
′′′ + F +H +
1
2
[Y ′′′, F +H] + · · · )− Pnre(F +H)
=Pnre(Y
′′′ +
1
2
[Y ′′′, F +H] + · · · )
where
Y ′′′(θ + α) = A−1Y ′(θ + α)A +O(A−1Y (θ + α)A) ×A−1Y ′(θ + α)A,
F (θ) = A−1Y (θ + α)A+ g(θ)− Y (θ)
and H is a sum of terms of order at least 2 in A−1(Y (θ+ α)A, g(θ),−Y (θ).
By the definition of Frechet differential, we only need to consider the
linear terms of Ψ(Y + Y ′, g)−Ψ(Y, g), thus we have
DYΨ(Y, g)(Y
′) = Pnre(A
−1Y ′(θ + α)A+O(A−1Y (θ + α)A) ×A−1Y ′(θ + α)A
+
1
2
[Y ′′′, F +H] + · · · )
+ Pnre(−Y
′(θ)−O(Y (θ))Y ′(θ) +
1
2
[F +H ′,−Y ′′] + · · · ),
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whereH ′ is a sum of terms of order at least 2 in A−1(Y (θ+α)A, g(θ),−Y (θ).
Moreover, the first “· · · ”denotes the sum of terms which have order at least
2 in F + H but only order 1 in Y ′′′. The second “· · · ”denotes the sum of
terms which have order at least 2 in F +H ′ but only order 1 in Y ′′.
Let Y = 0 and g = 0, then all the Lie brackets vanish. So we immediately
obtain
DYΨ(0, 0)(Y
′) = Pnre(A
−1Y ′(θ + α)A) + Pnre(−Y
′(θ))
= A−1Y ′(θ + α)A− Y ′(θ)
Thus
‖DYΨ(0, 0)(Y
′)‖ > |A−1Y ′(θ + α)A − Y ′(θ)|r
> η|Y ′|r.
So we have
‖(DYΨ(0, 0))
−1‖ 6 η−1.
For our purpose, we set s = ǫ, δ = ǫ
1
2 and η > 13‖A‖2ǫ
1
2 . Then we have
2× sup
Bs(0)
‖Ψ(0, g)‖ × ‖(DYΨ(0, 0))
−1‖ 6 2× ǫ×
1
13‖A‖2
ǫ−
1
2 6 ǫ
1
2 = δ,
then (5.1) is fulfilled.
On the other hand, direct computation shows that
DYΨ(Y, g)(Y
′)−DYΨ(0, 0)(Y
′)
=Pnre(O(A
−1Y (θ + α)A) ×A−1Y ′(θ + α)A +
1
2
[Y ′′′, F +H] + · · · )
+Pnre(−O(Y (θ))Y
′(θ) +
1
2
[F +H ′,−Y ′′] + · · · ).
Therefore, we have
sup
Bs(0)×Bδ(0)
‖DYΨ(Y, g)(Y
′)−DYΨ(0, 0)(Y
′)‖ 6 6(‖A‖2|Y |r + ‖A‖
2|g|r)|Y
′|
6 6(‖A‖2δ + ‖A‖2s)|Y ′|
6 6(‖A‖2ǫ
1
2 + ‖A‖2ǫ)|Y ′|,
which implies
sup
Bs(0)×Bδ(0)
‖DYΨ(0, 0) −DYΨ(Y, g)‖ 6 6(‖A‖
2ǫ
1
2 + ‖A‖2ǫ).
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Thus we have
sup
Bs(0)×Bδ(0)
‖IdBnrer (η) − (DYΨ(0, 0))
−1 ×DYΨ(Y, g)‖
6 sup
Bs(0)×Bδ(0)
‖DYΨ(0, 0)−DYΨ(Y, g)‖ × ‖(DYΨ(0, 0))
−1‖
66(‖A‖2ǫ
1
2 + ‖A‖2ǫ)×
1
13‖A‖2
ǫ−
1
2
6
1
2
,
which satisfies (5.2). By Theorem 5.1, for |g|r 6 ǫ and η > 13‖A‖
2ǫ
1
2 , there
exists |Y |r 6 ǫ
1
2 such that Ψ(Y, g) = 0, i.e.
eA
−1Y (θ+α)Aeg(θ)eY (θ) = eg
re(θ),
which is equivalent to
eY (θ+α)Aeg(θ)eY (θ) = Aeg
re(θ)
and it is easy to check |gre(θ)|r 6 2ǫ. This finishes the proof of Lemma 3.1.
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