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Abstract
The existence of a steady state variable stiffness control law was postulated and
techniques were developed and presented to derive control laws for simple structural
systems with both continuously variable and discretely variable stiffness. These con-
trol laws were characterized and simulated. In particular, the optimal formulation
of the continuously variable stiffness control was derived and characterized in the
time domain for two simple structures. The existence of a steady state control was
discussed and three distinct methods were proposed and evaluated to derive contin-
uously variable stiffness optimal feedback control laws. The control was also derived
and characterized for a system with discretely variable stiffness, in the context of a
time optimal formulation. A simple and efficient method adapted to this formulation
was introduced and evaluated to yield a bang-bang control law, which was interpreted
analytically and simulated with success. The damping ratio achieved was a quasi-
linear function of the control authority used. Finally, the simulation of the feedback
control law on a realistic variable stiffness multimode structure demonstrated the
feasibility of the variable stiffness concept in multimode system control.
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Chapter 1
Introduction
1.1 Motivation & Objectives
As the field of Adaptive Materials and Structures is rapidly expanding, little study
has focused on nonlinear optimal control via system parameter variation. The goal of
this thesis is to address the issue of optimal feedback control laws for structures with
variable stiffness. A general introduction on the Adaptive Materials and Structures
helps understand the background of and motivations for this thesis in this field and
the issues addressed. Physical motivation for variable stiffness control in particular
is discussed. A summary and discussion of some of the contributions is provided as
context for the present investigation. This review of previous contributions highlights
as well how little research has been done about stiffness control.
The main goal for this thesis is therefore the derivation of optimal stiffness feed-
back controllers for simple systems. Because of the absence of any known published
study on this particular kind of stiffness control law, the objective implied a discussion
of the existence of an optimal feedback controller. Consistent with the derivation of
feedback controllers, application oriented issues are included in the objectives, namely
the authority, stability, feasibility and implementability of these optimal stiffness feed-
back controllers.
1.2 Background
To understand the context of variable stiffness control, variable stiffness systems are
presented within the general frame of Adaptive Materials and Structures.
1.2.1 The Field of Adaptive Materials and Structures
Adaptive Materials and Structures cover a wide range of topics. One starting point
is the area of active materials, which have the ability to produce an active reaction to
an external stimulus. An example of such a material is a piezoelectric ceramic, which
produces a voltage proportional to its displacement or vice versa.
Adaptive structures integrate such transducer materials as sensors or actuators.
Such structures can incorporate active materials with logic to coordinate the be-
haviour of the structure. An adaptive structure in general has the ability to produce
an active response to an external stimulus.
Many applications already exist using numerous kinds of sensors and actuators
made with active materials; they range from ink jet printer heads to pressure sen-
sors, accelerometers and on... The number of applications of adaptive structures has
increased rapidly, from a Dynamical Intelligent Building (actively absorbing an earth-
quake's waves) [1] to cars with active suspensions 1. Foreseen potential applications
are even more wide-ranged, from active vibration control [2, 3, 4, 5] to robot manipu-
lators [6]. Rogers [7] mentioned in a brief summary a few more possible applications,
like shape control of telescope lenses, failure detection or prevention of electrical ca-
bles or mechanical components, and structural adaptation to the environment via
alteration of the modal response.
Active Vibration Control
This thesis addresses the particular case of active vibration control. Much research
in that field has been done on structures with sensors and actuators using forces
1The Peugeot 605 and the Citroen XM are equipped with such suspensions and are already on
the european automotive market
or displacements produced by active materials [2, 3, 4, 5]. The general equation of
motion for an adaptive structure within this frame usually has the following form:
[M]j + [C]X + [K]X = F(U) (1.1)
where X is the vector of dimension N for a structure model with N degrees of freedom.
[M], [C] and [K] are the mass, damping and stiffness matrices respectively. F(U) is
the vector forcing term, function of the vector control U.
The goal is then to determine the forcing term F(U) such that the performance
desired (like maximum damping of N modes with N controllers) would be optimized.
The reduced static equation [K]X = F(U) encompasses different kinds of problems
like shape control, of particular interest for optical devices. Both the dynamical
and static systems are usually treated linearly because the structure itself can be
approximated to a linear system. Many analytical tools are then readily available to
solve the problem for the optimal control [8, 9].
Since much research has been done on the topic of active vibration suppression,
the few references given in this field [2, 3, 4, 5] should suffice to present it. Research
in this field was conducted in many areas, from gust load alleviation on civil jets to
the suppression of vibrations generated by attitude controls on a satellite, so that it
was preferable to concentrate this introduction on the less discussed, more specific
topic of control via parameter variation.
1.2.2 Control Via Parameter Variation
Theoretical Understanding
Control via parameter variation is quite distinct in form from conventional control
problems of linear structures with external forces, since it deals with variation of
the structural parameter themselves. The field of parameter controlled structures
has been considerably less explored, primarily due to the difficulty of solving for
controllers of nonlinear systems. Indeed, a parameter controlled structure would have
M = M(U), C = C(U) or K = K(U) as the control. The nature of the problem,
vibration control, is similar, but the form is different.
In an important distinction, the controlled parameter M = M(U), C = C(U) or
K = K(U) would not be slowly time-variable like the mass of a rocket on a launching
trajectory as its fuel burns out. Such slowly varying parameter systems are usually
locally approximated to linear systems, then studied as such point by point along the
trajectory.
This technique is not applicable in the case of nonlinear real-time control with
M = M(U), C = C(U) or K = K(U) as they are understood. Moreover, the
frequency domain analysis techniques used in linear system analysis are not readily
applicable. The difficulty in analysis of the nonlinear system has resulted in little
investigation of this class of controlled structures within the framework of Optimal
Control.
Physical Motivation
The physical motivation of that class of systems is presented in figure 1-1. The figure
shows the displacement and velocity transient time histories of a one-mode system
over f of a period.
A trajectory history of a single degree of freedom system has been simulated with
a "discrete" stiffness control law applied. The stiffness K of the system is switched
from k + dk down to k - dk at t = tl when the displacement x = zmax and back up
to k + dk at t = t 2 when z = 0. At t = t3 the system is back to a position similar to
the one at t = tl except that the phase of the system has increased by ir. Switching
on "Low Stiffness" whenever a reaches its maximum modulus, and back on "High
Stiffness" whenever x = 0 would result in rapidly decaying response.
When a reaches its maximum modulus, all the system's energy is concentrated
in the potential term E = Ep = Kz 2.As a result the switching of K from k + dk
down to k - dk at that instant will cut down the energy from E = +(k  dk)z 2down
to E = (k - dk)z 2 at once... As a consequence the system's energy is reduced by a
factor twice through one pseudo-period of z. Switching back from k - dk up to
k + dk whenever x = 0 will have no effect since there is no potential energy stored in
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the spring at that point in the cycle.
The semicycle reduction ratio = d in our case, a large but not inconceivable
value according to properties of some systems or materials described in section 1.3.1.
Practical Considerations
Another reason why this class of parameter controlled systems has not yet attracted
a large interest is the relative scarcity of materials that have such properties as vari-
able stiffness, variable damping, or variable mass. The few materials that have such
properties typically entail many practical drawbacks (section 1.3.1).
So far, only variable damping C = C(U) and variable stiffness K = K(U) can
be produced by some active materials. In particular, the stiffness of shape memory
alloys and of the 0.9Pb(Mgl/3Nb 2/3)0 3 - 0.1PbTiO electrostrictive ceramics can vary
on a scale of 1 to 4. On the other hand, electro-rheological fluids can be incorporated
within a structure to control their stiffness and damping properties.
However, systems can be designed with variable stiffness, variable damping or
even variable mass. Some structural parts of a system can indeed be integrated in
the structures with "switchable links [1]." Depending on the nature of the structural
part that can be attached to or detached from the main structural body by those
"switchable links," different parameters can be controlled. Section 1.3.2 presents
the model of a variable stiffness building conceived in this way [1]. The integration
of variable tension strings in a structure to control its stiffness has been studied as
well [10, 11, 12, 13].
Still, none of the scientists who speculated on or studied the problem of stiffness
control derived any optimal stiffness feedback control law. Instead most of the research
focused on linearly modeled structures with force or displacement actuators.
This thesis will address the determination of the optimal variable stiffness control
K(U) within the frame of active vibration suppression. The interest of such a control
had been motivated by the development of new classes of active materials that have
inherent variable stiffness capability, and by the need for control algorithms which
effectively utilize these capabilities.
1.3 Contributions
Variable stiffness has already been studied both from a material and control point
of view. First, a review of the studies related to materials with variable properties
substantiated the practical aspect of the motivation for this thesis. Then, a sum-
mary of the work done on variable parameter control issues justified the theoretical
motivation for this thesis.
1.3.1 Materials with Variable Properties
The few active materials with variable properties are essentially reduced to 1) eletro-
rheological fluids, 2) electrostricive ceramics, and 3) shape memory alloys. The two
first classes of materials have been developed only recently [14, 15].
Electro-Rheological Fluids (ERF)
The viscosity and yield stress of the ERFs can be controlled within a certain range by
an electrical field applied to it. ERFs are suspensions, and two common specimens
are constituted of corn starch and corn oil or zeolite and silicone oil [14, 16].
Because of their peculiar properties, they can be implemented in a structure to
control its stiffness and damping in situ and in real time. Since the increase of
the viscosity of the ERF can be increased by a constant electric field, it was not
necessary to develop a feedback control law, least of all an optimal one. Both in [14]
and [16], an experiment is carried out featuring a beam structure containing an ERF.
The application of a constant field significantly increased the damping ratio C of the
beam's first mode.
This kind of control should be regarded as an equivalent passive damping device.
Indeed there is no active parameter control as such. The properties of the system
are constant through its characterization. The only main advantage in comparison
to a passive damping device is that it can be tuned, and switched on or off almost
instantly.
In the end, the system really has a parameter control capability. Kim et al.
[17] managed to determine rigorously the parameter controller for this system and
successfully implemented it in an experiment. Their work [17] showed the complexity
of the the task. Furthermore they detailed how the damping associated with the
viscosity of the excited ERF is quasi-constant as the electric field is varied. On the
other hand the field's variations alter the stiffness related to the ERF's yield stress.
Consequently, this system can be considered as a variable stiffness adaptive composite.
The variable stiffness capability and the quick time response of ERFs (10-3s to
10- 's) make this kind of composite material very suitable for many applications, since
electrical field control is relativaly simple to implement.
Unfortunately, the use of ERFs will have evident drawbacks, especially for appli-
cations in the aerospace industry. It is a fluid, and as such all related problems might
be expected. Such problems range from corrosion, leakage, evaporation, phases or
compounds separation, to spoiling (corn oil), decomposition of some compounds, etc.
Above all, in the aerospace industry, weight is of critical importance. As a fluid, as
much as the ERF may improve the dynamic response of the composite material it is
incorporated in, it cannot really improve the composite's static response significantly.
Although the ERF will increase the structural stiffness if it is constantly active, the
maximum yield stresses of a few hundreds Pascals limit its range of usefulness.
Electrostrictitive Ceramics
Electrostrictive ceramics have the property to produce a stress or strain if a voltage
is applied to it, like the piezoelectric ceramics [18, 15]. The two ceramics are different
however. If E is the electric field applied across the ceramic, and x its strain, then x =
dE for a piezoelectric ceramic, while x = ME2 for an alectrostrictive ceramic. d and
M are the piezoelectric and electrostrictive constants respectively. The electrostrictive
materials have a small hysteresis (3%), while it is significant for a piezoelectric (10%).
Both classes of ceramics have a fast response (10ps), both can produce strains up to
0.1%, but the electrostrictive ceramic can generate a higher pressure, up to 1 MPa.
Some electrostrictive ceramics have other interesting properties. In particular,
one paper on Electrostrictive materials [19] shows several stress-strain curves for 2
electrostrictive ceramics as the electric field applied to them is increased. One of them,
the solid-solution ceramic of 0.9Pb(Mgl/3Nb2/1 )O - 0.1PbTiO (0.9PMN-0.1PT), has
a variable stiffness. Its stiffness varies by a ratio of 1 to 4 as the electric field is
decreased.
Unfortunately, nonlinearity of the stress-strain relation for a low stiffness under a
high electric field (1MV/m) limits the maximum stress to 20MPa. In addition, the
strain varies as the electric field is changed for a given stress and vice versa. This
property further complicates potential experimentations or applications within the
frame of variable stiffness control, since the induced strain is coupled to the variable
stiffness property.
There is no reference of any work done on the use of this ceramic using its vari-
able stiffness property. It should be noted that variable stiffness is not a constant
characteristic of electrostrictive ceramics. Other ceramics with different compounds
or concentrations, like the 0.65PMN-0.35PT ceramic, do not exhibit this property at
all.
Shape Memory Alloys
Some Properties The Shape Memory Alloys (SMAs) have variable properties as
well. Cross et al. in [20] characterized the particular SMA called NITINOL-55, a
Nickel-Titanium alloy, which was the first of its kind to be discovered. The SMA can
recover an original arbitrary shape through a martensitic transformation. Depending
on the implementation of the SMA element in a system, the SMA can produce a
strain or induce a stress through the martensitic transformation.
Variable stiffness is an inherent property of the SMAs as well. As alloys, they
appear to be much more attractive for structural applications, for their mechanical
properties are fully comparable to those of other metals [20].
The SMA's modulus changes through the martensitic transformation. Based upon
the most linear part of its variations through both heating and cooling, it ranges from
28GPa to 85GPa, i.e. it varies on a scale from 1 to 3. The extreme values of the
NITINOL-55's modulus vary on a scale from 1 to 4 [20]. From this point of view,
it makes it a very attractive potential candidate for variable stiffness control appli-
cations. Unfortunately, the variable stiffness effect is also coupled with strain/stress
variations through the martensitic transformation.
Few Experimental Applications With Cross' characterization study of NITI-
NOL-55 dating back to 1969, the earliest publication found and refering to the variable
stiffness property of SMAs is by Rogers et al. in 1988 [7] (they actually published the
material of their article in several other journals).
Their study consist in fact in a "mode shape tuning" analysis. Rogers called the
technique "Active Strain Energy Tuning." He embedded SMA fibers in a plate and
a beam and characterized them for the two extreme states of the SMA's martensitic
transformation. The mode shapes of the plate and eigenfrequencies of the beam
were both dramatically altered. Unfortunately, the modification of the structural
properties was caused by strain-induced in-plane compressive loads, and not by the
variable stiffness property of the embedded SMA fibers. Again the issue of real time
control is not addressed. At best the mode shapes and/or frequencies of the system
can be tuned within a certain range. Without a cooling device, or some kind of
reversible temperature controller, it cannot be used for active vibration damping.
Like for the ERF composite beam, it could however be used as a variable stiffness
material, provided the proper temperature controller with suitable bandwidth.
The scarcity of studies related to the use of this property is an indicator of both
theoretical and practical difficulties associated with variable stiffness applications of
this material. Rogers et al. expressly mention both. For example in practice, the
simple actuation of an ill designed SMA reinforced plate can provoke buckling. Some
other mechanical properties dropped dramatically as well. Other practical obstacles
would probably arise in dynamic applications.
Dynamical Experiments Feasibility The disadvantage in using SMAs in real-
time is the dynamic temperature control of the martensitic transformation [6]. Even
though the change in modulus can be considered linear w.r.t. temperature within
certain margins, temperature control in real-time is limited by the thermal inertia of
heat transfer.
The article by Hashimoto et al. [6] gives some idea of the difficulties related to
time response of SMAs in the heating/cooling cycle. Although Hashimoto did not
use the variable stiffness property of SMAs as such, this part of his study still applies
to the real time control issue. Hashimoto built a walking robot with SMA actuators
for which he tested four different kinds of temperature control devices. He managed
best with a "heat sink," reducing the cooling time of his actuator to 3s. This resulted
in a maximum operational frequency of the SMA of 0.15Hz for his system.
With further refinements (smaller & more numerous actuators) control bandwidth
of the order of a few hertz could be realized. Those refinements would complicate the
setup of a real experiment using SMAs as variable stiffness actuators. In addition,
the hysteresis of the heating/cooling cycle does not simplify the implementation of
these actuators.
Ribera's Solution
The multiplication of actuators combined with their reduction in size had already been
presented as a possible future solution for vibration suppression using variable stiffness
control [21]. Ribera presented in his pseudo-scientific book a model of a structure
actively controlled by a network of small digital stiffiness actuators embedded in it.
Each actuator would be a small capsule containing an easily liquefiable metal with
a low calorific capacity and good mechanical performances. Kept around its fusion
temperature, they would be switched from the liquid to the solid state, the only two
states really controllable in this model. The stiffness variation would be optimum,
with a near zero stiffness in the liquid state and the "full" stiffness of a metal mass
in the solid state.
Again, this kind of actuator would be limited by the thermal inertia problem.
However, the absence of hysteresis in the fusion/solidification cycle and the clear
definition of the two stiffness states would simplify necessary refinements of the con-
troller. In addition, this digital stiffness actuator can be used only with bang-bang
control laws.
Ribera's solution was worth mentioning not only for its intrinsic technological
attractiveness, but for the fact that it was published a few years before any other
reference on the use of variable stiffness.
1.3.2 Formulations for Parameter Control
Significant results have already been published on stiffness control. The research
led by Kim [17] on the ERF composite beam is one example, but the spectrum of
methods for or approaches to stiffness control have been explored by a few other
scientists. Like Kim, some have already conducted a few experiments using real time
stiffness control.
Among these scientists, Kobori [1] set up a three story model of a building. Each
floor has one digital stiffness actuator. Each control actuator consists in an inverted
V-shaped brace that can be "hooked" to the structure or "unhooked" from it. With
a total of 3 actuators, 8 stiffness configurations are possible. Modeshapes and eigen-
frequencies are altered by each configuration.
The control law is an adaptive feedforward one and Kobori designed it for the
building model to absorb simulated earthquakes vibrations. The feedforward control
law selects the configuration least resonant with the earthquake vibrations dominant
frequencies. The switching time from one configuration to another was 0.03s, so that
the control rate of change is limited to 15Hz. The architecture of this system is quite
different from the problem addressed in this work, which is optimal stiffness feedback
control. Kobori's system is still passive between the switching times, periods of the
order of 5 seconds in a simulation of a 40-second earthquake.
Researchers have studied ad hoc control laws on a Variable Tension String. As a
string's lateral stiffness is proportional to its tension, it makes it a very suitable device
for experimentation. The control frequency and stiffness range are mostly limited by
the tensioning device performance.
Chen, Moon, and Fanson [10, 11, 12] modeled and simulated this device as pro-
posed for active vibration suppression of large space structures. Onoda et al. [13] de-
termined bang-bang feedback control laws for this device seemingly quite empirically.
They did not refer to optimal control theory, but focused on time domain "instanta-
neous" performances such as "maximum damping per time" instead. They derived
their controllers in part based upon system considerations presented in section 1.2.2,
and localnumerical optimizations. Localrefers to instantaneous performances criteria
as opposed to a global trajectory optimization.
Although they did not approach the problem globally like Kim et al. [17], they
effectively determined bang-bang feedback control laws to damp any number of modes.
They addressed stability problems too, as they were dealing with the control of higher
modes, and solved it using a semiactive controller. In contrast to those works, this
thesis focused on optimal feedback control. In addition, the approach in this thesis
was global and underlined by the optimal control theory, as opposed to local and
more empirical.
Summary of Contributions on the Parameter Controller
As demonstrated, a few structural devices or structures integrating specific active
materials can be used for parameter control. Some concepts have already been exper-
imentally demonstrated. On the control side, Kim managed to derive rigorously an
adaptive stiffness feedback control law, while Onoda found an effective local approach
of the problem, limiting them to bang-bang like control laws for the most part.
Until Kim's work however, appearantly nobody had used rigorous global methods.
Slotine's and Utkin's key papers [22, 23] on the sliding mode method seem to have
been bypassed in favor of more intuitive and direct methods. Even so, the stiffness
control approach proved productive both on a theoretical and practical level.
Theoretically, scientists have developed alternative derivation methods and con-
trol architectures for that kind of nonlinear control problem [1, 10, 11, 12, 13, 17].
Kobori [1] developed a feedforward method based on a frequency approach, and On-
oda, among others, utilized the local approach. This thesis contributes to the general
goal of developping parameter controllers by exploring some basic approaches to global
optimal control solutions in the case of variable stiffness.
Practically, experiments have demonstrated the feasibility of parameter controlled
structures. Two classes of structures can be defined. The first kind has continuous
variable stiffness capability (e.g. the ERF beam [14, 16, 17] and SMA reinforced
structures [7]), while the second kind is limited to digitally variable stiffness capability
(e.g. the Dynamical Intelligent Building [1] and Ribera's shell [21]). Note that the first
kind usually has digital capability too, as long as switching times remain negligible
w.r.t. operating controller frequencies 2
1.4 Outline of the Thesis
Since work on this thesis began, no article on optimal stiffness control has been
published. All available articles and books give results for tunable stiffness structures,
show experiments with feedforward control laws or speculate on the efficiency of
a feedback controller, design adaptive or locally optimal feedback controllers, but
none has come up with globally optimal variable stiffness feedback control laws yet.
This lack of progress on optimal feedback control and the growing availability and
characterization of smart materials offering variable properties contributed to interest
on this topic.
The goal for this thesis was therefore to derive an optimal feedback controller for
simple systems with variable stiffness, as opposed to phase plane techniques or local
optimization. Eventually simulation of the controller on a model of a real multimode
structure allowed to assess the feasibility and authority issues of this new kind of
active controller.
In particular, chapter 2 presented the rigorous necessary conditions of optimality
with no constraint on the control for 2 simple systems with 1 and 2 degrees of freedom.
The optimal problem is solved for the two systems defined and a discussion on the
existence of a steady state control law is initiated.
In chapter 3, continuous optimal stiffness feedback controllers are derived for the
2Onoda verified how a timelag affecting the stiffness switching could destabilise higher order
modes whose period was of the order of magnitude of the timelag.
two systems and with the optimal formulation of chapter 2. For the system with
1 degree of freedom, two methods are proposed and applied to derive the optimal
control law. Convergence of this feedback control law towards a steady state law was
proved. A simulation of this feedback control allowed to conclude over its validity.
Only a databank implicitly defining the control law was derived for the system with
two degrees of freedom.
In chapter 4, a bang-bang feedback control was studied using a time optimal for-
mulation for the stiffness control problem. The time optimal formulation was applied
to both systems with 1 and 2 degrees of freedom defined in chapter 2. Corresponding
optimal solutions were given and charaterized. Optimal bang-bang feedback control
laws were derived for both systems as well. For the system with 1 degree of free-
dom, the control law was modeled and simulated. The qualitative characteristics of
the controller were analytically demonstrated and its authority (the damping ratio it
produced) was correctly predicted.
Chapter 5 introduced a new kind of variable stiffness structure using a self-sensing
piezoelectric ceramic. A realistic multimode structure of this kind was built and the
corresponding model derived. The model was validated by comparison between sim-
ulated and experimental data in the open loop case. An experimental setup was
proposed and simulated in the closed loop case. The results of the simulation allowed
to conclude over the validity, implementability and stability of a simple optimal feed-
back controller on a multimode structure.
The existence, derivation, characterization, representation, implementability and
stability of optimal stiffness feedback controllers were all assessed throughout this
work. The corresponding results encourage further studies in the field of optimal
parameter control in general.
Chapter 2
Continuously Variable Stiffness
Control
2.1 Introduction
The goal of this chapter is to solve the optimal stiffness control problem in the time
domain, and characterize the optimal trajectories. As such, it lays down the defini-
tions and theoretical background for the stiffness feedback control law derivation of
Chapter 3.
First, two simple cases of study are defined and modeled. The choice of an op-
timality criteria is then discussed thoroughly before the optimality formulation is
reviewed in detail and explicited in the two cases of section 2.2. Optimal trajectories
in those two cases were derived using some classic numerical methods. The more
detailed study of optimal trajectory computation for the 1 DOF case showed the
computational aspects of the work.
2.2 Systems Definition & Modeling
Two simple models have been used as application examples throughout this thesis.
The first model has one degree of freedom, and the second has two, both models are
controlled by a single variable stiffness element.
k+uk
Figure 2-1: Definition of the system with 1 DOF
2.2.1 1 Degree of Freedom System
A preliminary study for the stiffness control is conducted on a simple mass-spring
system with one Degree of Freedom (DOF) shown on figure 2-1. In our case the spring
has a variable stiffness k + uk where k is the average stiffness, u the control, and k
a reference stiffness deviation from the average k. Note that the "unconstrained"
optimal control will have to be such that uk > -k to be physically significant. x is
the displacement of the concentrated mass m, as shown in figure 2-1. For the free
system, the equation of motion is that of a free harmonic oscillator where the variable
stiffness has been included:
mi + (k + uk)x = 0 (2.1)
Using a state space representation with the state vector X = e where xl = x
X2
(displacement) and zX = i (velocity), the equation 2.1 becomes:
= [A(u)]X (2.2)
where
[A(u)]= 1 (2.3)
The functions u = u(t) and X = X(t) are functions of the time t, so that equa-
tion 2.2 is a time-invariant nonlinear differential equation. It could be written in the
following general form:
.(t) = a(X(t), u(t)) (2.4)
Of course this general expression is valid for the system with two degrees of free-
dom as well:
2.2.2 2 Degrees of Freedom System
A simple system with 2 Degrees of Freedom but still a single stiffness control is
shown on figure 2-2. The elementary equations of motion for the free (no forcing)
and undamped system is:
[M]X + [K(u)]i = 0 (2.5)
where
[M]= mO (2.6)
[K(u)] = (kl + kI + U2 k) -(k2  + ) (2.7)
-(k2 + Ah) (k2 + k, + k3)
where a nondimensional notation for u now represents a fraction of a reference stiffness
variation 2a. X = [il, ~i]T is the displacement vector.
The equation of motion, (2.5), is written in the same general state space repre-
sentation form as for the single DOF case:
- = [A(u)]X (2.8)
k 1
k +uk k2 2 3
X1 2
Figure 2-2: Definition of the system with 2 DOFs
but in this case the matrix X and [A(u)] are:
X = [ 1 3,2, X , X4 ]T
where x2 = v1 and X4 = i 3.
0
(kL+k 2 +UA 2
0
(M2
m )
0 - \(ks+k 2 +u 2 )
The calculation of the eigenfrequencies of this system yields:
k l±+k2 e 2
U  
+ k2 +u 2 +ka) qT
mi M2
( k+k 2 +uk2M 1 k2 +U2+k 2M2 4 (k 2 +A 2 )2M1 M2
In general both eigenfrequencies will be affected at every instant by variations in u,
unless:
ki k3
m 1 m 2
(2.12)
(2.9)
[A(u)] = (2.10)
1i, 2 - (2.11)
In this case one of the two eigenfrequencies can be independant from u, and conse-
quently the corresponding mode would be uncontrollable.
This corresponds in fact to masses mi and m 2 having the same frequencies: one
mode of the system under these circumstances will be the two masses oscillating in
synchronization, with the stiffness k2 + uk 2 not playing any part in its dynamics.
This special case can be reduced to the single DOF system study: in the remaining
sections discussing the system with 2 DOFs, we will assume that equation 2.12 is not
satisfied.
This particular behaviour points out the problem of placement of a variable stiff-
ness actuator with respect to the geometry of the system: as expected, some modes
may not be controllable when the number of commands is lower than the number of
modes accounted for.
2.3 Optimal Control
The optimal stiffness control problem is defined in this section. The choice of a cost
functional is discussed and the necessary conditions of optimality are introduced and
derived for the 1 & 2 DOF systems described in sections 2.2.1 and 2.2.2 respectively.
Both the classical approach of optimal control problems as exposed in [8] and the
recommendations on the physical significance of the cost functional given by Athans
in [9] are followed closely.
2.3.1 Definition of the Optimality Criteria
The cost functional J(u) defines the optimality criteria, and the optimal control corre-
sponds to a minimum of this function. Essentially all the quantities to be minimized
are included in J(u). For instance in the case of vibration suppression, the cost
functional is related to the energy of the system.
To choose the cost functional according to which the optimal control will be defined,
the goal for the optimal control must be clearly expressed. It consists in damping
vibrations as quickly as possible, eventually with minimum control. Therefore, the
cost functional should include a term related to the energy of the system, and another
related to the control used.
As another consequence, the notion of final state and final time become vague:
they are not defined per se. Therefore it is reasonable to consider the free final state,
free final time case where the trajectory is entirely defined by the minimization of the
cost functional.
A very simple cost functional 1 Jfft(u) classicaly integrates a quadratic term pro-
portional to the energy of the system and one proportional to the equivalent energy
used by the control:
Jfft(u) = h(Xf,t ) + g(X,u)dt (2.13)
where
1
g(X, u) = 2(XT[Q]X + au2 ) (2.14)
where the matrix [Q] for 1 DOF is:
[Q] = k 0 (2.15)
while for 2 DOFs the matrix [Q] is:
(k1 + k2) 0 -k2 0
0 mi 0 0
[Q] = (2.16)
-k 2  0 (k2 + ks) 0
0 0 0 m 2
1The subscript "fft" in Jfft(u) stands for Free Final Time
Free Final Time, Free Final State
and in both cases:
h(Xl,tf) = X[Q]X * T (2.17)
* T = an arbitrary period of time
* Xf = state at the final time t1
For a multidimensional control, the cost would have been defined with the term
UT [R]U instead of au 2 in g(X, u).
This cost functional Jfft(u) necessarily includes the penalty h(X,,tf) on the final
state. Jfft(u) would indeed be trivially minimum for t1 = to if h(Xy,t,) was not
added. Even if the penalty h(Xy,ty) is included, there might be a threshold value
of the ratio T/a under which there is no solution to the optimal problem. Consider
a very low value for such a ratio, and take the value of Jfft(u) for tf = to to be the
integral of the initial energy over T = is. Meanwhile the value for a is relatively large,
restricting the control u to take only fairly low values, thus limiting the equivalent
damping to a slow decay. The corresponding cost functional integral over any amount
of time might then remain over the value of Jfft(u) at tf = to for any t! > to.
Time Optimal Formulation
If the goal of the optimal control is to damp the vibrations as quickly as possible, a
time optimal formulation can be considered. The cost functional then has the very
simple following form:
J(u)= dt (2.18)
to
However, a target must be specified, and the control used to reach this target will
automatically diverge to an infinite amplitude if no constraint is imposed: introducing
this constraint and the definition of a target set for the final state leads directly to
the study of the bang-bang problem in Chapter 4. This time optimal formulation will
be dealt with there.
The time optimal formulation would be the most adapted cost functional for our
stiffness control problem, if not for the discontinuity of the resulting control. This
disadvantage could potentially prevent any application of the time optimal control
on SMA or other materials or structures for which the parameter variation rate can
be very limiting.
Fixed Final Time, Free Final State
The important case of structural regulation is considered as well. It corresponds to
the case of a fixed final time, free final state for which the cost functional J(u) is very
similar to Jfft(u):
J(u) = g(X,u)dt (2.19)
where g(X, u) is given in 2.14.
Note that this cost functional is the simplest physically meaningfull cost functional
that can be written for the fized final time, free final state case: taking [Q] = 0, there
is no penalty on a finite non-zero state and the cost functional J(u) will be minimal
for the trivial solution u = 0 with undamped harmonic oscillations. Taking a = 0 the
absence of penalty on the control allows for large control amplitudes. Ultimately the
optimal control will be naturally infinite. Consider the 1-DOF system: it is "damped"
down to X = 0 by an infinite stiffness the first time that xz = 0.
The a factor controls the balance between the quadratic energy term IX T [Q]X
and the quadratic control term jau2 . The coefficient a will be used as a scaling term
for setting the relative importance of the control and the state energy.
2.3.2 The Equations of Optimality: Necessary Conditions
Still following the general method presented by Kirk or Athans [8, 9], the necessary
conditions of optimality, or Pontryagin's Principle, are expressed in terms of the
Hamiltonian 7 defined as:
1((X, P, u) = g(X, u) + PT [A(u)]X (2.20)
where g(X, u) is the integrand of equation 2.19 introduced in equation 2.14, [A(u)] the
matrix of equation 2.3, and P is the costate vector or vector of lagrangian coefficients.
X* = (X*, P*, u*) (2.21)oP
* = - (X* P*, U*) (2.22)
0 = OW(X*, P *) (2.23)9u
where the boundary conditions are:
X* = Xo at t = to (2.24)
ah
P = (X;,t) if Xf is free (2.25)
Oh
'7(X,Pf ,u) + -L-(X;,t;) = 0 if tf is free (2.26)
where h(X 1 ,t!) is part of the cost functional in equation 2.13 for the free final state,
free final time case.
The * as exponents indicate that those equations are valid for the optimal trajec-
tory only. Note the combination of final and initial boundary conditions: this results
in the split boundary conditions nature of the optimal control differential equations.
Applying Pontryagin's Principle for either of the systems defined in section 2.2
(summarized in equation 2.2 or 2.8) and with the cost functional J(u) of equation 2.19
of the fized final time, free final state case (section 2.3.1), the following equations are
derived from the vector differential equations 2.21 to 2.23:
X* = [A(u*)]X* (2.27)
l = [A(u*)]T P * - [Q]X* (2.28)
0 au* + PO u I * (2.29)
The boundary conditions for this fixed final time, free final state formulation are
Pontryagin's Principle is then expressed as:
X* = Xo at t=to (2.30)
P; = 0 at t=tf (2.31)
Application to the System with 1 DOF
For the single DOF system defined by the specific matrix [A(u)] of equation 2.3, and
the cost functional defined by the matrix [Q] of equation 2.15, all the optimality
equations can be written:
1 = -- (2.32)
= - (k + u*k z (2.33)
m(k + -u* p k; (2.34)
m
S= -p - mx (2.35)
u* = - (2.36)
am
With the following boundary conditions:
Xz(to) = Xo.
; (tO) = X2 o
pl(t,) = 0
p*2(tf) = 0
given by:
Application to the System with 2 DOFs
For the system with 2 DOFs, the matrix [A(u)] is now defined by equation 2.10, and
matrix [Q] by equation 2.16. The necessary conditions of optimality for this system
are:
= 2 (2.37)
k1 + k2+ u *k2) +(k 2 +U* 2 ). (2.38)
3; = z (2.39)
* + u*k2 * + u+* + L3 ) (2.40)
k1 + k2+ 2 - 2 + u*k(2.41)
= p2  ( 2  P - (kl + k2)X + k2 4 (2.41)
S= -p - i (2.42)
k 2 + u*k2 + ks - (k 2 + u*k2  +k (k (2.43)P = P - A + k2* - (k2 + k3)z (2.43)
S= -p - m (2.44)
S= (m - 2 n) (2.45)a Tm1 ml 2
As for the boundary conditions:
X (to) = xio Vi E [1,4]
pf*(t) = 0 ViE[1,4]
Two remarks are in order. Consider equations 2.32 to 2.36 for the 1-DOF system,
or the above equation 2.37 to 2.45 for the 2-DOF system, if X is substituted by
-X and P by -P in either set of equations, the equations are unchanged in the
transformation provided u remains the same. In other words, if (X*(t), P*(t), u*(t))
is an optimal trajectory, so is (-X*(t), -P*(t), u*(t)). Therefore u(-X) = u(X) if a
steady state (time invariant) stiffness feedback control u(X) exists for this problem.
Next, note that u = 0 if al = 0 (equation 2.36) for the single DOF system. For
the 2-DOF system, u = 0 for (X1 - zs) = 0 (equation 2.45). Thus if there is no
relative motion across the variable stiffness no control is necessary.
2.4 Solution of the Optimal Control Problem
2.4.1 Numerical Methods
To derive an optimal trajectory given initial conditions, one or more of the three
methods presented in [8] can be used. All of them are aimed at solving differential
equations with two-point boundary conditions, and they have been detailed in [8]
within the frame of an optimal formulation:
* Steepest Descent Method
* Variation of the extremals
* Quasilinearization
All require specification of a final time tf, or a specific final state Xf. The cost
functional J(u) is thus the cost functional in the fized final time, free final state
case of equation 2.19 (section 2.3.1, equation 2.19). All these methods are iterative
procedures.
The Steepest Descent Method (SDM) consists in deriving the optimal trajectory
solution of the vector differential equations 2.21 and 2.22 for a given control history
u(t). A gradient is then computed indicating how to modify the control history
to improve compliance of the numerical solution with the necessary conditions of
optimality. The control history u(t) is modified accordingly and is used in the next
iteration to derive a new trajectory. The method is usually not sensitive to the initial
guess for u(t) with which the iterative procedure is started. A "zero control" time
history (u(t) = 0 Vt E [to,tf]) proved sufficient as a first guess in the applications of
this thesis. In addition, the integration of only 2n differential equations are necessary
per iteration for a system with n degrees of freedom. Unfortunately, the convergence
speed of the method usually slows down as the result of the iterative procedure
approaches the optimal solution.
The Variation of Eztremals is a "shooting method." The initial conditions for
the costates are guessed and the equations 2.21 to 2.23 are integrated. A quantity
is computed, using the solution of the numerical integration, to correct the guess on
the costate initial conditions. The new guess for the initial costate is used in the next
iteration to derive a new trajectory. The variation of extremals method is sensitive to
the initial guess for Po (initial conditions for the costate P) used to start the iterative
procedure. In addition, 2n(n + 1) numerical integrations are required and an n x n
matrix must be inverted. However, convergence is faster than for the steepest descent
method, if it does converge.
The Quasilinearization method consists in linearizing the system of nonlinear vec-
tor differential equations (equations 2.21 and 2.22) around a trajectory. An exact
solution for the linearized system is derived and this solution is the trajectory around
which the system is linearized in the next iteration. The method is sensitive to the
initial guess of the trajectory necessary to start the iterative procedure. The compu-
tational burden is the same as for the variation of extremals. The convergence speed
is high too, it was even proven to be at least quadratic if the initial guess for the
trajectory is sufficiently close to the optimal solution.
Many optimal trajectories had to be computed in following chapters to derive
optimal stiffness control laws, so a computer-implementable method not requiring
operator specified initial guesses was best. High quality convergence was desired as
well, for high quality results. As a consequence a combination of two of the methods
presented was chosen to compute an optimal trajectory.
The combined method uses a Steepest Descent Method first because the initial
guess for the control history necessary to start the iterative procedure can be initial-
ized automatically to a very simple "zero control" history. Even with such a simple
starting point, the iterations still converged for the applications of this thesis. How-
ever, the convergence becomes slow as the optimal solution is approached. At this
point it is judicious to switch to a more performant method, like the Variation of Ex-
tremals or the Quasilinearization method, to achieve a better convergence. Changing
method is now possible because the iterations have derived a numerical trajectory
near the optimal solution, so all quantities necessary to start either method, (vari-
ation of extremals or quasilinearization), are now available. The Quasilinearization
method was eventually chosen over the Variation of Extremals because its rate of
convergence had been mathematically demonstrated to be at least quadratic [8].
In short, the computation of an optimal trajectory by the combined method con-
sists in:
1. starting a steepest descent method procedure with a "zero control" history
as the initial guess and iterating until an arbitrary intermediate convergence
criterium is met.
2. switching to a quasilinearization method procedure and iterating until fine con-
vergence is achieved.
One use that will be made of this computational technique is the search for a steady
state feedback control law. Increasing the final time tf in successive computations
will hopefully erase gradually all final time boundary conditions effects so that in the
neighborhood of to the control will converge towards a steady state solution. If this
can be proven, the approximation of the control to a steady state solution at times
remote enough from a large final time tj will be justified.
The optimal trajectory for an increasing final time may not necessarily converge
to a steady state solution. If the final time is to be increased to infinity, there would
be an optimal trajectory if the cost functional has a minimum. this requires that
both the energy term and the control term decay "faster" than 1/t along a trajectory.
This might not be possible and is in fact closely related to the existence of an optimal
control for tf = +oo.
2.4.2 1-DOF Optimal Trajectory
Given the nonlinear nature of the stiffness controlled system, an evaluation of the
control authority is restricted to the time domain. A typical optimal trajectory history
is given in figure 2-3.
The initial damping ratio due to a stiffness control of :7.03% is ( = 1.88%. There
is no damping in the uncontrolled model. The conditions under which this trajectory
history has been computed are as follow. 1) final time is tf = 25s, and 2) the cost
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Figure 2-3: Trajectory history of the 1-DOF system with a = 100 x Eo
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coefficient a for u in the cost functional J(u) is scaled such that if u is of the order
of 1, (producing a stiffness variation uk of the order of k), its cost will be two orders
of magnitude larger than the energy corresponding to a displacement of the order of
Xo = [1 l max, Z2 max]T. a can be written:
a = 100 x 1XTo[Q]Xo (2.46)2
The desired effect is to reduce stiffness control amplitude to moderate levels, a max-
imum of : 8 .6 2 % of the reference stiffness k = k in this case. For the trajectory of
figure 2-3 Xo was:
3 x 10- 1
0 x 10+0
Under these conditions, the control of figure 2-3 is independent from the scaling
of Xo. Equations 2.32 to 2.36 are indeed invariant through a scaling transformation
on the states and costates if the coefficient a is redefined according to the rescaling,
i.e. if the new coefficient a, anew, is:
anew = 100 x -CX[Q]CXo = 2a2
In other words, the trajectory (C x X(t), C x P(t), u(t)) is optimal for the cost
functional scaling ratio C2a if (X(t), P(t), u(t)) is an optimal trajectory for a, given
the initial conditions scaling ratio C.
This typical optimal trajectory has a constant pattern: the system, originally
undamped, is now damped down to a finite state, while the control vanishes at the
final time. When the final time is increased, the final state becomes smaller. Note,
however, that the damping ratio collapses down to C = 0 as t increases towards ty.
If a is increased to 10 times its original value of equation 2.46, the maximum
stiffness variation control drops to :F2 .2 5%, resulting in a lower damping ratio C =
0.53%. The corresponding time trajectory is given on figure 2-4. The damping ratio
C was found to vary linearly in function of the maximum stiffness variation control
as shown on figure 2-5.
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Figure 2-4: Trajectory history of the 1-DOF system with a = 1000 x Eo
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Figure 2-6: Convergence of the initial control u0o as tf is increased
Figure 2-6 shows the convergence of the control at t = to as t1 is increased for the
two computational methods used. The convergence is quite clear, and for tf = 258 the
accuracy of the solution can be estimated at 5%. As The figure shows it, computations
with larger values for t1 appear to be within 1 to 2% of the limit as t1 is increased.
The price for the better accuracy proved very high.
Computation times to derive one single such trajectory increased dramatically as
tf increased. For instance, a computation took about 1 minute with t! = 258, 5
minutes with tj = 25s, and 45 minutes with t! = 50s (on an IBM R/S 6000 running
at an optimistic maximum of 7.2 Mflops). Computational considerations became a
major issue in this study when it came to feedback control law derivation.
The essential point of the convergence of the control u at time to as t! is increased
(figure 2-6) is that there actually is a steady state feedback control and final time
effects are removed. The same property has been illustrated over an entire state space
subset in section 3.2.2, closing the proof of the existence of a steady state feedback
control law.
2.4.3 2-DOF Optimal Trajectory
Computational difficulties led to using a different numerical method for solving the
optimal problem for the 2-DOF system.
Method
The former routine presented in section 2.4.1 and combining the steepest descent
method and quasilinearization method proved to be very slow for the 2-DOF system.
One hundred iterations of the steepest descent method took more than an hour of
computation with a small final time tf = 5s, and the resulting trajectory was not
precise enough to be used in the quasilinearization method. In the 1-DOF study,
a few hundreds or more iterations were already necessary to do so under the same
conditions.
With a modified backward time domain method presented in its integrity in sec-
tion 4.4.1, an optimal trajectory is derived by a single backward in time integration
of the optimality equations 2.21 to 2.23. The corresponding algorithm can be sum-
marized to the following steps:
1. A final state X1 is chosen as opposed to initial conditions Xo.
2. The final costate is derived from the final state to be compatible with the final
time boundary condition 2.25.
3. The equations 2.21 to 2.23 are integrated backward in time until the intial time
to is reached.
The trajectory thus derived is optimal in all respects since it complies with all
necessary conditions of optimality, including the final time boundary conditions.
IHowever, initial conditions cannot be chosen unless a proper optimization routine
is implemented to match specific initial conditions by modifying the choice for the
final state Xf. The method would then be a "backward shooting method," a dual of
the variation of extremals: instead of shooting forward by guessing the initial condi-
tions on the costate and matching the final time boundary conditions, the backward
shooting method shoots backward by guessing the final conditions for the state and
matching the initial conditions. The crucial difference is that the backward shooting
method, like the backward time domain method, systematically yields an optimal
trajectory, while the variation of extremals method does not.
The combined method of section 2.4.1 has been difficult to apply to the 2-DOF
system because the convergence of the steepest descent method is very slow, and
the quasilinearization method cannot accomodate inaccurate initial conditions on
the costate P. This sensitivity is due to the incompability of random costate intial
conditions with the necessary conditions of optimality ( 2.21 to 2.25). Probabilistically
speaking, random costate initial conditions cannot propagate through the differential
equations 2.21 to 2.23 to yield final states and costates compatible with the final time
boundary condition 2.25. The sensitivity problem disappears using the backward time
domain method, because the numerical integrations are compatible with all necessary
conditions of optimality at all times.
For the characterization purposes of this section, the use of an optimization routine
to match specific initial conditions on the state was unnecessary.
Results
An optimal solution for the 2-DOF system is given on figure 2-7. Although this
optimal trajectory was derived as a by-product of the backward time domain method
presented in its integrity in section 4.4.1, it is an exact optimal trajectory (neglecting
the numerical integration imprecisions), as explained in the previous section.
Figure 2-7 shows that the macro properties of the optimal control are very similar
to that of the 1-DOF control from the previous section. All the states, originally un-
damped, are now damped. The damping is clearly lower, while the stiffness authority
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Figure 2-7: Transient time history of the 2-DOF system
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used is comparable to the 1-DOF system control of figure 2-3.
The micro properties of the optimal control can be evaluated observing figure 2-8.
On this figure, the nondimensional differential displacement (MI - s3) and velocity
(X2 - X4) and the control have been highlighted to analyse qualitatively the optimal
control: the control might have had the same properties as for the 1-DOF system
in this substate space. The control is clearly highly correlated with (Xt - zs) and
(X2 - X4), although unfortunately it cannot be described as a function of those two
only. The control is systematically equal to 0 when (Xl - sX3) = 0, as expected. Other
than that, making out the qualitative laws of variation of u in this substate space is
difficult.
Control vs Differential States
2.5 Conclusion
The optimal stiffness control problem was formulated in the context of vibration sup-
pression with a fixed final time, free final state cost functional, resulting in continuous
controls. Numerical methods were proposed to solve this optimal problem and were
used with success to derive optimal trajectories for two simple systems with 1 and
2 degrees of freedom. The equivalent damping ratio achievable with stiffness control
was quantified and was a quasi-linear function of the control amplitude.
Chapter 3
Feedback Control of Continuously
Variable Stiffness
3.1 Introduction
The aim of this chapter is to determine the feedback control law for the simple
systems with 1 and 2 DOFs presented in Chapter 2. Justifications for the existence
of a feedback control law are particularly emphasized in the first part.
Since no reference is known about any of the techniques used in this chapter to
derive an optimal feedback control law for a parameter controller, they will be pre-
sented in some detail. 1) A "forward time domain method" and 2) a "PDE method"
are introduced. The methods will be presented in the context of their computational
burdens.
The optimal feedback control laws derived from those two methods are compared
and time trajectories are simulated. The optimal control approach of parameter
feedback controllers in this chapter should be regarded as "numerically empirical," as
opposed to a theoretical approach.
3.2.1 Description
To numerically calculate the feedback controller, a Fortran routine spans a state space
of possible initial states. For each initial state, the optimal trajectory is computed
with the combined method presented in section 2.4.1. The state and control at the
initial time to or at any sampling time t, are extracted from this trajectory and stored.
This last step generates a mapping from the state to the control at the corresponding
time. The mapping thus generated can be plotted for a simple system with 1 DOF,
or it can be modeled. The modeling of a mapping can be done by fitting the control
u with a series of polynomials function of the state variables. The algorithm of
this method, refered to as "forward 1 time domain method," is summarized to the
following steps:
1. Definition of the system.
2. Definition of the optimality criteria.
3. Definition of an initial state space. This step includes the definition of a mesh
covering this initial state space. The mesh defines the countable set of initial
conditions for which the optimal trajectory are computed.
4. One point on the mesh is taken, defining the initial conditions. The optimal
trajectory for these initial conditions is computed using the combined method
introduced in section 2.4.1.
5. The state X and the control u at sampling time t. are stored. This generates
the mapping from the state to the control by adding on set of values defining
the control for a particular state.
6. Steps 4 and 5 are repeated until optimal trajectories have been computed and
sampled for all initial conditions defined by the mesh of step 3.
1The term forward is used here in contrast to the backward time domain method presented in
Chapter 4, section 4.4.1
3.2 Forward Time Domain Method
7. If t, 5 to processing of the mapping is necessary, so it can be plotted and
modeled.
This method is simple and produced reliable results. However, the whole time tra-
jectory is computed through an iterative procedure for each possible initial condition
on the state while only the state and control at sampling time t, are useful for the
mapping.
First, the existence of a steady state feedback control law is shown numerically.
3.2.2 Existence of a Feedback Control Law
Showing that the mapping from the state to the control for every possible state is
time independent under given circumstances is equivalent to showing there is a steady
state feedback controller. The time invariant mapping defines implicitly a feedback
controller, since it degenerates into a function of the states only. Thus it can be used
to determine the control at every instant to lead the trajectory along the optimal
path, if this function is known.
To illustrate and prove that a steady state feedback control law actually exists, the
control at increasing sampling times t, for a whole subset of the state space is given on
figures 3-1 and 3-2 (computed with a Steepest Descent Method and Quasilinearization
Method respectively).
The two figures show fairly "shaky" control surfaces due to the lack of information
to yield accurate values for each point on the sampling grids in the state space 2. As
a result the advantage of using the combined Steepest Descent Method / Quasilin-
earization routine was drowned into these inaccuracies (Section 3.2.3 shows how clean
the end result is using the combined method routine).
However, the evolution of the amplitude of the control surface, measured by its
maximum amplitude (infinite norm), at increasing sampling times (t.)i for the fixed
2To derive the feedback controller at a given sampling time, the control and state variable are
sampled at that time, and an inverse planar interpolation projects the value for u over a predefined
state space grid. Both the economy of trajectories and the inaccuracy inherent to the inverse planar
interpolation produced the "shaky" effect!
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Figure 3-1: Control u at increasing sampling times (Steepest Descent Method)
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Figure 3-2: Control u at increasing sampling times (Quasilinearization)
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Figure 3-3: Evolution of the control surface norm as tf is increased
final time (ty) was shown to be very similar to the evolution of the control at time to
with the correponding final times t1 - (t.)i. These two evolutions were compared on
figure 3-3 for tj = 25.. The two curves differed by less than 1% of relative error, and
the deviation at t, from the control at to was still less than 5% for sampling times t,
up to 20% of t1 .
As a consequence, the mapping of the optimal control in the state space as featured
on figure 3-5 can be considered time invariant. In other words, the mapping of the
control at the arbitratry sampling time t. w.r.t. the state at time t, can be considered
independent from t, if t1 >> t,. This validates as well the existence of a steady state
control, although none could be found analytically as in the case of a Linear Time
Invariant (LTI) system using the steady state Ricatti equation.
Relative Control Amplitudes vs Ts/Tf
This is fortunately consistent with Bellman's formulation of the principle of opti-
mality: "an optimal policy has the property that whatever the initial state and initial
decision are, the remaining decisions must constitute an optimal policy with regard
to the state resulting from the first decision" (in [8]). Therefore the control for a
given state at a given time is constant because it is independent from the past history
which brought the system to this state at this time, and no other parameter could
influence the control: in particular, the system is time invariant.
3.2.3 Stiffness Feedback Control Law
The advantage of the Steepest Descent Method is not to need an initial guess, whether
a control, a trajectory or initial conditions on the costate. It eventually proved to be
an essential feature that was systematically used because all the nonlinear equations
with variable stiffness studied in this thesis proved to be very sensitive to the initial
guess when the method called for it, as in quasilinearization.
Unfortunately, the mapping obtained using the Steepest Descent Method algo-
rithm (figure 3-4) had a relatively poor and uneven convergence over the state space
as final time was increased, while iterations for a given final time were slow to con-
verge. In particular, this uneven convergence is visible through the lack of smoothness
of the feedback control surface of figure 3-4.
The quasilinearization method proved to have a much better convergence with
less computational points and fewer iterations as the final time was increased. Con-
vergence over the whole mapped surface was more even as well. This results in a
much greater smoothness visible on figure 3-5. Since this method is unfortunately so
sensitive to the initial guess, it has been necessary to use systematically the converged
solution obtained through the Steepest Descent Method as the initial guess for the
quasilinearization computation. Finally the symbiosis of the two methods proved to
have the best efficiency.
Computation times were increased dramatically as the final time ty was increased
(See section 2.4.2). As a consequence, the control surfaces given were computed with
a final time tf < 25s in our case, for which about 4 hours of computation on an IBM
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Figure 3-4: Control u as a function of the state X (Steepest Descent Method)
i
[-X2max;+X2max]
X2max=2.79e0OO (m/s) Xlmax=3.33e-01 (m)
Figure 3-5: Control u as a function of the state X (Quasilinearization)
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R/S 6000 (running at about 7.2 Mflops) were necessary for an optimized FORTRAN
routine.
A simple algebraic form of the feedback control law has been computed to minimize
the Root Mean Square (RMS) difference with the control of figure 3-5. The algebraic
expression of u was written:
u(X) = Ki(el + K2 e + K3e )(sin p + K 4 sin 2( + Ks sin 3 p) (3.1)
where
e = IXT[Q]X (3.2)
S= 2 arccos x sign(2) (3.3)
A plot of this algebraic control is given on figure 3-6. The particular representation
of equation 3.1 was chosen because it was more natural than a polynomial fit given
the geometry of the control.
3.2.4 Implementability of the Feedback Control Law
The control of figures 3-4 and 3-5 will result in a decaying damping for a free system
with initial conditions. The damping ratio for initial conditions of decreasing energy
levels will be correspondingly decreasing.
In practice, this means the level of the vibrations to be damped would have to
be known in order to implement an efficient control, or that the control would be
changed, or adapted, to the vibration level. A simple way to do this would be to
keep the amplitude of the control constant, i.e. decide on the authority level desired,
extract the control of the energy level corresponding to this authority level from the
control of figure 3-5 and use it for any energy level.
This is equivalent to intersecting the control surface with a cylinder whose axis is
the control axis of figure 3-5, and whose diameter is chosen according to the authority
desired, and corresponds to a specific stiffness variation range. The intersection can
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Figure 3-6: Model of the control u(X)
be translated into a planar curve as a function of the phase between the displacement
and the velocity. Of course, this control would not be optimal anymore according
to our cost functional J(u), but it would have a constant damping coefficient. For
the control law of figure 3-4 or 3-5 the achievable damping ratio C is a quasi-linear
function of the control authority (figure 2-5).
Another solution is to combine the two. Above a certain energy threshold, the
control authority is constant, and below it is taken to be equal to the optimal feedback
control law. Such a controller was used for simulation in Chapter 5 and is plotted on
figure 5-7.
3.2.5 Stiffness Feedback Control Law for a 2-DOF System
Method
Although the forward time domain method could have been used for the system de-
fined in section 2.2.2, it proved to be next to impossible to yield results within a rea-
sonable time. Instead a modified "backward time domain method" has been used S.
The algorithm of the modified backward time domain method is almost identical
to the algorithm of the forward time domain method presented in section 3.2.1. The
major differences are 1) a space of final states is spanned instead of an initial state
space, and 2) the backward in time integration scheme of section 2.4.3 is used instead
of the combined steepest descent method / quasilinearization iterative procedure pre-
sented in section 2.4.1. The different steps of the modified backward time domain
method are as follows:
1. Definition of the system.
2. Definition of the optimality criteria.
3. Definition of a final state space. This step includes the definition of a mesh
covering this final state space. The mesh defines the countable set of state final
sThe "backward time domain method" is particularly well adpated to free final time formulations.
It is therefore formally introduced only in Chapter 4. Section 4.4.2 outlines the differences with the
standard method for applications with a fieed final time
conditions for which the optimal trajectory are computed.
4. One point on the mesh is taken, defining the final conditions. The optimal
trajectory for these final conditions is computed using the backward in time
integration scheme of section 2.4.3.
5. The state X and the control u at sampling time t, are stored. This generates
the mapping from the state to the control by adding one set of values defining
the control for a particular state.
6. Steps 4 and 5 are repeated until optimal trajectories have been computed and
sampled for all final conditions defined by the mesh of step 3.
7. Processing of the mapping is necessary, so it can be plotted and modeled. The
necessity of this step is a major drawback of the method.
The essential advantage of the method is to avoid all iterations for the derivation
of one single optimal trajectory, while solving numerical integration difficulties as
explained in section 2.4.3.
Results
A mapping from the 2-DOF system state to the control was successfully derived using
this method. Unfortunately, the processing proved difficult. Assuming the control
was exhaustively described in the ((aX - X3), (a2 - z4)) differential state space, the
mapping was projected in this substate space. The plot of this projection was shown
on figure 3-7, and it confirmed a strong correlation with the optimal control of the
1-DOF system. For the reasons pointed out in section 2.4.3, this is not the optimal
control, but rather a 2-D reduction of a 4-D hypersurface. Most probably it would still
damp the system given the similarity with the 1-DOF feedback controller: assuming
it damps the differential state (xl - x3 ), coupling effects may damp all the states.
Note that it took about 60 hours to gather a set of about 2500 points defin-
ing the control u in a limited quadri-dimensional state space of this 2-DOF system.
Computations were sent in batch on a Vax 9000.
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Figure 3-7: Control u projected in the differential state space
As for the 1-DOF system and higher order systems, a projection on a functional base
is in the end required to yield a simply implementable controller on a real structure. In
this particular case, a functional base consisting of N polynomials could be used. The
polynomial family generated by (xi -zs)' z z4 with (i+j+k+1) mod 2 = 0 and i :b 0
is a possible choice consistent with u(X) = 0 when (xl - x3) = 0 and u(-X) = u(X).
Another possible solution is to interpolate the control from a databank giving the
control for a large set of possible states. Figures 3-4 and 3-5 are nothing but direct
plots of such databanks.
In conlusion, the two time domain approaches proved inefficient for a 2-DOF
system with continuously variable stiffness control, and other higher order systems of
the same kind a fortiori. Further studies for such higher order systems should most
probably be made with the method presented in section 3.3 or any other alternative.
Possible Processing and Use of the Results
3.3 PDE Method
The "forward time domain method" produced reliable results but is very slow. Hours
of computation on a powerful workstation IBM R/S 6000 are required for the sim-
plest system conceivable, a 1-DOF mass-spring system. As these computation time
considerations became dramatic in the 2-DOF system study, an alternative approach
was taken. the existence of a steady state control corresponding to the optimality
equations 2.27 to 2.29 was assumed, and a direct relationship between the control
and the states is derived.
3.3.1 Method
In the forward time domain method as in the modified backward time domain method,
the optimal feedback control u(X) was derived from optimal trajectories computed
for a set of initial or final state conditions. Only a small portion of such trajectories
are useful to derive mappings from the state to the control, so that deriving entire
trajectories not only was an indirect way to yield a mapping, it wasted computation
time as well. The efficiency of the forward time domain method was particularly low
considering that a single optimal trajectory was the result of hundreds of iterations.
Another approach is possible, consisting in deriving and solving a Partial Differ-
ential Equation (PDE) between the control u and the state X, hence the name of the
method, the "PDE method." The control u is assumed to be a steady state control
law u(X), and this hypothesis is compatible with the necessary conditions of opti-
mality. From the optimal formulation of the problem, a Partial Differential Equation
(PDE) in u(X) is derived.
The PDE method therefore consists in the following steps:
1. Definition of the system.
2. Definition of the optimality criteria.
3. Derivation of the PDE implicitly defining the control u as a function of the state
X.
IUsing a Galerkin Method to solve the PDE yields an algebraic expression for the
control u(X) not requiring additional data processing. In addition, all time do-
main integration procedures are avoided. These two significant advantages make this
method very attractive.
3.3.2 Justification of the Hypothesis u = u(X)
The steady state hypothesis implies u is exclusively a function of the state variables,
u = u(X), and therefore is time independant: N = 0. This hypothesis is perfectly
justified within the optimal control theory. The hamiltonian analysis as given in
Chapter 4 of [8] remains the same: in taking the total differential of the augmented
cost functional to yield the optimality equations, only partial derivatives of the inte-
grands are involved. As a result the assumption u = u(X) instead of u = u(t) does
not have any influence over the optimality equations' derivation process. The opti-
mality equations 2.21 to 2.23 are eventually and excusively defined in terms of partial
derivatives as well, and as such do not depend on which variable(s) u is assumed to
be a function of.
3.3.3 Partial Differential Equation I(u) = 0
Consequently, u(X) in place of u(t) is substituted in the state, costate and control
optimality equations 2.32 to 2.36. The costate pi and P2 must be eliminated from
those equations to yield a relation between the control u and state X exclusively.
Equation 2.36 was tranformed to express P2 as a function of u and al.
am u\
P2 = a (3.4)k 1
Then p2 is derivated from equation 3.4:
P2 X2 (3.5)
4. Solving the PDE.
where
du Ou Ou
U-- - l +- i2 (3.6)
dt OX1  O 2
Now substituting the expression 3.5 for pi2 in equation 2.35, pi was extracted from
equation 2.35.
am (it ui(
P1 - - m( (3.7)
The expression 3.7 for Pi was derivated to yield Pl.
am ii 2 fi,1  2u ? uzi
-,- + 3 - - m+ 2  (3.8)
Substituting the expression 3.4 for p2 in equation 2.34 yields another expression
for ,P:
P = a (k+ul - kxal (3.9)
The identification of equation 3.8 with equation 3.9 yields a differential equation
,b(X, u) = 0 in u and X. All time derivatives in this differential equation 1(X, u) = 0
can be eliminated to transform it into a PDE in u. In order to do so, the expres-
sions 3.6, 2.32 and 2.33 for it, il and :2 respectively are substituted in the differential
equation Ob(X, u) = 0, as well as the following expressions for ii, il and X2 derived
from the three previous ones:
O .. Ou 2 . 02u U (3.10)2i = -x + - s + -mi + 2 442 + -4 (3.10)
Ox1  Ox2  O1  0XXzz 2  O 2
= (- u )X (3.11)
k + uk.i
2 - - z - -i1 (3.12)
After all the substitutions, simplifications, and orderings, the resulting equation
is a PDE in u:
0 = - 2( 1)-2 0  J2 + - x
aue O z ( O u 12 ( (k + u) T4
Bu ((ku BLu + uk
A m 1 2 m
+2 ',  + s + 22 -2 (3.13)
m m am ) am
This nonlinear second oder Partial Differential Equation 3.13 was refered to as
the PDE T(u) = 0 in the rest of this thesis. 1(u) = 0 has no trivial solution.
Ou 82u
u=O, -= , -=0 forxx=20 (3.14)
Ou 02u
u=0, -=0, - =0 forX 2 =0 (3.15)
The asymptotic study of the(u) = 0 (equation 3.13) as -feedback 0 or 2 oller 0 showed
that the asymptotic boundary conditions were:Ou 2U
1 = 0, = O(, - = O() for as 1 - 0 (3.16)
( 802uU d42U
U = O(=2) 1 O(X), = 0(X2 ) as 2 -+ 0 (3.17)
The PDE T(u) = 0 (3.13) was therefore asymptotically compatible at the bound-
aries with the conditions 3.14 and 3.15.
3.3.5 Solution for x(u) = 0
Galerkin's Method and Implementation Strategy
The PDE is solved using a Galerkin Method (A good reference featuring generic
formulation is [24]). The method in its integrity is elegant but can easily become
difficult to implement on a computer when nonlinearities (including cubic terms like
in 3.13) are present.
In brief, the solution u(X) is assumed to be in the following form:
N
u(X) = as!(X) (3.18)
i=1
where (Oq(X))E[l,N] is an orthonormal base of reference functions, usually taken
as a mode in structural mechanics for example. In general the assumed modes are
required to be compatible with the boundary conditions.
In the 1-DOF system case, the base (4 i)iE[1,N] is the orthonormal family generated
by the polynomials Pj,k(X) = XzjX with (j + k) mod 2 = 0 and j # 0. Hence the
base functions Oi are compatible with the boundary conditions 3.14, 3.15, and with
the two exact properties of u(X) inferred from the optimality equations 2.32 to 2.36:
u(0) = 0 when ez = 0 and u(-X) = u(X).
To solve the PDE '(u) = 0, the expression 3.18 for u is substituted in '(u) = 0.
The scalar products of the resulting nonlinear PDE with each of the N reference
functions qi yield N nonlinear equations with N unknowns, the ac. This system of
equations can easily be solved numerically.
However, the computation of all the coefficients in the nonlinear equations is most
simply done using matrices of dimension up to Nm x Nm, where m is the order of
the highest order nonlinear term in u in the PDE '(u) = 0. For the 1-DOF system
am
IO2 ( k+uk )2 4
Therefore m = 3 in this case. Hence for N = 10 the computation of the coefficients of
the nonlinear equation system would require the use of an Nm x Nm = 1000 x 1000
matrix. Consequently, the application of the rigorous Galerkin method for this system
is limited to low values of N. For these low values, the solution was derived very
quickly, within minutes.
Feedback Control Law Solution
It proved simpler and more efficient for larger values of N to evaluate the PDE
T(u) = 0 over the state definition domain, and compute the scalar product with each
of the 0,.
The optimized polynomial solution of dimension N converged very quickly as N
is increased, and the solution for N = 17 is given on figure 3-8 4. Remark that
generic polynomials P2j,2k(X) = z~ q k2 included in the construction of the qi family
have only a minor contribution. Indeed the solution plotted on figure 3-8 have the
following properties:
U(-Xl, Z2) = u(aXl, 2 ) (3.19)
u(Xi, -zX) = u(z 1, X2) (3.20)
These properties are incompatible with jZXk polynomial components.
The Root Mean Square (RMS) difference between the control derived from the
quasilinearization method on figure 3-5 and this control is 'u& = 4.15%. The maxi-
mum deviation between the control is up to max(AU) = 12.1%, consistent with the
usual 3 ,au one might have expected.
'The particular value for N might surprise: it corresponds to an orthnormal base of 04 built with
all possible .2j+12hk+l and _ _2jk polynomials for j, k = 0, 1, 2. Only x0a is not counted since we
proved we had u(X) = 0 when X = 0.
equation 3.13, there are cubic terms in u as in:
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Figure 3-8: Control u as a function of the state X (PDE Method)
The main cause for this error is insufficient dimension of the !i functional base.
Indeed the control u, solution of the PDE %(u) = 0, has the same average amplitude
as the feedback controller of figure 3-5. Their respective average amplitudes differ only
by 0.07%, a negligible figure in comparison to both RMS difference and maximum
difference. Significant final time effects in the quasilinearization method would have
resulted in a significant average difference 6, or offset of one w.r.t the other.
3.3.6 Simulation in the Time Domain
The solution for N = 17 is accurate enough: a simulation in the time domain showed
how close both the optimal trajectory and the simulated one are (figure 3-9). The
PDE solution is used as the feedback control law to simulate the controlled system.
The two trajectories correlate very well, with maximum deviations of about 10%
on either the displacement or the velocity, essentially due to slight phase shifts between
the optimal and the simulated trajectories. These are due to the inaccuracy of the
feedback control law as described in section 3.3.5 when they occur when t < t1 .
The direct PDE solution for the controller yields a clearly different control history
compared to the optimal solution as t _- tf. Indeed the simulated feedback control
law is a steady state law as if tf were infinite, while the optimal trajectory is optimum
for a fixed final time t1 = 25s and is altered by the final time boundary conditions.
The difference between the two trajectories are then perfectly normal. The maximum
stiffness variation was :F8.6%, and the damping ratio was C = 1.9%, with negligible
variations between the two trajectories.
While no attempt was made to yield a PDE defining the control for the 2-DOF
system, the already complex PDE for 1-DOF indicates that it will be worse for higher
order systems. Higher order partial derivatives and higher order nonlinear combina-
tions of those are bound to appear, so that computer tools with symbolic handling
capabilities like Mathematica would increase the attractiveness of the efficiency of the
5Section 3.2.3 pointed out that the convergence over the whole feedback control surface in the
quasilinearisation method was smooth, which can be seen as a uniform convergence of the overall
control surface.
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Figure 3-9: Comparison of simulated and optimal continuously controlled time tra-
jectories, 1-DOF system.
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3.4 Conclusion
The existence of a steady state law was numerically demonstrated. Two methods
have been introduced to derive feedback controllers.
The time domain method is applicable to single degree of freedom approximations,
but proved to be painstakingly slow for a higher order system. This is essentially due
to the fact that very little information is used to derive the feedback controller: only
the control and state at a given time are of interest in this derivation, while time
domain methods require to determine all the trajectory, each trajectory requiring
repeated integrations with classic methods...
Consequently the PDE method proved much more efficient as it eliminates all tra-
jectory determinations and defines directly a steady state control rather than an ap-
proximation thereof. Furthermore, the analytic format the numerical solution yielded
through this method is directly easily implementable into a real time digital controller.
The simulation closed the loop on the proof of existence of a steady state law in
showing high compliance with the corresponding optimal trajectory.
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Chapter 4
Discretely Variable Stiffness
Control (Bang-Bang)
4.1 Introduction
Chapters 2 and 3 focused on continuously variable stiffness optimal controls, a field
which had so far remained unexplored. Continuously variable stiffness control would
be particularly attractive in applications sensitive to brutal stiffness variations, or
when they are not easily realizable. Some such applications have been presented
in section 1.3.1. A bang-bang control resulting from a time optimal approach is
eventually more attractive as it has a higher authority for the same stiffness variation
range. The particular nature of the time optimal formulation allowed an original
derivation of the optimal control. It is then modeled and simulated for a system with
one degree of freedom.
4.2 Time Optimal Formulation
4.2.1 Optimality Criteria Definitions
As explained in section 2.3.1, the time optimal formulation leads to a bang-bang
solution for the control. The constraints for the control in this formulation include a
cost functional minimiing the time, a target function for the state, and constraints on
the control itself. The cost functional of equation 2.18 for the time-optimal problem
is recalled here for convenience:
J(u)= dt
= 0d (4.1)
The target for the state of the system is an arbitrarily small and constant (time-
invariant) amount of energy e > 0:
f(X) = XT[Q]X - e, = 02 (4.2)
The constraint on the control is:
Vt E [to,t,], I u(t) 15 1 (4.3)
Equations 4.1 to 4.3 exhaustively define the mission of the optimal control.
4.2.2 Necessary Conditions of Optimality
In the case of a constrained control, Pontryagin's Principle is modified and becomes:
= (X*, P+,U*)
at
P, =(X* P*, 9*)
lt(X*,, P* ) ?i(X,P*,u) V I ul 1
(4.4)
(4.5)
(4.6)
And for a time invariant target function f(X), the boundary conditions are:
Scf(xf)P;c Ox
0 = XP,
(4.7)
(4.8)
The general nonlinear time invariant system defined by X(t) = a(X(t), u(t)) in
section 2.2 is reformulated in the following way, separating the control-dependent and
X(t) = F(X) + B(X)u (4.9)
For this representation and with the time optimal cost functional of section 4.2.1, the
hamiltonian 'H is:
7(X, P, u) = 1 + PT(F(X) + B(X)u) (4.10)
Substituting this expression for W in equations 4.4 to 4.8 , the necessary conditions
of optimality become:
X* = F(X*) + B(X*)u* (4.11)
P* - [OF(X*)] + [)B(X*)u*]) P* (4.12)
1 + P*T[A(u*)]X* < 1 + P*T[A(u)]X* V I u j 1 (4.13)
where the boundary conditions are:
f cf(x *) (4.14)
0 = 1 + Pr(F(X;) + B(X;)u*) (4.15)
Note that f(X) is the target function of equation 4.2 while F(X) is the control-
independent part in the state space representation of the system.
4.2.3 Application to the 1-DOF System
The system was the same as defined in section 2.2. In order to follow the same format
as in [9] (chap. 4), the state space representation of equation 2.2 was modified to be
written like equation 4.9:
X = F(X) + B(X)u
control-independent terms:
where
F(X) = (4.16)
and
B(X) = (4.17)
The matrix [Q] in the target function f of equation 4.2 was defined by equa-
tion 2.15 in section 2.3.1. It is recalled here for convenience:
[q] = [
Applying the necessary conditions of optimality (equations 4.11 to 4.15) with these
definitions, the explicit equations for the 1-DOF system are derived:
k + u*k) X*
2 = 1_
m
p; = -p;
u* (- < u (--Pp; VluI<1 (4.18)
and the boundary conditions become:
X*(to) = Xo
p*(t,) = C[Q]X'(t,)
1 + ;(t )p (t)- k + u*(t)k) z(t,)p(t,) = 0
In fact, the solution of the inequation 4.18 is trivial:
U* = sign zlp, (4.19)
In particular, u* switches from +1 to -1 or vice versa when x1 or P2 changes sign.
4.2.4 Application to the 2-DOF System
The 2-DOF structure defined in section 2.2.2 and shown on figure 2-2 is described by
the same generic equation 4.9 with:
F(X) =
and
X2
ml m) X +
X4
kL1 - 3
0
=\ m/
_ (3- X1)
0
(4.20)
(4.21)
The matrix [Q] in the target function f of equation 4.2 was defined by equa-
tion 2.16 in section 2.3.1. It is recalled here for convenience:
[Q] =
(kl + k2)
0
-k 2
0
0
mi
0
0
-k2
0
(k2 + ks)
0
0
0
0
m2
Writing Pontryagin's Principle for this system (as
to 4.15) yields the following equations:
expressed in equations 4.11
2 2
m m)
; k2 + u*k 2 k + u*k + k 3
4M2 )2
B(X):
= k + k2 + U*k 2 p ( k2 + u*k2 ) P*
(k2+ u*k2 +( k2 + u*k2 + k3s
pi = _ +u' + p
\ m Pt2 P4\ m 2 m
(4.22)
with the boundary conditions:
X*(to) = Xo
P*(tf) = C[Q]X*(tf)
and
.+ px , kx.- -+ k2t+ .l k2 + Uk*
+ pI2 + P2 2+ M2 l 3f
. k2+ uk2, ._ k -- + k2 + uk2 = O
m+ P 4 +P4 2 m2
In particular, note that the costate equations are different from equations 2.41
to 2.44 of the unconstrained control optimality conditions.
As for the 1-DOF system, the inequation 4.22 is easily partly solved:
u* =ign (k(* - ) -_ P(4.23)
m , m2
In particular, u* switches from +1 to -1 or vice versa when (xi - x3) or (-P - -PL
changes sign.
4.3 Bang-Bang Control Solution
Although the bang-bang control problem could have been solved for given Initial
Conditions by independent method like the Gradient Projection Method, the results
given in this section were direct by-products of the "backward time domain method"
presented in its integrity in section 4.4.1. In particular, the same algorithm featuring
a backward in time integration scheme and presented in section 2.4.3 was used to
derive a time optimal trajectory. It is recalled here for convenience:
1. A final state X, is chosen as opposed to initial conditions X 0.
2. The final costate is derived from the final state to be compatible with the final
time boundary condition 4.7 and 4.8.
3. The equations 4.4 and 4.5 are integrated backward in time until an arbitrary
initial energy level Eo is reached.
Section 2.4.3 explained as well how the results of such an integration backward in
time yielded optimal time histories as given in this section.
4.3.1 Time Optimal Trajectory, 1-DOF System
The transient time history for the 1-DOF system on figure 4-1 was defined by an
initial energy of 7 x 10- 1 J, the stiffness variation was k = 27N/m corresponding to
38.6% of the reference stiffness k, and the resulting damping reached 13%.
The energy diagram given on figure 4-1 varied stepwise like foreseen on figure 1-1.
From the energy trajectory it is possible to conclude that the stiffness switching from
"low" (k - k) to "high" (k + k) stiffness occured exactly at x1 = 0 as predicted on
figure 1-1 and as given by the control equation 4.19. If it had not been so, this stiffness
switching would have provoked a small energy increase at the transition from k - K
to k + k. None is visible.
The switching from "high" (k + k) to "low" (k - k) stiffness produced an edge on
the velocity curve as predicted on figure 1-1. However it did not happen for z2 = 0,
but systematically a little after za was equal to 0. A plot of the trajectory in the state
plane (el,, X2) shows that it happens with a constant phase delay dp = -0.11rad
w.r.t. the expected switching phase W = 0, where W is the phase of the system. (P = 0
when the displacement xl is maximum and the velocity X2 = 0).
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Figure 4-1: Optimal bang-bang transient time history, 1-DOF system
4.3.2 Time Optimal Trajectory, 2-DOF System
The transient time histories for the 2-DOF system on figure 4-2 were defined for an
initial energy of 1.55J and the stiffness variation k2 = 50N/m corresponded to 50%
of the reference stiffness k2.
Damping ratios are somewhat difficult to estimate due to the coupling of the two
masses. The damping ratio of the mass m, displacement could however be estimated
to 2.3%, a pale figure in comparison to the performance of the 1-DOF system in the
previous section. The damping of the mass m2 displacement is no better. The overall
energy attenuation of the system (approximated to the energy of the "reference"
system without variable stiffness) is significantly slower than that of the previous
system, while stiffness variation 1 is higher and time scales are comparable.
A close-up look at the trajectory on figure 4-3 allows one to assess the correlation
between the control and the differential displacement (l1 - 23) and velocity (z2 -
X4). Such a correlation is even less obvious than it was for the continuous control
(section 2.4.3). It led to the difficulties encountered in finding a substate space in
which the feedback control could be defined easily.
4.4 Bang-Bang Feedback Control
The Bang-Bang controller was derived, modeled, and simulated with success for the
1-DOF system. For the 2-DOF system, only an implicit definition could be derived
de facto using the following computation method:
4.4.1 Derivation Method for the Bang-Bang Feedback Con-
trol
After introducing a forward time domain strategy and a PDE method, a "backward
time domain method" is now presented. In fact the same forward time domain strategy
1The control appears to vary with a finite slope in the diagram of figure 4-2, but this is solely
due to a low number of points defining the control history.
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could have been adapted for the present time optimal formulation, using a Gradient
Projection Method to solve the time optimal control in the time domain for given
Initial Conditions 2. However, the lack of rigorous techniques to yield optimal stiffness
feedback controllers appearantly limited research in this field, so that the presentation
of this backward time domain method is a necessary contribution of this thesis.
The method was motivated by the fact that the goal is to yield a stiffness feedback
control defined in the state space rather than to derive a particular optimal trajectory
for a given set of initial conditions 3. Optimal trajectories can be generated in span-
ning the subspace Sf of possible final states Ef defined by the target equation 4.2
and integrating backwards through the propagation equations 4.11 and 4.12, starting
in compliance with the boundary conditions at time tf. (Figure 4-4 supports visually
the definitions of the sets, subsets and subspaces mentioned in this presentation).
The backward integration stops when the system reaches the initial energy level
specified, Eo on the figure. Unfortunately, the initial conditions themselves come at
random from the user's point of view. However, the whole initial set Eo (defined by
the initial energy level specified) might be spanned if the whole set Ef defined by the
final energy level is spanned. If the space of intial conditions is not spanned, it most
probably means that there is no optimal trajectory starting from the unobtainable
initial conditions and going to the final energy level.
Furthermore, any state reached through the backward integration may be consid-
ered as a possible initial state itself. Indeed, compliance with all optimality conditions
is observed all the way through the backward integration, so that any portion of any
optimal trajectory beginning at any time and ending at time tf is an optimal trajec-
tory as well. As a consequence, spanning the final state subspace Sf and integrating
backward back to the initial subspace So will provide the optimal control in the whole
space limited by the final subspace Sf, the subspace of the initial states reached So,
the first optimal trajectory begining at one extremity of Sf, and the last optimal
2Both the Steepest Descent Method and Quasilinearization Method can be used only in the case
of unconstrained control and fixed final time.
3In fact it can be used for both. The algorithm was given in the introduction of section 4.3, and
section 2.4.3 explained how initial conditions could be chosen
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Figure 4-4: State space spanned by an intuitive bang-bang feedback control derivation
method.
0trajectory begining at the other extremity of Sf.
As a result, the control over the whole state subspace limited by the solid curves
on figure 4-4 is defined implicitly by just storing all the trajectories computed in
spanning the final state subspace Sf.
The algorithm of this method is in fact almost identical to algorithm of the mod-
ified backward time domain method introduced in section 3.2.5, which was actually
originally derived from the backward time domain method. The algorithm is recalled
here for convenience:
1. Definition of the system.
2. Definition of the optimality criteria.
3. Definition of a final state space. This step includes the definition of a mesh
covering this final state space. The mesh defines the countable set of state final
conditions for which the optimal trajectory are computed.
4. One point on the mesh is taken, defining the final conditions. The optimal
trajectory for these final conditions is computed using the backward in time
integration scheme of the introduction of section 4.3.
5. The state history X(t) and the control history u(t) are stored. This generates
the mapping from the state to the control by adding on set of values defining
the controls for particular states. In this case the set of values includes the
entire trajectory, so that the mapping generation is fast.
6. Steps 4 and 5 are repeated until optimal trajectories have been computed and
sampled for all final conditions defined by the mesh of step 3.
7. Processing of the mapping is necessary, so it can be plotted and modeled. The
necessity of this step is a major drawback of the method.
The essential difference with the algorithm of section 3.2.5 is that the mapping from
the state to the control is generated much faster. Not only the iterative procedure
0for the determination of one optimal trajectory is avoided, as in the modified back-
ward time domain method, but all data computed along the trajectory are useful to
generate the mapping, so this method is particularly well suited to this time optimal
formulation.
4.4.2 Modified Method for Fixed Final Time Problems
The method presented above is a priori valid for any other free final time formulation
as long as 1) the final state subspace can be defined, 2) a one-on-one relation between
an initial state subspace and the final state space chosen exist, and 3) a steady state
law actually exists (if it does not the processing of the data yields erroneous or no
results). The scope of this method is therefore rather constrained, and in particular it
could not have been used directly for the study of the continuous control of chapter 2
where the conditions of optimality are derived with a fixed final time. If the same
method had been applied, each trajectory from any point through the backward
integration would be optimal, but each for a different final time.
A modified backward time domain strategy has been used for the fixed final time
formulation, but only partially: only the state and corresponding control "reached" at
to through backward integration over the time period defined by tf - to could be used
to map the control over an initial state subspace. In fact They were the initial state
and initial control of this one trajectory: more backward integrations were required
to get a thorough mapping of the control, but the iterative algorithm necessary to
determine a single optimal trajectory was still avoided... This strategy was employed
to yield the mapping from the state to the control of section 3.2.5 (continuous case)
for the system with 2DOFs.
4.5 Results for the 1-DOF System
Results for this system were particularly clean and encouraging. They correlate very
well with the work done by Onoda et al. [13].
IFigure 4-5: Bang-Bang control u as a function of the state X
4.5.1 Bang-Bang Control Law
The control shown on figure 4-5 is almost constant over a whole quadrant, and follows
the sign of the product zlz2. A clear phase shift is observed around X2 = 0, as
anticipated in section 4.3.1. The switching from "high" (k + k) to "low" stiffness
(k - k) happens with a phase delay dVp w.r.t. the time at which Z2 = 0.
The accuracy of a backward integration to yield correct optimal trajectories has
been checked through the forward integration of the same trajectory using the final
point of the backward integration as an initial condition for the forward integration.
The relative distance between the two trajectories in a function space normed by
the classical norm II .112 was around 0.5% with an RMS of 0.05% for the accuracy
specified in the program.
0Concerning the "phase shift," the damping ratio should have been reduced by
such a delay: the late stiffness switching from k + k to k - k locally deteriorates the
energy attenuation performance, for the reasons given in section 1.2.2. It is essential
to understand that the damping ratio is in fact related to the attenuation per period
performance, and not actually the attenuation rate w.r.t. time in an absolute sense.
The damping ratio C determines in fact (El/E 2 ), the energy reduction ratio over a
period T due to the stiffness change from k + k down to k - k reducing the energy
from E1 to E2 . A high reduction ratio (EI/E 2 ) is desirable, yet not as much as a high
energy attenuation rate, or , where T is a cycle length.
A late switching from k + k to k - k has two counteracting effects.
1) Reduction of the Period T The cycle length T is shortened because the time
delay dt > 0, corresponding to the phase shift dp > 0, projects the system ahead of
itself in taking advantage of the high frequency cycle (when k = k + k) to shorten
the low frequency cycle (when k = k - k). As a consequence the new cycle length T
becomes:
T = Tref (1 - 2) dt + o(dt) (4.24)
where Tref is the cycle length if there is no phase delay. Tref was approximated to
Tref c /-', although such an assumption is not necessary for the proof. Clearly
T is reduced if dt > 0, implying that the energy attenuation rate 4T is improved.
2) Decrease of the Energy Reduction Ratio With a phase delay in the stiffness
switching, part of the potential energy has already transfered into the kinetic energy,
so that the switching from kl + k down to k - k reduces only part and not all of the
original energy of the system. The new energy reduction ratio has dropped to:
E- =- 1 k + kidt2 + o(dt') (4.25)
E2 E2 ref m
where (E1/E2)ref = (k + k)/(k - k) is the energy reduction ratio if there is no phase
shift. For a k of the order of k, the coefficients of dt and dt 2 in equations 4.24 and 4.25
respectively are both of the order of 1. Therefore, a small dt > 0 will be advantageous
since the new energy attenuation rate increases to:
(E 1/E 2 ) = ((ElE 2) 1+2 dt + o(dt) (4.26)
T T rk-
Note in particular how a higher energy attenuation rate (equation 4.26) is achieved
with a lower damping ratio (lower energy reduction ratio in equation 4.25).
For the same time delay dt, the gain on the cycle length T decreases as k is reduced,
while the loss on the energy reduction remains of the same order of magnitude. As a
consequence there is less phase delay dp as k decreases.
The same kind of analysis shows that there is no advantage in delaying or antici-
pating the switching from "low" (k - k) back onto "high" stiffness (k + ic).
4.5.2 Authority of the Bang-Bang Control
A theoretical estimate of the damping ratio C for the bang-bang control was derived
based on qualitative considerations already presented in section and by analogy with
a naturally damped system. A naturally damped system decays as exp(-Cwt), so its
energy decays by exp(-2CwT) over one period T. As explained in section 1.2.2 of the
introduction, the system damped with bang-bang variable stiffness control can easily
be predicted for the single DOF problem. If the stiffness is switched from high (k + k)
to low (k - k¢) when the displacement is maximum, then all the energy is concentrated
in the potential part and it is switched from (kI + )Xa, to 1(k - aX2 Switching
back on high when the penalty is the lowest, i.e. when all the energy is concentrated
in the kinetic term, does not affect the total energy. Consequently the energy decays
k-h
by ( k+) over a period T. Identification of the two terms yields a value for Ctheory:
K.
theory 1+K (4.27)
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Figure 4-6: Damping ratio C as a function of the relative stiffness range (k/k) allowed,
(bang-bang control)
where
K = log ( -)) 2  (4.28)
27r k + k
Figure 4-6 shows the theoretical and optimal damping ratios in function of the
stiffness control range allowed. Very interestingly, the optimal damping ratio varies
almost linearly with k/k, which is convenient for prediction. The theoretical damping
ratio almost fits the optimal one, while the first is a simple guess based on physical
considerations.
The divergence between the theoretical guess and the actual optimal damping
ratio achieved is explained by the phase shift analyzed in the previous section, whose
effect increases as k increases. As expected from the analysis of section 4.5.1, the
optimal damping ratio, or the damping ratio corresponding to the optimal trajectory,
is lower than the maximum possible damping ratio.
4.5.3 Simulation of the Optimal Feedback Control
The feedback control of figure 4-5 is modeled by a bang-bang control function of the
phase (p between the velocity and displacement exclusively. It is defined such that:
u = -1 if (o mod 2r)E [-j,d]U[,ir + d ]
u = +1 if not
where dWo = -0.11rad was chosen to be in the middle of the noisy switching area of
figure 4-5. The corresponding plot of this modeled control is given on figure 4-7.
This feedback control law was simulated with the same initial conditions as the
optimal trajectory of figure 4-1. The simulation is shown on figure 4-8 where it merges
with the superposed optimal trajectory because of insufficient printer resolution.
The two curves are very close in any case, and the RMS differences scaled to the
mean modulus of either trajectory were, for the displacement zl, ZU = 9.58 x 10-3
and for the velocity a2, = 2.44 x 10- s . Both figures confirm an exellent corre-
lation. Unlike for the continuous control case, there are no final time effect leading
to a divergence between the optimal and simulated trajectories. This is another con-
sequence of the remarks made in section 4.4.1. It indicates in fact that the optimal
bang-bang control law is steady.
The mismatch between the two control curves is essentially due to the low number
of points defining the simulated trajectory.
4.6 Results for the 2-DOF System
Like for the continuously variable stiffness control, the bang-bang control for the
2-DOF structure was implicitly derived using the backward time domain method.
No satisfactory representation in a 2-dimensional substate space could be found. In
particular, the control is not well correlated with the differential displacement (z 1 - as)
Bang-Bang Control U
Umax/min=+/-1 (adimensional)
Figure 4-7: Model for the Bang-Bang control u(X)
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Figure 4-8: Comparison of simulated and optimal bang-bang time trajectories, 1-DOF
system.
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and velocity (a 2 - X4), unlike the continuous control for the same system.
Deriving an analytic law from the control "databank," defining implicitly the
control for a set of particular values of the states, would probably be cumbersome in
comparison with the 1-DOF case, for the optimization of a polynomial form fitting
the set of data is not applicable, to cite but this one possibility.
The advantage of using the backward time domain method was to yield a databank
equivalent to that of section 3.2.5 within half an hour. The major problem still
remains to process the data correctly, but the optimal problem itself has basically
been solved.
4.7 Conclusion
Derivation, characterization, modeling and simulation of the bang-bang feedback con-
trol were possible to study quite extensively for a simple 1-DOF system. In particular,
the model of the bang-bang feedback control yielded excellent simulation results. As
much as the backward time domain method, used to solve the optimal control prob-
lem, was successfull to study the 1-DOF structure, its application to the 2-DOF
system highlighted its limitations, namely its dependence on more elaborate data
processing tools in order to exploit the data it allows to derive. However, it proved
to be very efficient to derive those data in all cases.
Chapter 5
Multimode Structure Simulation
5.1 Introduction
Chapters 2 and 4 focused exclusively on theoretical models not including any ad-
ditional DOFs other than those controlled. The entire study would have lacked in
credibility if a simulation on a higher order system had not been carried out: an
active controller can drive a system unstable if it is ill designed or simply because
the n-mode approximation is not accurate enough. Interaction berween the N con-
trolled modes and the remaining R uncontrolled ones could indeed drive the structure
unstable. This problem is often refered to as the "spillover" problem.
For this reason a simulation on a 4-mode beam with the optimal controller of
chapter 2 is essential and will show how the optimal stiffness feedback control is
stable.
Adding to the interest of the chapter, an original setup is introduced using self-
sensing piezoelectric actuators as a variable stiffness system. This attempt to model
a realistic structure has been correlated with the actual setup in an open loop char-
acterization.
5.2 Variable Stiffness Beam
The original system described thereafter is both a new kind of variable stiffness system
and a realistic structural model on which optimal variable stiffness feedback control is
simulated. This original variable stiffness system integrates a selfsensing piezoelectric
actuator as a key component.
5.2.1 Self-Sensing Piezoelectric Actuator
Piezoelectric elements have already been widely used as sensors or actuators in many
applications and experiments. However both sensing and actuating can be integrated
within the same element into a self-sensing device dubbed the "sensuator" or self-
sensing actuator. After briefly explaining the principle of the self-sensing actuator,
section 5.2.3 will show how it can be integrated in a structure to create yet another
kind of variable stiffness device.
5.2.2 Physical Understanding
The following section Summarizes what is explained in much greater details by Ander-
son & Hagood in [25]. Consider the motion equation of a structure with a piezoelectric
actuator.
Mi + C + Kr - Ov = 0 (5.1)
where M,C, and K are respectively the mass, damping and stiffness matrices of
the structure and piezoelectric actuator combined. r is the generalized displacement
vector of dimension n. The external forces on the structure are omitted in this
case, since they are constant. 0 is the coupling matrix between the actuator and
the system. The i-th terms in this n-row vector is the force on the i-th generalized
coordinate for a unit voltage vi, applied across the actuator.
Inversely, 0 also appears in the sensor equation as its transpose.
OTr + Cpvn = q (5.2)
Vin
V4
Figure 5-1: Electronic circuit to realize self-sensing
where Cp is the capacitance of the piezoelectric and q the applied charge.
Usually the applied charge q of the piezoelectric is ignored when it is used as an
actuator. Taking it into account allows one to reconstruct a signal proportional to
the mechanical strain. Knowing the voltage v (the command) and the applied charge
q, OTr is derived from equation 5.2. The proper circuit to realize this is given on
figure 5-1. It yields in fact a voltage v, such that:
v, = -kOTr (5.3)
where k, a funtion of the circuit components, is a constant in the ideal case (then
Z1 = Z2 , ZR = Zp and the operational amplifiers yielding V and V2 have the same
gain). Unfortunately the piezoelectric has a lossy capacitance, making it difficult to
match Z, with ZR. Consequently the sensing voltage is not exactly proportional to
OTr. In particular, it affected significantly the open loop characterization transfer
function of section 5.4, and creates some modeling and realization difficulties.
5.2.3 Implementation for Variable Stiffness Simulation
Now assuming v, = -kOTr, v, is fed back onto vi, with a controllable gain u.
vin = u x v, = -UkOTr (5.4)
Substituting this expression in 5.1, the equation of motion becomes:
Mi + Cf + (K + uK,)r = 0 (5.5)
where K. (v for "variable") is a n x n matrix:
K,, = k0 T
In brief, closing the loop by feeding the output of the self-sensing device back onto
its input with nothing but a controllable gain is equivalent to having a variable stiff-
ness device of a new kind, unlike any of the other systems presented in section 1.3.1.
This is remarkable in three respects:
* Such a system is fairly simple to setup and does not have a low maximum
operational frequency, which makes it a very attractive practical solution to
test a variable stiffness controller in general.
* Many structures used for experimentation and integrating piezoelectric actua-
tors could eventually be retrofitted with variable stiffness capability by imple-
menting, even if only momentarily, the appropriate self-sensing circuitry. This
would allow testing of variable stiffness concepts with a real time digital com-
puter commanding the feedback gain proportional to the stiffness variation.
* A comparison of Active Stiffness Control vs Active Strain Control for the same
structure would be possible with minor modifications on it.
Such a system was realized using the beam structure of figure 5-2 in place of the
symbolic "structure" component of the circuit in figure 5-1. The system consisting of
(3.2 mm)
PZT actuators
(0.23 mrm)
SIDE VIEW
Simultaneous sensor/
25 mm actuator piezoelectric
Ir 330 mm- 00
Figure 5-2: Self-sensing beam: the structural setup
this combination will be refered to as "the self-sensing beam" or "the system." Given
this system, a model is now presented to characterize it both in open loop and closed
loop configurations.
5.3 System Modeling
5.3.1 Self-Sensing Beam
The 330mm long aluminium beam of figure 5-2 was covered on one surface with
Vernitron PZT-5H piezoceramic wafers with piezoelectric strain coefficient d3s =
274 x 10-12m/V. Only the material covering the 100 mm nearest to the root was
active as a transducer. The sensor capacitance was C, = 0.2201 tF. Total system mass
was 96.5g, including a 4g concentrated mass at the tip. One face of the piezoelectric
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material was electrically connected to the beam. The mount holding the beam was
electrically insulated from the optical bench to which it was clamped.
A Rayleigh-Ritz model, using as shape functions the first four exact clamped-free
beam modes of a uniform clamped-free, was used to calculate M, K, and 0 of equa-
tion 5.1. The tip and piezoelectric masses were included in M, and the piezoelectric's
stiffness was accounted for in K.
The equation of motion 5.1 as defined by M,K and 0 is then included in a
state space representation of the system with the sensor equation 5.2. The system's
command is Vin, its output v, = senso, and the states are the modal displacement
and velocities. This representation corresponds to the circuit of figure 5-1 assuming it
is perfect, and with the beam in place of the "structure" component. It corresponds
to the "self-sensing beam" element of figure 5-3 as well.
5.3.2 Filtering and Differentiating
The output sensing signal v, is in fact further processed for control purposes, and not
directly fed back with the variable gain u as explained in section 5.2.3. The objective
for the controller being to damp the first mode exclusively, v, shall be filtered so
that its first mode component i, is dominant. This is done in order to 1) obtain
an estimate of the first mode displacement and velocity necessary to compute the
variable stiffness u and 2) feedback the filtered signal i, onto Vi = u-, to minimize
authority on the higher order modes.
Therefore a Butterworth low-pass filter centered at the first mode's frequency
21.5Hz was added to the system, as well as a differentiator to yield I6, from the
filtered signal ,.. The resulting state space representation yields the outputs f~ and
V,. The command still is Vi. It describes the system constituted of the "self-sensing
beam" and "filter & differentiator" elements of figure 5-3.
The remaining operations to control the beam should be 1) compute the control
u given the first mode's states estimates i, and V, and 2) feedback V, = u,. on the
selfsensing beam. In order to do so, the controller of figure 5-3 would include D/A
interfaces, possibly some amplifiers, and a real time digital computer to perform the
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Controller
Figure 5-3: Controlled system architecture
operation symbolically represented on the figure, because they cannot be realized in
analog circuitry.
5.3.3 Phase Correction
Among the operations performed by the controller, 0, and 0~ are phase corrected
(by +900) to yield V, and V,. This operation is due to the particular filter choosen
in this application: the low-pass filter shifts the signal v, back by -900, so , and
V, are consequently no more in phase with the first mode displacement and velocity
respectively.
Certainly it is possible to setup a bandpass filter centered on the first mode's
eigenfrequency fi with a zero phase shift at this same frequency. However, the atten-
uation of higher modes was slower with a single bandpass filter, thus deteriorating the
quality of the first mode states' estimates Z, and ,. At the same time, the sensibility
of the system to the phase shift at fi is increased: it is ideally equal to zero but in
practice it is only inaccurately so because of a high variation rate of the filter transfer
function's phase around this frequency.
The Butterworth filter being simple, with a well defined gain at fi and a much
slower variation rate around fi, it was thought to be more robust for a simple practical
application, and the system was therefore chosen to be simulated with this configu-
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ration. The tradeoff implies the implementation of an artificial phase lead corrector
to put f, and v, back in synchronization with the first mode's states. Since the use
of a real time computer would be necessary in practice, this can be easily realized. In
the simulation, the routine computing the control includes the phase correction.
5.4 Openloop Characterization
Open loop characterization is conducted above all to assess the reliability of the model
with respect to a real structure. As a consequence simulated transfer functions are
given for the open loop case and compared to the actual data.
5.4.1 Time Domain Simulation of the Free Beam
The free (uncontrolled) beam is simulated in the time domain to allow future com-
parison with the controlled beam trajectories. The time histories of the displacement
of the beam's four modes on figure 5-4 give a sense of the frequencies for the first
three modes and a sense of how the damping ratio at 0.25% for all modes translate
into the time domain for each of them. The excitation was a unit force impulse at
the tip at time t = 5 x 10-2' (the impulse duration was T = 10-'s).
5.4.2 Openloop Transfer Functions
The open loop transfer function has been measured for the self-sensing beam and
compared with its theoretical model to evaluate the model's reliability. Using a
Tektronix 2630 Fourier Analyzer, a 1V RMS pseudo-white noise, bandlimited to lkHz,
was input to the self-sensing piezoelectric. The sensor output was measured and the
transfer function computed with the same analyzer.
As stated in [25] it is not possible to realize an exact self-sensing element with a
piezoelectric due to its lossy capacitance. Anderson & Hagood showed in his paper
how sensitive the zeros positions of the open loop transfer function were as a function
of the precision of the capacitance's matching in the self-sensing circuit. It can be seen
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on figure 5-5 how approximate the correlation is between the simulated and measured
transfer function, as far as zeros are concerned.
In particular, frequency response above the second mode is underestimated by
almost an order of magnitude. However resonant frequencies are accurately repre-
sented, since the model predicted the frequencies of the first four beam bending modes
(21.5Hz, 141Hz, 401Hz, and 793Hz) within 1.5%. The damping ratio of 0.25% used
in the model reasonably represented the measured tranfer function as well.
In conclusion, the model represents the system reasonably well, and the closed loop
simulations will be considered qualitatively precise enough to be conclusive, bearing
in mind that the zeros of the system are misrepresented and that the response at
higher non resonant frequencies is underestimated.
5.5 Active Control Simulation
The optimal stiffness feedback control for this system is solved with the PDE method,
an implementable feedback control is derived and applied to the force impulse excited
structure.
5.5.1 Stiffness Feedback Control
The feedback control used for simulation on this beam model is the solution of the
Partial Differential Equation 3.13:T(u) = 0. The values defining the 1-DOF equiv-
alent system are m, = 1.08 x 10-1kg and kl = 2.03 x 10+3N/m corresponding to
the modal mass and stiffness of the first mode of the clamped-free beam with a tip
mass. The cost of the control u is sized by a = 2.46 (corresponds approximately
to the same cost level as in section 2.4.2). the domain over which the polynomial
solution is optimized is defined by xl,... = 5.00 x 10- and xl,,, = 6.85 x 10-1. The
maximum stiffness control is 52.5% of the first mode reference stiffness kj. The plot
of this feedback control is given on figure 5-6.
In the simulation the initial conditions for the first mode are within the definition
domain for the polynomial form of the feedback control, but the estimates for the
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control U
Umax/min=+/-52.5% (nondimensional)
[-X2max;+X2maxJO
X2max=6.85e-01
[-Xlmax;+Xlmax]
Xlmax-=5.00e-03
Figure 5-6: Control u(X) for the beam system
107
108
states (displacement and velocity) of the first mode based on V. and V, might not. In
a real closed loop transfer function measure, evaluation of the first mode's amplitude
might be difficult or erroneous: in order to simulate a realistic and safe experiment,
it is better to implement a feedback control valid over the whole substate space of
the first mode.
For this reason, one of the alternative feedback controls described in section 3.2.4
is implemented. Under a certain energy threshold, the feedback control remains the
same as in figure 5-6. Above this threshold however, it is continuously extended
to a constant value for a constant phase in the first mode's state plane. This new
feedback control is plotted on figure 5-7. The threshold energy corresponds to 95% of
either state's maximum for which the control's polynomial form was still optimized.
This modification reduced the maximum stiffness control to 23.8% of the first mode's
reference stiffness kl.
5.5.2 Closed Loop Simulation
The system described in section 5.3 and shown on figure 5-3 is simulated with the
same unit force impulse excitation at the tip at t = 5 x 10-2s like for the free beam
simulation (the impulse duration was T = 10-5s). This impulse response given on
figure 5-8 shows how the first mode is now damped. The difference is striking with
figure 5-4 giving the free beam impulse response. With a stiffness variation range
of :23.8% the damping ratio C is up to 6.1% from 0.25%, which is consistent with
C = 6.4% that could have been expected by extrapolation of the results of Chapter 2,
where the damping ratio C for a continuous stiffness control was shown to be a quasi-
linear function of the stiffness variation range (figure 2-5). The actual figure is lower
because the damping ratio estimate does not take into account transient effects due
to the impulse reducing the initial stiffness authority, while it was assumed to be at
its maximum efficiency.
Note that higher modes are perturbated by the stiffness control: the authority on
the second mode is almost negligible, but the responses of the third and fourth mode
are significantly altered by the lower frequency stiffness command.
Limited Control U
Umax/min=+/-26.8% (nondimensional)
[-Xlmax;+Xlmax]
Xlmax-=5.00e-03X2max=--6.85e-01
Figure 5-7: Implemented Control u(X) for the beam system
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These perturbations are negligible since they do not influence the sensing signal
back, and dwindle as the control authority does so. The system is stable in closed
loop.
The main weakness of the system still resides in the sensing V, of the first mode
displacement rx: figure 5-9 shows how the estimate V, of r1 and rl itself correlate.
The quality of the estimate V, is clearly altered by insufficient filtering of the second
mode at the frequency f2, and it worsens as the first mode is damped faster with the
stiffness control than the second mode is naturally.
When the f2 component of the estimate eventually takes over, the control u will
correspondingly oscillate at 2 x f2. However, phase shifts are such that the second
mode might be driven unstable: the controller has been designed assuming the filtered
state estimate i~ was reduced to its fi component and shifted by -900. With a second
mode estimate f, at f2 shifted by -1800 in the filter instead, the phase corrected
estimate V, will still be delayed by -900 compared to the real state r2 for the second
mode, and so will the control u as a consequence. Hence the control term would be in
lRe((-j x u) x (-j x r2 )) = -ur 2 instead of +ur2 where +ur2 is proportional to the
control voltage that would actually damp the second mode, like uV, was proportional
to url. -ur 2 would drive the second mode unstable.
If the exact states of the first mode, rl and i1, were known, there would not
be any such problem. Using the self-sensing beam as a variable stiffness structure,
filtering of the sensing signal must be addressed in detail. However, there still will
be a potentiality for instabilities as long as phases for all modes are not uniformely
shifted in the filter. If the operational structure's higher modes are known never to
be excited at high levels, an operational system could be implemented. If not, some
protection device must be developped to prevent the occurence of such instabilities,
whether it is a modification of the stiffness feedback control itself, or an independent
operator, or additional filtering.
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5.6 Conclusion
Among the results of this chapter, a new class of variable stiffness systems was pre-
sented, and one such system was modeled. The model was characterized in the open
loop case and compared reasonably well with experimental measures. A possible con-
trol architecture for stiffness control of such a system is introduced as well, and an
implementable feedback control is derived and used for simulation. The simulation in
the closed loop case showed that the spillover problem is limited to particular cases
where transient or steady state oscillations of higher modes are not sufficiently filtered
in the derivation of an estimate for the first mode states.
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Chapter 6
Conclusion
The recent developments of materials with variable properties and the scarcity of
articles studying optimal parameter feedback control contributed to motivate this
research on optimal variable stiffness feedback control in the context of vibration
suppression. Some of the results are entirely new and original, especially the deriva-
tion of optimal stiffness controls, and their characterization. Both continuously and
discretely variable stiffness controls were studied.
First, the optimal stiffness control problem was formulated in the context of vi-
bration suppression with a fixed final time, free final state cost functional, resulting in
continuous controls. Numerical methods were proposed to solve this optimal problem
and were used with success to derive optimal trajectories for two simple systems with
1 and 2 degrees of freedom. The equivalent damping ratio achievable with stiffness
control was quantified and was a quasi-linear function of the control amplitude.
The existence of a steady state law was numerically demonstrated. Two meth-
ods have been introduced to derive feedback controllers, a "forward time domain
method," and a "PDE method." The time domain method was applicable to single
degree of freedom approximations, but proved to be painstakingly slow for a higher
order system. This was essentially due to the fact that very little of the informa-
tion computed was useful to derive the feedback controller. Consequently the PDE
method proved much more efficient as it defined directly a steady state control rather
than an approximation thereof. Furthermore, the analytic format the numerical solu-
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tion yielded through this method is directly and easily implementable into a real time
digital controller. A simulation closed the loop on the proof of existence of a steady
state law in showing high compliance with the corresponding optimal trajectory.
Second, discretely variable stiffness controls were studied in the context of a time
optimal formulation of the control problem. Derivation, characterization, modeling
and simulation of the bang-bang feedback control were studied quite extensively for
a simple 1-DOF system. In particular, the model of the bang-bang feedback control
yielded excellent simulation results. As much as the backward time domain method,
used to solve the optimal control problem, was successfull to study the 1-DOF struc-
ture, its application to the 2-DOF system highlighted its limitations, namely its de-
pendence on more elaborate data processing tools in order to exploit the data it allows
one to derive. However, it proved to be very efficient to derive those data in all cases.
In an attempt to assess stability, feasibility and implementability issues related to
optimal variable stiffness feedback control, a new class of variable stiffness systems
was presented, and one such system was modeled. The model was characterized in
the open loop case and compared reasonably well with experimental measures. A
possible control architecture for stiffness control of such a system was introduced as
well, and an implementable feedback control was derived and used for simulation.
The simulation in the closed loop case showed that the so called "spillover" problem
is limited to particular cases where transient or steady state oscillations of higher
modes are not sufficiently filtered.
These results should encourage further study in the field of optimal parameter
control, both on a practical and theoretical level. Experimental prospects appear
promising, especially in view of the possibility to retrofit a number of adaptive struc-
tures using piezoelectric actuators with variable stiffness capability. Theoretical issues
are challenging as well, they include the research of both analytical and numerical
tools to approach this nonlinear optimal control problem efficiently.
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