This paper presents some new results and an overview of the authors' recent work in the area of worst-case performance analysis in communication networks with stationary-ergodic traffic and regulated sample paths. Starting with a single-class network node, the problem of maximizing the buffer overflow probability is considered. Maximization is over a suitable class of stochastic processes. The problem is explicitly solved and the extremal process is identified. Moving on to a two-class queue with jointly stationary arrival processes, the analogous problem is considered. Under some rather natural assumptions the problem is again solved explicitly. The final part of the paper consists of a multiclass queue with the additional constraint that the arrival process are independent. Bounds on performance measures such as the tail of the stationary delay are derived. The problem and results of this paper can be seen as been at the intersection between the effective bandwidths approach and the deterministic network calculus, both of which were introduced in the last decade as tools for evaluating Quality of Service in high-speed communication networks.
Introduction
Modern high-speed network standards suggest that a certain degree of deterministic shaping be imposed on traffic. The rationale is that such shaping can help (i) allocate a suitable amount of resources (buffer memory, bandwidth) to a connection to achieve its required Quality of Service (QoS), and (ii) police traffic and assure "fair" access to a shared resource (see, for instance, www.ietf.org and www.atmforum.com). Our models for traffic are right-continuous increasing stochastic processes A with time axis the half line 0; 1) or the whole real line R,such that A(I) < 1, a.s., for all finite intervals. (Note that our notation reflects the fact that we identify increasing functions and Borel measures.)
All processes are defined on a probability space ( ; F; P), conveniently endowed with a P-preserving flow f t g. In this paper, all such traffic processes will be stationary in the sense that A t (I) = A(I+t), for all I and t. By a deterministic shaping constraint we mean a "hard" inequality of the form A(I) g(jIj);
for all finite intervals I, with jIj being the length of I, and g a suitable function, e.g., increasing and concave on 0; 1).
An arbitrary arrival process can be forced to conform to such constraints by delaying its cells using a system of so-called "leaky buckets" in networking practice; see, e.g., [30, 9, 19] . Alternatively, "out of profile" cells or packets may be discarded or marked by using a simple Generic Cell-Rate Algorithm (GCRA) described in Asynchronous Transfer Mode (ATM) standards. Mathematically, a system of leaky-buckets corresponds to a certain non-anticipative causal transformation that maps an arbitrary traffic process B into one that obeys the constraint above via the rule: This transformation is, in a sense, optimal. Issues of optimality, realizability, as well as connection to engineering practice can be found in [3] . We mention in passing that to each point in the domain of the convex dual of g there corresponds a leaky bucket.
In what follows we will consider a simple constraint that is actually imposed by communications networking standards: g(t) := minf + t; tg; t 0; (2) where 0 < < , and > 0. Owing to the fact that g(t) ! 0 as t # 0, our increasing processes are continuous; in addition, they have Lipschitz paths and hence we can talk about their densities, viz., instantaneous transmission rates which exist Lebesgue-a.e. The quantity can be thought of as the mean arrival rate (or an upper bound on the mean arrival rate). Similarly, can be thought of as the peak rate.
Suppose one or more traffic sources generate constrained traffic of the type above. The role of the network manager is to ensure that Prob(packet delay ) < ": (3) This delay constraint can be part of a traffic contract as in, e.g., the case of ATM's Variable Bit Rate (VBR) service standards. Alternatively, it can be a general objective of the network, as may be the case in an Integrated or Differentiated Services Internet.
We pose the following "channel characterization problem": what is the profile of the worst-case traffic a source can transmit into the network subject to shaping and "quality of service" (QoS) constraints such as (3)? For connection admission control (CAC), such "extremal" traffic profiles could be used, instead of other statistical models or actual traces, to provision network resources. Also, extremal traffic can be used to conservatively evaluate performance of network devices. Performance bounds for queues with deterministically shaped arrivals are discussed in [9, 11, 14, 24, 26, 27, 8, 18] .
This survey paper is organized as follows: In Section 2, a queue with a single arrival process is considered. The problem is formally posed and the solution, borrowed from [18] , is presented. Section 3 presents some new results on a queue with multiple, possibly dependent, arrival processes and a similar problem is solved. The case of a queue with multiple but independent arrival processes is considered in Section 4. In this section, bounds based on moment generating functions are derived. Finally, extensions are discussed in Section 5.
The single-source node
The issue of worst-case traffic under ( ; ) and -peak-rate constraints was considered in [11] . By "worst-case" traffic we mean one that maximizes (3)-in a sense to be made precise below. In [11] , it was proved that the "extremal" on-off (two rate) arrival process depicted in Figure 1 was worst-case for a bufferless bandwidth resource. The process is extremal in the sense that the ( ; ) constraint is attained at the end of each "burst" (of duration =( ? )). However, it was also shown in [11] (by a counter example) that this on-off source is not worst-case for a buffered resource.
Setting things up
Consider then a buffered node with transmission rate c > , fed by a stationary-ergodic arrival process A. Let Q(t) be the content of the buffer at time t. Assume that A satisfies (1) with g as in (2) . It can then be seen that the buffer need not be infinite to be lossless. The process Q obeys the dynamics Q(t) = sup 
That the Q of (5) satisfies (4) 
for a given level b > 0. This is closely connected to the stationary probability that the delay of a typical arrival exceeds ; indeed, this quantity can be shown to be equal to ?1 0 P(Q(0) c), where 0 is the ratio of the mean arrival rate EA(0; 1) over the transmission rate c, see, e.g., [22] . We purposely denote the QoS measure (6) as a function of A because our goal is to compute
where the supremum is taken over all stationary-ergodic processes A, deterministically constrained by (1), (2) .
Introduce the notation := c ; := ? c ? ;
and the assumptions (A1) < c < ;
Unless these assumptions hold, the problem can be seen to have a trivial solution. For instance, if c then the system is unstable for some arrival process A in our class; if c then there is no queue and ' = 0; if b > , then the queue never reaches level b and so ' = 0. This is also a consequence of the Lemma 1 below.
Probabilistic bounds
The technique for computing ' and actually showing that the supremum is achieved, calls for the definition of a "virtual" buffer process X, defined just as in (5) :
In particular, this lemma implies
Q(t) X(t);
for all t. On noting that X(t) ;
for all t (this is a consequence of the constraints), it follows then that assumption (A2) is essential; if it does not hold, then Q never reaches level b.
The next theorem states an explicit upper bound on '(A) for all allowable processes A:
Sketch of Proof. The theorem is proved in [18] . The method of proof is based on breaking the process Q, the result of an arbitrary feasible A, into "cycles", as depicted in Figure 2 . Consider the down-crossings times of level b. These times form a point process with positive rate, due to (A2). A down-crossing time is called special if it is immediately followed by a visit to level 0 before the next down-crossing time. Let T n be the n-th special down-crossing time after time 0, n = 1; 2; : : :. Also enumerate the special down-crossing times backwards, before 0. The n-th cycle is the piece of the process Q fQ(t); T n t < T n+1 g:
We also need to introduce the points R n := infft > T n : Q(t) bg; S n := supft < R n : Q(t) = 0g;
and so T n < S n < R n T n+1 , for all n 2 Z. Finally, let n := T n+1 ? R n ; 0 n := R n ? S n ; 00 n := S n ? T n : Next consider P conditional on fT 0 = 0g, and call it P ] . This conditional probability, rigorously defined as a Radon-Nikodým derivative of a certain type, is known as Palm probability with respect to the point process fT n ; n 2 Zg. Now the following "inversion" formula is the key to obtaining bounds:
where E ] is expectation with respect to P ] . It is easily seen that '(A) = while the fact that the latter expression is increasing in , allows us to substitute by its maximum value to obtain the desired bound.
Solving the optimization problem
An arrival process that actually achieves this bound (and hence solves the optimization problem) will now be constructed using a "greedy" approach. To this end, start the system empty and have the source During this time, the process Q naturally stays at level b without ever exceeding it. After that, switch the source off until the slackness in the ( ; ) constraint is maximized, i.e., until X reaches 0. This takes an amount of time 00 0 = :
At the end of 0 0 + 0 + 00 0 , the process is repeated periodically. Of course, stationarity needs an extra randomization of phase, i.e., in addition to the above arrange so that the origin of time, 0, is uniformly chosen over a cycle. So, we have defined a stationary process A 2 A ; ; that satisfies the constraints (1), (2) and achieves the bound of Theorem 1 (check by using the formula '(A ) = 0 =( 0 0 + 0 + 00 0 )
together with the expressions above.)
Delay maximization
By (steady-state) delay we mean the delay of a "typical arrival". Formally, the probability that the delay exceeds is "the fraction of arrivals that see a buffer load larger than c ". In modern Probability, this is best captured by first defining D = Q(0)=c and then considering the distribution of D under P conditional on the event that the source is not idle at time 0. This is tantamount to considering the P A -expectation of D where P A is the Palm probability of P with respect to (the random measure) A. We briefly mentioned above that P A (D > ) = ?1 0 P(Q(0) > c 
That this is the worst-case delay bound needs a further proof. This is done in [18] . The technique is similar to the one outlined above, except that one starts with
Bounds are obtained by breaking the process into cycles. Finally, the worst-case process is as in Figure   3 with b = c .
Interpretations
Suppose a queue is handling shaped VBR traffic with QoS requirement
for some positive " < 1. In this same context, suppose the service rate of the queue is c . The extremal arrival process of Figure 3 characterizes the VBR channel capacity or maximum throughput (or "goodput") subject to the ( ; ) and (0; ) shaping constraints and to the QoS requirement (9).
A Multiclass Queue
In this section we examine the effect of two sources feeding a buffer and the corresponding worst-case scenario. As before, the transmission rate is constant c. The arrival process is the superposition (aggregation) of two deterministically constrained arrival processes, A 1 ; A 2 , jointly stationary and ergodic. A i is deterministically constrained by g i (t) := minf i + i t; i tg; t 0;
for i = 1; 2. We set A := A 1 +A 2 for the superposition. The interpretation we have in mind is a 2-class networking node with class 1 being the traffic of interest (under consideration), and class 2 being the "background" traffic which may by itself be the accumulation of several traffic streams.
By a simple additivity property, the aggregate arrival process A is constrained by g(t) = minf 1 + 2 + ( 1 + 2 )t; 1 + ( 1 + 2 )t; 2 + ( 2 + 1 )t; ( 1 + 2 )tg; t 0:
As in the single-class case, we assume that 0 < i < i ; i > 0; i = 1; 2; := 1 + 2 < c < := 1 + 2 :
Let Q(t) be the contents at time t of the shared queue defined as in (5) . It follows directly that Q(t) Q max := max t 0 fg(t) ? ctg:
The process fQ(t); t 2 Rg is stationary and ergodic with deterministically bounded sample paths.
Consider the stationary process Q and break it into cycles, as in the proof of Theorem 1. We refer again to 
We proceed in lower-bounding A 1 (S 0 ; R 0 ) and upper-bounding A 1 (R 0 ; T 1 ), but we first introduce some further assumptions to simplify the subsequent calculations. 
Assumption (A3) and (15) 
where the last inequality is Assumption (A4).
Upper bound on A 1 (R 0 ; T 1 )
We will first find an upper bound on A 1 (S 0 ; T 1 ). From the constraints we have 
Substituting (18) into (17) (20) for all jointly stationary, deterministically constrained, as in (10), processes A 1 ; A 2 .
We now pass on to the question of finding whether the bound (20) is achievable. Unfortunately, we can only do that under the additional assumption
This may not be unreasonable if we are dealing with the control of a bursty class-1 traffic. In this figure, we have taken S n ? T n = 1 = 1 . Again, to achieve stationarity we need to randomize the phase.
Theorem 3 Under the hypotheses of Theorem 2 and the additional assumption (A5)
,
Dropping some assumptions: discussion
We have found a worst-case delay bound in the context of a queue with a constant service rate that is shared by multiple deterministically regulated sources. This bound was shown to be tight under the additional Assumption (A5) by the construction of an "extremal" pair of arrival processes. constraint. Consequently, we can arrange, in the worst-case, that all of the class-1 arrivals occur during the overload period (R 0 ; T 1 ) giving a trivial (but tight) upper bound of one on the quantity in (12).
Theorem 2 can be directly generalized beyond assumptions (A3) and (A4

Independent arrival processes
At the boundary of a communication network, it may be natural to assume that arriving traffic sources are independent. In this section, we will find bounds on the overflow probability of a queue shared by multiple independent sources. Such a queue can be interpreted the buffer part of an "access multiplexer" at a network boundary.
Consider a queue content process fed by n jointly stationary, mutually independent arrival processes A 1 ; : : : ; A n and constant service rate nc: 
The group of queues fQ i g n i=1 was called the "virtual segregated system" in [24, 27] . Thus, Q i is the queue content process of a system fed only by the i-th arrival process and served by the total service rate divided by n. While we do not assume identical distribution for the A i 's, we do, for the moment, assume identical shaping according to:
A i (s; t] minf + (t ? s); (t ? s)g =: g(t ? s); s t; i = 1; : : : ; n;
where > 0 and > c > > 0. As before, the abbreviations (7) shall be used.
Maximizing E exp( Q i (0))
We first find an upper-bound E exp( Q i (0)), for each i, over those processes A i which are shaped as in (23) . In fact, we shall be able to exactly maximize this functional as well as obtain the extremal process in this single-class case. The methods are analogous to the ones described in Section 2. Take i = 1. (24) where is a constant depending only on the parameters ; ; ; c; such that c ? c ? :
Furthermore, this bound is tight because it is achieved by the periodic three-rate process depicted in Figure 7 .
Proof: Let time S k , respectively V k , be the beginning, respectively end, of the k-th busy period of Q 1 for k 2 Z. Let k = V k ? S k and 0 k = S k+1 ? V k , i.e., k , respectively 0 k , is the duration of the k-th busy, respectively idle, period of Q 1 ; see Figure 5 . Letting P ] be the Palm probability of P with respect to the points fS k ; k 2 Zg, we have, by the Palm inversion formula: ;
and E ] is expectation with respect to P ] . Note that y is the P-expectation of e Q 1 (0) conditional on Q 1 (0) > 0. Also note that the ratio that (y + z)=(1 + z) is increasing in y and, since y > 1, the same ratio is decreasing in z. Thus, our objective is to maximize y and minimize z.
To minimize z, we first define X 1 (t) = sup 
To maximize y, we first note that for all t 2 (S 0 ; V 0 ), A 1 (S 0 ; S 0 + t) minf + t; tg = g(t): Recall that A 1 (S 0 ; V 0 ) = c 0 , see Figure 6 . Since A 1 (S 0 ; S 0 + t) is nondecreasing in t, A 1 (S 0 ; S 0 + t) h 0 (t); for all t 2 (0; 0 ); (27) where h s (t) is the function h s (t) := g(t^g ?1 (cs)):
Define also the function
Noting that P ] (S 0 = 0) = 1, we have, from (27) and the definitions (28), (29) 
Substituting the lower bound (26) for z and the upper bound (30) for y into (25), we arrive at (24) as desired. Finally, one can easily check that the the arrival process of Figure 7 achieves this bound.
Bounding the shared queue
We can now prove a bound for the probability P(Q(0) nb). Proof: From (21) and (22) we obtain
Using the Chernoff bound we get, for all > 0,
By (31), and the independence among the Q i 's,
Ee Q i (0)
Since Lemma 2 can be applied to each of the Ee Q i (0) , we get that Ee Q(0) (1 ? + exp( ?1 ( ? (c ? ) ))) n :
Substituting this inequality into (32) and minimizing over > 0 gives the desired result. A looser bound can be obtained by using the fact that Q 1 (0) to get y e in the proof of Lemma 2. This simpler bound can also be obtained by substituting 1 for . With this simplification, G( ) = b ?log(1? + e ) is used instead of F( ) in Theorem 4. Recall that = ( ?c)=( ? ) and note that G 00 ( ) < 0 for all > 0, i.e., G is concave. Also, G(0) = 0 and G 0 (0) = b ? . Thus, b ? > 0 implies that sup >0 G( ) > 0 (so that the bound using G is nontrivial).
The non-identically shaped case
It is easy to generalize Theorem 4 to the independent but not identically shaped sources case. Assume that A i is shaped by its own g i (t) := minf i + i t; i tg; 
Comments and extensions
For large n, Thereom 4 can be sharpened by using the Bahadhur-Rao theorem [10] . Also, a similar result for cell queueing delay of the aggregate flow (and, in the i.i.d. case, that of any particular source) can be obtained from the distributional Little's result, see, e.g., [22] .
That on-off sources are not extremal in the independent multiple-source case was shown by simulation in [26] . The large deviations (n ! 1) regime for the queue considered in Section 4 was discussed in [5, 8] 
