We present a variation to the well studied SVD based image compression technique. Our 
Introduction
The use of Singular Value Decomposition (SVD) in image compression has been widely studied [1, 3, 9, 10] . If the image, when considered as a matrix, has low rank, or can be approximated sufficiently well by a matrix of low rank, then SVD can be used to find this approximation, and further this low rank approximation can be represented much * Currently at Symantec Corporation, Pune, India.
† Currently at Princeton University, Princeton, USA.
more compactly than the original image. More specifically, suppose we are given an image A which we will assume for simplicity is an N × N real matrix. Then we first factor it into its SVD representation A = U ΣV T , where Σ is a diagonal matrix with entries along the diagonal ordered in a non-increasing order, and U, V are orthogonal matrices [4] . Then a rank r approximation to A is the matrix A r = U r Σ r V T r , where Σ r is the top-left r × r submatrix of Σ, U r consists of the first r columns of U , and V T r the first r rows of V T . The SVD decomposition is interesting because U r , Σ r , V T r provide the best rank r approximation to A in the sense of packing the maximum energy from A. Furthermore, for compression, the decomposition is interesting because unlike A which has N 2 entries, the total number of entries in U r , Σ r , V T r are only 2N r + r. It often turns out that even with small r, the approximation A r gets most of the energy of A, and is visually adequate. Hence the attractiveness of the method.
Our first contribution in this paper is to propose a slight modification to the above process, which gives us much better compression than the standard compression process described above. Our modification consists of a preprocessing step in which the entries in the image A are permuted with a data independent permutation S which we call shuffle (equation (1)). The resulting matrix X = S(A) is then decomposed using SVD. Suppose X r = U r Σ r V r T denotes the approximation obtained for X. We experimentally find that for the same value of r, the image S −1 (X r ) is a much better approximation for A than A r (Section 4). Thus for the same compression, we have better quality. We also provide a heuristic argument to justify our experimental finding (Section 3).
Our second contribution is to observe, that the original algorithm, which we will call SVD 1 , as well as our variation of it, which we will call SSVD (for shuffled SVD) can be both viewed as applications of the Karhunen-Loeve transform for compressing a single image (Section 2). The standard definition of the Karhunen-Loeve transform (KLT) is concerned with compression of an ensemble of images rather than single image. However, by chopping up a single image into an ensemble of smaller images, we can use the KLT to compress a single image as well. We observe that the standard SVD and our new SSVD are nothing but different ways of partitioning the input image into an ensemble which can be compressed using the KLT. While it is well known that the KLT can be computed by a single SVD computation [2] , we believe that the connection between the use of KLT to compress an ensemble of images and SVD (which compresses a single image) as well as our variation SSVD was not known.
Of course, to build industry standard compression programs one needs several techniques and tricks, of which SVD can only be one. For example, the familiar JPEG compression standard employs Discrete Cosine Transform (DCT) followed by sophisticated techniques for quantization, ideas such as zig-zag ordering, run-length coding, and Huffman coding. All these ideas contribute to the final compression. We expect that a similar array of ideas, for each level of the process, will have to be developed if SSVD is to compete with JPEG. Vector quantization is one idea that has been considered in the literature [3, 8, 9, 10] . In this paper we report on another strategy. We have developed a bit allocation scheme for representing the vectors constituting the matrices U and V (Section 5). We compare our scheme with a DCT coded with a quantization scheme described in [7] .We find that our scheme works better than the DCT with quantization (although the full JPEG scheme, which employs many more tricks at different levels will work even better).
Most image compression algorithms in the literature typically divide the image into small blocks and then work on the blocks separately. While SVD based algorithms can be used with the entire image, typically they have been used on blocks [1, 3] . We compare SVD and SSVD at block level as well.
Comparison to KLT
Following Jain [5] we first define the KL transform for random vectors as follows. Let x denote a p × 1 random vector, i.e. x[i] are random variables over a certain probability space, for 0 ≤ i < p. For convenience we will index matrices and vectors starting from 0 rather than from 1. Let R = E[xx T ] denote the autocorrelation matrix of x. Let R be diagonalized as R = ΦΛΦ T . Then the KL transform of x is y = Φ T x. Note that Φ depends on x, and hence both Φ and y are needed to represent x.
We next define [5] the KLT for an ensemble of images A 0 , . . . , A p−1 . For this we first linearly order the pixels in each image into a vector. Suppose x i denotes the linearized version of A i . Next we use the collection of the vectors as the probability space for the random vector x and adapt the previous definition. Let X denote the matrix formed by using x i as its column vectors. The autocorrelation matrix for x is then simply R = 1 p XX T . Now let Φ be defined
Since Φ is data dependent, to represent X we need both Φ as well as Y .
Suppose X = U ΣV T is the SVD factorization of X. Then we have that
and hence Φ = U and Λ =
Thus, given Y we can obtain Σ and V simply by normalizing its rows. Thus, the KLT representation (i.e. Y and Φ) of the image ensemble represented by X is essentially the same as the SVD of X. This relationship is well known [2] .
To use this to encode a single image A, we need to specify a way to break the image A into images A 0 , . . . , A p−1 which are linearized and then made into the matrix X. Thus, we need to supply an operator P which can be used to construct X = P (A). Clearly, the columns of P (A) will be the images in the ensemble (after they are linearized).
In general, P could be any reshaping/permutation operator, and we will see some examples next.
SVD as KLT
Let A be N × N . Suppose we let P be the identity, i.e. X = A. The images in the ensemble are the columns of X = A. Thus the KLT of X will be exactly the SVD of A.
SSVD as KLT
Let A again be N × N . Suppose further that N = n 2 with n integer.
We now choose P to be the shuffle operator S mentioned earlier. Informally, we form X = S(A) by (i) breaking A into blocks of size n × n, (ii) taking the ith block in row major order and arranging its pixels in row major order to produce the ith row of X. More precisely
To understand what the KLT of this X = S(A) will give we need to understand how the images in this ensemble relate to A. Each image in the ensemble, i.e. a column of X is built by taking one element from each block of A, as defined above. Hence, we can think of each image in the ensemble as a low resolution sample of A.
Compression
As discussed earlier, to obtain compression we keep r columns of U , r rows of V , and r × r submatrix of Σ. The size of the representation is then r(d + 1) where d is the sum of the dimensions of the matrix X. This representation will be good if X has low rank. This will happen if the columns of X are similar -equivalently if the images in the ensemble are highly correlated.
In the case of SVD, the images in the ensemble are columns of the image, and clearly we expect adjacent columns to be similar. Notice however, that this similarity drops off as the distance between the columns increases. In the case of SSVD, the images in the ensemble are low resolution subsamples of the original image. The jth point in every sample is taken from a single n × n block of the original image. Thus we expect these samples also to be correlated. In fact, the corresponding points on two samples are never more than a distance 2n apart in the original image. Whereas, in case of SVD, the corresponding points on the columns can be as far apart as N = n 2 . Thus we expect SSVD to perform better than SVD.
Heuristic Analysis
Obviously we can partition the image in many other ways. For example, what if we break up A by rows? In this case, X = A T . But SVD of A and A T is essentially identical, except for reversing the roles of U and V . Another possibility is to break up A into blocks, rather than as low resolution samples. But notice that the rows of S(A), as defined above are the blocks. Hence breaking up the image by blocks is equivalent for our purposes to breaking up by low resolution samples. Of course, there are many other possibilities. We could change the shape as well as the size of the blocks. Which of these is the best? We consider this question next in a heuristic manner.
Let our image A have M rows and N columns. Suppose we partition A into subimages by taking contiguous blocks of size m×n. The matrix X constructed using this will have M N mn rows each of length mn. Clearly using m = M , n = 1 corresponds to the SVD scheme, while choosing m = n = √ N is the SSVD scheme assuming M = N . We will consider the performance of this family of partitioning schemes on a simple image.
Our image consists of a single straight line of constant intensity with length R and making an angle θ with the horizontal against a totally dark, zero valued background. The angle θ is chosen at random from the uniform distribution. This image is outrageously simple, but we believe it will indicate the general trends.
This line will pass through about
blocks. Each block becomes a row of X. Thus, the rank of X cannot be larger than the above quantity. However, if the intersection of the line with the different blocks is identical, then the corresponding rows will be identical, and hence the rank would be lower. Unless the slope of the line has special relationships with m, n the intersections will be different; however when θ is close to 90
• (alternatively, close to 0 • ) the line will be digitized into several long vertical (alternatively, horizontal) segments each of which could produce several identical intersections with different blocks. In this case the rank will just be R cos θ (alternatively, just R sin θ). Thus we may conclude that the following quantity is a good estimate of the rank:
A simple integration shows that
Above we have only argued an upper bound on the rank; however it will be seen that the same expression is a lower bound on the rank as well, to within a constant factor. For SVD (m = M , n = 1), the expected rank is thus O(R),
Thus we should expect better compression with SSVD.
We next consider the question: of all the different schemes for breaking up the original image into subimages, is there likely to be a scheme that works better than SSVD? For this we will consider the size of the representation produced under the different schemes. As we have seen earlier, the size is r(d + 1). For our matrices X, we will have d = M N mn + mn. Thus the expected size is:
Clearly, for mn held constant this is minimized at m = n. With this choice the size becomes O R n M N n 2 + n 2 . This is minimized for n = (M N ) 1/4 . For the case M = N we get m = n = √ N , which is precisely the choice made in SSVD.
We note that a similar analysis will hold for images constructed by placing multiple lines at randomly chosen inclinations. Or in fact, if the image were to be constructed by placing, say ellipses or rectangles at random orientations. Of course, if the number of objects placed is very large, we will get to full rank in both SVD and SSVD, but the point is that we will get to full rank with fewer objects in SVD than in SSVD.
Of course, it is possible to construct images for which the standard SVD scheme will work better than SSVD. For example, consider a dashed horizontal line. With SVD, the matrix X = A will still have rank 1; however with SSVD the matrix X = S(A) will have larger rank, depending upon the gcd of n and the periodicity of the dashed line (i.e. the size of the dashes plus the blank separation). The question is whether we expect to have our images be dominated by dashed horizontal/vertical lines, or whether we expect that lines at other inclinations will also be common. We expect the latter to be true, and hence SSVD likely to produce a more compact representation. It will be seen that this fairly naive analysis is supported by our experiments.
Experiments
We studied the performance of SVD and SSVD on a number of standard images such as Lena, Mandrill, Cameraman, etc., (images can be made available if needed).
We report the results on Lena in detail; while for the other images we only report whether and to what extent the results differed from those for Lena. The Lena image we used was of size 256 × 256.
Global SVD
By global SVD we mean application of SVD, SSVD on entire image. Figure 2 (a) compares SVD and SSVD when applied to the entire image. The x axis gives the representation size, i.e. r(d + 1) = 513r. We see that at low PSNR, SSVD requires nearly half the size as SVD. For higher, PSNR, the size for SSVD is still about 30% less than that for SVD. Figure 1 gives an indicative visual comparison.
We also experimented with other block sizes 2 ; 4×4, 4×8, 8×8, 8×16, 8×32, 4×64, 2×128. Most of these schemes fared worse than SSVD (which corresponds to block size of 16 × 16). Block sizes 8×8 and 8×16 gave performance generally comparable to SSVD (marginally better for low PSNR and worse for high PSNR). This generally validates the analysis for the best block size in section 3.
On most images global application of SSVD gives performance superior to SVD. Similar to the performance on image Lena, SSVD fares significantly better than SVD on most images like Peppers, Barbara, Cameraman etc. On a very few images like Mandrill, the performances were close, while SSVD still yielded better performance. The worst case we encountered was image Goldhill where SVD very marginally dominates SSVD.
SVD on Blocks
In most studies of SVD based compression, SVD was applied not to the entire image but to individual blocks. Such local application is probably more suitable for the subsequent Vector Quantization (VQ) step used by many 2 The size of the representation in this case is r( In this experiment we used the same rank r for all blocks. As before we plot PSNR for the entire image against the size of the representation for all blocks together. We see in this case that, SSVD outperforms SVD. We however, note that the performances are close. Although SSVD is seen to perform better in this case, we find from our experiments on a larger set of images (like Mandrill, Peppers, Cameraman) that the performances of SVD and SSVD are indistinguishable, when applied locally on the individual blocks of the image.
SSVD variations compared
Figure 2(d) shows in a single view the performance of the different variations of SSVD we have used: global (applied to entire image), local (applied to blocks), local with adaptive choice of ranks for each block. It appears that the non-adaptive local performs the worst (but still better than its SVD counterpart), while the local adaptive variation is comparable to the global. Our preliminary conclusion is that global SSVD is among the best (if not the best) of all the variations, and hence we have chosen it for the analysis/experiments of the next section.
A Bit Allocation Strategy
Since the first few singular values/vectors pack most of the image energy, it makes sense to allocate more bits to them. We now give a scheme for this.
Let X = U ΣV T . Then we may also write X = r k=1 σ k u k v k where r = rank(X), σ k is the kth diagonal entry of Σ, and u k and v k are the column vectors of U , V respectively [6] . Alternatively, x ij = r k=1 σ k u ki v kj . We will represent each element of u k and v k to w k bits, with uniform quantization. Then the error in each element will be bounded by
2 . Thus this must be minimized subject to the natural constraint on the total size of the representation i.e. k w k = w. Using Lagrange's method of multipliers we obtain
Now all w k can be determined.
The Full Scheme
The values of σ k could also be represented with varying precision; however these are much fewer than the u ki and v kj entries. So we represent σ k as 32 bit floating point numbers.
The vectors u k , v k are stored as per the scheme described above, except for one additional idea. For each vector u k , we store two additional values u k max and u k min which denote the maximum and minimum of the values in u k . Then the w k bits allocated to store each vector are used to represent each value within the range [u k min , u k max ], rather than the range [-1,1] which in general will be considerably larger. We store the maximum and minimum only in 8 bits each. The vectors v k are also represented similarly, of course. We have found that storing the maximum and the minimum for each vector improves the compression. Clearly, more variations of this kind may be possible, and perhaps greater exploration is needed. Figure 3 shows the performance of SSVD using the full bit allocation scheme. The performance of a DCT scheme is also shown. For applying DCT we divided the image (Lena) into blocks of size 8 × 8. The DCT coefficients were quantized according to quantization matrix specified by [7] . The six bit-allocation schemes for DCT coefficients given by [10] were used to obtain the six points on DCT curve shown. 
