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ABSTRACT 
A stable numerical algorithm is presented to generate a symmetric pband matrix 
from the given eigenvalues of the p greatest leading submatrices. The algorithm 
consists of two parts. First a matrix with the given spectral data is constructed; then 
this matrix is transformed into a pband matrix leaving invariant the eigenvalues of the 
p greatest leading submatrices. 
1. INTRODUCTION 
Let P, nEN, O<pGn, and {h(k)}k,n_p+l ,,,,,“, i=l ,,,,, k be a set of real 
numbers with 
k(k) &ql) q!& 
I 
for k=n-p-t2 ,..., n and i=l,..., k-l. (1) 
The problem is to determine a symmetric n X n matrix A =A(“) with eigenval- 
ues hck) 1 ,..., h(L) in the leading kxk submatrix of A (k=n-ptl,..., n) and 
aii =0 for 1 i -iJ >p. Remark that the number of nonzero elements in A is 
equal to the member of given eigenvalues. 
With strict inequalities in (l), the case p =2 (A tridiagonal) has been 
studied by de Boor and Gohlb [2] and Hald [4], and the case p = 3 by Boley 
and Golub [l]. 
In Section 2 a sequence of matrices B(“-P+‘), . . . , B(“) = B is constructed 
where B has the given spectral data, but it is not necessarily a p-band matrix. 
In Section 3 B is transformed to a p-band matrix leaving invariant the 
eigenvahles of the p leading submatrices. In Section 4 we compare the 
algorithm with those of [l] and [4] and give some numerical examples. 
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2. CONSTRUCTION OF A MATRIX WITH THE GIVEN SPECTRAL 
DATA 
Let B(n--p+l) be an (n-p+l)X(n--p+l) diagonal matrix with 
B(n-P+l) =&ag( h(;--P+‘), . . . , x(~~~~:)), (2) 
and U(“-Pfl) = Z a unitary matrix containing the eigenvectors of B(“-P+‘). 
Let 
X(k) <jq!=$, I for k=n--p+l,..., n and i=l,..., k-l (3) 
[in addition to (l)]. W e now describe how to construct Bcm+‘) from B(“‘) for 
m=n-p+1,..., n- 1 (for existence theorems see [5] and [6]). Let 
B(m+l) = [w] with b(m+l)= ‘!l;“l , I I (4) b(m+l) m 
and 
xi =xy, i=l ,...,m, 
A’, =A@+‘) 
t I ’ i=l,...,mSl. 
We ask for bcmfl) and 6 such that B(“‘+‘) has eigenvalues hi,. . . , X’,,,+l. Let 
Ucrn) = U be a unitary mX m matrix containing the eigenvectors of B(“). 
Simultaneously with the computation of Bern+‘) from B(“), Ucrn+l) = u’ is 
computed using U. 
Let 
c= u 6 [+-I 0 1 
and 
(5) 
(6) 
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with 
The characteristic polynomial of g then is 
In particular, for A=A,, k= 1,. .., m, 
n1+1 
g1 0: -A,>= -cak)2ifil ($-U, 
i#k 
and therefore 
and 
n* + I w 
rI (A: -&> 
Pk = - i;,l 
’ 
k=l ) . . . ) m (7) 
Jr chi -‘/r) 
ifk 
(for this formma see [l]), with p E Iw because of (3). 
Remark that the computation does not break down if h: =h, for one 
i urn + 1, k<m. If B(“‘) has multiple eigenvahies, however, (7) cannot be 
used as it stands. 
Without loss of generality let 
A,= . ..=A. 
1 with j<rn. 
Then because of (l), 
h,=hg= . ..=q=+ 
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In this case we can reduce the problem to smaller dimension: Let 
p,= . . . =pi-, =o 
and 
hi-1 
0 . . . 0 
0 
ZZ 
0 
$4 
0 I_ 
(8) 
Now construct the last column and row of C as described in (7) with given 
eigenvalues X;, X:+i,.. . , X’,,a+1 if Xi < . . . <A,. If not, repeat the above 
process and reduce the dimension again. 
We now transform Bwith G 
(9) 
This process form=n-p+l,..., n- 1 gives us a matrix B which satisfies all 
conditions of the wanted matrix A except for the (2p- lj-diagonal form. 
Furthermore we have to compute U’ from U. Let X be a matrix contain- 
ing the eigenvectors of g If the sets of eigenvalues of B(“) and B(m+l) are 
disjoint, the elements of X are given by 
s..-LL 
‘1 h;-hi 
for i=l,..., m and i=l,..., m+l 
(IO) 
x m+l,i Z 1 for j=l,...,m+l. 
If Xi = hi, the i th column and row of X is the ith unit vector. After 
normalization, X is orthogonal, and 
u’= 0.x (11) 
is an orthogonal matrix containing the eigenvectors of B(“‘+l). 
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3. TRANSFORMATION INTO A p-BAND MATRIX 
In order to transform B into (2p- 1)diagonal form we begin to zero the 
elements outside the band in the nth column (row) and continue with the 
(n-l)th, (n-2)th,..., ( p + l)th column (row), using Householder transfor- 
mations. Working backward in this way, we do not destroy the eigenvalues of 
the p leading submatrices. We construct similar matrices B =A,- p, 
An--p-ir..., A, =A, where the last i columns and rows of An_-p_i are of 
(2p - 1)diagonal form. 
Let - 
al,“-i 
anpi= : I* 1 #O - an-i--p+l,n-i 
be an upper diagonal part of the (n- i)th column of An--p-i, i <n -p. Let 
P,_i be an orthogonal matrix with 
P .ii =r.en_i_p+, n-t n-1 
for r~lW and e,-,_r+i the (n - i -p + 1)th unit vector. (Of course, P,_i is not 
unique. If G,_i =O then P,_, =I.) Let 
F*_i = P,_, 0 M-1 0 z (1) 
be n X n. Then the (n - i)th row and column of 
A n-p_i+l: =~;-iAn-p_i~_i 
is of (2p- 1)diagonal form. This transfonnation does not change the eigen- 
values of the p leading submatrices of An_-p_i and the form of the last i - 1 
rows and columns of Anpp_i. In consequence the p greatest leading sub- 
matrices of A0 =A are of (2p- 1)diagonal form and similar to the corre- 
sponding submatrices of R. 
Therefore, to compute a p-band matrix A, one proceeds as follows: 
(1) Compute B(nppt1) and U(“-p+‘). 
(2) For i=n-p+2,...,n: 
(2a) Compute /3 and 6 by (7) and (8). 
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(2b) Compute B(‘) by (9). 
(2~) If i < n, compute U(m+l) by (10) and (11). 
(3) Apply a Householder transformation with P,,-i from (12), i=u,. . . , 
n-p-l, to bring B(“‘=B to (2p--)-diagonal form. 
REMARK. It is possible to compute other solutions by changing the order 
the eigenvalues in (6), taking positive or negative roots in (Yj, or using 
another unitary matrix in (12) (see [5]). 
4. NUMERICAL RESULTS AND EXAMPLES 
We have carried out various numerical experiments with the algorithms of 
Hald [4] (algorithm l), Boley and Colub [I] (algorithm 2), and this 
(algorithm 3). For all calculations we used a Telefunken TR 440 in 
precision. 
paper 
single 
EXAMPLE 1 ( p = 2). The symmetric n X n tridiagonal matrix 
251 0 . . . 0 
-+l 2*1 0 . . . 
0 51 2t1 0 . . 
0 21 221 0 
0 21 2 51 
6 . . . 0 -+l 2_ 
has eigenvalues 
hi =2+2cos171 
n-t1 ’ 
i=l,...,n. 
The eigenvalues of the leading (n- 1) X (n- 1) submatrix are given by the 
same formula: 
q-1) =2+2cos271, i=l,...,n-1. 
n 
The results for n= 15 are shown in Table 1. 
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0.2oooooooo2E+01 
0.2ooooooo02E+01 
0.20000000()0E+01 
0.nEf01 
0.2oooooooooE+01 
0.1%0%00%E + 01 
0.2000000002Ef01 
0.2ooooooo01E+01 
0.2oooooooo0E-t01 
0.2oooooooo0E+01 
0.2oooooooo03+01 
0.2oooooooo0E+01 
0.2oooooooo0E+01 
0.2000000000Et01 
0.2oooooooo0E +01 
0.1000000000E+01 
-0.1000000000E+01 
0.%%00%%97E + 00 
- 0.0000009005E + 00 
-0.1mEf01 
-0.1mEf01 
-0.1oooooooo1E+01 
-0.1000000000E+01 
-0.1000000000E+01 
0.1000000000E+01 
-0.1000000000E+01 
0.1mEf01 
0.1000000000E+01 
-0.1oooooooooE+01 
EXAMPLE 2 (p =3). Let n be even. The symmetric n X n 5diagonal 
matrix 
4 021 0 . . 0 
0 4 0+-l 0.. 
-+l 0 4 0 51 0 
. . . . . . 
O&l 0 4 0 kl 
. Ok1 040 
-0 . . 0 t1 0 4 
has eigenvalues 
Ai =4+2cos-$, i=l,..., 14 
[ 1 4 ’ 
/_li =4-2cos241 
nf2 ’ i=l,..., n [ 1 4 ’ 
where [n/4] is the smallest natural number which is greater or equal to n/4. 
Each eigenvalue has multiplicity 2. 
The eigenvalues of the (n - 2) X ( n - 2) leading submatrix are given by the 
same formula for n-2. The eigenvalues of the (n- l)X(n- 1) leading 
submatrix are simple and equal to those for n-2 and n because of condition 
(1). 
The results for n = 14 are shown in Table 2. 
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TABLE 2 
0.4oooooooo2E+01 
0.4ooooooo01E+01 
0.4oooooooo03+01 
O.mlE+Ol 
0.4ooooooo01E-t01 
0.4000000000Ef01 
0.4000000001E +01 
0.4oooooooo0E+01 
0.3%!%%%99E+Ol 
0.3%@999!%9E +01 
0.4oooooooo0E-t01 
O.~OOE+Ol 
0.4oooooooo0E+01 
0.4000000000E+01 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
-O.l~E+Ol 
O.l~lE+Ol 
- 0.9999%9998E + 00 
-O.l~E+Ol 
-O.l~~E+Ol 
- 0.99%999998E + 00 
- 0.9!&%%9997E + 00 
- 0.9999999!%8E + 00 
O.!%99%@996E +OO 
0.9999999997E + 00 
-O.l~~~E+Ol 
-O.l~~E+Ol 
In order to compare the three methods we now give two tables, one for 
the computer time and one for the average error in the case p=2. For 
algorithms 2 and 3 and p = 3 the values for the average error are very similar. 
For the computer time (average) in seconds for n=5,10,15, and p =2, we 
have 
Matrix dimension 
n 
Algorithm 
1 2 3 
5 0.3 0.4 0.22 (0.19) 
10 0.6 1.1 0.43 (0.39) 
15 1.2 3.0 0.7 (0.65) 
(For algorithm 3 and p=3 the average time is given in parentheses.) For the 
average error for n=5,10,15, and p=2 we have 
Matrix dimension 
n 1 
Algorithm 
2 3 
5 7x1o-7 lop7 10 -g 
10 lop5 5x lo-” 3x10pg 
15 3x10-3 8x1o-5 10 -8 
We see that algorithm 3 gives us the most accurate results and uses less 
computer time than the other algorithms. For p=2 algorithm 1 also uses a 
small amount of computer time, but the accuracy is also very low, especially 
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for badly conditioned problems. In many cases this method broke down 
because of rounding errors. 
Algorithm 3 is the most stable one for badly conditioned problems, e.g. for 
multiple or nearly multiple eigenvalues (see examples). 
I woukl like to give my thanks to the referee of this paper for proposing 
the recursion for the eigenvectors (lo), which improved the speed and 
accuracy of the algorithm considerably. 
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