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 This study analyzed factors of farm and farmer characteristics that influenced the timing 
of PF technology adoption using Trivariate Tobit models for three PF technologies. Data from 
the Cotton Incorporated Southern Precision Farming (PF) Survey conducted in February and 
March of 2009 for the 2008 crop year were analyzed for PF adoption by Southern U.S. Cotton 
Producers. The number of years a cotton farmer had used yield monitoring (YMR), remote 
sensing (RMS) and grid soil sampling (GSS) were the dependent variables and farm and farmer 
characteristics were the independent variables. 
Results of Trivariate Tobit model for YMR suggested that younger cotton farmers who 
had higher lint yield, used a computer for farm management and a laptop in the field, had taxable 
household income of $100,000 or greater, adopted GSS or other PF technologies before or in the 
same year as YMR, thought PF would be profitable and important, and thought PF would 
improve environmental quality adopted YMR earlier than other farmers. Additionally, farmers 
who had farms located in Arkansas adopted YMR earlier than farmers in Texas. Farmers who 
used the Internet to obtain PF information adopted YMR later than farmers who did not use the 
Internet to obtain PF information. 
Trivariate Tobit results for RMS adoption suggested that younger cotton farmers who 
adopted other PF technologies before or the same time as RMS, thought PF would be profitable 
in the future, would improve environmental quality, used news and/or media to obtain PF 
information adopted RMS earlier than other farmers. While farmers who used crop consultants to 
obtain PF information adopted RMS later than farmers who did not use crop consultants to 
obtain PF information. Farmers who had farms located in Arkansas, Missouri, or South Carolina 
adopted RMS earlier than farmers in Texas. 
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Lastly, results of Trivariate Tobit model suggested that younger cotton farmers who had 
the greater ration of rented lands to total lands, used a laptop or handheld computer in the field, 
and adopted YMR before or at the same time adopting GSS adopted GSS later than other 
farmers. Farmers who used a computer for farm management, adopted other PF technologies 
before or at the same time adopting GSS, thought the use of PF would improve environmental 
quality, and obtained PF adoption information from crop consultants and trade shows adopted 
GSS earlier than other farmers. Farmers in Texas adopted GSS later than farmers in all other 
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CHAPTER 1: INTRODUCTION 
Introduction and General Information 
Precision farming became available in the late 1980s (Griffin et al. 2004). These 
technologies can be bundled to form various multiple technology-based farm management 
systems that provide site-specific information to assess variability in both crop requirements 
and natural resources (e.g., soil and water) across an entire field (e.g., Barnes et al. 1996; Isgin 
et al. 2008; Pinter et al. 2003; Tenkorang and Lowenberg-DeBoer 2004). Geo-referenced 
information about crop and soil requirements and production inputs can be used to develop 
variable rate management plans (e.g., Darr et al. 2003; Fischer 2007; Muzzi 2004; Walton et 
al. 2010a). Variable rate input application technologies (VRT) can help farmers apply 
economically optimal rates of inputs across a field which may reduce variable costs, increase 
revenues by increasing crop yields, and decrease the environmental risks associated with crop 
production by reducing input requirements such as nitrogen  fertilizer (e.g., Bongiovanni and 
Lowenberg-DeBoer 2004; Bullock, Lowenberg-DeBoer, and Swinton 2002; Roberts, English, 
and Mahajanashetti 2000; Roberts et al. 2002; Torbett et al. 2007; Velandia et al. 2010; 
Watson et al. 2005; Yu et al. 2000).  
In the early of 1990s, electronic applications such as global positioning systems (GPS), 
geographic information systems (GIS), yield monitors, and VRT became new PF technologies 
that enabled farmers to acquire site-specific data and apply inputs at varying rates across fields 
(e.g., Larson et al. 2008; Swinton and Lowenberg-DeBoer 2001). Farmers may adopt a single 
technology or a set of technologies to collect site-specific information for a field (e.g., Byerlee 
and de Polanco 1986; Leathers and Smale 1991), and use that information to control variable rate 
input applications in the fields (e.g., Khanna 2001; Khanna, Epouhe, and Hornbaker 1999; 
2 
 
Larson et al. 2008; Lowenberg-DeBoer 1998; Lowenberg-DeBoer 2004; Zhang, Wang, and 
Wang 2002).  
Many researchers have investigated the factors influencing the decision to adopt  PF 
technologies (e.g., Arnholt, Batte, and Prochaska 2001; Daberkow and McBride 1998; Daberkow 
and McBride 2003; Feder and Slade 1984; Khanna 2001; Khanna, Epouhe, and Hornbaker 1999; 
Mooney et al. 2010; Roberts et al. 2002; Roberts et al. 2004a, 2004b; Swinton and Lowerberg-
DeBoer 2001). The principal factors influencing the adoption of PF technologies are operator 
characteristics, farm physical attributes, sources of information, and financial and structural 
characteristics of the farm business. Examples of operator characteristics include age, formal 
education, years of farming experience, and computer literacy (e.g., Daberkow and Mcbride 
1998; Fernandez-Cornejo, Beach, and Huang 1994). Examples of farm physical attributes 
include farm size, owned or rented land (Banerjee et al. 2008), and sub-field variability in pH, 
organic matter, soil type and texture, topography, and drainage that influence crop yields (e.g., 
Daberkow and Mcbride 1998). Crop consultants, input suppliers, and equipment dealers with 
expertise in PF services provide information that influences PF technology adoption by farmers 
(e.g., Velandia et al. 2010; Wolf and Nowak 1995). The financial position of the farm also 
influences PF adoption decisions (e.g., Daberkow and Mcbride 1998). Additionally, profitability 
and environmental benefits are correlated with the PF technology adoption decision (e.g., Batte 
and Arnholt 2003).   
The results of the Southern Cotton Precision Farming Survey in six states (Alabama, 
Florida, Georgia, Mississippi, North Carolina, and Tennessee) in 2001 (Roberts et al. 2002), 
eleven states (Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, Missouri, North 
Carolina, South Carolina, Tennessee, and Virginia) in 2005 (Cochran et al. 2006), and twelve 
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states (Alabama, Arkansas, Florida, Georgia, Louisiana, Mississippi, Missouri, North 
Carolina, South Carolina, Tennessee, Texas, and Virginia) in 2009 (Mooney et al. 2010) 
found that 23% (yield monitoring; precision soil sampling; remote sensing; soil survey maps; 
mapping topography, slope, soil, depth; plant tissue testing; on-the-go sensing; and variable 
rate application of inputs such as fertilizer, lime, seed, growth regulator, etc.), 48% (yield 
monitoring; precision soil sampling; remote sensing; soil survey maps; variable rate 
application; handheld GPS/PDA; COTMAN plant mapping; digitized mapping) and 56% 
(yield monitoring; precision soil sampling; remote sensing; soil survey maps; variable rate 
application; handheld GPS/PDA; COTMAN plant mapping; digitized mapping; electrical 
conductivity; and GreenSeeker) of respondents had adopted at least one PF technology, 
respectively. When these surveys were compared for the same six Southern states, the 
percentages of respondents adopting were 23%, 46%, and 54% in 2001, 2005 and 2009, 
respectively (Mooney et al. 2010). Thus, the adoption rate of various technologies increased 
by 23 percentage points from the 2001 survey to the 2005 survey and by 8 percentage points 
from the 2005 survey to the 2009 survey (Mooney et al. 2010). The smaller percentage point 
increase between the 2005 and 2009 surveys than between the 2001 and 2005 surveys 
suggests that the rate of growth in PF technology adoption may have declined in recent years. 
Even though the increase in the rate of adoption for information-intensive technologies may 
have decreased in recent years (e.g., Daberkow, Fernandex-Cornejo, and Padgitt 2002; 
Griffin, Lambert, and Lowenberg-DeBoer 2005), economic benefit remains the most 
important reason for farmers to adopt PF technologies (e.g., Adrian, Norwood, and Mask 
2005; Mooney et al. 2010).  
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Many researchers focused on identifying the factors influencing the PF adoption 
decisions that had occurred prior to the date of a given survey (e.g., Daberkow and McBride 
2003). With one exception (Roberts et al. 2004b), no literature has identified the factors 
influencing the timing of the adoption decision. In preliminary research, Roberts et al. (2004b) 
identified factors that influenced Southeastern cotton farmers to adopt precision soil sampling 
(PSS), which included grid or management zone soil sampling, and VRT earlier than others 
using the 2001 survey data (Roberts et al. 2004b), but individual PF technologies have not 
been evaluated.  
Research Objective 
The objective of this research is to identify the factors influencing Southern cotton 















CHAPTER 2: LITERATURE REVIEW 
Precision Farming Definition 
Precision Farming is defined by the National Research Council (1997, p.2) as ―a 
management strategy that applies information technology to bring data from multiple sources to 
bear on decisions associated with crop production.‖  Whelan and McBratney (2000) and 
McBride and Daberkow (2003) defined PF as a strategy to manage the variability within a field 
that aims to improve profitability and/or environmental performance by matching resource 
application and agronomic practices with soil and crop requirements. Additionally, PF has been 
defined as the use of technologies that provide site-specific information to measure variability 
within a field, identify input prescriptions to meet crop and soil needs, and inform the input 
application at variable rates across a field (Cochran et al. 2006; Khanna, Epouhe and Hornbaker 
1999; Nowak 1993). In this research, PF is defined as the use of a single technology or a suite of 
technologies to manage variability of soils, yields, pests, fertilizers, and other factors affecting 
crop production, and using that site-specific information to make decisions about the efficient 
application of inputs (e.g., pesticide, herbicide and fertilizer) to increase profit and improve 
environmental quality.  
Types of PF Technologies 
Global positioning system (GPS) 
 The global positioning system (GPS) is a set of earth-orbiting satellites that provides 
signals to a GPS receiver giving location and exact time information to users (Buick 1997). The 
GPS system was developed in 1973 and became fully available to the agricultural community in 
1992 (Enstrom 2007). The 24-GPS satellite network of the U.S. Department of Defense emits 
radio signals by atomic clocks, accurate to a billionth of a second. Farmers can freely access the 
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satellites by using a GPS receiver to receive the signals and translate the time lag between 
emission and reception of the signals into geographic coordinates in their fields (Wolf and Wood 
1997). 
Geographic Information Systems (GIS) 
 Geographic Information Systems (GIS) became known in the early 20
th
 century as 
another system that defines geographically referenced data about spatially distributed features in 
space as points, lines, or polygons (Dueker 1979). The coordination between GPS and GIS 
allows the GPS receiver to collect field information from Differential Global Positioning System 
(DGPS) satellites and the GIS to store, display and interpret the field data at the time of 
collection (Buick 1997; Earl, Thomas, and Blackmore 2000).   
Map-Based and Sensor-Based, On-The-GO VRT 
The map-based VRT method uses one or more site-specific information-gathering 
technologies (Ess, Morgan, and Parsons 2001) to create geo-referenced input prescriptions for a 
field, and uses the prescription map in a variable rate controller with a GIS map and GPS to 
apply the inputs. The sensor-based method uses sensors to rate the site-specific attributes of a 
field and employs the information on-the-go to control a variable-rate input applicator (Morgan 
and Ess1997). 
Site-Specific Information-Gathering Technologies for Map-Based VRT 
The soil survey map is a traditional PF method that classified soil types and soil 
characteristics for soil mapping in the U.S. in the 1896 (Soil Conservation Service 1981). A field 
map can provide the suitability and limitations within a field for crop production and be useful in 
the selection of technologies and optimal land use planning for farm management (Avery 1973; 
Butler 1980; Singh et al. 2011).  
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Digitized mapping was commercially known in 1966 (Li 2007). It is the technology used 
to collect field data with GPS and/or GIS to create smaller-scale maps from larger-scale maps 
(Kramer 2000; Li 2007). Geographic Information Systems (GIS) locates features in a field, the 
GPS receiver detects data from the 24-satellites network, and then the GPS coordinates or the 
direction of latitudinal and longitudinal created are entered into a computer to create a digital 
map (Li 2007; Smithsonian Institution 1998). 
Grid soil sampling is a systematic process that collects samples of geographically 
referenced soil at specific points within grid cells or at grid points (Ferguson et al. 1996; 
Fleming, Westfall, and Bausch 2000; Wibawa et al. 1993; Wollenhaupt and Wolkowski 1994).  
It was adopted rapidly in the early 1990s (Mallarino and Wittry 2004) to create GIS maps for the 
use in VRT. 
A management zone is defined as ―a sub-region of a field that has a relatively 
homogeneous combination of yield-limiting factors, for which a single rate of a specific crop 
input is appropriate (Vrindts et al. 2005, p. 1).‖ Management zones can reduce the number of 
samples and sampling costs while maintaining acceptable information about nutrient variation 
within a field (Mallarino and Wittry 2001; Mallarino and Wittry 2004). 
Because of cotton plant growth and development and insect control, the University of 
Arkansas System Division of Agriculture developed COTMAN plant mapping software in early 
1990s (Oosterhuis et al. 2009). COTMAN consists of two systems called SQUAREMAN and 
BOLLMAN. The first system is used to monitor the cotton crop before flowering development 
by using nodal mapping. The second is used to monitor the cotton crop after flowering 
development by using the nodes above white flower mapping (Oosterhuis et al. 2009). 
Information about cotton plants from both mapping and information of plant growth patterns, 
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weather data, and farm parameters are combined and input into COTMAN to improve cotton 
management (Bourland et al. 2009). Farmers use the data from COTMAN to identify cutout 
dates, estimate more efficient input application, and observe the maturity of cotton growth, 
defoliation, and harvest time (UAAES 1998). For example, farmers will know the date when 
bolls are safe from damage by boll weevils, so farmers can reduce yield lossess by using 
COTMAN (Cochran et al. 1999).  
Personal digital assistants (PDA) were commercially released to a market in 1984 by 
Psion (Viken 2009). PDAs are used by farmers to manipulate PF data from remote sensing, yield 
monitoring, soil survey maps and so on, within their fields and also used to collect field 
information as a controller for VRT inputs application (Walton et al. 2010a). 
Crop yield monitors became available in 1992 to monitor grain yields (National Research 
Council 1997). Grain yield monitoring is used to measure and record yield information (e.g., 
grain flow, grain moisture, area covered, and location) (Grisso, Alley, and McCellan 2003; 
Stafford, Ambler, and Smith 1991). After yield monitoring became commercially available in 
cotton production in 1997 (Perry et al. 2001), yield monitors were used as a sensor or group of 
sensors installed on harvesting equipment to measure yield variability across a field; however, 
yield monitors alone do not generate maps (Birrell, Sudduth, and Borgelt1996; Dingemans 1997; 
Reitz and Kutzback 1996; Searcy et al. 1989; Vellidis et al. 2003). In 2000, more reliable and 
accurate yield monitors became commercially available in cotton production (Larson et al. 
2005). 
Since the late 1970s, remote sensing, defined as satellite or aerial imagery, is another PF 
technology that indicates variability of crop characteristics (e.g., soil type, water) by using aerial 
or satellite imagery to detect and classify objects within a field (Idso, Jackson, and 
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Reginato1977; Jackson 1984; Larson et al. 2008; Lowenberg-DeBoer 2004; Pinter et al. 2003; 
Willhauck 2000). In the past, spatial and temporal resolution of civilian satellites limited the use 
of remote sensing to manage field variability. After new satellites had been created, the 
limitations of using remotely sensed data declined because of high spatial resolution and Internet 
delivery (Fritz 1996; Jackson 1984). Remote sensing is generally used to detect yield, weed, and 
insects within a cotton field (Fitzgerald, Maas, and Detar 2000; Li et al., 2000; Varner et al., 
2000). In 2003, the aerial imagery of InTime, Inc (2007) became commercially available 
specifically for cotton production in the heart of the Mississippi Delta area. The services of this 
company permit farmers to use images to estimate the efficient input application within a field 
(InTime Inc. 2007).  
Since early in the 20
th
 century, electrical conductivity has been used to measure the 
variability of soil such as organic matter (Jaynes et al. 1994), cation exchange capacity 
(McBride, Gordon, and Shirve 1990), top soil depth (Doolittle et al.1994; Jaynes 1996), water 
holding capacity (Kitchen and Sudduth 1996) and salinity (Corwin and Plant 2005; Doerge 2001; 
Rhoades and Corwin 1981). The information from electrical conductivity can be used to produce 
variable-rate application management plans (Ess, Morgan, and Parsons 2001).  
In addition, electrical conductivity can help Soil Doctor® to measure the variability 
within a field. Soil Doctor® was commercially available to a market by Crop Technology 
Incorporated in the mid 1980s without GPS while it has been used with GPS in the 1990s 
(Lowenberg-DeBoer 2004). Soil type, organic matter, cation exchange, capacity, soil moisture, 
and nitrogen levels in the soil are measured by Soil Doctor®, which uses pairs of ground-
engaging rolling electrodes and with/without GPS to create site-specific maps to use within a 
field (Ess, Morgan, and Parsons 2001). 
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On-The-Go Sensor-Based VRT  
Soil Doctor® can be used as on-the-go sensing based VRT by using a rolling electrode. 
The sensor is mounted on the front of the tractor to provide the controller of VRT applicator to 
adjust the application rate accordingly before it passes the sensed area (Morgan 1995). Another 
sensor-based VRT is a soil organic matter sensor developed by Purdue University (Morgan 
1995). This sensor facilitates the application rates of soil-applied herbicides and/or blended 
fertilizer without a map. A photodiode with six light emitting diodes is formed of a soil organic 
matter. The reflection of the light emitting diodes’ red light measures the variability of the soil 
matters in real time (Ess, Morgan, and Parsons 2001).  
WeedSeeker® selective spray system is an on-the-go sensing based VRT. The sensor-
based VRT consists of WeedSeeker® system around the sensor (Ess, Morgan, and Parsons 
2001). Green weeds and bare soil are measured by the reflection of light from a light source 
installed on a sensor. Herbicide is released from the controller when a green reflectance signal 
exceeds a threshold set during calibration. The unit of input application will decrease when the 
level of weed infestation is inconstant (Ess, Morgan, and Parsons 2001).  
GreenSeeker
TM
 is a VRT tool used to measure the level of efficient nitrogen requirements 
and also can be used to predict the potential of yield within a field in real time using Normalized 
Differential Vegetation Index (NDVI) (Walsh et al. 2007). It was developed in the early 1990s 
and became commercially available in 1997 (Solie et al. 2002).  
 A near real-time sensor for soil pH was developed by Adamchuck, Morgan, and Ess 
(1998) that can be usef to estimate lime requirements from soil properties for VRT application. 
In the late 2010, Veris Technologies developed tools to measure soil variability called 
OpticMapper (Lund 2011). OpticMapper includes soil electrical conductivity and optical sensors. 
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Six coulter electrodes for the measurement of electrical conductivity and a specially-configured 
row unit for the optical measurements are tools installed on OpticMapper. Data are collected by 
Optic Mapper and used to measure the elements of soil within a field in a real time (Lund 2011). 
Impacts of PF Technology 
Precision farming (PF) technologies may decrease field-average input application and 
increase field-average yield to increase profit, and decrease negative environmental impacts of 
crop production by using inputs more efficiently (Gandonou et al. 2004; Griepentrog and Kyhn 
2000; Lambert and Lowenberg-DeBoer 2000; Larkin et al. 2005; Lowenberg-DeBoer 1996; 
Lund, Christy, and Drummond 1999; Rains and Thomas 2000; Rejesus and Hornbaker 1999; 
Swinton and Lowenberg-DeBoer 1998; Yu et al. 2000).  
Profitability 
Lowenberg-DeBoer (1996) mentioned that the profitability from the use of PF 
technologies was difficult to measure because some costs are often omitted such as human 
capital costs. In addition, Lambert and Lowenberg-DeBoer (2000) summarized the profitability 
of using PF from higher yield and/or higher net revenue. This summary included several research 
efforts described below. Cattanach, Franzen, and Smith (1996) and Swinton and Lowenberg-
DeBoer (1998) found that the use of PF was profitable for crops from higher yield. In addition, 
the results of Barnhisel et al. (1995), Bauer and Mortensen (1992), Clay et al. (1999), Finck 
(1997) and Yu et al. (2000) found that PF had higher net revenue than the use of other 
technologies. The implication of higher yield and net revenue might help farmers to increase 
profits by utilizing precise information from PF technologies within a field (Rains and Thomas 
2000). Lower input costs are another factor whereby profits can be increased from PF use. 
Hayes, Overton, and Price (1994) who studied the feasibility of site-specific nutrient and 
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pesticide applications found that the fertilizer cost within the fields were reduced from using 
VRT, implying that the fields might gain more revenues or profits.  
Tenkorang and Lowenberg-DeBoer (2004) reviewed literature about profitability of PF 
technologies and concluded that using PF could have positive or negative effects on net return. 
For example, Tenkorang and Lowenberg-DeBoer (2004) concluded that the studies of Carr et al. 
(1991), Copenhaver et al. (2002), Oklahoma State University (2003) and Seelan et al. (2003) 
found that the use of remote sensing to apply fertilizer, insecticide and/or growth regulator 
increased average return in crop production. On the other hand, Larson et al. (2004), White, 
Bethel, and Gress (2002) and White and Gress (2002) reported that the use of aerial imagery 
produced negative average returns. Some studies found positive net return because they might 
not take the cost of images, the cost of field operations (e.g., labor) and so on into account, but 
the studies with the negative net revenue did.  
Input Application  
 Fertilizer, pesticide, herbicide, growth regulators and harvest aids are chemical inputs 
typically used in cotton prodcution (Rains and Thomas 2000). Griepentrog and Kyhn (2000) 
found that VRT reduced nitrogen application by 36% while maintaining high yields. Also, 
Ehsani, Schumann, and Salyani (2009) studied VRT in Florida citrus, the results of their study 
showed 30% reductions in chemicals and 40% reductions in fertilizers applied from using VRT.  
 Haneklaus, Schroeder and Schnug (1999) found that phosphorous fertilizer application 
was decreased from the use of VRT. Nordmeyer, Hausler, and Niemann (1997) studied the site-
specific herbicide management and summarized that the use of herbicide in cereal production 
decreased from the use of VRT. Torbett et al. (2007; 2008), who studied the importance of PF 
technologies for improving phosphorus (P), potassium (K), and nitrogen (N) application in 
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cotton production, found that grid or management zone soil sampling, and on-the-go sensing 
were PF technologies that increased the perception of farmers that the use of PF would reduce P, 
K, and N applications. 
Environmental Impacts  
Lowenberg-DeBoer (1996) mentioned that the environmental impacts from using PF 
were difficult to systematically and quantitatively measure. Larkin et al. (2005) mentioned that 
the reduction in input use and input loss to the environment can be implied from farmer 
perceptions of improvements in environmental quality. The results of Larkin et al. (2005) 
explained that one-third of PF adopters thought that the use of PF technologies improved 
environmental quality. Rejesus and Hornbaker (1999), who evaluated the economic and 
environmental effects of alternative pollution-reducing nitrogen management practices in central 
Illinois, found that the use of VRT reduced the pollution discharged into the environment from 
decreasing fertilizer application. Gandonou et al. (2004) studied PF technology and its impact in 
reducing environmental damage in cotton production in developing country. Results suggested 
that the use of fertilizers was slightly reduced within a corn-cotton crop rotation. Less fertilizer 
application might imply decreased environmental damages within fields.  
Factors Influencing Adoption 
 Many researchers have focused on the factors affecting the adoption of PF technologies. 
Almost all of these studies evaluated adoption decisions that had been made prior to a given 
point in time when a PF survey was performed. The factors affecting these decisions are 






Many researchers hypothesized farm size to positively affect technology adoption 
(Fernandez-Cornejo, Beach, and Huang 1994; Roberts et al. 2004a; Surjandari and Batte 2003; 
Walton et al. 2010a). Farmers with larger farms may be less risk averse than farmers with 
smaller farms because of their ability to bear risk and, therefore, they may be more willing to 
adopt new technologies (Roberts et al. 2004a). Most studies suggested that farmers with larger 
farms were more likely to adopt PF technologies (Fernandez-Cornejo, Beach, and Huang 1994; 
Roberts et al. 2004a; Surjandari and Batte 2003), while one study found that the size of farm did 
not affect PF technology adoption (Walton et al. 2010a).  
Banerjee et al. (2008), Kotsiri et al. (2011), Roberts et al. (2004a), Roberts et al. (2004b), 
Walton et al. (2008), and Walton et al. (2010b) hypothesized that land quality positively 
influenced the likelihood of adopting PF. Better land quality may motivate farmers to investigate 
spatial variability and increase the level of management within their fields, influencing adoption 
(Roberts et al. 2004a). Some studies found that land quality had a positive effect on PF adoption 
(Banerjee et al. 2008), while others found no significant impact of land quality on PF adoption 
(Kotsiri et al. 2011; Roberts et al. 2004a; Roberts et al. 2004b).  
Land ownership was hypothesized to have a greater impact on PF technology adoption 
relative to rented land (Daberkow and McBride 2003; English, Roberts and Larson 1999; 
Khanna 2001; Roberts et al. 2004a; Sevier and Lee 2005; Walton et al. 2010a). The rate of PF 
technology adoption may be higher for farmers with more owned land than rented land, because 
farmers are likely to manage owned land better than rental land to preserve the productivity of 
their own crop fields (Roberts et al. 2004a). Results suggested that land ownership positively 
influenced PF adoption (English, Roberts and Larson 1999; Khanna 2001; Roberts et al. 2004a). 
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On the other hand, some studies found that land tenure did not affect to PF adoption (Daberkow 
and McBride 2003; Sevier and Lee 2005; Walton et al. 2010a).   
Many researchers hypothesized livestock production to have a negative effect on PF 
adoption (English, Roberts and Larson 1999; Fernandez-Cornejo, Beach, and Huang 1994; 
McBride and Daberkow 2003; Roberts, English and Larson 2002; Walton et al. 2010b). 
Management of an enterprise that does not relate to cropland could reduce a farmer’s time for 
managing crop fields (Fernandez-Cornejo, Beach, and Huang 1994). Results suggested that 
livestock production did not affect technology adoption (English, Roberts and Larson 1999; 
Fernandez-Cornejo, Beach, and Huang 1994; McBride and Daberkow 2003; Roberts, English 
and Larson 2002; Walton et al. 2010b).  
Farmer Characteristics 
Many researches hypothesized that age negatively affects the probability of PF adoption 
(Adesina and Zinnah 1993; El-Osta and Mishra 2001; Garcia-Jimenez et al. 2011; Isgin et al. 
2008; Kotsiri et al. 2011; Nair et al. 2011; Paxton et al. 2010; Roberts et al. 2004a, 2004b; Sevier 
and Lee 2005). Roberts et al. (2004a) mentioned that younger farmer had longer planning 
horizons, and therefore had more incentives to change and more exposure to PF technology 
adoption than older farmers. Some results suggested that farmer age was not correlated with PF 
adoption (Adesina and Zinnah 1993; El-Osta and Mishra 2001; Garcia-Jimenez et al. 2011), 
while other studies found that age was negatively associated with technology adoption (Kotsiri et 
al. 2011; Nair et al. 2011; Paxton et al. 2010; Roberts et al. 2004a; Sevier and Lee 2005).  
Batte, Jones, and Schnitkey (1990), Khanna, Epouhe and Hornbaker (1999), Isgin et al. 
(2008), Paxton et al. (2010), Roberts et al. (2004b), and Surjandari and Batte (2003) 
hypothesized educational attainment to have a positive effect on PF adoption. Batte, Jones, and 
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Schnitkey (1990) mentioned that more educated farmers may be able to better understand the use 
of complex technologies such as PF. Some results suggested that education level did not 
influence PF adoption (Batte, Jones, and Schnitkey 1990; Isgin et al. 2008), whereas other, such 
as Khanna, Epouhe and Hornbaker (1999), Paxton et al. (2010), and Roberts et al. (2004b), 
found that education level positively affected PF adoption.  
Many studies hypothesized the use of a computer or a laptop for farm management to 
positively influence PF adoption (Daberkow and McBride 2003; Kotsiri et al. 2011; Larson et al. 
2008; McBride and Daberkow 2003; Nair et al. 2011; Roberts et al. 2004a, 2004b; Walton et al. 
2010a). Because a computer is a technology used to collect, convey, and manipulate data within 
a field (Walton et al. 2010a) use of a computer may affect the rate of adoption. Results suggested 
that the use of a computer had a positive relationship with PF adoption (Daberkow and McBride 
2003; Kotsiri et al. 2011; Larson et al. 2008; Nair et al. 2011; Walton et al. 2010a). On the other 
hand, the use of a computer had no effect on technology adoption in other studies (McBride and 
Daberkow 2003; Roberts et al. 2004a, 2004b).  
Daberkow and McBride (1998), Larson et al. (2008), Walton et al. (2008), Walton et al. 
(2010a) and Nair et al. (2011) hypothesized that household income was positively related to PF 
adoption. The more household income farmers make the more financial ability farmers have to 
invest in PF technology (Larkin et al. 2005). Results of Larson et al. (2008), Walton et al. (2008), 
Walton et al. (2010a) and Nair et al. (2011) found no significant affected of household income on 
PF adoption, while the results of Daberkow and McBride (1998) showed that household income 
significantly affected adoption.   
If a farmer had adopted other PF technologies, the farmer was hypothesized to be more 
likely to adopt a specific PF technology than those who had not adopted other PF technologies. 
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When farmers gained the benefit of PF adoption was greater than the cost of PF adoption 
(Walton et al. 2008), farmers who might or might not continue to use the same technology or 
adopt the new technonolgy Results of Walton et al. (2008) suggested that number of years 
farmers had been used other PF technologies was not related with the decision to adopt a PF 
technology.  
Farmer Perceptions 
Several studies expected that farmer perception of the future profitability of PF would 
have a positive effect on PF adoption (Kotsiri et al. 2011; Roberts et al. 2004a, 2004b; Walton et 
al. 2008). Farmers who perceived a future payoff from using PF would be more likely to adopt 
the technology (Roberts et al. 2004a; Walton et al. 2008). Results of studies suggested that the 
perceived future profitability of PF was positively correlated with PF adoption (Kotsiri et al. 
2011; Roberts et al. 2004a, 2004b; Walton et al. 2008).  
Farmers who believe that PF technologies will be important in the future were 
hypothesized to be more likely to adopt PF than those who do not believe that PF will be 
important in the future (Kotsiri et al. 2011; Robert et al. 2004a, 2004b; Torbett et al. 2007, 2008).  
Optimistic farmers about the future of PF technology would be more likely to adopt (Torbett et 
al. 2007). Results suggested that farmers who believed that PF technologies would be more 
important in the future were more likely to adopt PF technologies (Kotsiri et al. 2011; Robert et 
al. 2004a, 2004b) while Torbett et al. (2007, 2008) found that farmers who believed that PF 
technologies would be more important in the future did not have an effect on VRT adoption.  
Sources of PF Information Used by Farmers 
Many researchers hypothesized that farmers who get PF information from farm dealers, 
crop consultants, university extension, other farmers, trade shows, internet, and news and media 
were more likely to adopt PF technology (Adesina and Zinnah 1993; Daberkow and McBride 
18 
 
1998; Fountas et al. 2005a; Garcia-Jimenez et al. 2011; McBride and Daberkow 2003; Velandia 
et al. 2010; Walton et al. 2008; Walton et al. 2010a, 2010b). The PF information from these 
information source could influence farmers to to adopt PF technoologies if they  provide the 
useful information to farmers (Walton et al. 2008). Previous studied found that the sources of PF 
information had a positive effect on PF adoption (Adesina and Zinnah 1993; Fountas et al. 2005; 
McBride and Daberkow 2003; Velandia et al. 2010; Walton et al. 2010a). While the results of 
Daberkow and McBride (1998) and Garcia-Jimenez et al. (2011) showed that some of the PF 
information sources had no significant effect on technology adoption.  
Timing of PF Technology Adoption  
Innovation diffusion is the process that explains when and how a new idea, practice or 
technique is accepted or rejected among the members of a social system at a given point in 
time (Rogers 1995) and/or across time (Swinton and Lowerberg-DeBoer 2001). In addition to 
diffusion theory, Vishwanath and Goldhaber (2007) found that consumers’ beliefs and 
knowledge of an innovation’s characteristics affect the adoption of the new technology. 
Rogers (1995, p.22) states, ―the rate of adoption is the relative speed with which an innovation 
is adopted by members of a social system.‖  
Time influences technology adoption because the classification of farmers as adopters 
depends on the relative time when each individual becomes aware of the new technology and 
afterwards adopts the technology (Rogers 1995). Innovators are pioneers who adopt new 
technologies soon after they become commercially available. As time passes and other farmers 
perceive the success of the innovators, farmers adopt the technology at an increasing rate 
depending on the profitability of the technology in the production process (e.g., Feder, Just, and 
Zilberman 1985; Rogers 1995). Eventually, the rate of adoption slows as farmers begin to adopt 
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the technology at a decreasing rate after most farmers who expect the technology to be profitable 
have adopted the new technology (Rogers 1983). Rogers (1995) mentioned that time was one of 
the most important factor in the innovation adoption decision process. In addition, Rogers (1995) 
found that the rate of adoption is related to the length of time since the innovation was first 
introduced. If a new innovation is rapidly diffused, the slope of the S-shaped curve is steeper for 
earlier adopters than later adopters.  
In the context of this research, PF technology diffusion is not measured. Rather, this 
research considers the factors affecting the timing of the decision to adopt after a PF 
technology becomes available and aims to determine the factors that influence some cotton 
farmers to adopt PF technology earlier than other farmers.  
In a preliminary study, Roberts et al. (2004b) evaluated the factors influencing cotton 
farmers to adopt precision soil sampling (grid and/or zone soil sampling; PSS) earlier than 
others using 2001 survey data (Roberts et al. 2002). The results suggested that younger 
farmers who had more education, had larger farms, owned more land of the land they farmed, 
had more information about costs and benefits of precision faming, thought PF would be 
profitable/important in the future, and had farms located in Alabama and Georgia adopted 
PSS earlier than other cotton farmers.  
This study researches other technologies, such as yield monitoring, remote sensing and 
grid soil sampling. These three PF technologies are the most well-known technologies in 






CHAPTER 3: CONCEPTUAL FRAMEWORK 
Conceptual Framework 
 The adoption timing decision of a farmer is analyzed in the utility-maximization 
framework (Kennedy 2003). Assume cotton producer   confronts a discrete choice to adopt PF 
technology j at time   where    is the year when the technology first became available. Let 
 [   (    
  )] be the expected utility from adoption in year      and  [   (    
  )] be the 
expected utility from not adopting in year  , where     
   is profit with adoption in year t and     
   
is profit without adoption in year t. Define     
   [   (    
  )]    [   (    
  )], so the 
producer will adopt in year t if     
    and will not adopt if     
    (e.g., Ben-Akiva and 
Lerman 1985; Larson et al. 2008; Louviere, Hensher, and Swait 2000).  
Ben-Akiva and Lerman (1985), Larson et al. (2008), Louviere, Hensher, and Swait 
(2000), and McFadden (1974) identified a random utility model as: 
(1)                                                            
      
          , 
where     
  is defined above,      represents the exogenous variables hypothesized to influence 
adoption in year t,    is a vector of unknown parameters for technology   and      is a random 
error term. The producer will first adopt the technology in the year when     
     and not 
adopt in earlier years. The farmer cannot adopt in years      before the technology becomes 
available.  
If survey data on adoption are available for a particular year, the relationship between 
the year   when farmer   adopted PF technology   can be approximated as: 




where     is the approximate year farmer   adopted PF technology   and      is the number of 
years farmer   reported using PF technology   in the year when the survey was conducted (  ).  
Following Amemiya (1974) and Maddala (1988), the latent value for the number of years 
farmer   reported using technology   in year    (    
 ) is: 
(3)            
       
                         
    ,    
where    is a vector of unknown parameters for technology  ,      is a vector of factors that 
affect     
 ,      is an error vector in year              , and the distribution of     
  given      is: 
(4)                                                    
 |           
      
  . 
The probability values for      
  given      are respectively (Wooldridge 2003):  
(5)                        
   |         
    
   
 
  , 
(6)                                                   
   |        
    
   
 
  . 
In the literature review, farm size, land quality, formal educational level, the use of a 
computer, laptop/handheld PDAs use, household income, the adoption of other PF technologies, 
future profitability and importance of PF, perceptions of environmental quality from using PF, 
the sources of PF information, and location of farms were hypothesized to positively influence 
the PF adoption decision occurring before the date of a survey (  ). Managing rented land, 
livestock ownership, and age of farmers were hypothesized to negatively affect PF technology 
adoption before the given date. If a factor was hypothesized to influence a farmer to adopt 
before the given date of a survey, that factor also would provide incentive for the farmer to 
adopt earlier. Thus, this research uses the same logic to form hypotheses about the timing of 
adoption as in the literature review. For example, a farmer with a larger farm would be expected 
to adopt a PF technology earlier than other farmers because the farmer might be less risk averse 
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than farmers with smaller farms (Roberts et al. 2004a) and might view the cost of PF adoption 
as a smaller obstacle than would farmers operating smaller farms, providing the farmer 
incentives to adopt earlier than farmers with smaller farms. 
 The only potential factor not found in the literature used in this research is perceived 
improvements in cotton lint quality from using PF. Similar to perception of improvements in 
environmental quality, these farmers were hypothesized to expect improvements in lint quality 
after adoption, increasing the likelihood of early PF technology adoption. The expected increase 
in cotton lint quality might influence farmers to adopt earlier to take advantage of higher 




CHAPTER 4: METHODS AND PROCEDURES 
Data 
Data for this study were obtained from the Cotton Incorporated Southern PF Survey 
conducted in February and March of 2009 for the 2008 crop (Mooney et al. 2010). The survey 
was conducted to determine the current use of PF technologies in 12 states: Alabama, Arkansas, 
Florida, Georgia, Louisiana, Mississippi, Missouri, North Carolina, South Carolina, Tennessee, 
Texas, and Virginia (Mooney et al. 2010). From 2007-2008 marketing year lists, the Cotton 
Board in Memphis, Tennessee provided the names and addresses of 14,089 potential cotton 
producers. The survey was developed to ask cotton farmers regarding their use and attitudes 
about PF technologies. The questionnaire, a postage-paid return envelope, and a cover letter 
explaining the purpose of the survey were mailed to each farmer by following mail survey 
procedures of Dillman (1978). The initial mailing was sent on February 20, 2009, and a 
reminder post card was sent two weeks later on March 5, 2009. A follow-up mailing including a 
letter restating the importance of the survey, the questionnaire, and a postage-paid return 
envelope were sent three weeks later on March 27, 2009 to farmers not responding to previous 
mailings. Of the total mailings, 306 were returned undeliverable, 85 declined participations, and 
204 were either retired or did not farm cotton production. Therefore, the response rate was 
12.5% as the number of valid responses (1,692 respondents) divided by the number of cotton 
farmers surveyed (13,579 farmers) (Mooney et al. 2010). 
Question 19 of that survey asked cotton farmers to report the number of years they had 
used specific PF technologies. Farmers who did not answer the question for a specific 
technology were assumed to be non-adopters with zero years using the specific technology. 
After excluding observations with missing data and inconsistencies with the commercial 
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availability of PF technologies, 1059 observations remained for the analysis and the numbers of 
YMR, RMS, and GSS adopters were 63, 53 and 148 adopters, respectively, and the numbers of 
YMR, RMS and GSS non-adopters were 996, 1006 and 911, respectively. Three mutually 
exclusive PF technologies, YMR, GSS and RMS, were used for the analysis. These three 
technologies were chosen for this research because they are among the most used PF 
technologies. The survey data were aligned with post-stratification weights to adjust for 
differences between the sample and the population using procedures developed by Harper 
(2011).  
Univariate Tobit Methods 
 This paper first uses the number of years farmer   reported using technology   as the 
dependent variable in three univariate Tobit models (Schmidheiny 2007) for   = YMR, RMS, 
and GSS. The observed value of the latent variable in Equation (3)     
  is: 
(7)          {      
       
                           
     
                                    
     
, 
so if         (uncensored observation), the farmer adopted PF technology   in year   but if  
       (censored observation), the farmer did not adopt PF technology  . 
The expected value of the observed variable      is (Greene 2012): 
(8)         (    |    )  [    
     
    
   
  
 ]      
    
   
  
 , 
where   and  are the standard normal density and distribution functions, respectively. 
The marginal effect is of a continuous variable is (Wooldridge 2003): 
(9)                                           |                     
    
   
  
 ,     
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Additionally, the marginal effect for a dummy variable is the difference between the 
expected value of     
             when the dummy variable k changes from 0 to 1, holding 
other variables constant (Greene 2012): 
(10)        [    
 |                   ]   [    
 |                   ]  
Maximum-likelihood methods are used to estimate the vector of   that maximize the log-
likelihood function for technology   (Greene 2012): 
(11)              ∑   [  
    
    
      
   
  
 ]  |         ∑   [    
    
      
   
  
 ]  |       . 
Correlation among Error Terms 
 Because cross-sectional survey data are used in the analysis and the potential for a farmer 
to use more than one PF technology in making farm management decisions, the error vectors in 
Equation (3) are likely to be correlated across the three PF technologies (Lambert, Sullivan, and 
Claassen 2007). Correlation of error terms among the three univariate Tobit models causes 
problems with the properties of the univariate Tobit estimators. Violation of the independence of 
errors among the univariate Tobit models makes the univariate Tobit estimators inefficient even 
though they are still unbiased and consistent (Gujarati 1995; Kaiser 2003). Besides inefficient 
estimators (i.e., no longer minimum variance), the standard errors of the estimators tend to be 
underestimated, yielding t-statistics that tend to be overestimated (Gujarati 1995). If the errors 
are not correlated, the univariate Tobit estimators are efficient (Anastasopoulos et al. 2012). If 
the errors are correlated, the Trivariate Tobit method that accounts for error correlation in a 
multi–equation Tobit model uses the error structure across equations to produce efficient 
(Kuhlgatz, Abdulai and Barrett 2010) and consistent estimators (Amemiya 1974).  
A likelihood ratio test is used test for error correlation across the three univariate Tobit 
models (Wooldridge 2003): 
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(12)                 , 
where     is the log-likelihood value for the unrestricted model and    is the log-likelihood 
value for restricted model. The    follows a chi-square distribution      with degrees of 
freedom (df). 
The residuals of the univariate Tobit regressions provide estimates of the errors of the 
univariate Tobit models and can be used to test for error independence under the null hypothesis 
(  ) (Gaudry and Blum et al. 1988): 
(13)                                                                          , 
where      is the correlation of errors between technologies   and   (   ) (Greene 2003; 
StataCorp 2011). A likelihood ratio test was used to test for error correlation (Wooldridge 2003): 
 Therefore, if the null hypothesis is rejected, the error terms are assumed correlated and a 
Trivariate Tobit model is used to analyze the data. Failure to reject the null hypothesis suggests 
independence across error terms and the models are estimated as univariate Tobit models 
(Anastasopoulos et al. 2012). 
Trivariate Tobit Methods 
 Following Lee (1993), the Trivariate Tobit model generalizes the univariate Tobit 
models to a system of equations for YMR, RMS and GSS: 
(14)                                              {
          
                    
     
                                
     
 
and 
(15)                                                         
              , 
where      is the dependent variable for the  
   farmer and     PF technology, is a vector of 
parameters,      is a vector of explanatory variables, and      are Trivariate normally and 
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independently distributed error terms with zero mean, correlation (         ), variance (  
 ), 
covariance (         ) and covariance matrix (Anastasopoulos et al. 2012): 
(16)   (
      
                                                                   
                            
                              
                                                       
 
)  
The Trivariate Tobit distribution is (Anastasopoulos et al. 2012): 
(17)      
                                                                          
                                                                             , 
where      =      ,      =      , and      =      ;       are independent variables for 
YMR,       is independent variables for RMS,        are independent variables for GSS; 
      is a vector of estimable parameters for YMR,       is a vector of estimable parameters 
for RMS,       is a vector of estimable parameters for GSS; and    is the dependence parameter 
vector, that indicates the correlation across error terms (         ) (Trivedi and Zimmer 
2005). 
The log-likelihood function for the Trivariate Tobit model is (Anastasopoulos et al. 
2012): 
(18)                                                                            
 = ∑ ∑       
 
           |        ∑            
 
                            
                                                                   , 
where   is the number of observations,           [.] is the cross partial derivative for the 
copula and   is the matrix of dependence parameters defined above (Prokhorov and Schmidt 
2009; Trivedi and Zimmer 2005). 
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Comparison of Means between Adopters and Non-Adopters 
 As a preliminary analysis of the data representing factors hypothesized to influence the 
decision to adopt these technologies, the sample means between farmers who did and did not use 
YMR, RMS, and GSS were evaluated by t-tests to determine differences in sample means 
(Snedecor and Cochran 1989). The null hypothesis for two sample means is (Moser and Stevens 
1992): 
(19)                                               ̅    ̅   , 
where subscripts   and    represent farmers who did and did not use PF technology  , 
respectively, and   = YMR, RMS, and GSS. 
The test statistic is (Ruxton 2006): 
(20)         
 ̅    ̅   
  
 
√    ⁄       ⁄
, 
where  ̅   and  ̅    are the sample means,    and      are the sample sizes for adopters and 
non-adopters, respectively, and   
  is the pooled sample variance. The pooled variance (  
 ) is: 
(21)        
  
(     )   
              
 
          
. 
Spearman’s Rank Correlation Coefficients 
Preliminary analysis of the relationship between factors hypothesized to influence the 
timing of adoption is evaluated using Spearman’s rank correlation coefficients. The Spearman’s 
rank correlation coefficient (  ) for farmers who adopted the technologies is (Spearman 1904): 
(22)                                                      ∑ 
      ⁄  , 
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where ∑  = ∑   
  
   , and   is the ranked difference between the ranks of each farmer on the 
dependent and independent variables and   is the number of farmers who adopted or used each 
PF technology.  
 Because Spearman’s rank correlation coefficient is a non-parametric tool, it is not 
influenced by the distribution of the population (Gauthier 2001). It is used to provide the 
direction of the relationship between the number of years an adopter had used a PF technology 
and an independent variable (Spearman 1904). 
Multicollinearity Diagnostics 
Interdependency among explanatory variables is evaluated (Farrar and Glauber 1967). If 
two or more independent variables are highly correlated, standard errors might be biased 
upward and harm the estimated coefficients and inferences (Mansfield and Helms 1982). 
Variance inflation factors (VIF) are used to diagnose collinear relationships among independent 
variables. The variance inflation factors are calculated by Equation (23) (Afifi and Clark 1984; 
Fox 1984), 
(23)                                      VIF  
 
    
 ,  
where    is the coefficient of determination of a regression of an independent variable on all the 
other independent variables (Nagelkerke 1991). A value of VIF greater than 10 indicates that 
multicollinearity may exist among independent variables (Neter, Wasserman, and Kutner 1985). 
Empirical Model 
 The following empirical Tobit models were specified to examine factors influencing the 
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where      is the number of years farmer   (  = 1, 2, …., 1059) reported using PF technology   
(  = YMR, RMS and GSS), the     are parameters to be estimated using maximum likelihood 
and   is a random error term.      is specified as a function of farm and farmer characteristics, 
farmer perceptions about PF, information sources and location variables. The data used in the 
analysis are for 2009 when the survey was conducted (Mooney et al., 2010). Since data for the 
years when farmers made their adoption decisions were not available, the survey data were used 
as proxies for the variables when the adoption decisions were made. The definitions and 




CHAPTER 5: RESULTS 
Comparison of Means between Adopters and Non-Adopters 
Results of the comparison between adopters and non-adopters for YMR are presented in 
Table 2. These comparisons were not subject to the ceteris paribus assumption, but they provided 
indications of what to expect in the Tobit regressions. Results indicated that farmers who 
adopted YMR had larger cotton hectares (590 ha) compared to non-adopters (270 ha. On 
average, adopters were nine years younger than farmers who did not adopt YMR. 
Approximately, 77% of adopters who used YMR had more than 12 years of formal education 
compared to non-adopters (64%), 93% of adopters used computer for farm management 
compared to non-adopters (49%), and 50% of adopters used laptop/handheld PDAs within a field 
compared to non-adopters (10%). A larger percentage of adopters who used YMR, had taxable 
household income (on average) greater than $200,000 (34%) compared to non-adopters (19%). 
Of the farmers who adopted YMR, 15% had adopted RMS before or in the same year they 
adopted YMR, 41% had adopted GSS in the same year or before adopting YMR, and 54% 
adopted other PF technologies in the same year or before adopting YMR. About 84% and 94% 
of the adopters were optimistic about the future profitability and importance of PF compared to 
non-adopters with mean percentages of 50% and 83%, respectively. On average, farmers who 
adopted YMR thought PF improved cotton lint quality (30%) and environmental quality (57%) 
compared to non-adopters with the improvement of PF use in cotton quality (8%) and 
environmental quality (11%). Approximately 71%, 43%, 55% and 46% of adopters obtained PF 
information from farm dealers, crop consultants, trade shows, and the Internet, respectively, 
compared to non-adopters who gained PF information from farm dealers (56%), crop consultants 
(29%), trade shows (28%), and the Internet (22%). On average, 18%, 3%, 16%, 1%, and 17% of 
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adopters who used YMR had farms located in Arkansas, Georgia, Louisiana, South Carolina, and 
Texas respectively, compared to non-adopters who have farms located in Arkansas (5%), 
Georgia (15%), Louisiana (3%), South Carolina (3%), and Texas (43%).  
Results of the comparison between adopters and non-adopters of RMS are presented in 
Table 3. On average, farmers who adopted RMS had larger cotton hectares (553 ha) compared 
to non-adopters (273 ha) and 19% of cotton farmers who adopted YMR owned livestock 
compared to non-adopters (32%). Adopters were (on average) about nine years younger than 
farmers who did not adopt RMS. Approximately, 79% of adopters who used RMS had more 
than 12 years of formal education compared to non-adopters (64%). Farmers who adopted RMS 
used computer (86%) or laptop/handheld PDAs (38%) as a farm management device compared 
to non-adopters with the use of computer (49%) or laptop/handheld PDAs (11%). 15% had 
adopted YMR in the same year or before adopting RMS, 21% had adopted GSS in the same 
year or before adopting RMS, and 54% adopted other PF technologies in the same year or 
before adopting RMS. About 79% and 95% of the adopters were more optimistic about the 
profitability and importance of PF use in the future than farmers who did not adopted RMS with 
future profitability (50%) and importance (83%) of PF use. On average, farmers who adopted 
RMS thought PF improved cotton lint quality (28%) and environmental quality (35%) 
compared to non-adopters who thought they improved of cotton quality (8%) and environmental 
quality (12%). Farmers who adopted RMS gained PF information from farm dealers (73%), the 
University Extension (51%), trade shows (49%), the Internet (49%), and news/media (53%) 
compared to non-adopters RMS of who gained PF information from farm dealers (56%), the 
University Extension (37%), trade shows (29%), the Internet (22%), and news/media (33%). On 
average, cotton farmers who adopted RMS had farms in Arkansas (19%), Mississippi (13%), 
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and Texas (20%) compared to non-adopters in Arkansas (5%), Mississippi (5%), and Texas 
(42%).  
Results of the comparison between adopters and non-adopters of GSS are presented in 
Table 4. On average, adopters who adopted GSS had larger farms (363 ha) compared to non-
GSS adopters (274 ha). About 10 years of age existed between adopters of GSS and non-
adopters. Farmers who adopted GSS studied more than 12 years in formal education (80%) 
compared to non-adopters (62%). About 81% and 21% of farmers who adopted GSS used 
computer and laptop/handheld PDAs within the fields compared to farmers who did not adopt 
GSS with computer use (47%) and laptop/handheld PDAs use (11%). 7% had adopted GSS in 
the same year or before adopting GSS, 7% had adopted RMS in the same year or before 
adopting GSS, and 35% adopted other PF technologies in the same year or before adopting 
GSS. The percentage of GSS adopters who thought PF would improve profit, be important, 
improve cotton quality and environmental quality were 72, 94, 22, and 37%, respectively, 
compared to GSS non-adopters with PF improving profit (49%), importance (82%), cotton 
quality (7%), and environmental quality (10%). The sources of PF information were 76% from 
farm dealers, 48% from crop consultants, 49% from the University Extension, 46 % from trade 
shows, and 37% from the Internet for adopters compared to non-adopters with obtaining PF 
information from farm dealers (54%), crop consultants (27%), the University Extension (36%), 
trade shows (27%), and the Internet (22%). Lastly, larger percentages of farmers who adopted 
GSS had farms located in Louisiana (11%), Mississippi (13%), Tennessee (15%), Texas (9%), 
and Virginia (0.5%) compared to non-adopters who had farms in Louisiana (3%), Mississippi 




Spearman’s Rank Correlation Coefficients 
Spearman correlations coefficients of YMR adoption are presented in Table 5. Results 
indicate that farmers who obtain PF information from internet have significantly negative 
relationship with the number of years farmers used YMR, while farmers who studied more than 
12 years in formal education have positive relationship with the number of years farmers used 
YMR. Also, farmers who operated farms in Texas were significantly less likely to adopt earlier 
than other farmers. 
Spearman correlations coefficients of RMS adoption are presented in Table 6. Results 
indicate that farmers who had taxable household income from both farm and non-farm sources 
of $200,000 or greater have significantly positive relationship with the number of years farmers 
used RMS, while farmers who had adopted GSS earlier or at the same time as RMS are more 
likely to adopt RMS later.  
Spearman correlations coefficients of GSS adoption are presented in Table 7. Results 
indicate that larger farm size, positive perceptions about  PF technologies improving cotton and 
environmental quality, using university extension to obtain PF information, and having farms 
located in Alabama or Florida were positively related to the number of years farmers used GSS. 
On the other hand, adopting YMR, RMS or other PF technologies at the same time or before 
GSS, and having farms located in Arkansas were negatively associated with the number of 
years farmers used GSS. 
Multicollinearity Diagnostics 
 Multicollinearity results for YMR, RMS, and GSS are presented in Table 8. Results 
show that mean VIFs are 1.26, 1.25, and 1.24 for YMR, RMS, and GSS, respectively. The 
maximum VIF among the three technologies of 1.66 was for the number of years used other PF 
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technologies being greater or equal to the number of years used YMR. Because the VIFs are 
less than 10, multicollinearity is unlikely to affect the estimated coefficients or affect inferences 
drawn from test using the standard errors.  
Univariate Tobit Results 
This section presents the results for the univariate Tobit model estimation. The factors 
significantly associated with the timing of adoption are presented first, following by the 
estimated marginal effects of those factors. 
Results from Univariate Tobit Model for Yield Monitoring Adoption 
Results suggest that younger cotton farmers who had larger lint yield, used a computer 
and laptop for cotton production, had taxable household income of $100,000 or greater, had the 
number of years used GSS and the number of years used other PF technologies were greater 
than or equal to the number of years used YMR, thought the use of PF would be profitable, be 
important, improve cotton and environmental quality adopted YMR earlier than other farmers, 
while farmers who obtained PF information from farm dealers and the Internet adopted YMR 
later than farmers who did not obtain PF information from farm dealers and the Internet (Table 
9). 
Results from Univariate Tobit Model for Remote Sensing Adoption 
Results suggest that younger cotton farmers who had taxable household income of 
$100,000 or greater, had the number of years used GSS and the number of years used other PF 
technologies were greater than or equal to the number of years used RMS, thought the use of PF 
would be profitable in the future and improve environmental quality, and obtained PF 
information from news and/or media adopted RMS earlier than other farmers. Additionally, 
farmers who had farms located in Arkansas, Missouri, and South Carolina adopted RMS earlier 
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than farmers in Texas, while farmers who obtained PF information from crop consultants 
adopted RMS later than farmers who did not obtain PF information from crop consultants 
(Table 10). 
Results from Univariate Tobit Model for Grid Soil Sampling Adoption 
Results suggest that younger cotton farmers who used computer for farm management, 
had the number of years used other PF technologies was greater than or equal to the number of 
years used GSS, thought the use of PF would be improve environmental quality, obtained PF 
information from crop consultant adopted GSS earlier than other farmers. Except Virginia, 
farmers in Texas adopted GSS later than farmers in all other states. On the other hands, farmers 
who had the greater ratio of rented lands to total lands, used laptop within a field, and obtain PF 
information from new and/or media adopted RMS later than other farmers (Table 11). 
Results of Marginal Effects for Yield Monitoring Adoption 
The marginal effects of YMR adoption are presented in Table 12. While holding other 
variables constant, the marginal effects suggest that the increase of a 1000 kg ha
-1 
in yield 
increased YMR use by 0.012 years and an increase in age by one year in decreased use of YMR 
by 0.007 years. Farmers who used computer for farm management and used laptop/ PDA within 
the fields would adopt YMR 0.16 and 0.17 years, respectively, earlier than other farmers who 
did not use computer and laptop.  Farmers with taxable household income between $100,000 
and $199,999 and those farmers with taxable household income of $200,000 or greater used 
YMR 0.17and 0.22 years earlier than farmers with taxable household income less than 
$100,000. Farmers who used GSS and other technologies before or the same time as YMR 
adoption used YMR 0.46 and 1 years earlier, respectively, than other farmers. Farmers adopted 
YMR 0.22 and 0.29 years earlier if they thought PF would be profitable to use in the future  and 
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thought PF technologies would be important in his/her state five years in the future, 
respectively. Farmers who thought PF would improve cotton and environmental quality used 
YMR 0.13 and 0.16 years earlier than farmers who did not think that PF would improve lint or 
environmental quality. Farmers who use farm dealers and the Internet adopted YMR 0.092 and 
1.115 years later, respectively, than farmers who did not obtain PF information from farm 
dealers and the Internet. 
Results of Marginal Effects for Remote Sensing Adoption 
The marginal effects of RMS suggest that an increase of a year in age decreased use of 
RMS by 0.015 years. Farmers who had taxable household income between $100,000 and 
$199,999 adopted RMS 0.23 years earlier than farmer who had taxable household income less 
than $100,000. Farmers who used GSS and other technologies before or the same time as RMS 
adoption used RMS 0.61 and 3.28 earlier years, respectively, than other farmers. Farmers who 
thought PF would be profitable for him/her to use in the future adopted RMS 2 years earlier 
than farmers who did not think PF would be profitable for him/her to use in the future. Farmers 
who use news/media to obtain PF information adopted RMS 0.25 years earlier than farmers 
who did not obtain PF information from news/media. While farmers who used crop consultants 
to obtain PF information adopted RMS 0.29 years later than farmers who did not use crop 
consultants to obtain PF information. Farmers who had farms located in Arkansas, Missouri, 
and South Carolina adopted RMS 0.48, 0.74, and 0.38 years, respectively, earlier than farmers 
in Texas (Table 12). 
Results of Marginal Effects for Grid Soil Sampling Adoption 
 An increase of the ratio of land rented to total land farmed increased farmers adopted 
GSS later than other farmers by 0.41 years. A year increase in age who was associated with 
38 
 
GSS 0.03 years later. Farmers who used computer for farm management adopted GSS 0.34 
years earlier than those who did not use computer for farm management. While farmers who 
used laptop/PDA within their fields adopted GSS 0.33 years later than farmers who did not use 
laptop/PDA. Farmers who used other PF technologies before or the same time as GSS adoption 
adopted GSS 1.85 years earlier than other farmers. Farmers who thought PF would improve 
environmental quality adopted GSS 0.57 years earlier than farmers who did not think that PF 
would improve environmental quality. Farmers who used crop consultants to obtain PF 
information adopted GSS 0.26 years earlier than those who did not use crop consultants to 
obtain PF information, while farmers who used news and/or media to obtain PF information 
adopted GSS 0.19 years later than other farmers who did not obtain PF information from news 
and/or media. Farmers who had farms located in Alabama or Florida, Arkansas, Georgia, 
Louisiana, Missouri, Mississippi, North Carolina, South Carolina, and Tennessee adopted GSS 
0.49, 0.43, 0.51, 1.38, 1.22, 1.19, 0.52, 0.74, and 1.31 years earlier than farmers in Texas (Table 
12). 
Correlation among Error Terms 
The null hypothesis of no correlation across the error term of the three Tobit models was 
rejected as indicated by the Chi-square value (  =127.099;  =0.05; 3 df) being greater than the 
critical value (  =7.82), so the Trivariate Tobit model is used in the analysis. 
Trivariate Tobit Results 
 The results from the Trivarate Tobit model estimation are presented in this section. At 
the time of this writing, the marginal effects from the Trivariate model had not been calculated, 
because their calculation is not straight forward. Nevertheless, the estimated coefficients are 
presented, suggesting the factors that influence cotton farmers to adopt YMR, RMS and GSS 
sooner after these technologies became available. 
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Results from Trivariate Tobit Model for Yield Monitoring Adoption 
Results of Trivariate Tobit model for YMR suggested that younger cotton farmers who 
had higher lint yield, used a computer for farm management and a laptop in the field, had 
taxable household income of $100,000 or greater, adopted GSS or other PF technologies before 
or in the same year as YMR, thought PF would be profitable and important, and thought PF 
would improve environmental quality adopted YMR earlier than other farmers. Additionally, 
farmers who had farms located in Arkansas adopted YMR earlier than farmers in Texas. 
Farmers who used the Internet to obtain PF information adopted YMR later than farmers who 
did not use the Internet to obtain PF information (Table 13). 
Results from Trivariate Tobit Model for Remote Sensing Adoption 
Results of Trivariate Tobit model for RMS adoption suggested that younger cotton 
farmers who adopted other PF technologies before or the same time as RMS, thought PF would 
be profitable in the future, would improve environmental quality, used news and/or media to 
obtain PF information adopted RMS earlier than other farmers. While farmers who used crop 
consultants to obtain PF information adopted RMS later than farmers who did not use crop 
consultants to obtain PF information. Farmers who had farms located in Arkansas, Missouri, or 
South Carolina adopted RMS earlier than farmers in Texas (Table 14). 
Results from Trivariate Tobit Model for Grid Soil Sampling Adoption 
Results of Trivariate Tobit model suggested that younger cotton farmers who had the 
greater ratio of rented lands to total lands, used laptop or handheld computer in the field, and 
adopted YMR before or at the same time adopting GSS adopted GSS later than other farmers. 
Farmers who used a computer for farm management, adopted other PF technologies before or at 
the same time adopting GSS, thought the use of PF would improve environmental quality, and 
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obtained PF adoption information from crop consultants and trade shows adopted GSS earlier 
than other farmers. Farmers in Texas adopted GSS later than farmers in all other states except 
Virginia (Table 15). 
Differences in Significant Coefficients Between Univariate and Trivariate Tobit  
  For YMR, farmers who thought PF would improve cotton quality and had farms located 
in Arkansas were the factors that were significant in Univariate Tobit model but not in 
Trivariate Tobit. Also, farmers who had taxable household income of $100,000 and greater and 
had the number of years farmer used GSS was greater than or equal to RMS use were not 
significant in Trivariate Tobit model but were in Univariate Tobit for RMS adoption. Lastly, 
farmers who had the number of years farmer used YMR was greater or equal to GSS use and 
used trade shows to obtain PF information were significant in Univariate Tobit for GSS 
adoption but not in adopting GSS.  
Differences in Significant Variables among Three PF Technologies in the Trivariate Tobit 
Model 
Land tenure affected GSS but not YMR or RMS probably because GSS is used directly 
for fertility management, while YMR and RMS are not tied as directly to variability in nutrient 
deficiencies, but are also used to detect variability in other field characteristics, such as weed, 
insect and drainage problems. Therefore, farmers may not receive the long-term benefits from 
investing in a fertility management program on rented land, especially if leases are renewable 
annually, reducing incentives to use GSS if they rent a larger portion of their land. 
 Using a computer for farm management had significant effects on the timing of YMR 
and GSS adoption because these devices are useful tools for collecting and manipulating spatial 
data within fields for management of inputs. But they may not be as important for RMS adoption 
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because satellite images and aerial photos are generated by other parties and purchased by 
farmers. 
 Household incomes of $100,000 or greater were positively associated with the early 
adoption of YMR, but not RMS or GSS. This finding may result from cotton farmers typically 
purchasing yield monitors as add-ons when purchasing new cotton pickers. Thus, higher income 
farmers who are more likely to update their pickers more often may have added cotton yield 
monitors to their new pickers sooner after they became available than lower income farmers who 
may delay purchasing new picker earlier than higher income farmers. On the other hand, RMS 
and GSS are technologies that are typically purchased independently form other technologies. 
 Farmers who adopted YMR at the same time or before adopting GSS adopted GSS later 
than other farmers, while farmers who adopted GSS at the same time or before adopting YMR 
adopted YMR earlier than other farmers. Because intensive GSS was commercially available in 
the early of 1990s and accurate YMR were not available until 2000, farmers who had already 
adopted GSS adopted YMR sooner after it became available than farmers who had not already 
adopted GSS. Also, if a farmer waited to adopt GSS until after adopting YMR, the farmer was 
likely to have adopted GSS later than those who adopted GSS before adopting YMR. 
Farmers who thought PF technology would be profitable and important in the future 
were more likely to adopt YMR earlier than other farmers, probably because YMR was an 
easier way to invest in PF technology as an add-on to a new picker at a lower cost than 
purchasing RMS or GSS services; the costs of YMR in 2000 was about $6.72/ha while the cost 
of RMS and GSS were about $7.41/ha and $14.83/ha, respectively (Muzzi 2001). Farmers who 
owned a calibrated cotton picker with YMR (Boydell, McBratney, and Whelan 1998) might 
gain benefits from using this technology because a picker with YMR could pull the entire cotton 
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bolls from cotton plants and farmers might waste or lose less fibers from using this picker (Sui 
























CHAPTER 6: SUMMARY AND CONCLUSION 
 This study presented factors that influence the timing of YMR, RMS, or GSS technology 
adoption. The adoption decision of farmers was analyzed from farm and farmer characteristics in 
a framework of a random utility model. Different factors influence cotton farmers’ timing of 
YMR, RMS and GSS adoption in the technology diffusion process. The number of years a 
farmer had used these three PF technologies as the dependent variables was analyzed as a 
function of farm and farmer characteristics, farmer perceptions, sources of PF information, and 
regional characteristics. Data for this study were obtained from the Cotton Incorporated Southern 
PF Survey conducted in February and March of 2009 for the 2008 crop and were aligned with 
post-stratification weights. Three PF technologies, YMR, GSS and RMS, were used for the 
analysis. After excluding observations with missing data and inconsistencies with the 
commercial availability of PF technologies, 1059 observations remained for the analysis and the 
numbers of farmers who adopted YMR, RMS and GSS were 63, 53 and 148 adopters. 
 Comparisons of sample means and the Spearman rank correlation coefficients were used 
to compare adopters and non-adopters and to analyze the relationship between the number of 
years farmers used each PF technology and the hypothesized factors, respectively. These 
analyses do not incorporate the ceteris paribus assumption, so further analysis was conducted 
using univariate Tobit regression for each technology. 
The null hypothesis of no correlation across the error terms of the univariate Tobit 
models was rejected, implying that three separate univariate Tobit models could not be 
defensibly estimated. Therefore, the numbers of years farmers reported using the three PF 
technologies were estimated in the context of a Trivariate Tobit model that accounts for cross-
equation correlation of error terms to obtain efficient and consistent estimators.  
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Results of Trivariate Tobit model for YMR suggested that younger cotton farmers who 
had higher lint yield, used a computer for farm management and a laptop in the field, had taxable 
household income of $100,000 or greater, adopted GSS or other PF technologies before or in the 
same year as YMR, thought PF would be profitable and important, and thought PF would 
improve environmental quality adopted YMR earlier than other farmers. Additionally, farmers 
who had farms located in Arkansas adopted YMR earlier than farmers in Texas. Farmers who 
used the Internet to obtain PF information adopted YMR later than farmers who did not use the 
Internet to obtain PF information. 
In addition, results of Trivariate Tobit model for RMS adoption suggested that younger 
cotton farmers who adopted other PF technologies before or the same time as RMS, thought PF 
would be profitable in the future, would improve environmental quality, used news and/or media 
to obtain PF information adopted RMS earlier than other farmers. While farmers who used crop 
consultants to obtain PF information adopted RMS later than farmers who did not use crop 
consultants to obtain PF information. Farmers who had farms located in Arkansas, Missouri, or 
South Carolina adopted RMS earlier than farmers in Texas. 
Lastly, results of Trivariate Tobit model suggested that younger cotton farmers who had 
the greater ration of rented lands to total lands, used a laptop or handheld computer in the field, 
and adopted YMR before or at the same time adopting GSS adopted GSS later than other 
farmers. Farmers who used a computer for farm management, adopted other PF technologies 
before or at the same time adopting GSS, thought the use of PF would improve environmental 
quality, and obtained PF adoption information from crop consultants and trade shows adopted 
GSS earlier than other farmers. Farmers in Texas adopted GSS later than farmers in all other 
states except Virginia. 
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Nearly two decades after commercialization of the first PF technology, specific PF 
technologies continue to be evaluated for factors influencing their adoption and diffusion. 
Results from this study will be useful for researchers and agricultural support personnel in 
helping farmers improve field efficiency, increase profit, and decrease negative environmental 
impacts. Additionally, results can provide information to cotton farmers for making technology 
adoption decisions now and in the future (Diekmann and Batte 2010), may help the sources of 
PF information (e.g., farm dealers, crop consultants) to estimate the costs of PF training activity 
fee for charging cotton farmers (Velandia et el. 2010), and can be used by scientists and 
researchers to put PF technology adoption and diffusion into a historical perspective for future 
research (Griffin, Bongiovanni, and Lowenberg-DeBoer 2010). Finally, machinery 
manufacturers and agricultural retailers might use results of this study to anticipate the demand 
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Dependent Variables   
YRYMR Number of years farmer used yield monitoring  
 
YRRMS Number of years farmer used passive remote sensing 
 




FARMSIZE Area (100ha units) of cotton farmed in 2007 or 2008 
(year of largest area) 
+ 
YIELD A weighted average of irrigated and non-irrigated 
yield (1000kg/ha units) in 2007 or 2008 (year of 
largest area) 
+ 
TENURE Ratio of rented to total land farmed in 2007 or 2008 
(year of largest cotton area) − 
LIVESTOCK Farmer owned livestock (yes=1; else=0) − 
AGEYMR Age when farmer adopted YMR, technology  
(age in 2009 − YRYMR) 
− 
AGERMS Age when farmer adopted RMS technology  
(age in 2009 – YRRMS) 
− 
AGEGSS Age when farmer adopted GSS technology 
 (age in 2009 – YRGSS) 
− 
EDUCATION Farmer had more than 12 years formal education  
(yes=1; else=0) 
+ 
COMPUTER Farmer used computer for farm management  
(yes=1; else=0) + 
LAPTOP Farmer used laptop or handheld PDA in the field  
(yes=1; else=0) + 
LOWINCOME
b
 2007 taxable household income less than $100,000  
(yes=1; else = 0) NA 
MEDINCOME 2007 taxable household income between $100,000 
and $199,999 (yes=1; else = 0) + 
HIGHINCOME 2007 taxable household income $200,000 or greater 
 (yes=1; else=0) + 
YRRMS≥YRYMR Number of years farmer used RMS technology is 
greater than or equal to Number of years farmer used 
YMR technology (yes=1; else=0)  
+ 
YRGSS≥YRYMR Number of years farmer used GSS technology is 
greater than or equal to number of years farmer used 










 Number of years farmer used other technologies is 
greater than or equal to number of years farmer used 
YMR technology (yes=1; else=0)  
+ 
YRYMR≥YRRMS Number of years farmer used YMR technology is 
greater than or equal to number of years farmer used 
RMS technology (yes=1; else=0)  
+ 
YRGSS≥YRRMS Number of years farmer used GSS technology is 
greater than or equal to number of years farmer used 
RMS technology (yes=1; else=0)  
+ 
YROTHERS≥YRRMS Number of years farmer used other PF technologies 
is greater than or equal to number of years farmer 
used RMS technology (yes=1; else=0)  
+ 
YRYMR≥YRGSS Number of years farmer used YMR technology is 
greater than or equal to number of years farmer used 
GSS technology (yes=1; else=0)  
+ 
YRRMS≥YRGSS Number of years farmer used RMS technology is 
greater than or equal to number of years farmer used 
GSS technology (yes=1; else=0)  
+ 
YROTHERS≥YRSGSS Number of years farmer used other PF technologies 
is greater than or equal to number of years farmer 




Farmer thought PF would be profitable for him/her to 
use in the future (yes=1; else=0) + 
IMPORTANT Farmer thought PF would be important in his/her 
state five years in the future (yes=1; else=0) + 
COTQUALITY Farmer thought PF would improve lint quality 
(yes=1; else=0) + 
ENVIQUALITY Farmer thought PF would improve environmental 
quality (yes=1; else=0) + 
FARMDEALERS Farmer used farm dealers for PF information (yes=1; 
else=0) + 
CONSULTANTS Farmer used crop consultants for PF information 
(yes=1; else=0) + 
EXTENSION Farmer used Extension for PF information (yes=1; 
else=0) + 
FARMERS Farmer used other farmers for PF information 
(yes=1; else=0) + 









INTERNET Farmer used the Internet for PF information (yes=1; 
else=0) + 
NEWSMEDIA Farmer used news media for PF information (yes=1; 
else=0) + 
ALFL  Farm located in Alabama or Florida (yes=1; else=0) 
+/− 
AR  Farm located in Arkansas (yes=1; else=0) 
+/− 
GA Farm located in Georgia (yes=1; else=0) 
+/− 
LA Farm located in Louisiana (yes=1; else=0) 
+/− 
MO  Farm located in Missouri (yes=1; else=0) 
+/− 
MS  Farm located in Mississippi (yes=1; else=0) 
+/− 
NC  Farm located in North Carolina (yes=1; else=0) 
+/− 
SC  Farm located in South Carolina (yes=1; else=0) 
+/− 




  Farm located in Texas (yes=1; else=0) 
NA 
VA  Farm located in Virginia (yes=1; else=0) 
+/− 
a   is the number of observations 
b 
Reference categories excluded from Trivariate Tobit regressions. 
c 
OTHER PF refers to the adoption of at least one of the following PF technologies before or at 
the same time as PF technology j: yield monitors without GPS, management zone soil sampling, 












Adopter Mean  Non-Adopter Mean  
T-Test 
 (N = 63
b
)  (N = 996
c
) 
FARMSIZE 5.907 2.704 4.442*** 
YIELD 1.141 1.020 1.040 
TENURE 0.762 0.783 −0.564 
LIVESTOCK 0.248 0.320 −1.215 
AGEYMR 45.323 54.270 −5.754*** 
EDUCATION 0.769 0.639 2.184** 
COMPUTER 0.927 0.490 11.691*** 
LAPTOP 0.497 0.100 5.896**** 
MEDINCOME 0.354 0.260 1.442 
HIGHINCOME 0.335 0.191 2.181** 
YRRMS≥YRYMR 0.149 0.000 3.236*** 
YRGSS≥YRYMR 0.408 0.000 6.242*** 
YROTHERS≥YRYMR 0.540 0.000 8.129*** 
PROFITABLE 0.840 0.499 6.521*** 
IMPORTANT 0.936 0.828 2.706*** 
COTQUALITY 0.297 0.079 3.520*** 
ENVIQUALITY 0.566 0.112 6.758*** 
FARMDEALERS 0.712 0.561 2.352** 
CONSULTANTS 0.425 0.287 2.033** 
EXTENSION 0.478 0.372 1.552 
FARMERS 0.673 0.574 1.516 
TRADESHOWS 0.548 0.284 3.853*** 
INTERNET 0.462 0.224 3.516*** 
NEWSMEDIA 0.332 0.333 −0.022 
ALFL 0.067 0.078 −0.364 
AR 0.183 0.053 2.226** 
GA 0.025 0.145 −4.183*** 
LA 0.158 0.033 2.510** 
MO 0.037 0.035 0.068 
MS 0.115 0.054 1.552 
NC 0.118 0.078 1.035 
SC 0.010 0.031 −1.741* 
TN 0.092 0.053 1.037 
TX
d








Adopter Mean  
 (N = 63
b
) 
Non-Adopter Mean  




VA 0.028 0.016 0.604 
a
 Variables are defined in Table 1. 
b
 The number of farmers using yield monitoring. 
c
 The number of farmers not using yield monitoring. 
d
 Texas (TX) is a reference category for farm location.  

































FARMSIZE 5.532 2.729 3.326*** 
YIELD 1.140 1.020 1.028 
TENURE 0.772 0.783 −0.271 
LIVESTOCK 0.186 0.323 −2.316** 
AGERMS 44.818 54.207 −5.187*** 
EDUCATION 0.789 0.639 2.355** 
COMPUTER 0.861 0.494 6.542*** 
LAPTOP 0.376 0.106 3.700*** 
MEDINCOME 0.334 0.261 0.985 
HIGHINCOME 0.225 0.196 0.474 
YRYMR≥YRRMS 0.148 0.000 3.162*** 
YRGSS≥YRRMS 0.212 0.000 3.562*** 
YROTHERS≥YRRMS 0.538 0.000 7.211*** 
PROFITABLE 0.786 0.502 4.491*** 
IMPORTANT 0.949 0.828 2.838*** 
COTQUALITY 0.276 0.081 3.013*** 
ENVIQUALITY 0.354 0.123 3.279*** 
FARMDEALERS 0.725 0.561 2.290** 
CONSULTANTS 0.380 0.290 1.260 
EXTENSION 0.506 0.371 1.759* 
FARMERS 0.676 0.574 1.384 
TRADESHOWS 0.489 0.288 2.657*** 
INTERNET 0.494 0.224 3.572*** 
NEWSMEDIA 0.527 0.325 2.665*** 
ALFL 0.040 0.079 −1.490 
AR 0.190 0.053 2.069** 
GA 0.067 0.143 −1.585 
LA 0.095 0.037 1.392 
MO 0.102 0.032 1.402 
MS 0.134 0.053 1.763* 
NC 0.051 0.081 −1.086 
SC 0.059 0.029 0.881 
TN 0.048 0.055 −0.216 
TX
d


















VA 0.015 0.017 −0.108 
a
 Variables are defined in Table 1. 
b
 The number of farmers using remote sensing. 
c
 The number of farmers not using remote sensing. 
d
 Texas (TX) is a reference category for farm location.  








































FARMSIZE 3.632 2.736 2.392** 
YIELD 1.031 1.025 0.050 
TENURE 0.748 0.787 −1.550 
LIVESTOCK 0.285 0.322 −0.801 
AGEGSS 44.387 54.780 −9.496*** 
EDUCATION 0.801 0.623 4.228*** 
COMPUTER 0.810 0.467 8.239*** 
LAPTOP 0.206 0.105 2.766*** 
MEDINCOME 0.258 0.265 −0.172 
HIGHINCOME 0.255 0.189 1.624 
YRYMR≥YRGSS 0.069 0.000 3.299*** 
YRRMS≥YRGSS 0.072 0.000 3.329*** 
YROTHERS≥YRGSS 0.346 0.000 8.137*** 
PROFITABLE 0.717 0.486 5.105*** 
IMPORTANT 0.940 0.818 4.448*** 
COTQUALITY 0.223 0.070 4.137*** 
ENVIQUALITY 0.373 0.099 6.227*** 
FARMDEALERS 0.755 0.541 4.645*** 
CONSULTANTS 0.482 0.267 4.451*** 
EXTENSION 0.489 0.361 2.614*** 
FARMERS 0.633 0.571 1.314 
TRADESHOWS 0.466 0.272 4.007*** 
INTERNET 0.373 0.216 3.374*** 
NEWSMEDIA 0.320 0.335 −0.336 
ALFL 0.064 0.079 −0.730 
AR 0.084 0.055 0.975 
GA 0.135 0.140 −0.143 
LA 0.111 0.029 2.825*** 
MO 0.057 0.032 1.023 
MS 0.128 0.047 2.929*** 
NC 0.116 0.075 1.497 
SC 0.055 0.026 1.488 
TN 0.153 0.041 3.639*** 
TX
d



















VA 0.005 0.018 −1.919* 
a
 Variables are defined in Table 1. 
b
 The number of farmers using grid soil sampling. 
c
 The number of farmers not using grid soil sampling. 
d
 Texas (TX) is a reference category for farm location.  























 Spearman Correlations Probability Level 
FARMSIZE 0.070 0.584 
YIELD 0.081 0.529 
TENURE −0.032 0.803 
LIVESTOCK −0.184 0.148 
AGEYMR −0.074 0.566 
EDUCATION 0.279** 0.027 
COMPUTER 0.079 0.539 
LAPTOP 0.146 0.254 
MEDINCOME −0.046 0.719 
HIGHINCOME 0.152 0.236 
YRRMS≥YRYMR 0.022 0.865 
YRGSS≥YRYMR −0.084 0.513 
YROTHERS≥YRYMR −0.163 0.202 
PROFITABLE 0.179 0.161 
IMPORTANT 0.073 0.569 
COTQUALITY 0.162 0.204 
ENVIQUALITY 0.022 0.867 
FARMDEALERS −0.153 0.231 
CONSULTANTS 0.087 0.497 
EXTENSION 0.085 0.509 
FARMERS 0.136 0.289 
TRADESHOWS −0.031 0.808 
INTERNET −0.245* 0.053 
NEWSMEDIA −0.186 0.145 
ALFL 0.068 0.597 
AR 0.120 0.348 
GA 0.075 0.561 
LA 0.178 0.163 
MO 0.053 0.678 
MS −0.042 0.744 
NC −0.102 0.426 
SC −0.057 0.658 
TN −0.014 0.916 
TX
c








 Spearman Correlations Probability Level 
VA 0.008 0.953 
a 
The number of observations was 63 farmers. 
b
 Variables are defined in Table 1. 
c 
Texas (TX) is a reference category for farm location. 

































 Spearman Correlations Probability Level 
FARMSIZE 0.060 0.671 
YIELD −0.170 0.224 
TENURE −0.007 0.962 
LIVESTOCK −0.013 0.928 
AGERMS 0.006 0.964 
EDUCATION −0.217 0.118 
COMPUTER −0.209 0.133 
LAPTOP 0.070 0.617 
MEDINCOME −0.129 0.359 
HIGHINCOME 0.237* 0.088 
YRYMR≥YRRMS −0.018 0.901 
YRGSS≥YRRMS −0.243* 0.079 
YROTHERS≥YRRMS 0.101 0.476 
PROFITABLE −0.003 0.983 
IMPORTANT 0.095 0.498 
COTQUALITY −0.015 0.915 
ENVIQUALITY −0.072 0.608 
FARMDEALERS −0.052 0.701 
CONSULTANTS −0.009 0.950 
EXTENSION 0.055 0.693 
FARMERS 0.118 0.401 
TRADESHOWS 0.198 0.156 
INTERNET −0.008 0.958 
NEWSMEDIA 0.221 0.112 
ALFL 0.176 0.208 
AR 0.050 0.723 
GA −0.095 0.498 
LA 0.203 0.145 
MO −0.028 0.840 
MS −0.186 0.182 
NC 0.142 0.311 
SC −0.116 0.407 
TN 0.016 0.907 
TX
c





Table 6. Continued. 
Variables
b
 Spearman Correlations Probability Level 
VA 0.170 0.224 
a 
The number of observations was 53 farmers. 
b
 Variables are defined in Table 1. 
c 
Texas (TX) is a reference category for farm location. 































 Spearman Correlations Probability Level 
FARMSIZE 0.146* 0.077 
YIELD  0.072 0.383 
TENURE  0.085 0.307 
LIVESTOCK 0.069 0.405 
AGEGSS  0.116 0.160 
EDUCATION  0.056 0.497 
COMPUTER 0.067 0.420 
LAPTOP 0.087 0.291 
MEDINCOME  0.075 0.365 
HIGHINCOME 0.126 0.126 
YRYMR≥YRGSS  0.264*** 0.001 
YRRMS≥YRGSS  0.173** 0.036 
YROTHERS≥YRGSS  0.151* 0.067 
PROFITABLE  0.088 0.288 
IMPORTANT 0.010 0.902 
COTQUALITY 0.156* 0.058 
ENVIQUALITY 0.203** 0.013 
FARMDEALERS  0.056 0.498 
CONSULTANTS 0.076 0.357 
EXTENSION 0.141* 0.088 
FARMERS 0.004 0.963 
TRADESHOWS  0.037 0.659 
INTERNET  0.130 0.117 
NEWSMEDIA  0.072 0.388 
ALFL 0.152* 0.065 
AR  0.166** 0.043 
GA  0.054 0.517 
LA  0.025 0.764 
MO 0.081 0.329 
MS 0.020 0.808 
NC 0.068 0.410 
SC  0.061 0.459 
TN  0.057 0.492 
TX
c





Table 7. Continued. 
Variables
b
 Spearman Correlations Probability Level 
VA −0.109 0.189 
a 
The number of observations was 148 farmers. 
b
 Variables are defined in Table 1. 
c 
Texas (TX) is a reference category for farm location. 









































Table 8. Multicollinearity Diagnostics
a
. 
Yield Monitoring Remote Sensing Grid Soil Sampling 
Variables VIF Variables VIF Variables VIF 
FARMSIZE 1.25 FARMSIZE 1.23 FARMSIZE 1.21 
YIELD 1.06 YIELD 1.06 YIELD 1.06 
TENURE 1.09 TENURE 1.09 TENURE 1.09 
LIVESTOCK 1.06 LIVESTOCK 1.06 LIVESTOCK 1.06 
AGEYMR 1.32 AGERMS 1.32 AGEGSS 1.34 
EDUCATION 1.15 EDUCATION 1.15 EDUCATION 1.15 
COMPUTER 1.44 COMPUTER 1.43 COMPUTER 1.44 
LAPTOP 1.30 LAPTOP 1.29 LAPTOP 1.28 
MEDINCOME 1.21 MEDINCOME 1.22 MEDINCOME 1.22 
HIGHINCOME 1.27 HIGHINCOME 1.27 HIGHINCOME 1.26 
YRRMS≥YRYMR 1.27 YRYMR≥YRRMS 1.38 YRYMR≥YRGSS 1.19 
YRGSS≥YRYMR 1.53 YRGSS≥YRRMS 1.39 YRRMS≥YRGSS 1.17 
YROTHERS≥YRYMR 1.66 YROTHERS≥YRRMS 1.25 YROTHERS≥YRGSS 1.32 
PROFITABLE 1.37 PROFITABLE 1.37 PROFITABLE 1.36 
IMPORTANT 1.30 IMPORTANT 1.30 IMPORTANT 1.30 
COTQUALITY 1.39 COTQUALITY 1.39 COTQUALITY 1.39 
ENVIQUALITY 1.54 ENVIQUALITY 1.49 ENVIQUALITY 1.52 
FARMDEALERS 1.29 FARMDEALERS 1.29 FARMDEALERS 1.29 
CONSULTANTS 1.24 CONSULTANTS 1.24 CONSULTANTS 1.24 
EXTENSION 1.32 EXTENSION 1.33 EXTENSION 1.33 
FARMERS 1.29 FARMERS 1.29 FARMERS 1.28 
TRADESHOWS 1.38 TRADESHOWS 1.38 TRADESHOWS 1.39 
INTERNET 1.59 INTERNET 1.59 INTERNET 1.59 
NEWSMEDIA 1.22 NEWSMEDIA 1.22 NEWSMEDIA 1.22 
ALFL 1.16 ALFL 1.16 ALFL 1.16 
AR 1.15 AR 1.14 AR 1.15 
GA 1.17 GA 1.17 GA 1.18 
LA 1.14 LA 1.12 LA 1.13 
MO 1.09 MO 1.08 MO 1.09 
MS 1.17 MS 1.19 MS 1.17 
NC 1.20 NC 1.20 NC 1.22 
SC 1.10 SC 1.10 SC 1.11 
TN 1.15 TN 1.15 TN 1.15 
VA 1.08 VA 1.07 VA 1.08 
Mean 1.26 Mean 1.25 Mean 1.24 
a
 Variables are defined in Table 1.  
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FARMSIZE 0.085 0.068 
YIELD 0.157** 0.071 
TENURE 0.628 1.470 
LIVESTOCK 0.008 0.728 
AGEYMR  0.097*** 0.031 
EDUCATION  0.282 0.794 
COMPUTER 2.149** 0.932 
LAPTOP 2.079*** 0.746 
MEDINCOME 2.201*** 0.762 
HIGHINCOME 2.637*** 0.828 
YRRMS≥YRYMR 0.478 2.379 
YRGSS≥YRYMR 4.672*** 1.228 
YROTHERS≥YRYMR 8.021*** 1.236 
PROFITABLE 2.956*** 0.992 
IMPORTANT 4.662** 1.891 
COTQUALITY 1.579** 0.755 
ENVIQUALITY 2.005*** 0.709 
FARMDEALERS  1.229* 0.661 
CONSULTANTS  0.883 0.785 
EXTENSION  0.390 0.722 
FARMERS 0.341 0.712 
TRADESHOWS  0.012 0.739 
INTERNET  1.634** 0.785 
NEWSMEDIA 0.315 0.710 
ALFL 1.245 1.334 
AR 1.636 1.165 
GA  0.589 1.782 
LA 1.305 1.890 
MO  1.148 1.696 
MS 1.381 1.496 
NC 0.974 1.100 
SC  0.117 1.799 













VA 0.986 1.623 
CONS  14.633*** 3.621 
N 1059  
Censored N 63  
Uncensored N 996  
Log Likelihood   1770.7747  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
 











































FARMSIZE 0.051 0.106 
YIELD 0.118 0.104 
TENURE 0.783 2.648 
LIVESTOCK  0.938 1.098 
AGERMS  0.166** 0.068 
EDUCATION  0.942 1.430 
COMPUTER 0.490 1.423 
LAPTOP 1.888 1.694 
MEDINCOME 2.489* 1.358 
HIGHINCOME 3.077* 1.844 
YRYMR≥YRRMS 3.013 2.594 
YRGSS≥YRRMS 5.499** 2.255 
YROTHERS≥YRRMS 16.744*** 3.090 
PROFITABLE 2.263* 1.219 
IMPORTANT  0.846 2.270 
COTQUALITY 1.875 1.407 
ENVIQUALITY 2.327* 1.412 
FARMDEALERS  0.642 1.236 
CONSULTANTS  3.477*** 1.329 
EXTENSION 0.188 1.232 
FARMERS 0.139 1.155 
TRADESHOWS 1.033 1.122 
INTERNET  0.850 1.477 
NEWSMEDIA 2.767** 1.351 
ALFL  1.955 2.080 
AR 4.626** 2.068 
GA 0.341 1.618 
LA 2.425 2.999 
MO 6.502** 2.666 
MS  3.677 2.770 
NC  0.393 1.949 
SC 3.742** 1.907 















VA  2.410 2.947 
CONS  9.725 5.958 
N 1059  
Censored N 53  
Uncensored N 1006  
Log Likelihood   1950.5233  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
 













FARMSIZE 0.085 0.059 
YIELD 0.003 0.106 
TENURE  2.973** 1.477 
LIVESTOCK  0.034 0.729 
AGEGSS  0.180*** 0.032 
EDUCATION 1.108 0.923 
COMPUTER 2.503*** 0.851 
LAPTOP  2.620*** 0.949 
MEDINCOME  0.199 0.813 
HIGHINCOME 1.117 0.875 
YRYMR≥YRGSS  3.172 2.292 
YRRMS≥YRGSS 0.076 1.643 
YROTHERS≥YRGSS 8.760*** 1.117 
PROFITABLE  0.319 0.909 
IMPORTANT 1.349 1.320 
COTQUALITY 1.257 0.985 
ENVIQUALITY 3.667*** 0.924 
FARMDEALERS  0.321 0.846 
CONSULTANTS 1.861** 0.889 
EXTENSION  0.565 0.838 
FARMERS  0.524 0.751 
TRADESHOWS 1.242 0.782 
INTERNET  1.389 0.877 
NEWSMEDIA  1.418* 0.838 
ALFL 3.143** 1.354 
AR 2.781* 1.507 
GA 3.318** 1.499 
LA 7.114*** 1.872 
MO 6.509*** 2.004 
MS 6.440*** 1.665 
NC 3.312*** 1.289 
SC 4.405*** 1.625 















VA  1.983 2.093 
CONS  3.450 2.955 
N 1059  
Censored N 148  
Uncensored N 911  
Log Likelihood   5533.043  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
 



































Table 12. Results of Significant Marginal Effects for Yield Monitoring, Remote Sensing, and 
Grid Soils Sampling. 
 














YIELD 0.012** YIELD 0.010 YIELD 0.000 
TENURE 0.143 TENURE 0.069 TENURE  0.406** 
AGEYMR  0.007*** AGERMS  0.015** AGEGSS  0.025*** 
COMPUTER 0.159** COMPUTER 0.043 COMPUTER 0.342*** 
LAPTOP 0.169** LAPTOP 0.177 LAPTOP  0.327*** 
MEDINCOME 0.173*** MEDINCOME 0.230* MEDINCOME  0.027 
HIGHINCOME 0.215*** HIGHINCOME 0.293 HIGHINCOME 0.158 
YRRMS≥YRYMR 0.036 YRYMR≥YRRMS 0.300 YRYMR≥YRGSS  0.376 
YRGSS≥YRYMR 0.460*** YRGSS≥YRRMS 0.609** YRRMS≥YRGSS 0.010 
YROTHERS≥YRYMR 1.001*** YROTHERS≥YRRMS 3.277*** YROTHERS≥YRGSS 1.848*** 
PROFITABLE 0.218*** PROFITABLE 0.199* PROFITABLE  0.044 
IMPORTANT 0.293*** IMPORTANT  0.076 IMPORTANT 0.177 
COTQUALITY 0.126** COTQUALITY 0.176 COTQUALITY 0.180 
ENVIQUALITY 0.162*** ENVIQUALITY 0.220 ENVIQUALITY 0.574*** 
FARMDEALERS  0.092* FARMDEALERS  0.057 FARMDEALERS  0.044 
CONSULTANTS  0.853 CONSULTANTS  0.291*** CONSULTANTS 0.264* 
INTERNET  1.115** INTERNET  0.074 INTERNET  0.183 
NEWSMEDIA 0.023 NEWSMEDIA 0.254** NEWSMEDIA  0.190* 
ALFL 0.098 ALFL  0.162 ALFL 0.490** 
AR 0.131 AR 0.484* AR 0.429* 
GA  0.424 GA 0.030 GA 0.511** 
LA 0.103 LA 0.234 LA 1.376*** 
MO  0.080 MO 0.744** MO 1.222** 
MS 0.109 MS  0.288 MS 1.187*** 
NC 0.075 NC  0.034 NC 0.520** 
SC  0.009 SC 0.382* SC 0.743** 
TN 0.143 TN  0.186 TN 1.306*** 
a
 Variables are defined in Table 1.  
b
 Marginal effect (M.E.) indicates the change in the number of years farmers used YMR, RMS, 
and GSS for a unit change in continuous variables or dummy variables while holding other 
variables constant. 
















FARMSIZE 0.094 0.073 
YIELD 0.184** 0.076 
TENURE 0.143 1.383 
LIVESTOCK  0.220 0.765 
AGEYMR  0.143*** 0.036 
EDUCATION  0.281 0.818 
COMPUTER 2.393** 0.991 
LAPTOP 2.032*** 0.788 
MEDINCOME 2.162*** 0.775 
HIGHINCOME 2.798*** 0.837 
YRRMS≥YRYMR  0.283 2.125 
YRGSS≥YRYMR 2.425** 1.156 
YROTHERS≥YRYMR 9.395*** 1.326 
PROFITABLE 2.749*** 0.934 
IMPORTANT 5.622*** 2.168 
COTQUALITY 1.130 0.817 
ENVIQUALITY 2.492*** 0.737 
FARMDEALERS  1.028 0.692 
CONSULTANTS  0.853 0.785 
EXTENSION  0.434 0.698 
FARMERS 0.233 0.719 
TRADESHOWS  0.176 0.757 
INTERNET  1.733** 0.822 
NEWSMEDIA 0.326 0.682 
ALFL 0.713 1.281 
AR 2.133* 1.102 
GA  0.323 1.854 
LA 1.856 1.714 
MO  1.166 1.777 
MS 1.376 1.510 
NC 0.707 1.135 
SC 0.593 1.768 













VA  0.179 1.587 
CONS  13.211*** 3.759 
N 1059  
Censored N 63  
Uncensored N 996  
Log Likelihood   9190.7918  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
 





























FARMSIZE 0.062 1.381 
YIELD 0.135 0.113 
TENURE 0.961 2.382 
LIVESTOCK  1.151 1197 
AGERMS  0.203** 0.103 
EDUCATION  0.629 1.630 
COMPUTER 0.605 1.530 
LAPTOP 1.837 1.810 
MEDINCOME 2.55 1.565 
HIGHINCOME 3.066 2.077 
YRYMR≥YRRMS 0.457 3.301 
YRGSS≥YRRMS 2.713 4.170 
YROTHERS≥YRRMS 17.262*** 3.090 
PROFITABLE 2.245* 1.197 
IMPORTANT  0.221 2.320 
COTQUALITY 1.531 1.608 
ENVIQUALITY 2.775* 1.618 
FARMDEALERS  0.668 1.238 
CONSULTANTS  3.153** 1.336 
EXTENSION 0.370 1.255 
FARMERS  0.087 1.294 
TRADESHOWS 0.618 1.103 
INTERNET  1.251 1.477 
NEWSMEDIA 2.492* 1.406 
ALFL  2.772 2.863 
AR 4.814** 2.211 
GA 0.297 1.589 
LA 2.418 3.777 
MO 5.980** 2.969 
MS  1.740 2.923 
NC  0.730 2.268 
SC 3.938* 2.081 















VA  2.242 2.992 
CONS  8.595 5.980 
N 1059  
Censored N 53  
Uncensored N 1006  
Log Likelihood   9190.7918  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
 












































FARMSIZE 0.082 0.058 
YIELD  0.087 0.277 
TENURE  2.914** 1.484 
LIVESTOCK 0.048 0.731 
AGEGSS  0.201*** 0.038 
EDUCATION 0.776 0.910 
COMPUTER 2.479*** 0.867 
LAPTOP  2.295** 0.912 
MEDINCOME 0.029 0.797 
HIGHINCOME 1.100 0.883 
YRYMR≥YRGSS  4.005** 1.818 
YRRMS≥YRGSS  1.488 2.411 
YROTHERS≥YRGSS 9.304*** 1.137 
PROFITABLE  0.204 0.912 
IMPORTANT 1.079 1.276 
COTQUALITY 1.195 0.988 
ENVIQUALITY 3.602*** 0.949 
FARMDEALERS  0.309 0.814 
CONSULTANTS 1.635* 0.896 
EXTENSION  0.538 0.830 
FARMERS  0.623 0.740 
TRADESHOWS 1.287* 0.771 
INTERNET  1.335 0.871 
NEWSMEDIA  1.328 0.816 
ALFL 2.906** 1.360 
AR 3.364** 1.710 
GA 3.411** 1.504 
LA 7.474*** 1.828 
MO 6.883*** 2.166 
MS 6.647*** 1.720 
NC 3.235** 1.296 
SC 4.528*** 1.649 















VA  2.433 2.065 
CONS  2.032 3.196 
N 1059  
Censored N 148  
Uncensored N 911  
Log Likelihood   9190.7918  
a
 Variables are defined in Table 1. 
b
 Robust standard errors (Croux et al., 2003).
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