Abstract. We have used time-delay feed-forward neural networks to compute the geomagnetic activity index D st one hour ahead from a temporal sequence of solar wind data. The input data includes solar-wind density n, velocity V and the southward component B z of the interplanetary magnetic eld. D st is not included in the input data. The networks implement an explicit functional relationship between the solar wind and the geomagnetic disturbance, including both direct and time-delayed nonlinear relations. In this study we specially consider the in uence of varying the temporal size of the input data sequence.
Introduction
The earth's magnetosphere responds to the ever-changing solar-wind conditions in a variety of ways. Some of the resulting magnetospheric disturbances can be detected at the earth's surface as geomagnetic disturbances due to changes in the large scale electrical current systems owing in the magnetosphere and ionosphere. A widely used index for quantifying the disturbance level is D st , which originally was introduced by Sugiura (1964) as a measure of the ring current magnetic eld. This index is de ned as the reduction of the horizontal magnetic component at the geomagnetic dipole equator, and has often been used in studies of the solar wind-magnetosphere coupling.
A typical low-latitude disturbance, the geomagnetic storm, can be divided into three phases with di erent causes and characteristics. The initial phase is caused by an increased solar-wind dynamic pressure acting on the magnetopause as a result of the arrival of a solar-wind disturbance. The increased pressure compresses the dayside magnetosphere, forcing the magnetopause current closer to the earth while at the same time increasing it. It has been shown that the resulting D st enhancement is proportional to the square root of the solar wind dynamic pressure (Siscoe et al., 1968; Ogilvie et al., 1968) .
The main phase is due to an increase of energetic ions and electrons in the inner magnetosphere, where they become trapped on closed magnetic eld lines and drift around the earth, thus creating the ring current. This current creates a magnetic eld opposing the geomagnetic eld at the ground and can be measured as a large decrease of the horizontal geomagnetic component (Akasofu and Chapman, 1961) .
The ring current is subject to several loss processes. It will gradually loose particles to the upper atmosphere and the surrounding plasma populations. This can be seen in a ground level magnetogram as the recovery phase; a slow recovery of the geomagnetic eld back to its undisturbed strength (Williams, 1983) .
This picture of the classical, low-latitude geomagnetic storm is very schematic. In reality the storms show a considerable variety as a result of the diversity of interplanetary disturbances (Akasofu, 1981) .
The development of D st can (after correction for a varying dynamic pressure) be described in terms of source and loss mechanisms, following e.g. Akasofu (1981) :
The build-up of the ring current depends on the efciency of the coupling between the solar wind and the magnetosphere. This e ciency in turn depends on the magnitude and direction of the interplanetary magnetic eld (IMF), with an IMF having a large southward component being the most e cient (Rostoker and F althammar, 1967) . The source term Q in Eq. 1 thus becomes a function of the solar wind conditions and controls the development of the main phase.
The ring current particles are subject to several loss processes and the total decay rate varies considerably during a geomagnetic storm, mainly because di erent ion species have di erent lifetimes in the ring current (Williams, 1983) . This decay is governed by the loss term in Eq. 1, which controls the development of the recovery phase.
Since in situ measurements of solar-wind properties became generally available, various methods have been used for studying the relationships between the solar wind and the magnetospheric response. Burton et al. (1975) developed a simple empirical model for predicting D st solely from the solar wind dynamic pressure and the dawn-to-dusk component of the interplanetary electric eld. A similar study was presented by Feldstein et al. in 1984. Another empirical model, though somewhat more complicated and including non-linear responses, was used by Goertz et al. (1993) to study the response of the auroral electrojet to the solar wind.
Amongst the general purpose methods, the linear lters have caught most attention during the last 15 years. They were rst applied to magnetospheric physics by Iyemori et al. (1979) and Iyemori and Maeda (1980) , and have also been used by to study the magnetospheric response, in terms of D st , to the solar wind input. A detailed description of the technique is given by Clauer (1986) . Other studies of the solar windmagnetosphere coupling have later been made using linear ltering methods (Bargatze et al., 1985; Fay et al., 1986; Detman et al. 1993) . By using non-linear ltering, the geomagnetic-activity predictions have been further improved (Vassiliadis et al., 1995) .
Prediction of the D st index by means of arti cial neural networks was introduced by Lundstedt (1992a, b) . Neural networks have later been used by Freeman and Nagai (1992) and Lundstedt and Wintoft (1994) . This technique has previously proved to be an e cient and rather simple way of nding complex non-linear relationships between two sets of interrelated data, something which is described in detail by Hertz et al. (1991) . In this study we continue the work of Lundstedt and Wintoft aiming at predicting all phases of geomagnetic storms, including the recovery phase, using feed-forward neural networks.
2 Geomagnetic and solar wind data 2.1 Data Solar-wind plasma and IMF data have been available from measurements aboard many spacecraft since the beginning of the 1960's. Some of these data have been compiled by J.H. King (Couzen and King, 1986) and are distributed by the National Space Science Data Center. Solar-wind data, as measured from spacecraft outside the earth's bow shock either in earth orbit or in halo orbit around the sun-earth libration point L 1 , have been selected and normalized. They are given as hourly averages and the magnetic eld vectorial data are given in geocentric-solar-magnetospheric (GSM) coordinates.
The geomagnetic index D st is also available in the King compilation.
Data preparation
We selected data from the 21-year period . These data consist of 75 storm-time periods and 9 relatively quiet periods (?10 < D st < 10nT), in total 84 periods covering 8800 hours. The periods varied in length from 44 to 144 hours and no data gaps larger than four hours occurred within each period. Missing data were replaced by linearly interpolated values. The 84 periods were divided into two groups; training data (62 periods covering 6600 hours) and test data (22 periods covering 2100 hours).
As input to the networks we used n, V and B z a number of hours back in time, while the network output were D st one hour forward in time. To get a reasonable working range for the nodal transfer functions, all input data were scaled to the interval ?1:0; +1:0] and the output data were scaled to ?0:8; +0:8].
3 The time-delay feed-forward neural network
General
We have modelled the magnetospheric response to the temporally varying solar wind by arti cial neural networks. These implement a functional relationship from a time series of solar wind data (t); (t ? 1); (t ? 2); :::; (t ? ( w ? 1)) to a magnetospheric response O(t + 1); where the D st index is used as a measure of the magnetospheric response. D st is computed one hour ahead, which is approximatelythe same as the L 1 -magnetopause travel time. The input data are independent of the output data i.e. the functional relationship does not include any autocorrelation of D st . This is of practical importance since D st is not available in real time.
A feed-forward network (Hertz et al., 1991 ) is arranged in layers of nodes (Fig. 1) . The input to the nodes in one layer is the sum of the weighted outputs from the nodes in the previous layer. The output from a node is given by the input to the node and the nodal transfer function, usually a sigmoidal function. Usually all nodes in one layer are connected to all nodes in the next layer, i.e. the networks are fully connected. There are no connections between nodes in the same layer. An additional node, the bias node, is set to 1 and connected to all hidden and output nodes in the network. The purpose of this is to adjust the nodal transfer functions. The key to network performance is the weights determining the strength of the connection between nodes. Since this network type belongs to the class of supervised networks, it is trained by adjusting the weights until the average error
Fig. 1. The network with input nodes to the left and the single output node to the right. In the feed-forward phase the input is propagated through the net to the output. The error between actual output and desired output is propagated backwards through the net and the weights are updated accordingly. The bias node is always set to 1, as indicated. Input data sequence length w varies from 4 to 24 h. on a set of known training examples are minimized. The most common training algorithm is a modi ed form of gradient descent called error back-propagation (Rumelhart et al., 1986) .
The neural networks used in this study were feedforward networks with one hidden layer and one output layer. The input data to the networks are organized as a temporal sequence, where data sampled during a time window of length w is shown to the network simultaneously. To get a time sequence of output data, this window is moved stepwise in time. The feed-forward neural network, together with this type of organization of the input data, is often referred to as a time-delay neural network.
For an input-output pair, or example, , the network output is given by
where ( k ; k = 1 : : :m) is the input data vector. Here index i refer to a node in the output layer, index j to a hidden layer node and index k to an input layer node. Superscript denote the examples. W ij is thus a weight connecting two nodes between the hidden and output layers, while w jk connects nodes between the input and hidden layers. g H is the transfer function for nodes in the hidden layer and g O is the transfer function for the output layer nodes. These are hyperbolic tangent functions for hidden layer nodes and linear functions for output layer nodes. The network output for an input vector ( k ; k = 1 : : :m) is then given by
where index i has been omitted since the output vector consist of a single value; the predicted D st index. The size (i.e. number of weights) of each network is only determined by the number of hidden nodes as the number of input and output nodes are given. The number of weights in the network has to be large enough to represent the full complexity of the problem and it has to be small enough not to over t and loose generalization ability. The minimum number of weights is thus determined by the complexity of the relationship we are trying to model, while the maximum number of weights is determined by the number of training data available. We chose to set the number of hidden nodes so that the number of weights in each network is approximately one tenth the number of training data available. This rule was earlier used by Lundstedt and Wintoft (1994) . The number of hidden nodes is however not a critical parameter, which is further discussed in section 4.3.
In the discussions below, the six networks are referred to as NET4, NET8, NET12, NET16, NET20 and NET24. The number of input nodes (N I ), the number of hidden nodes (N H ), the number of weights (N W ), the number of training examples (Q TRN ) and the number of test examples (Q TST ) are shown in table 1.
Network training
Training a network means nding a set of weights that minimizes the average error on the training set. The training is done iteratively by showing the network known input-output pairs, calculating the error and updating the weights accordingly. The weights are not updated after every input-output pair but after a number of examples, an epoch, which here was chosen to 500. The weight changes are given by the error derivatives and the weight changes in the preceding iteration,
where and are the learning rate and the momentum. The error derivatives are calculated according to the error back-propagation algorithm.The learning parameters are chosen according to a simple rule of thumb suggested by Lundstedt and Wintoft (1994) = 1 Q N ;
= 1 ? 1=N 0:1 ; (7) where Q is the epoch size and N is the fan-in i.e. the number of connections going into a node.
The weights were initiated to random values in the interval
in order to keep the typical nodal input somewhat less than unity (Hertz et al., 1991) . The total amount of training data includes 6607 hours from 62 di erent periods. The length of each period is reduced by the size of the input data window w , i.e. there is less data available when using larger input data windows, as shown in table 1.
Network testing
The real test of a fully trained neural network is how well it can be expected to perform on inputs for which the output is not known in advance. We then need a statistically fair sample of input-output pairs which has not been shown to the network during training. For this purpose we used 22 periods covering 2085 hours. These test data were not included in training the network.
The performance of the networks were checked according to three criteria; correlation coe cient (r) between measured and computed D st , average relative variance (ARV) and the RMS error (RMSE). These 
Results

General
Figures 4a-f show correlation plots for the test data. Each of these plots includes the whole test set. The overall performance of the six trained networks is also shown in table 2 and gure 2. The most striking result is the better performance of networks with larger temporal size of the input data sequence, w . With w large enough, we could reproduce 84 % of the variance of the D st index (i.e. r 2 0:84). The improvements with increased w are signi cant in all three performance criteria. This is however only valid up to a certain level of w ; up to somewhere between 15 and 20 hours as shown in Fig. 2 . No further improvement is achieved by increasing w above this level.
In order to gain more insight into the physical reason for the improved performance when increasing w , we have to study predictions of individual geomagnetic storms (Figs. 5a-f) .
All networks succeed in predicting the initial and main phases of the geomagnetic storms. The predicted onset and strength of the main phase is well correlated to the measured D st . The initial phases are predicted but the predictions are in some cases smaller than the measured initial phases. The recovery phase is well predicted for some of the networks, but not for others, and here we nd the main reason for the di erence in performance between networks using di erent sizes of input data sequences. A typical example of this behaviour can be seen in gures 5a-f showing the measured and computed D st indices for a major geomagnetic storm. The storm starts by a density peak at the same time as a velocity increase, thus creating a peak in the dynamic pressure. B z turns southward and the main phase starts. After a few hours B z slowly starts to increase until at 46 h it turns northward. From now, and some hours forward in time, the geomagnetic disturbance level is mainly controlled by the slow decay of the ring current. When only a small Predicting geomagnetic storms from solar-wind data using time-delay neural networks part of the solar wind history is available to the network, the predicted recovery phase ends abruptly after only a short time. Increasing the length of the time history makes the predictions more accurate. The improvements are noticeable up to a length of the time history somewhere between 15 and 20 hours. This is the same conclusion as can be drawn from the overall performance results.
The initial and main phases, on the other hand, seems to be well predicted almost independent of the length of the available solar wind history. This is a consequence of the fact that the connection between the solar wind and the geomagnetic disturbance is more direct during these phases.
In uence of the solar wind history
Most of the geomagnetic storm behaviour can be understood in terms of two concurrent mechanisms; (a) compression of the magnetosphere caused by an increased solar wind dynamic pressure and (b) build-up and subsequent loss of the ring current. There is an important di erence between these two mechanisms. The rst one gives a direct connection between solar wind conditions and ground-level geomagnetic eld disturbance. The second one includes delays and time-dependent transport and dissipation processes, such that the geomagnetic disturbance becomes a function not only of the current solar wind conditions, but also of the solar wind history. These time dependences introduced by magnetospheric processes are particularly important during the recovery phase of geomagnetic storms.
To accurately predict D st at a certain time, the network must have information from which it can conclude the amount of energy that has been injected into the ring current, and at what time it was injected. The length of the magnetospheric "memory" then determines the necessary length of the solar wind history. This "memory" has a nite length due to dissipation. It is determined by the e ciency of the ring current loss processes, which (1-r) . The number of hidden nodes has to be less than three to give a signi cant decrease in performance.
can be quanti ed by the ring current decay time. The length of the solar wind time sequence, used as input to the network, has to be a signi cant fraction of the decay time. This demand is is a consequence of the underlying physics of the problem and not a limitation of the neural networks.
If this outline of the necessary amount of input data is correct, then we would expect the predictions to be more accurate the larger input data sequence we use, up to a certain limit. This is also what we saw in both the overall results and in studies of individual geomagnetic storms. The saturation of the performance measures (Fig. 2) at 15-20 hours gives the approximate length of the magnetospheric "memory" as seen by the neural networks.
In uence of the number of hidden nodes
One disadvantage of using a large input data sequence is that the number of input nodes, and thus also the number of weights, becomes large. If we want the number of weights to be a speci c fraction of the number of training data, then we have to remove hidden nodes as the size of the input data sequence increases. There could then be a risk that the network looses its ability to model the full complexity of the problem. In practice this seems not to be the case. Starting with NET16 and varying the number of hidden nodes from 10 down to 1 results in the RMS test errors, average relative variances and correlation coe cients shown in Fig. 3 . The number of hidden nodes has to be less than three to give a significant decrease in performance, which is much less than the number used in any of the networks in this study.
Discussion and conclusions
Based on these results, we can now summarize the abilities of the networks: the initial and main phases of geomagnetic storms are well predicted with only 2 to 4 h of solar-wind data available. the recovery-phase predictions are improved by the availability of a larger part of the solar-wind history. The improvements are signi cant up to 15-20 h of solar-wind data, which is the approximate length of the magnetospheric "memory" as seen by the neural networks.
up to 84% of the variance of the D st index was reproduced, using a large test set consisting of 2100 h of varied solar-wind and geomagnetic conditions. the neural networks that can make these excellent predictions are simple. The number of hidden nodes can be small, suggesting a fairly simple relationship between the solar wind and the D st index (using 1-h averaged data). The size of the network is determined by the necessity of using 15 to 20 h of solar-wind data. How do these results compare to previous studies using other methods?
Using linear lters with solar-wind dynamic pressure and the dawn-to-dusk component of the interplanetary electric eld, McPherron et al. Fay et al. (1986) , both found that they could account for 70% of the D st variance. When studying the two lters (i.e. the P dyn -and the E-lters) separately, McPherron et al. found that the dynamic pressure lter had a width of only about 10 minutes, while the electric eld lter had a very long duration. They drew the conclusion that the characteristics of the electric eld lter is due to the long time constants associated with the decay of the ring current. This is in line with our nding that the recovery phase predictions are very much depending on the ring current history, and thus also the solar wind history.
Another method is to t an analytical expression to solar-wind and geomagnetic-activity data. An example is Gonzalez et al. (1989) who systematically tested a number of analytical formulas for prediction of the D st index. They occasionally found correlation coe cients above 0.90 for individual storms, but the average over a more diversed set of storm-time periods was considerably lower. A major advantage of the analytical formulas of Gonzalez et al., is that they explicitly reveal the quantitative dependence on the most important solar-wind parameters. The only previous paper claiming equal correlations to the present study . They used an empirical non-linear model to predict the auroral electrojet index AE and found a correlation coe cient of 0.92. The stated correlation was however criticized by McPherron and Rostoker (1993) , based on an assumed biased selection of test data.
To compare di erent prediction methods is a di cult task. The correlation between measured and computed geomagnetic-activity indices depends on the type of index, averaging of data, as well as the statistical properties of the sample used for testing the methods. In the present study we have predicted 1-h averages, which is considerably less complicated than e.g. predictions of high time-resolution quantities such as AU, AL or AE. We have been very careful in selecting a large, varied and unbiased test set. The presented correlations should therefore be valid for continuous predictions made during a long time span.
A practical use of the presented neural network technique would be real-time predictions of the geomagnetic activity one hour ahead. This will need a spacecraft continuously monitoring the solar wind at the sun-earth libration point L 1 . To make accurate predictions during the recovery phase, 15 to 20 h of continuous solar wind measurements are necessary. However, to predict the initial and main phases of a geomagnetic storm, 2 to 4 h of continuous measurements are enough.
The neural network, based only on measurements, can be seen as a purely empirical model of the whole chain of dynamical processes connecting the solar wind with the inner magnetosphere and the ring current. We can therefore use it to investigate the solar windmagnetosphere coupling and the magnetospheric dynamics controlling the energy ow from the solar wind to the ring current. Based on selected periods of well-behaved solar wind data, it should be possible to use the networks for various sensitivity studies. The goal of such studies could be the variations of the injection rate Q and the decay rate , with the strength of the storms or the solar wind conditions in general.
Another interesting application of time-delay neural networks is predictions of high time-resolution magnetic data connected with the substorm phenomenon. The successful development of a method to predict such geomagnetic quantities, could be a step toward an improved understanding of substorms and substorm triggering mechanisms. the networks NET4, NET8 and NET12.
Predicting geomagnetic storms from solar-wind data using time-delay neural networks the networks NET16, NET20 and NET24.
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