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Nesta tese é abordado o problema. da incerteza na 
estimação de parârretros de m:,delos probabi l isticos quando 
aplicados em Hidrologia. 
A forma. adotada para consideração desta incerteza é 
o uso de Intervalos de Confiança para os parâmetros em 
questão. Corro o intervalo de confiança é função do desvio 
padrão dos estima.dores dos parâmetros, são apresentados 
três metodologias alternativas ao uso da Estatística 
Clássica para o cálculo do e·3ti mador do desvio padrê.o 
destes parâmetros: o método Bayesiano, o Bootstrap e o 
Jackknife. Os dois últimos métodos são conhecidos com:, 
Técnicas de Ream::,stragem. 
O método de Bootstrap é aplicado para analizar o 
problema da quantidade de 1nforma.9ão a considerar na 
m:,delagem de fenômenos hidrológicos, especificamente na 
determinação do pico da cheia centenária. 
Mostra-se que as Técnicas de Reamostragem sã.o 
métodos razoavelrrente precisos podendo ser adotados na 
construção de 1ntervalos de confiança. 
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Departament: Civil 
This thesis focus on the uncertainty regarding the 
numerical values of 1TDdel parameters usual ly employed in 
Hydrolo9y. 
Confidence intervals are adopted in arder to 
consider this uncertainty. Three metodologies are proposed 
to e·;;timate the standard dev1ation of these parameters: the 
Bayes1an, the Bootstrap and the Jackkn1fe. Both Bootstrap 
and Jackkn1fe are called Resampling Methods. 
The Bootstrap is applied to decide the amount of 
information needed for model1ng the one hundred year flood. 
I t i s shown t ha t the resampling techniques are 
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Modelos probabilísticos são desde muito tempo 
usados para descrever fenômenos hidrológicos (veja por 
exemplo FILLER [1]). A modelagem probabilística envolve duas 
etapas preliminares: 
parâmetros do modelo 
Consequentemente os 







probabilística deparam-se com dois tipos de incertezas nas 
etapas iniciais: 
A incerteza na escolha do modelo que descreve o 
fenômeno em estudo (Exemplo: o pico da cheia sendo 
modelado por uma distribuição Gumbel ou 
Log-Pearson Tipo !II)í 
A incerteza nos parâmetros, ou seja, incerteza na 
estimação dos parâmetros do modelo selecionado, 
causando o chamado "erro amostral de estimação", 
Diversos pesquisadores já atentaram para o fato que 
os "erros amostrais de estimação", podem ser mui to 
importantes. Como um exemplo prático podemos citar a 
estimação da curva de frequência de cheias, sujeita a erros 
amostrais que influenciam na decisão de projeto. Uma forma 
tradicional de se considerar a incerteza nos parâmetros de 
modelos probabilísticos é o uso dos chamados "Intervalos de 
Confiança" , USWRC 
formal pode ser 




[ 3] ' cuja derivaç:ão 
abordagem estatística 
clássica. O intervalo de confiança de um parâmetro é 
usualmente dado em funç:ão do desvio padrão do seu estimador, 
sendo que em geral assume-se o estimador como normalmente 
distribuído. Assim, o intervalo de confianç:a de um parâmetro 
• • 
8 é dado por: 8 ! z 1_a 12S(8) ou 




8 - estimativa de 8 
z
1
_a 12 - valor obtido da distribuição Normal padronizada 
• 
5(8) - desvio padrão de 8 
BENJAMIN et alia (4], descreve o método geral de 
derivação de intervalos de confiança. 
O objetivo desta tese é avaliar a eficiência de 
quatro metodologias aqui propostas de cálculo do desvio 
padrão de estimadores. A precisão de cálculo do desvio padrão 
é fundamental para o cálculo do intervalo de confiança e 
consequentemente para consideração da incerteza paramétrica. 
As metodologias propostas são o Método Clássico, o 
Método Bayesiano e duas Técnicas de Rearrostragem: o Jackknife 
e o Bootstrap. A metodologia Bayesiana já é razoavelmente 
difundida na Hidrologia (DONALD et alia (5)). Os métodos que 
são apresentados corro inovações são o Jackknife e o 
Bootstrap, técnicas desenvolvidas por QUENOUILLE (6) 
TUKEY (?), EFRON (8), respectivamente, e que até alguns anos 







exigirem o uso 
sua simplicidade 
A rrotivação para a apresentação destas novas 
técnicas, (Bayesiana, Jackknife e o Bootstrap) para estima9ão 
do desvio padrão de estimadores é que a Estatística Clássica 
nem sempre dispõe de fórmulas já derivadas e/ou facilmente 
encontráveis para a 










A descrição dos três métodos não clássicos faz 
parte do Capítulo II, enquanto que a avalia9ão da eficiência 
dos mesrros compreende o Capítulo III, onde são apresentados 
três casos exemplos. 
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O método Bootstrap,que é utilizado no Capítulo III 
como uma metodologia de cálculo do desvio padrão de 
estimadores pode também ser utilizado como uma forma de 
investigar um assunto que tem causado muitas discussões entre 
os pesquisadores da área de Hidrologia. Trata-se da 
divergência de opiniões quanto a escolha do modelo que 
descreve o fenômeno hidrológico. Alguns pesquisadores 
consideram mais conveniente observar apenas um aspecto 
específico do problema, construindo modelo,mais simples, com 
um número reduzido de parâmetros, que entretanto consideram 
uma quantidade menor de informações; outros preferem modelar 
todo o fenômeno através de modelos mais complexos, e portanto 
com muitos parâmetros (possivelmente difíceis de serem 
estimados), 
informações. 
mas que consideram uma quantidade maior de 
Um caso específico é a determinação do pico da 
cheia de T anos de recorrência, y(T), para projeto de 
vertedores. A aproximação usual é ajustar uma distribuição de 
probabilidade F(.) ao conjunto de m máximos y={y 1 ,y2 , .. , ,Ym}' 
obtidos de um registro de vazões diárias e a partir de 
extrapolação obter y (T)' tal que p(y ~ y(T)) = 1/T, 
Entretanto, neste caso grande parte das informações contidas 
no registro fluviométrico são desprezadas. 
Uma forma alternativa para estimar y(T) consiste na 
utilização de um modelo estocástico para a série de vazões 
diárias (KELMAN (9)) e baseado neste modelo estimar y(T). 
Como as vazões diárias, ao contrário do máximo anuais, são 
variáveis aleatórias dependentes e apresentam sazonalidade, o 
modelo estocástico utilizado neste caso seria um modelo mais 
complexo. A desvantagem causada pela complexidade do rrodelo 
em termos de dificuldade para estimação dos parâmetros pode 
ser compensada pelo grande número de informações que 
contribuirão na estimação do pico da cheia, conduzindo a uma 
possivelmente melhor estimativa de y(T). 
O Capitulo IV faz uso do Bootstrap sob duas formas 
distintas para avaliação do pico da cheia de 100 anos de 
retorno (vazão centenária) e seu desvio padrão. Uma delas 
utiliza apenas os máxirros anuais, enquanto a outra observa 
todo o registro fluviométrico. 
conclusões 
futuros. 
Finalrrente no Capitulo V são apresentadas as 
e algumas recorrendações para possíveis trabalhos 
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CAPÍTULO II 
DESCRICAO DAS METODOLOGIAS 
I I , 1 INTRODUÇÃO 
Neste capítulo apresentaremos três lTQtodologias, a 
Bayesiana, o Jackknife e o Bootstrap, capazes de considerar a 
incerteza na estima9ão de parârretros de modelos 
probabilísticos utilizados em Hidrologia. Uma vez que estes 
métodos permitem considerar a variabilidade amostral na 
est1ma9ão de parârretros estes se tornam ferrarrentas 
alternativas no cálculo do desvio padrão de estimadores dos 
parârretros de modelos probabilísticos. 
II. 2 METODOLOGIA BAYESIANA 
A rretodologia Bayesiana é uma das formas mais 
conhecidas de abordar o problema da variabilidade amostral, 
na estima9ão de parârretros, RAIFFA et alia [10); 
BENJAMIN et alia fq), 
Nesta rretodologia os parârretros desconhecidos de um 
modelo probabilístico são considerados variáveis aleatórias 
(v.a.) as quais se associa 
probabilidade construída a 
informa9Ões existentes. 
uma fun9ão densidade 
partir de um conjunto 
de 
de 
Usualrrente o interesse dos hidrólogos por esta 













informa9ões não-amostrais: dados regionais, considera9ões 
teóricas e julgarrentos subjetivos fruto das experiências 
anteriores do hidrólogo (DAMÁZIO [11)). Para a combina9ão 
destes dois tipos de informa9ões faz-se uso dos conceitos de 
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verossimilhança, distribuição à priori, distribuição 
posterior, que serão eKpostas nos ítens subsequentes deste 
capítulo, 
No entanto, mesmo quando não há interesse na 
consideração de informações não-amostrais (seja porque estas 
não eKistem, seja porque se deseja fazer um relato 
específico de uma experiência), a metodologia bayesiana pode 
ser aplicada através do uso das chamadas distribuições 
não-informativas, que por sua especial priorísticas 
relevância para as situações analisadas nos capítulos 
seguintes desta tese são comentadas com maiores detalhes 
posteriormente. 
Seja a variável 
de probabilidade, fx(K), 
representados por 8 = {8 , 
1 
aleatória X cuja a função densidade 
é conhecida a menos de m parâmetros 
8
2 
, •• , 8m}· Para refletir o 
desconhecimento destes parâmetros, 8 é considerado uma 
variável aleatória eKistindo portanto, uma função densidade 
de probabilidade para 8 , f 1 (81Ir), denominada distribuição à 
priori que considera todas as informações priorísticas (Ir) 
sobre 8 
Suponhamos agora que esteJa disponível um vetor K 
constituído de n observações independentes da variável 
aleatória X, K = {K ' X ' ••• 1 Kn}• A partir do Teorema de 1 2 
Bai,:es combina-se as informações em X sobre 8 com f'(8!Ir) 1 
obtendo-se uma nova distribuição para 8: 
f'(B1Ir) L(Xl8) 
f"(B1Ir 1 K) = (II.1) - --
onde 
L(Xl8) é a função verossimilhança de X , 
f'(81Ir) 
f" ( 8 I Ir, x) 
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distribuição à priori de 8 , 
distribuição posterior de 8. 
e a integral do denominador é a constante de normalização 
<j>( K), que tem o objet i 110 de tornar f" ( 8 I Ir, K) uma função 
densidade de probabilidade, isto e: 
J~-f" ( 8 1 Ir I x) d8 = 4> - l ( x) J~-f ' ( 8 1 Ir) L ( x l 8) d8 = 1 
(II.2) 
O valor esperado de 8 considerando a distribui9ão 
posterior de 8 1 f"(81Ir,x) é denominado Estimador Bayesiano 
de 8, e é calculado por: 
A 
8 _Bayes = E[8 lx) = J 8f"(8 I Ir, x)d8 - - (II.3) 
A matriz de covariância de 8 considerando f"(8lx) é 
denominada Variância Bayesiana de 8 e é calculada por 
8 2 • E(( 8 - 8 )2 ) Bayes _Bayes • J (8 - 8 1 2 f"(8jir,x) d8 _Bayes 
(II.'l) 
A raiz quadr·ada de um elemento da diagonal de 
S 2 fornece o Desvio Padrão Bayesiano do correspondente Bayes 
parâmetro. 
A metodologia bayesiana pode também ser aplicada em 
processos estocásticos, BOX et alia (12). 
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II,2,1 Distribuições Conjugadas Naturais 
Muitas vezes as informações priorísticas 
definem uma função densidade de probabilidade à 




densidade de probabilidades convenientes para definir a 
distribuição à priori de 8 1 bastando ajustar os parâmetros 
destas 
representar as informações priorísticas. Estas famílias de 
distribuições são denominadas Distribuições Conjugadas 
Naturais e quando escolhidas facilitam os cálculos de 
obtenção da distribuição posterior dos parâmetros 8 1 as quais 
passam a ser expressas da mesma forma matemática que a 
distribuição à priori, distinguindo-se apenas no valor dos 
parâmetros. Por outro lado, se as informações priorísticas 
(Ir) indicam evidências de uma particular distribuição à 
priori, que não a conjugada do processo, esta distribuição 
deve ser utilizada, não obstante as complicações matemáticas 
que serão introduzidas na determinação da posterior. 
Em geral,nas Distribuições Conjugadas Naturais 
existe um parâmetro descritor da quantidade de informações 
(cujo inverso é uma medida da incerteza existente) para cada 
parâmetro em 8. Se na distribuição à priori algum destes 
parâmetros for zero, é porque não existem ou não serão 
consideradas informações priorísticas para o correspondente 
parâmetro em 8. 
II,2.2 
resultados 









Bayesiano do estimador de parâmetros de um processo normal 
independente. A razão para tal, é que no capítulo III são 
abordados três problemas, nos quais as variáveis aleatórias 
básicas são independentes e possuem distribuição de 
9 
probabilidades log-normal. Consequentemente, 





Define-se por processo normal independente, o 
processo gerador de variáveis aleatórias 
identicamente distribuídas x1 , 
densidade de probabilidade definida 
independentes, 
f I (x jµ,a)= 






sendoµ e a, os parâmetros desconhecidos. 
A verossimilhança 
x = { x 
1







L(µ, ajx) = rr 
i=1 
f I (x. jµ,a) 
X µ,a l 















A distribuição conjugada natural à priori dos 
parâmetrosµ e a é uma distribuição bivariada, produto de uma 
Normal e uma Gama-2 Invertida, Ra1ffa 10 , assim 
(II.8) 
onde n', u' 1 X1 e s' 2 são parârretros priorísticos, sendo 
10 
- - ~ x, ~ - e u' ? 0, s' 2 ? 0, n' ? 0. 
As distribuições marginais priorísticas de µ e a 
são obtidas por integração da expressão (II,8), No oaso da 
distribuição marginal deµ, integra-se {II.8) em relação a a 
no intervalo a~ 0, resultando na distribuição Studant, 
f s ( µ 1 x' 1 s' 1 n' 1 u' ) a [ u' + ( µ - x' ) • n' / s' • J -
(u'+ 1) 
2 
( I I . 9a) 
Integrando {II.8) em relação a µ no intervalo 
-- ~ µ ~ - , obtém-se para distribuição maroinal de a uma 
Gama-2 Invertida, 






( I I . 9b) 
Aplicando-se o Teorema de Bayes (II.1), obtém-se a 
distribuição posterior dos parâmetros, dada por: 
f" (µ,alir,x) = <j>- 1 r• (µ,alir).L(µ,alx) µ,a µ,a _ (II.10) 
O que nos dá: 
r;,a(µ,a I Ir I x) = fN (µ lx" ,a/,rn" ) .fIG2(a Is" ,u") 
(II.11) 
Como se esperava a distribuição posterior dos 
parâmetros é o produto de uma Normal com uma Gama-2 
Invertida, cuJos parâmetros (ditos posteriores) são: 
n .. = n' + n 
.. 
X : 
n•X 1 + nx 
(n' + n) 
u·· = [u' + .S(n' )] + [u + .S(n)J- .S(n") 










u•s• 2 + n•H• 2 + us 2 + nX2 - n""'x"' 2 
6(n) = { ~ 
u" 
se n • 0 
se n > 0 
tamanho da aT10stra 
n - 1 
1 n 





I: ( )( i - ii) 2 se n ) 1 n-1 
i=l 
0 se n = 1 
( 1 I. 12d) 
( 11 . 12e) 
(1I.13a) 
( 1 I. 13b) 
( 1 I. 13c) 
( 11 . 13d) 
Quando não eKistem informações priorísticas n•~ 0 e 
u• ~ 0, consequentemente os parâmetros posteriores tornam-se 
iguais as estatísticas aT10strais, o que pode ser facilmente 
concluído observando-se as eKpressões (Il,12). 
As distribuições marqinais dos parâmetros 
desconhecidos µ e a podem ser determinadas integrando-se 
(11.11). Deste T10do a distribuição deµ será uma distribuição 
Studant similar a (11.9a). 
(u" + 1) 
2 
(II.1'<) 
Aplicando-se o valor esperado e a variância em 
(II.1'<), obtém-se: 
• 
= X"' ( 11 . 15a J 
12 
• { 11" }1/2 
SBªy-~(/l) = s"2 -- n" ( 11"-2) 
( II. 15b) 
De forma análoga obtém-se a distribuição de 
a, f'iG
2 
(al1o",u") 1 que é uma Gama-2 lnuertida de mesma forma 












= s"(-'!..'.:.)1/2[ r( 2 
2 r (11"/2) 
s 2 (a) = Bayes 
u"s .. 2 
u"-2 
u" > 1 
11" ) 2 
(1I.17a) 
( II . 1 ?b) 
A distribuição de a 2 é proporcional a distribuição 
qui-quadrado com (n"-3) graus de liberdade, Raiffa 10 , 
(n"-3 ) 
a2 
s" 2 _ CH(n" - 3) (11.18) 
A metodologia Bayesiana pode ser também usada como 
uma forma de determinar a distribuição de probabilidades de 
um quantil xa, função dos 
distribuição conjunta destes, 
parâmetros /l e a, a partir da 
f (µ,a), senão uejamos: µ ,a 
quantil x =µ + k a, 
a a 
logo /l = X k Oi a a Seja o 
substituindo a expressão de /l em r" (/l a) µ,a , , (II.B) e 
integrando-se em relação a a, no interualo a? 0 obtém-se a 
densidade de probabilidade do quantil xa' isto é: 
(11.19) 
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Esta integração pode ser feita analiticamente ou 
numeric.amente. A integração por Monte Carla neste caso 
consiste na utilização da distribuição conJunta de µ e a 
(II.8) da qual se sorteiam valores destes parâmetros e para 
cada par 
repetição 
(µ.a) determina-se o quantil x correspondente. 
(l 
A 
deste procedimento inúmeras uezes permite a 
obtenção de uma aproximação para a distribuição de X ' (l 
A Metodologia Bayesiana, é adotada por vários 
pesquisadores para estimação de parâmetros de TrOdelos 
probabilísticos utilizados em Hidrologia, 





foi visto, pode ser também utilizada com forma de 
determinação do desvio-padrão dos estimadores destes 
parâmetros. Entretanto esta metodologia apresenta basicamente 
dois problemas: 
É difícil definir a distribuiç~o à priori dos 
parâmetros 
priorística. 
mesrro quando não existe informação 
Considere, por exemplo o caso da 
distribuição normal. A análise do comportamento 
assintótico da distribuição marginal à priori, 
definida em (II.9a),indica que quando n' tende para 
zero a distribuição marginal para µ torna-se 
progressivamente uniforme sobre o intervalo 
mas quando u' tende para 2ero a razão 








{llAIFFA et alia [10)) 
para valores altos de 
a. A discussão pode ainda ser levada a analisar o 
fato que quando n' tende a zero a distribuição para 
1/µ se aproxima de uma massa na origem abrindo a 
questão da "arbitrariedade da parametrização", A 
solução normal lTlQn te adotada con~ista em »e 
considerar como não informativas as distr1buições à 
priori que podem ser "substancialmente TTOdific8das 
por um pequeno número de observações". Ou seja, a 
adoção de n' = 0 e " 1 = 0 em {II.12) não 
corresponde propriamente a usar uma distribuição à 
priori não informativa. Na realidade neste caso 
II. 3 
14 
utiliza-se a distribuição 
informativa possível. 
Se a distribuição, 
à priori menos 
da variável básica 
adotada para resolução do problema não for a 
correta, a aplicação da metodologia conduz a 
resultados incorretos. 
TÉCNICAS DE REAMOSTRAGEM 
As metodologias apresenadas a seguir, denominadas 
Técnicas de Reamostragem ou Métodos Não-Paramétricos, fazem 
uso apenas dos dados (registro fluviométrico) para descrever 
a distribuição de probabilidades dos parâmetros de um modelo, 
sem necessidade de admitir o conhecimento da função densidade 
de probabilidade da variável básica (UNNY et alia [16), 
SANTIG [17)),não estando, portanto, sujeitos aos problemas 
expostos anteriormente. 
A utilização destes métodos foi durante muito tempo 
limitada por exigir o uso intensivo de computadores. Com o 
surgimento das novas gerações de computadores, verificou-se 
um aumento na capacidade de armazenamento e velocidade de 
processamento dos mesmos. Assim cada vez mais tem-se estudado 
e sugerido a utilização destes métodos (EFRON [18)). 
Em geral, estas técnicas se baseiam na produção de 
""pseudo-amostras"" a partir da reamostragem do conjunto de 
observações. A cada ""pseudo-amostra .. são calculadas 
estimatiuas dos parâmetros. Com as uárias estimatiuas dos 
parâmetros pode-se definir as distribuições de probabilidade 
empírica do mesmo, e em particular o desuio padrão. Apesar da 
existência de uários esquemas de reamostragem (EFRON [19)) 
estudaremos apenas o Jackknife e Bootstrap. 
Uma limitação destes métodos é que não é possiuel 
utilizar as informações não-amostrais disponiueis. 
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II.3.1 O Jackknife 
A idéia original do Jackknife foi proposta por 
Quenouille 6 com a finalidade de reduzir a tendência do 
estimador da correlação serial, baseando-se na divisão da 
arrostra em duas "meias-amostras ... Em outro trabalho do mesrro 
autor (QUENOUILLE [20)) esta técnica foi generalizada e 
Yplicada a outros problemas. Posteriormente, TUP.EY [7], 
utilizou a mesma técnica para estimar a variância de uma 
estatística B. O uso geral desta técnica foi proposto em 
TUHEY [21], de modo a reduzir a tendência de estimadores e 
obter intervalos de confiança aproximados em problemas onde 
os procedimentos estatísticos clássicos eram difíceis de 
serem aplicados, ou não existiam. Tukey batizou a nova 
técnica de Jackknife com intenção de exprimir a idéia de uma 
ferramenta grosseira, 
variedade de situações. 
porém eficiente e útil em uma grande 
O Jackknife para determinação do estimador 8 Jackk 
do parâmetro B 
dado uma amostra 
e de seu desvio 
X = { X 1 ' X2 1 • • • ' 
• 
padrão SJackk consiste em, 
x} contendo n sorteios 
n 
independentes da variável aleatória X, obter-se uma 





., _Jackk ... ' X. 1 > 1- ••• 1 X ) n ( II. 20) 
A estimativa da estatística 8, calculada sobre a 





B . = g(x 1 , -1 ••• 1 X } n 





Desta forma é possível calcular n estimativas de 
A estimativa Jacl<l<ni fe de tendenciosidade 
determinada por Quenouille (1949), é dada por: 
• • • 
BIASJacl<I< = (n-1} (8(.)-8} (II.22) 
onde 8 é a estimativa clássica da estatística 8 sobre a 
amostra x, 
" ' 1 X ) n (II.23) 
• • e 8(.) é o valor esperado dos 8 -i ' isto é: 
• 1 n • 
8(.) = E 8 -i (II.24) n i=l 
• 
O raciocínio usual para BIASJacl<I< {Efron 19 ) é o 
seguinte: 
• • 
Seja En o valor esperado da estatística 8, En=E[8], 
para maioria das estatísticas, tem-se: 
En = 8 + 
n + n + ••. (II.25} 




a 2 (P) são funções que não dependem de n. 
De modo análogo E 1 é o valor esperado de n-
E i= 8 + n-
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a 1 ( F) 
(n-1) 
+ + 1 •• ' 
Baseado em (II.2~) quando n tende a infinito E_= 8. 
(II.26) 
A figura (11.1) apresenta o gráfico (E x 1/n), aproximando a n 
curva da tendenciosidade linearmente tem:::,s: 
A 
BIASJackk = En-E-= (n-l)[En-1 - En] (11.27) 
E 
9=Ea,t-"=--------+--+----------
o 1/n l/(n-1) 1/N 
(n = a,) 
que é exatamente a expressão (II.22), quando En e En-1 são 
A 




O estimador Jackkn1·re de 8 representado por 8 ' Jackk 
A 
é obtido corrigindo-se 8 da tendenciosade, assim: 
A A A 
8 = 8 - BIASJackk Jackk 
A A ' = 8 - (n-1)[8(. 1-e] 
A A A 
= 8 + (n-1)8-(n-1)8 ( . ) 
A A 
= n 8 - ( n-1) 8 ( . ) (II.28) 
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Utilizando as expressões (II,25) e (II.26) tell"Os que: 
A 
E[8Jackk] = nEn - (n-1) En-1 
= 8 - (-1- + 
n2 
O que nos leua a concluir 
1 
(n-1) 2 







tendencioso da ordem de (1/n 2 ), a tendenciosidade de 8 é da 
ordem de ( 1 /n) , 
Muitas uezes a correção da tendenciosidade (II,22) 
pode aumentar o erro médio quadrático deuido ao acréscill"O na 
uariância, em uez de diminuí-lo atraués da rell"Oção da 
tendenciosidade. HINHLEY [22) discute este efeito para o 
caso do coeficiente de correlação. Entretanto, pode ser ainda 
A 
interessante computar a BIASJackk' mesll"O quando a correção da 
tendenciosidade não for feita, especia.lmente em conj,.mto com 
a variância. 
o estimador Jack!mife 
estimadores é dado por (E~RON (19)): 






do desuio padrão de 
•12 
- (J ) 2 } 
( ' ) 
(II.30) 
Uma outra forma de se aplicar o Jackkn1fe é d1u1d1r 
a all"Ostra x = {x 1 ,., ,xn} em~ grupos de tamanho~ cada, onde 
n=wh, ou seja: 




e determinar 9 . com:, a estimativa do parâmetro 9 tendo 
-1 
omitido o i-ésim:, grupo de observações. 
A maioria das pesquisas sobre o Jackknife tem sido 
desenvolvidas para o caso especial de h=l e w=n, isto porque 
elimina-se qualquer arbitrariedade na formação dos grupos, e 
é de consenso entre os pesquisadores que esta é a melhor 
forma de se usar o Jackknife em qualquer problema, exceto 
quando a quantidade de dados é muito grande, tornando-o 
inviável computacionalmente. Entretanto na maioria dos casos, 
se não em todos, os resultados obtidos para h=1 são 
extendidos para h ) 1 (MILLER [23)). 
II.3.2 O BOOTST!lAP 
O Bootstrap desenvolvido por Efron (EF!lON [8),[19)) 
constitui um esquema de ream::,stragem de maior aplicabilidade 
que o Jackknife, apesar de exigir um esforço computacional 
maior. 
Esta técnica de ream::,stragem calcula o parâmetro de 
interesse ou o conjunto de parâmetros, B vezes, utilizando 
para tal, B "pseudo-am::>stras" obtidas por ream::,stragem com 
reposição das observações da am::,stra original. O conjunto de 
estimativas do parâmetro calculadas desta forma constituem a 
distribuição empírica de probabilidade do mesm::,, Assim com:, 
no Jackknife a independência dos dados é pré-requisito. 
O algoritm::, de Monte Cario para a determinação da 
distribuição empírica de probabilidades do parâmetro em 
estudo, assim coTf'O para o cálculo da estimativa e de 5eu 
desvio padrão, por Bootstrap, é o a seguir descrito 
(EF!lON [19)). 
1. Faz-se uma ream::,stragem com reposição das observa-
ções da am::,stra x, fornecendo uma "pseudo-am::,stra" 
b 
(ou am::,stra Bootstrap) x8 t' - 00 
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b )( = _Boot (11.32) 
2, 
b 
A partir da "pseudo-arrostra" .!'.soot pode-se calcular 
a estimativa do parâmetro de interesse, 
(II.33) 
Repetições independentes dos passos 1 e 2, fornecem 
·s 
,. ,., 8Boot' estimativas do parâmetro 8, com as 
quais a possível determinar a distribuição empírica de 
probabilidade de 8. 
O estimador Bootstrap do parâmetro 8 é definido 
'b 







'b 8 Boot 
A estimativa Bootstrap da tendenciosidade é dada 
A A A 
BIASBoot = 8 - 8 Boot (II.35) 
E o estimador Bootstrap do desvio padrão de 




( II. 36) 
Enquanto no Jackknife o número de pseudo-arrostras 
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i 
: Jackk é limitado ao tamanho da amostra x, no Bootstrap o 
núrrero de possíveis "pseudo-amostras", xb
8 
t' é relativarrente 
- 00. 
ilimitado dado que são possíveis 
(UNNY (16)). Este resultado provém do estudo de análise 
combinatória,no qual cr representa o núrrero possível de m,n 
combinações com reposição de uma amostra, onde o índice m 
indica o tamanho da pseudo-amostra (combinação), o índice n o 
tamanho da amostra e o Índice r indica que a reamostragem 
equivale a uma combinação sem reposição considerando uma 
amostra de tamanho m+n-1, de modo que o núrrero de passiveis 
combinações de tamanho~ com reposição, de uma amostra de 
r tamanho n é dado por: C = 
m,n 
Bootstrap o tamanho da combinação 
amostra, tem-se C =C = nln n,n+n-1 
c = m, ,n+m-1 
é!!_, igual 












Apesar do Bootstrap ser computacionalrrente mais 
exigente que o Jackknife em geral os seus resultados são 
rrelhores. A tabela II. 1 
(19)) 
apresenta os resultados de uma 
oompara9ão (EF'RON entre diversos esquemas de 
reamostragem para cálculo do desvio padrão da estimativa da 
correlação entre duas variáveis normais. o experirrento 
consistiu em 200 sorteios de {xl, ... ,xl'l) ond~ l{ . é um par 
l 
(Ui,Vi)' da distribuição bivariada normal padrão com p = 
cov(U. ,V. )=1/2. Para cada sorteio, obteve-se a estimativa do 
l l 
desvio padrão de p através do Bootstrap com B = 128 e 512, 
através do Jackknife e através da Estatística 
A • 12 
(1-p 2 )/(n-3) Clássica, 
• 
8 c1ass = (neste caso n=l'l). A 
tabela II.1 apresenta a média, desvio padrão, coeficiente de 
variação e a raiz quadrada 
relação ao valor real, 0.218), 
do erro médio quadrático (em 
destas estimativas. Pode-se 
notar que o Bootstrap tem um comportarrento rrelhor que o do 
Jackknife. Efron 19 apresenta uma comparação mais abrangente 
entre os dois métodos que favorece o Bootstrap. 
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Método Média Desvio Coef. EMQ1/2 
Padrão Variação 
Bootstrap B = 128 0,206 0,066 0,32 0,067 
Bootstrap 8 = 512 0, 206 0,063 0,31 0,06q 
Jackknife 0,223 0,085 0,38 0,085 
Método Clássico 0,217 0,056 0,26 0,056 
Valor Verdadeiro 0,218 
Tabela 1 I. 1 - Média, desvio padrão, coeficiente de variação e 
raiz quadrada do erro médio quadrado (EMQ1/2) 
do estima dor do desvio padrão de p. 
II. q SUMARIO 
Neste capítulo foram apresentados três métodos 
alternativos de cálculo de desvio padrão de estimadores de 
parâmetros de modelos probabilísticos, o Bayesiano, o 
Jackknife e o Bootstrap. 





amostrais e não amostrais na 
de estimadores, para tal faz 
uso dos conceitos de verossimilhança, distribuição "à priori" 
e posterior. 
O Jackknife e o Bootstrap denominados técnicas de 
reamostragem (ou Método não Paramétrico), baseiam-se apenas 
na reamostragem do conjunto de observações, não estando 
portanto limitados a considerações sobre as distribuições da 
variável aleatória em estudo e as distribuições à priori. 
No capítulo subsequente estes três mátodos serão 
utilizados para cálculo do desvio padrão de estimadores em 
três problemas hidrológicos clássicos. 
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CAPÍTULO III 
ESTUDOS COMPARATIVOS DOS MÉTODOS 










com o qual 
pesquisadores da área de Hidrologia têm se confrontado ao 
longo dos tQmpos ~ que consistg n• incgrteza na estimação de 
parâmetros de modelos probabilísticos, decorrentes da 
variabilidade amostral. 
Uma das formas tradicionais de considerar este 
problema é o uso de intervalos de confiança, Ashkar 3 • Nosso 
interesse entretanto, não está voltado para a determinação do 
método geral de cálculo de Intervalos de Confiança, que pode 
ser encontrado na maioria da literatura clissica de 
Estatística (BENJAMIM et alia (4) 1 YEVJEVICH (24)), mas sim 
para a estimação do desvio padrão de estimadores, uma vez que 
o intervalo de confiança é função deste. 
Para estime.ção do desvio padrão de estimadores 5ão 
utilizados, neste capítulo, as três metodologias descritas no 
capítulo II: a Bayesiana, o Jackknife e o Bootstrap, como 
alternati~as ao uso da Estatística Clássica, que nem sempre 
dispõe de fórmulas já derivadas e/ou facilmente encontráveis 
para sua estimação. 
O objetivo deste capítulo é portanto a avaliação 
das metodologias propostas quando aplicadas a problemas de 
Hidrologia. 
Suponhamos para tal que um hidrólogo precise 
estimar para uma dada seção de um rio a vazão média, a vazão 
de cheia decamilenar e o tamanho do reservatório para um 
nivel de regularização de 90Y., a partir de um registro de 40 
anos de uazões. Se procurará então avaliar estes métodos na: 
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determinação do estimador do desvio padrão da vazão 
média. j 
determinação do estimador do desvio padrão da vazão 
decami lenar; 
determinação do estimador do desvio padrão do tamanho 
do reservatório para um nível 
90'l.. 
de regularização de 
A apresentação dos estudos nesta ordem, tem col!'O 
obj~tivo 1rostr•r a crgscgnte dificuldade na determinação do 
A 
desvio padrão de estimadores, S( 8), pelo Método Clássico 
quando a complexidade do problema aumenta, o que ocorre em 
proporções muito menores quando as metodologias propostas são 
adotadas. Em outras palavras, no caso de parâmetros (8) 
usuais, tais com:, média e variância de processos aleatórios, 
o hidrólogo encontrará na Estatística Clássica fórmulas já 
• 
consagradas para o cálculo de S( 8), Entretanto para 
parâmetros mais específicos, COlT'O verel!'Os nos itens 
subsequentes, estas fórmulas precisam ainda ser derivadas. 
Neste caso o hidrólogo tem col!'O alternativa o uso das 
chamadas "Técnicas de Real!'Ostragem" (EFRON [19)), através das 
A 
quais o cálculo de 5(8) é extremamente simples e intuitivo, 
col!'O se verá adiante. 
III.2. CARACTERÍSTICAS DOS ESTUDOS REALIZADOS 
Os três estudos foram realizados utilizando dois 
conjuntos de vazões, cada qual constituído de 100 séries, 
compostas de 40 vazões obtidas de sorteios independentes da 
distribuição lognormal com média unitária, tendo sido adotado 
o desvio padrão de 0 1 1 no primeiro conjunto e 0 1 8 para o 
segundo. Estas vazões na realidade não são valores observados 
num dado rio, mas sim um conjunto de séries sintéticas 
construídas com a finalidade de realizar um estudo totalmente 
controlado, onde uma das fontes de incerteza, a escolha do 
l!'Odelo que descreve o comportamento das vazões, é totalmente 
anulada.Neste caso toda a incerteza introduzida no estudo é 
provenint~ dos erros amostrais de est1ma9ão de parâmetros. 
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Doravante denominaremos estes conjuntos de Cenário 
~ (desvio padrão 0 1 1) e Cenário B (desvio padrão 0,B) de 
































i da série 








de uma série (=40) 
do cenário (:100) 
i = 1 1 ••• 1 n 





s .(K) desvio padrão da série j 
J 
S. ( K) 
J 
n 
= ( E 
i=l 
- 2 1/2 (K .. - K.) /(n-1)) 
l J J 
(III.1) 
(III.2) 
A avaliação das metodologias Bayesiana, Jackknife e 
Bootstrap, baseou-se na comparação das variabilidades, em 
torno do "valor verdadeiro", das estimativas obtidas por 
estas metodologias com a mesma variabilidade da estimativa 
obtida com fórmulas da Estatística Clássica, 
III.3, ESTUDOS DE CASOS 
111.3.1. CASO 1 - Desvio Padrão do Estimador de Vazão Média 
A vazão média é talvez o parâmetro mais utilizado 
em Hidrologia. Usualmente ignora-se a variabilidade amostral 
e utiliza-se a média arrostral, X, (da série de vazões) co1TO 
se fosse o correspondente valor de população,µ. 
" 
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Apesar de X ser um bom estimador (não tendencioso e 
eficiente) da média de popula9ão, não é correto supor que a 
média aTrostral é o "próprio" valor de popula9ão, uma vez que 
X é fun9ão da aTrostra aleatória, sendo portanto uma variável 
aleatória. Isto é, diferentes anostras podem conduzir a 
diferentes médias anostrais. O que se pode provar é que sendo 
x um estimador não tendencioso, o valor esperado de x (E[R"J) 
é igual a média populacional (µ ). Portanto se fossem 
)( 
disponíveis inúmeras séries de vazões, das quais fossem 
obtidas as médias anostrais, o valor médio destas médias 
anostrais poderia ser considerado cono µ. Cono esta situa9ão 
}{ 
é impossível, o que deve-nos fazer é estimar por 




x - z(l-a/2 ) S(x) 1 µx 1 K + z(l-a/2 ) S(x) (III.3) 
o qual deve conter µx com uma probabilidade (1-a). O valor de 
z é obtido aproKimadamente da distribui9ão normal 
(l-a/2) 
padrão se S(X) é conhecido (devido ao teorema do limite 
central), caso contrário 
t-studant com n-1 graus de 
z é obtido da distribui9ão 
(1-a/2) 
liberdade. 
Neste caso surge a necessidade de estimar S(X) 
(desvio padrão de X) pois o intervalo de confian9a será tanto 
mais preciso, quanto melhor for o estimador de S(X). 
Apresentarenos quatro formas de estimar o desvio 
padrão de X (S(X)), o Método Clássico, o Bayesiano, o 
Jackknife e o Bootstrap. 
MÉTODO CLÁSSICO 
Pela Estatística Clássica te-nos que se os Xi são 
variáveis aleatórias independentes e identicamente 
distribuídas com desvio padrão a , então o desvio padrão de X 
K 
é: 























l( i ) 
]1/2 
(III.'l) 
Se o valor de a é conhecido podell'Os facilmente 
l( 
obter S(K). Coll'O o estudo apresentado é baseado em cenário 
artificiais, então dispoll'OS de a e os verdadeiros valores de 
l( 
S(if) são: 
a 0, 1 CENÁRIO A: s (if) 
l( 
0,01581 = = = 
ln /7f0 
a 0,8 
CENÁRIO 8: s (lI) 
l( 
0,12850 = = = 
ln /7f0 
Entretanto, a é em geral desconhecido e é estimado 
l( 
pelo correspondente valor all'Ostral (s(1<)). 
No caso presente coll'O cada um dos cenários (A e 8) 
é constituído de 100 séries, para cada série é calculado o 
A 
estimador clássico do desvio padrão de X, SCl (x)=s(1<)//n 1 ass 
A -
resultando num conjunto de 100 SCl (1<), do qual são obtidas ass 
A 
a média e a variância dos SCl (x). ass 
O algoritll'O abai1<0 esquematiza o procedimento para 
A 
avaliação de sClass(x). 
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1. para cada série j de n vazões calcula-se sj(xJ e 
• _ sj(x) 
5class(x) = 
/n 
2. repete-se o item (1) para todas as m séries. 
3. após o item (2) ser concluído, calcula-se a 
• 
média e a variância de SClass(x). 
A figura III.1 apresenta o esquema para a estimação 
do desvio padrão de X pelo método clássico. 
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ESTitwm 00 lESUIO PfffiÃO lE X 
tÉT(IIJ CLÁSSICO 
• 5-(><) 
---+ e j Cil ="-"-J -
Jclass rn-
• 5m(><) 
{ "1•"2 1 ••• •"n}m---+ 5m(><)---+ ~lass(a) l rn-
E [~1ass(a)] 
UAR[~1ass(a)] 
Figura III.1 - Esquema do Método Clássico para o Cálculo 
do Estimador do Desvio Padrão de~ 
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MÉTODO BAYESIANO 
Como mencionado no capítulo II , a metodologia 
Bayesiana considera os parâmetros desconhecidos do modelo 
probabilístico como variáveis aleatórias, as quais tem sua 
distribuição de probabilidades construída a 
informações a1TOstra1s e não-amostrais. 
partir de 
Desta forma se o modelo probabilístico que descreve 








No caso em estudo} corro as uazões são variáveis 
aleatórias independentes, identicamente distribuídas, com 
• 
distribuição log-normal, uma forma de obter S(x) consiste em 
considerar os logaritmos das vazões Y=log X, que também são 
variáveis aleatórias independentes e identicamente 
distribuídas, sendo modeladas pela distribuição normal. Neste 
casoµ e a , média e desvio 
y y 
padrão 
respectivamente, são os parâmetros 
dos 
do 
logaritmos de x, 
modelo normal, que 
metodologia Bayesiana possuem segundo a 
posterior conJunta definida por ( I I . l 1 ) . Como 
(BENJAMIN et expressa OOTTO uma função deµ e a y y 
isto é: 






a = (~ + 1) y µ)I 
é possível determinar 
distribuição conJunta de 
a distribuição de µx 
µ, a (II.11) da forma: y y 
distribuição 




{ II I . 7b) 
a partir da 
f.. ( µ i = I~ 
#JX X o 
f" (log µx - + ay2 ' ay)day (III.B) 
µy'ªy 
A partir de (III.B) podemos obter o valor esperado 





f" (u) du 
µX 
1/2 




Outro procedimento seria obter a distribui9ão deµ 
){ 
por Monte Carla, ou seja, a partir de (II.11) é possível 
obter por sorteio um grande número de pares (µy' ay) e 
através de (III.7a) transformá-los num grande número de 
sorteiosµ, 
)( 
Esta série deµ pode ser suficientemente grande 
X 
para definir a distribui9ão deµ e 
){ 
seus parâmetros E(µ) e 
){ 
a(µ). Para efeito de determina9ão de 
){ 




(X)= a(µ). ayes x 
No caso em estudo optou-se pela determina9ão do 
desvio padrão de X pela segunda alternativa pela evidente 
facilidade de sua aplica9ão bastando para isto algoritll'Os de 
geracão de variáveis aleatórias qui-quadrado e normais 
{NAYLOR et alia (25)). Note que a medida que aumenta a 
complexidade do problema obter expressões para um determinado 
parâmetro pode se tornar uma tarefa ainda mais complexa do 
que as integra9ões em {III.8), (III.9) e (III.10). 
O algoritill'O abaixo esquematiza a forma de 
A 
avalia9ão de S (K)' Bayes · 
1 . obter série de a partir de uma série j de n 
vazões (xiJ). 
1.1. construir f" (equa9ão ( I I.12) com n'=0). 
µy'ªy 
1.2. obter L duplas(µ ,a) sorteando a 2 da equa9ão y y y 
(11.18) e µ da normal condicionada que 
y 
aparece na equa9ão (11.11). Usou-se L=1000. 






de µ. . 
K 
L valores de 
através. da 
J1y e ªy 
equaç,ão 




2, repetir item (1) para todas as m séries. 
3. após o item (2), obter a média e a variância de 
A 
8 Bayes (H) · 
A 
metodologia. 
figura III. 2 apresenta o esquema desta 
33 
ESTitwm rn [EStJIO PfimO [E X 
tÉT(D) BAYE5Iftll 
{H11H21'' •1Hn 11 
l l og ( >< . ) = y . l l -
{Y11Y21"·1Yn}1--+ 1:y} 
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E[ S (i{)J 
• Bayes 
UAR[~ayes (x)] 
Figura III.2 - E~quema do Método Bayesiano para o Cálculo do 
Desuio Padrão de X. 
JACHHNIF'E 
O cálculo do estimador Jackknife do desvio padrão 
• 
conforme eHposto no item II,3,1 para o caso em que 8 = K é 






























8 = --8 ( . ) n i=1 -i n 
A 
• • n 8- K. l • 
8 - 8 (. )= - 8 = -i n-1 
(III.11) 
• 
n n 8-K. A 
l 
I: n-1 = 8 
i=1 
-
l( - H. 
l (III.12) 
n-1 
Substituindo a equação (III,12) na equação (11.30) 
obtemos a equação (III.11). Ou seja, neste caso o Estimador 
Jackknif~ do desvio padrão é igual ao Estimador Clássico. 
BOOTSTRAP 
O cálculo do Estimador Bootstrap do desvio padrão 
A 
conforme eKposto no item (II.3.2), para o caso em que 8 = 
consiste em fazer na equação (II.32), 













independentes e igualmente distribuídas com 
aleatórias 
distribuição 
igual a distribuição 
variável aleatória cuja 
empírica de 
variância é 
* * Xi ' g ( X 1 ' X2' 
dada por: 






Se interpretar100s o estimador Bootstrap do desvio 




SBoot ( x) = { 
_v_a_r_n_[ x_: _) -r 12 (III.15) 
Substituindo-se na equação {III.15) a fórmula do 




(n-1) li m SBoot ( x) = ./ (III.16) 
./n n 8 ---+ -
Ou seja, neste caso os resultados do método 
Bootstrap com 8 muito grande podem ser obtidos aplicando-se o 
fator /(n-1)/n aos resultados do Método Clássico. 
RESULTADOS 
As tabelas III.1 e III,2 sumarizam os resultados 
dos estudos realizados com os cenários A e B respeotivamete. 
Co100 pode ser observado, o Método Clássico tende a 
subestimar o valor verdadeiro. Esta tendência é mais 
acentuada no Bootstrap, visto que a estimativa do Bootstrap 
para o desuio padrão de estimadores da média (vazão média) é 
obt1da aplicando-se ao estimador do Método Clássico o fator 
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de correção /(n-1)/n, equação (III.16). Tendência inversa 
ocorre para a metodologia Bayesiana; por este rrétodo há uma 
tendência a superestimar o valor verdadeiro. 
A variabilidade medida pelo coeficiente de variação 
dos métodos Clássico e Bootstrap são iguais, devido a relação 
entre eles. O Método Bayesiano apresenta uma variabilidade 
equivalente no cenário A e levemente superior no cenário B. 
Quanto ao erro médio quadratico pode-se observar 
que o Método Clássico e o Bootstrap apresentam valores 
bastante próximos e ligeiramente menores que o Bayesiano. 
Nas tabelas III.1 e III,2 apresentou-se ainda, na 
linha correspondente ao Bootstrap valores obtidos usuando-se 
a equação (II.35) com B=1000. Pode-se notar que os valores 
obtidos são bastante próximos aos correspondentes no caso 
limite de B ~ -
3? 
MÉTODO MÉDIA DESVIO COEF 
PADRÃO VARIAÇÃO EMQl/2 
Clássico e 15,?6x10 
-3 
1 1 ?5x10 
-3 
0, 111 1 1 ?5x10 
-3 
Jackknife 





0, 111 1, ?5x10 
-3 
B---t-
Bootstrap 15,61lxl0 -3 1,81H10 -3 0, 115 1,82x10 
-3 
8 = 1000 
Valor -3 Verdadeiro 1:l 1 81H10 
Tabela III,1 - Sumário dos estudos realizados para o 
estimador do desvio padrão da vazão média 
com o Cenário A. EMQ112 = raiz quadrada do 
erro médio quadrático. Média, desvio padrão, 
ooafioiente de variação a EMq112do e1otimador 
de desvio padrão de X. 
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MÉTODO MÉDIA DESVIO COEF 
PADRAO VARIAÇÃO EMQ1/2 
Clássico e 0, 1205 0,0325 0,269 0,0330 
Jackknife 
Bayesiano 0, 1428 0,0329 0,231 0,0367 
Bootstrap 0,1190 0,0321 0,269 0,0330 
8---t• 
Bootstrap 0, 1198 0,0326 0,272 0,0333 
B = 1000 
Valor 
Verdadeiro 0, 1265 
Tabela III.2 - Sumário dos estudos realizados para o 
estimador do desvio padrão de Vazão Média 
com Cenário B, EMQ112= raiz quadrada do 
médio quadrático. Média, desvio padrão 
coeficiente de variação e do 
estimador do desvio padrão de[, 
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III.3.2 CASO 2 Desvio Padrão do Estimador da Vazão 
Decami lenar 
A ocorrência de cheias tem causado prejuízos em 
diversas sociedades que vão de perdas das benfeitorias 
localizadas nas áreas inundadas até perdas de vidas humanas. 
A previsão de cheias pode sem dúvida reduzir estes prejuízos. 
No dimensionamento de obras hidráulicas ou de seus 
órgãos, isto é, na determinação da forma do vertedor de 
barragens, da altura de diques de proteção marginal, do 
diâmetro de coletores, ou de obras de artes em estradas e 
aeroportos e ainda na delimitação de áreas susceptíveis a 
inundações, é muitas vezes suficiente, pelo menos em primeira 
aproximação, a determinação do pico da cheia correspondente a 
um intervalo de recorrência de T anos, x(T), tal que a 
probabilidade de ocorrer vazões maiores ou iguais a ela é 
-1 
dada por: P(X ! x(T}} = T ; em vez da determinação completa 
da forma da hidrógrafa da cheia. 
Para a maioria das estruturas hidráulicas de grande 
responsabilidade, T é em geral adotado como 10.000 anos e 
x(10.000} é denominada pico da cheia 
simplesmente vazão decamilenar. 
decamilenar, ou 
A aproximação usual para o cálculo de x(T} é o 
ajuste de uma distribuição de probabilidade F(.) ao conjunto 
de máximos anuais observados {x 1 ,x2 , ... ,xn} e através desta 
obter o valor de x(T} por extrapolação. 
Contudo o valor obtido desta forma para x(T) é 
apenas uma estimativa que é afetada pela variabilidade 
amostral. Como descrito no item III.3,1 1 uma forma de 
considerar esta variabilidade amostral na estimativa de x(T) 
é construir um intervalo de confiança para x(T). Para tal 
• 
precisamos determinar o desvio padrão de x(T). As quatro 
metodologias: Método Clássico, Bayesiano, Jackknife e 
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A determinação do desvio padrão de um quantil x(T), 
pelo Método Clássico, quando adota-se a distribuição de 
probabilidades dos K 1 s log-normal dois parâmetros e estima-se 





n = número de máxirros anuais, (K), n=40 
a = desvio padrão dos máximos anuais 
X 
(III.17) 
= (1+(Cu 3 +3Cv)F+(Cv 8 +6Cv 6 +15Cu 4 +16Cv 2 +2)F2 /4] 112 
(III.18) 
Cv = coeficiente de variação dos máximos anuais, 
(III.19) 
a é o desvio padrão dos logarítimos dos máximos 
y 
anuais, 
( III. 20) 
F fator de frequência, 
F = 
. 2 1 /2 2 




z = é o valor da distribuição normal padronizada 
associada 
-1 
a probabilidade p=l-T 1 (T=período de 
retorno). 
Se os valores de a e Cv são conhecidos pode-se 
K 
facilmente obter a(xT). A tabela III.3 apresenta os valores 
dos parâmetros necessários a determinação de a(xT) e o 
próprio a(xT) para os cenários A e 8. 







0,1 1,379 4,420 3,590 0,057 
0,8 10,688 12,110 27,880 3,520 
Tabela III.3 - Valores de a(xT) e dos parâmetros 
necessários para o cálculo dos mesmos, 
considerando os cenários A e 8. 
A obtenção do ""valor verdadeiro"" de a(xT) é 
possível neste caso porque se conhece o valor de população de 
µ e a , média e desvio padrão dos máKimos anuais. Geralmente 
X X 
entretanto, estes valores são desconhecidos e são estimados 
pelos correspondentes valores amostrais x e s I obtendo assim l( 
A A A 
o Estimador Clássico do desvio padrão de x(T), SClass(xT). 
Este procedimento foi adotado para o cálculo de 
A A 
S (x) para as 100 séries de máximos anuais dos cenários Class T 
A e 8. 
O algoritmo que esquematiza este procedimento é o 
mesmo apresentado para o Método Clássico no item III.3.1 1 
apenas substituindo o item 1 pelo exposto a seguir: 
1. Para cada série j de máximos anuais 
1.1- calcula-se KJ., s. (x) e Cv. 
J J 
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1.2- calcula-.~ F. ~ 6. 
J J 
1.3- calcula-se sJ (x ) = Class T 6. s.(x) / ./n J J 
A figura III.3 apresenta o esquema de Método 
A 
Clássico para o cálculo do desvio padrão de XT. 
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Figura III.3 - Esquema do Método Clássico para Estimação 
A 
do Desvio Padrão de XT (Estimador da Vazão 
com T anos de Recorrência). 
'l 'l 
MÉTODO BAYESIANO 
Assim corro no item III.3.1 
distribuição posterior da rrédia e 
conhecendo-se f'' 
/J a ' y' y 
do desvio padrão dos 
logaritrros dos máxirros anuais (x), equação (II.11) é possível 
determinar a distribuição do quantil XT. Senão, vejarros: 
isto é, YT é o quantil da 
diçtribuição normal. Sabe-se que: 
onde: 
(III.22) 
zT & o valor obtido da diçtribuição normal padrão 
relativo a uma probabilidade T- 1 . 
A distribuição de YT é calculado por: 
= r: (III.23) 
E a distribuição de XT é dada por: 




Com a distribuição de XT, equação (III.2<l), pode-se 
determinar o ualor esperado e o desuio padrão de XT: 
(III.25) 
(III.26) 
Para efeito de determinação do interualo de 
A A 
confiança pode-se considerar 8 8 (XT) = ªx ayes T 
Neste caso também é possível determinar a 
distribuição de XT por Monte Carlo, o algoritmo exposto no 
A 
Método 8ayesiano do item III.3.1 para aualiação de 8 8 (K) ayes 
pode ser adaptado, alterando-se apenas o item 1 1 como segue: 
1- obter série de 
máximos anuais 
partir de uma 5érie de n 
1.1- construir f" (equação (II.12) com n'=0); 
/Jy•ªy 
2 1.2- obter L pares (/J ,a) sorteando a de (II.18) y y y 
e /J da norrrel condicionada que aparece em 
y 
(II.11), L=1000; 
1.3- a partir da série 
obter série de 
xT = exp(/J + z a); Y a Y 
de L ualores de /J 
y 
atraués 





pelo desvio padrão dos 
A figura III,4 apresenta o esquema do Método 
A 
Bayesiano para a estimação do desvio padrão de KT. 
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ESTitwm 00 l6JIO P~O II Xr 
tÉT(Il) BAYESIIIIJ 
(II.18'\( l x·1 {Y1,Y21"L''Ynb·· a < 
'i µ. ,a 1--+ T > • (11.11) Y. Y r1 x l 
µ.y' y (II.lBl : 'L Jsaye' T 
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(II.11) y y L T 
(Il,18 4( ) x'l 
µ. ,a 1--+ T > • (11.11) Y, Y m X) 
(II.18 4 : 'L ~aye' T (µ.,a) --+X 
1 (II.11) y y L T 
• 
E[ s X ] 
• Bayes( T) 
UAR [Ssayes ( ~T)] 
Figura 111,4 - Esquema do Método Bayesiano para o Estimação 
• 
do Desvio Padrão de XT (Estimador da Vazão de 
T anos de Recorrência) 
JACKKNIFE 
O cálculo do Estimador Jackknife do desvio padrão 
A A A A A 
do parâ1Tetro 8 1 quando 8 = XT' SJackk(XT) não é um caso 
A 
particular como 8 = x, item III.3,1, em que 
A A A A 
SJackk(x) = SClass(X). Neste caso para determinar 8 Jackk(XT) 
II.3.1 que deve-se recorrer ao procedi1Tento descrito no item 
pode ser esquematizado pelo seguinte algoritmo: 
1- obter série 
máKimos anuais 
de y i j 
(Kij)i 
a partir de uma série de n 
1.1- a partir da série de yij obter uma 
pseudo-amostra omitindo-se oi-ésimo 
ponto da série de yiji 





1.3- calcula-se KT = eKp(y + z a 
i 
s )· y 1 
1.q- repete-se os itens (1.1) a (1.3) n vezes; 
1.5- determina-se siackk(KT)' equação (II.30), a 
partir dos n xi obtidos; 
T 
2- repete-se o item (1) para as m séries do cenário; 
3- determina-se a média e a variância dos siackk(KT). 
A figura III.~ apresenta o esquema do Jackknife 
A 
para a estimação do desvio padr·ão de XT. 
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ESTitwm oo [6JIO PrrnM II xr 
JVJ'JNIFE 
{><1, ><21''' 'xn}l 
llog(x.)=Y 1 1 
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{Y 1 ,Y 2 , • • • ,Yn}m 
E [ ~ackk (XT)] 
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Figura III,5 - Esquema do Jackknife para a Estimação do 
' Desvio Padrão de XT (Estimador da Vazão de T 




O procedimento adotado para avalia9ão de S800 t(HT) 
segue o algoritmo de Monte Carlo descrito no item II.3.2 com 
algumas altera9ões que o tornam específico para o caso de 
A A 
8 = HT. O algoritmo a seguir descreve este procedimento. 
1- obter série de y a partir de série de n máKimos i j 
anuais ( K .. ) ; 
lJ 
1 .1- a partir da 
pseudo-amostra 
série de y i j 
b 
Bootstrap y8 ti - 00 
obter uma 
1.2- determina-se y° e se, média e desvio padrão de 
b pseudo-amostra y8 ti - 00 
'b -b b 
1.3- calcula-se KT = eKp(y + z s) a y 
1,q- repete-se os itens (1.1) à (1.3) B vezes 
(8=1000) i 
1.5- determina-se equa9âo (11.35) a 
2- repete-se o item (1) para as m séries do cenário; 
A A 
3- determina-se a média e a variância dos S800 t(HT). 
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A figura III.6 apresenta o esquema para estimação 
A 
do desvio padrão de KT pelo Bootstrap. 
A 
ESTitwm 00 [ISIJIO Pá [I XT 
{ K j I K2 1 ' ' ' 1 Kn} 1 
llog( xi )=Y i 
{Yl ,Y2•,', ,Yn}l 
B 
~Boot 
{x1,x2 1 ···,xn}m 
llog(x. J=y. l l 





E [ Ssoo t ( l{T ) ] 
UAR[ Ssoot (XTJ] 
Figura III,6 - Esquema do Bootstrap para a Estimação do 
A 
Desvio Padrão de KT (Estimador da Vazão de T 
Anos de Recorrência). 
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RESULTADO 
As tabelas III.4 e III.5 sumarizam os resultados 
dos estudos realizados no CASO 2 com os cenários A e B 
respectivamente. 
Analizando as tabelas (III.4) e (III.5), que 
sumarizam os resultados do estudo 





apresentou uma forte tendência a subestimação em relação ao 
"valor verdadeiro", enquanto o Jackknife apresentou 
comportamento distinto para os dois cenários considerados: 
para o cenário A a tendência é de superestimação em relação 
ao valor verdadeiro e no cenário 8 a tendência é de 
subestimação, apesar disto em ambos os cenários os valores 
obtidos foram bastante razoáveis quando comparados com o 
"valor verdadeiro", No Bootstrap ambos os cenários 
apresentaram valores muito pró xi rros dos "valores 
verdadeiros", com leve tendência a superestimação. A 
Metodologia Bayesiana como no caso da Vazão Média apresentou 
considerável tendência a superestimação em relação ao "valor 
verdadeiro". 
Quanto a variabilidade, os métodos 8ootstrap e 
Jackknife apresentaram valores similares em ambos os 
cenários, enquanto que o Método Clássico para o cenário A 
apresentou a menor variabilidade entre as metodologias e para 
o cenário B a maior variabilidade. A metodologia Bayesiana 
foi a que apresentou a menor variabilidade no cenário A e 
variabilidade muito prÓKima as Técnicas de Reamostragem no 
cenário 8. 
Quanto ao erro médio quadrado as Técnicas de 
Reamostragem (Bootstrap e Jackknife) apresentaram os menores 
valores. 
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MÉTODO MÉDIA DESVIO COEF 
PADRÃO VARIAÇÃO EMQl/2 
Clássico 0,036 4 1 96H10 
-3 0,014 2 1 16H10 
-2 
Bayesiano 0,072 1 1 08H10 
-2 0,015 1 1 85H10 
-2 
Jackkni fe 0,065 1 1 40H10 
-2 0,022 1 1 61H10 
-2 
Bootstrap 0,062 1 1 33Hl0 
-2 




Tabela III.4 - Sumário dos estudos realizados para o 
estimador do desvio padrão da vazão 
decamilenar com cenário A, EMQ112=raiz 
quadrada do erro médio quadrado. Média, 
desvio padrão, coeficiente de varia9ão e 








Tabela II I.5 -
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MÉDIA DESVIO COEF' 
PADRÃO VARIAÇÃO EM</ 12 
2,33 1, 22 0,52 2,64 
5,29 2,32 0,44 2,92 
3,42 1,46 0,43 1, 46 
3,54 1, 63 0,46 1 1 63 
3,52 
Sumário dos estudos realizados para o 
estimador do desvio padrão da vazão 
decami lenar com cenário 8, EMQ
112=raiz 
quadrada do erro médio quadrado. Média, 
desvio padrão, coeficiente de uaria9ão e 
EMq 112 do estimador do desuio padrão de XT. 
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III.3,2 CASO 3 - Desvio Padrão do Estimador do Tamanho do 
Reseruatório para um Nível de 
Regularização de 90'l. 
Não há dúvida que a situação ideal para a 
utilização dos cursos d'água seria que os mesmos mantivessem 
uma vazão natural constante, não sendo influenciados pelos 
períodos secos ou chuvosos. Este fato, obviamente não ocorre. 
A criação de reservatórios nos cursos d'água, permite a 
rQgul•ri2a9io das ua2ões. 
Quando o problema a contornar são as cheias 
projeta-se um volume para o reservatório, denominado "volume 
de espera", com o objetivo de encaixar o excesso d'água 
provocado pelas cheias, garantindo-se uma defluência menor 
que um dado limite, chamada "vazão de restrição"' 
{KELMAN [27], STEDINGER et alia [28]). Quando o problema é a 
estiagem projeta-se um volume para o reservatório, denominado 
"volume útil", o qual deve ter a capacidade de garantir uma 
defluência maior ou igual a um certo limite, chamada "vazão 
garantida" (DAMAZIO et alia [29]). O cálculo do Volume de 
Espera e do Volume Útil são problemas matematicamente 
simétricos, distinguindo-se pelo intervalo de discretização 
do tempo, enquanto a cheia é um fenômeno rápido, a estiagem 
é um fenômeno lento. 
Neste item nos dedicaremos ao problema 
exclusivamente da estiagem, ou seja, garantir uma vazão 
defluente durante todo decorrer da vida útil do reservatório. 
Até as últimas décadas o dimensionamento de 
reservatórios utilizava a Abordagem Empírica, que é basea.da 
na aplicação da curva de massa (RIPPL [30],1887) à sequência 
de vazões observada. Esta forma de dimensionamento traz 
inúmeras desvantagens (KELMAN [31]) devido a utilização de 
uma única sequência de vazões. Deste modo dimensiona-se um 
reservatório de tamanho tal que garantirá a vazão defluente 
pré-fixada, se uma sequência de uazões corro a observada no 
passado voltar a ocorrer no futuro, 
improvável. 
o que é altamente 
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Uma alternativa ao método empírico é analisar o 
d i mens i onarre-n to 
probabilístico. 
de reservatório do ponto de vista 
Seja : = { X l o X2 o ' ' 
afluentes a um reservatório. 
,x} uma série de vazões anuais 
n 
Então, para um reservatório 
inicialmente cheio, a capacidade requerida (K) para defluir n 
a% da vazão média anual do histórico (x), é dada por: 
1( = máx{q } n 1 (III.27) 
i =1, ... , n 
sendo: 
= e) 
Como distintas séries de vazões anuais x estão 
associadas por (III.27) e (III.28) a distintas capacidades, 
Kn deve ser encarada como uma variável aleatória a qual se 
associa uma distribuição de probabilidades. Vamos supor que o 
projetista interessa-se pelo valor esperado e pelo quantil a 
95% desta distribuição. GOMIDE [32), 1975, derivou para o 
caso de afluências independentes e regularização total a 
distribuição assintótica de K . Apresentou ainda um método n 
aplicável a qualquer d1stribu1ção das afluências (supostas 
independentes) e de regularização total. Em geral o método de 
Gomide exige a solução numérica de integrais ou o uso de 
distribuições discretas para aproximar distribuic;,Ões 
continuas. Evidentemente, outra alternativa é o uso do Método 
de Monte Carla. 
As tabelas IIl.6 à 111.8 apresentam para os níveis 
de regularização de 70%, 90% e 95% o valor esperado ("'l, 40 ), o 
desvio padrão (Sk 40 ), e o quantil de 95% (k 40 (95%)) da 
distribuição de k 40 para afluências log-normais 
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NÍVEL DE REGULARIZAÇAO = 70'l. 
A A 
CV ~110 5 1!110 kll0(95'l.) S(~110J S(k 110 (95'l.)) }{ 
1 .00 1.8152 0.7518 3.2923 0.6696 1.2111 li 
0. 95 1.7798 0.7330 3. 1858 0.611511 1. 19511 
0.90 1 , 71101 0.7111 3. 1328 0.6196 1.11152 
0.85 1.6956 0.6869 3.05112 0.5917 1 ,0903 
0.80 1.6111111 0.6607 2.9377 0.5623 1.0351 
0.75 1.5879 0.6311 2.8300 0.53111 0.9766 
0.70 1,52113 0.5988 2.70111 0.11988 0.9157 
0,65 1 , 4533 0.5660 2.5848 0, 4645 0.85110 
0 . 6 0 1.37117 0.5316 2.111711 0.11288 0. 7875 
0.55 1.2898 0.11967 2.2256 0.3917 0.7156 
0. 50 1 . 1 958 (') • li 6 00 2.01177 ©.3539 0.6369 
0.115 1 , 09 20 0.4223 1.81179 0. 31 60 0.5519 
0. 110 0.97911 0.3829 1, 6510 0.2787 0.11670 
0.35 0.8556 0.31122 1.11683 0.21138 0.3892 
0, 30 0.71311 0.31011 1.2639 0.2127 0.3230 
0,25 0.5399 0,2966 1 , 0686 0.1835 0.2705 
0.20 0.31711 0. 2775 0.81115 0.11123 0.2360 
0.15 0.0869 0.171111 0.115711 0.0706 0. 1877 
0.10 0.0200 0.0155 0.0702 0.0132 0.0693 
0.05 0 . 0000 0. 0000 0. 0000 0. 0000 0. 0000 
Tabela III,6 - Valores da média (~ 110 ), desvio padrão (Sk 110 ), 
quantil à 95'l. (k 40 (95'l.)) da distribuição do 
A 
tamanho do reservatório (kn) e de 5(~ 40 ) 
A 
(desvio padrão da média de kn), S(k
110
(95'l.)) 
(desvio padrão do quantil à 95'l. de kn), para 
n=ll0, nível de regularização 70'l., afluência 
log-normal, independente, em função do 
coeficiente de variação das afluências. Todos 
os valores da tabela estão padronizadas pelo 
desvio padrão das afluências. 
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NÍVEL DE RELARIZAÇAO = 901. 
• • 
CV 11\, Q0 8 1<1,10 kq0(951.) S(ll\,q0) S(kq0 (951.)) " 
1 .00 Q. 1880 1.8197 7.7936 1.2773 2.2878 
0.95 Q. 1 773 1. 821 Q 7.7062 1.2Q6? 2.2Q63 
0.90 Q, 1595 1.8205 7.68Q9 1. 213Q 2.2022 
0.85 Q. 13QQ 1.8161 ?.6989 1.1771 2, 15Q5 
0.80 Q. 1011 1.8068 7.6892 1 . 1379 2. 1001 
0.75 Q.057? 1.7925 7.59QQ 1 . 0955 2.03Q5 
0.70 Q.00Q1 1.7712 ?.Q072 1 .0500 1 .9606 
0.65 3.9376 1.?Q16 7.2629 1 . 001 3 1 .8686 
0 . 60 3.8563 1 . 7026 7.1205 0.9Q99 1.7689 
0. 55 3.75?0 1.6533 6.9713 0.8958 1.6633 
0 . 50 3.6367 1, 5932 6.7219 0.8395 1 . 5623 
0,Q5 3.Q933 1. 5233 6.Q91Q 0.?809 1,Q705 
0 . Q0 3.3207 1.Q378 6 . 1031 0. 7 208 1 . 37Q0 
0.35 3.11Q2 1.3321 5.648Q 0.659Q 1.2539 
0 . 30 2.8623 1.2028 5, 1 308 0.5962 1.10?3 
0.25 2,5572 1.0Q83 Q,5609 0.5301 0.9696 
0 . 20 2.1780 0.8729 3.8225 0.Q578 0.8238 
0.15 1.7112 0.6939 2.9951 0.3737 0.6376 
0 , 1 0 1 . 1 227 0.5051 2.0990 0.2862 0.Q682 
0 . 05 0.30Q6 0.3026 0. 822Q 0.0969 0.2191 
Tabela III.? - Valores da média (11\,qllJ), 
quantil à 951. (kq0 (951.)) 
desvio padrão (SkQ0 ), 
da distribuição do 
• 
tamanho do reservatório (kn) e de 8(11\,qlZ)) 
• 
(desvio padrão da média de kn), S(kq0 (951.)) 
(desvio padrão do quantil à 951. de kn), para 
n:Q0, nível de regularização 9/lJ'l., afluência 
log-normal 1 independente, em função do 
coeficiente de variação das afluências. Todos 
os valores da tabela estão padronizadas pelo 
desvio padrão das afluências. 
CV '"'i,40 )( 
1 .00 5.0696 
0.95 5.0884 
0.90 5, 1030 














0.15 3. 1359 
0.10 2.3803 
0.05 1.2310 
Tabela III. 8 -
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NÍVEL DE REGULARIZAÇAO = 95X 
• • 
8 k40 k 40 (95X) S ( '"'i,40) S(k 40 (95X)) 
2.1812 9,3444 1.4440 2,5380 
2. 1985 9.4143 1. 4121 2.4992 
2.2141 9.4705 1.3776 2,4564 
2.2277 9.5178 1.3406 2,4082 
2.2388 9.5482 1.3008 2.3523 
2.2465 9.4789 1.2582 2.2865 
2.2504 9.4792 1.2129 2.2100 
2.2497 9.4875 1 , 1648 2, 1236 
2.2432 9.4609 1.1141 2.0348 
2.2284 9.3701 1 .0609 1. 9465 
2.2040 9.3416 1 .0057 1 . 8662 
2, 1680 9, 1398 0.9493 1.786'1 
2.1148 8.8923 0.8923 1.6956 
2.0381 8.5979 0.8351 1.5923 
1.9316 8, 1637 0.7768 1.4936 
1,7936 7.5984 0.7157 1.4008 
1.6017 6.6984 0.6497 1.2497 
1. 3346 5.7221 0.5738 1, 0688 
0.9700 4,2293 0.4701 0.8411 
0.5634 2,3327 0.2780 0.5089 
Valores da média ( °"'k 40) 1 des11io padrão (Sk40)' 
quantil à 95X (k 40 (95X)) da distribuição do 
• 
tamanho do reser11atório ( kn) e de S('"'i,40) 
• 
(des11io padrão da média de kn), S(k 40 (95X)) 
(des11io padrão do quantil à 95X de kn), para 
n=40, ní11el de regularização 95X, afluência 
log-normal, independente, em função do 
coeficiente de variação das afluências. Todos 
os valores da tabela estão padronizadas pelo 
desvio padrão das afluências. 
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independentes. As figuras (III.7), (III.8) e (III,9) 
apresentam curuas de ~qe>' Skqe> e kq0 (95'l.) para os níueis de 
regularização de 70'l. 1 90'l. e 95'l. 1 em função do coeficiente de 
uariação das afluências. 
Atraués da tabela III.7 é possíuel determinar, para 
um determinado níuel de regularização tanto ~q0 quanto 
kq0 (95'l.) se conhecidos média e desuio padrão das afluências. 
Assim para o cenário A e um niuel de regularização de 90'l. 
tem-se: ~q0 =0,ll e kq0 (95'l.)=0,21. Contudo,na prática, o 
projetista não dispõe dos ualores populacionais de média e 
desuio padrão das afluências, mas sim de estimatiuas 
amostrais. Interessa portanto considerar a uariabilidade 
• 
amostral de e de A seguir passamos a 
inuestigar a aplicação das quatro metodologias, utilizadas 
nos itens III.3.1 e III.3.2 1 na determinação do desuio padrão . . 
de ~q0 e de kq0 (95'l.). 
MÉTODO CLASSICO 
A Análise Estocástica de Reseruatórios (Gomide 32 ) 
ainda não se desenuolueu o bastante para fornecer fórmulas de 
desuio padrão de estimadores. No entanto, é fácil obter pelo 
Método de Monte Carlo este desuio padrão para casos 
específicos. As duas Últimas colunas das tabelas (III.6) 1 
• • 
(III.7) e (III.8) fornecem o desuio padrão de ~qe) e kq
0
(95'l.) 
para afluências log-normais independentes e níueis de 
regularização de 70'l. 1 90'l. e 95'l.. As figuras (III,10) e 
(III,11) apresentam as respectiuas curuas, e as figuras 
(III.12), (III.13) e (III.lq) que correspondem aos níueis de 
regularização 70'l., 90'l. e 95'l. respectiuamente apresentam as 
• • 
curuas de ~qe> e kq0 (95'l.) com seus interualos de um desuio 
padrão. Se os ualores deµ e a são conhecidos pode-se obter 
X X 
• • 
facilmente S(~q0 ) e S(kq0 (95'l.)). Para o cenário A obtem-se 
• • 
S(~q0 )=0 1 0286 e S(kq0 (9~'l.))=0 1 0q68, 
• 
e S(kq0 (95'l.))=1 1 6800. 
e para o cenário B 
Nouamente, na prática o 
• • 



















Figura III.7 - Curvas do valor esperado do tamanho do 
reservatório em função do coeficiente de 
variação das afluências, ("'k
40 
>< CV), 
considerando registro de 40 afluências 
independentes, lognormais e níveis de 
regularização de 70'l., 90'l. e 95'l.. Os 
~alores de estão em unidades de 
desvio padrão das afluências. 
" 151 











Figura III.8 - Curvas do desvio padrão do talllanho do 
reservatório em função do coefiente de 
variação das afluências, 
considerando registro de Q0 afluências 
independente log-normal e níveis de 
regularização de 70'l. 1 90'l. e 95'l., Os 
valores de SkQ0 estão em unidade, de 
desvio padrão das afluências. 
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cu 
Figura 111,9 - Curvas do quantil à 95% da distribuição 
do tamanho do reservatório em função do 
coeficiente de variação das afluências, 
(k 40 (95Y.) x CV), considerando registro 
de afluências independentes, 
lognormais e os níveis de regularização 
de 70%, 90% e 95%. Os valores de 
k 40 (95Y.) estão em unidades de desvio 








. 5 . 5 
CV 
Curvas do desvio padrão do valor 
esperado do tamanho do reservatório em 
função do coeficiente de variação das 
A 
afluências, (S(~ 40 )K CV),considerando 
o registro de ll0 afluências 
independentes, lognormas e níveis de 
regularização de 70'l., 90'l. e 95'l., Os 
A 
valores de S(~q) estão em unidade5 de 
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Figura III.11 - Curvas do desvio padrão do quantil 95'l. 
do tamanho do reservatório em função do 
coeficiente de variação das 
A 
afluências, (S(1< 110 (95'l.) >< CV), 
considerando o registro de 40 
afluências independentes, lognormas e 
níveis de regularização de 70'l., 90'l. e 
A 
95'l.. Os valores de S(1< 110 (95'l.)) estão em 
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. 5 . 5 
Cv - Coeficiente de Ua:riacao 
• 
III.12 - Curuas de e com o 
intervalo de confiança de um desuio 
padrão em função do coeficiente de 
uariação das afluências, considerando 
registro de 110 afluências 
independentes, lognormais e niuel de 
regularização de 70'l., Os ualores de 
e estão em unidade; de 
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Cv - Coeficiente de Uariacao 
• 
curvas de e com o 
intervalo de confiança de um desvio 
padrão em função do coeficiente de 
variação das afluências, considerando 
registro de 40 afluências 
independentes, lognormais e nível de 
regularização de 901.. Os valores de 
"l<q(Z)' e 1< 40 (951.)estão em unidad~ de 

























fi'l CJUT'• l II. 14 
.h .is l 
Cv - Coeficiente de VaJ>iacao 
• 
C11rvas • 00111 o 
intervalo de confiança de um desvio 
padrão em função do coeficiente de 




lognormais e nível de 
regularização de 95'l.. Os valores de 
e estão em uni d ades de 
desvio padrão das afluências. 
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usando s ex. Para cada uma das 100 séries de afluências dos 
M 
A A A A 
cenários A e B foram obtidos 
segundo uma alteração do 
(Método Clássico). 
8c1ass(~q0) e 8c1ass(Hq0( 95 'l.)) 
item 1 do algoritmo em III.3.1 
1- Para cada série j de afluências (x .. ); 
l J 
• • 
1.2- obtem-se na tabela III.7 S (m. ) Class Hq0 
• • 
8c1ass(Hq0( 95 'l.)). 
e 
A figura III.15 apresenta o esquema de estimação do 
• • 
desvio padrão de ~q0 e Hq0 (95'l.) pelo método clássico. 
?0 


















E [Sc1 ass ( ~ 40)] 'UAR [Sc1ass ( ~40)] 
Figura III.15- Esquema para Estimação do Desvio Padrão 
• • 
de ~ 40 e de k 40 (95'l.)(média e quantil a 95'l. 
da Distribuição do Tamanho do R9servatório 




Neste caso também é possível determinar 
A A A A 
SBayes(~ 40 ) e SBayes(k 40 (95'l.)) para cada série j pelo Método 
Bayesiano utilizando o Método de Monte Carlo, O algoritmo 
inicialmente considerado (item III.3.1, Método Bayesiano) 
pode ser adaptado para este caso alterando-se o item 1, como 
segue: 
1- A partir de uma série j de alfuências anuais (xij) 
obter uma sárie de y i j ' logaritimo dos xiji 
1.1- construir f" (equação (II.12) com n'=0); 
/ly•ªy 
1,2- obter L pares (/l ,a) sorteando a 2 da equação 
y y y 
(II.18) e µ da normal condicionada que y 
aparece em (II.11); L=1000; 
1.3- para cada par (/ly,ay) obter por (III,7) e 
A 
(III.20) µ , a e na 
X X 









6Bayes(k40( 95 'l.)). 
A figura III,16 apresenta o esquema de estimação do 
A A 




(95'l.) pelo método Bayesiano. 
?2 
ESTltrlffi 00 [ISIJIO Pd [E ~t E Kt Cffi'l.) 
tfT(D) BAYESHNJ 
1 x 1 'x2, ... , xn l 1 




lµy'"y h Fig. ""'i.110 51 A 
a II.? ( ""'i.110) A 




L A ,. 
lµy'"y~ 
µX Fig. ""'i.110 51 A a III.? (kq0(95'l.)) 
li • Bayes III. 9 klj0(95'l.) 
lll1,ll2 1 ·'' 'llnlm 
J log(ll 1 ):yi 
Y1,Y2••••,Yn 
1 µli A A 
lµy'"y h Fig, ""'J.. 110 5m c;q0l a III.? 
li 
A Bayes 
f .• III. 9 k 110 ( 95'l.) 
P.y•ªy 
L A A 
.-1 µ-y-,-,,-Y-,h : li --~~~'""'i'--:~
7
,...""'J..110 5m ( k ll 
0 
9 5 '/. ) ) 
li • Bayes 
111.9 klj0(95'l.) l 
E [Ssayes ( ;110l] 'UAR [Ssayes ( ;110l] 
Figura lil.16- Esquema para Estima9ão do Desvio Padrão 
A A 
de ""'J..q0 e de k 110 (95'l.)(média e quantil a 95'l. 
da Distribui9ão do Tamanho do Reservatório 




O procedimento adotado para a aQaliação do desQio 
• 
padrão de °"'kq© e k 40 (95X) 5egue o algoritmo do item III.3.2 
referente a este rrétodo, alterando-se apenas o item 1 1 como 
exposto a seguir: 
1- Para uma série de afluências anuais K • i j 1 
i 
1.1- obter uma pseudo-amostra ~Jackk' omitindo-se o 
i-ésimo elemento da série de K .. ; 
1 J 
1.2- com a pseudo-amostra obtida calcular 
i s (x). Usar a tabela III.? para obter 




1.4- determina-se s·j (~ ) e s·j ('~ (95'')) Jackk H40 Jackk ~40 h 
A A 
equação (II,30) a partir dos n ~ 40 e k 40 (9~X) 
obtidos. 
A figura III.17 apresenta o esquema de estimação do 
A A 
desvio padrão de '"'i. 40 e k 40 (95X) pelo Jackknife. 
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" S1 (. ) Jack;;. 40 
1 
E[Ssayes (~40)] 1 UAR[~ackk (~40)] 
E [Ssayes (k40C 95Y.))] 'UAR [~ackk (k40C 95'l.))] 
Figura III.17- Esquema para Estimação do Desvio Padrão 
• • 
de ~ 40 e de k 40 (95'l.)(média e quantil a 95'l. 
da Distribuição do Tamanho do Re5ervatório 








desvio padrão de e "40( 95Y.) 
respectivamente, foi adotado o mesmo algoritmo de Monte Carlo 
do item III.3.2, alterando-se apenas o item 1 1 que é 
apresentado a seguir: 
1- Para uma série de afluências anuais x • i j ' 
b 
1.1- obtem-se uma pseudo-amostra ~booti 
2 b d . -b b 1, - com x eterm1na-se x e s x. _Boot 
Usar a tabela 
"b "'b 
(III.?) para obter ~ 40 e k 40 (95Y.); 
1.3- repetir os itens (1,1) e (1.2) 8 vezes 
( B= 1000) ; 
1, 4- determina-se e 
equação (II.35), a partir dos B valores de 
• • 
~ 40 e k 40 (95Y.) obtidos respectivamente. 
A figura III.18 apresenta o esquema de estim-ção do 
• • 
desvio pãdrão de ~ 40 e 1< 40 (95Y.) pelo Bcotstrap. 
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ESTltm 00 IISUIO PfOWJ [E ~t E Kt <!i'l.) 
tfT(II) BOOTSIBff 

















E[Ssoot (~40)] ,UAR[Ssoot (~40)] 
E[Ssoot (k40( 95 'l.))] ,UAR[Ssoot (k40( 95'l.))] 
Figura III.18- Esquema para Estimação do Desvio Padrão 
A • 
de "'1< 40 e de k 40 (95'l.)(média e quantil a 95'l. 
da Distribuição do Tamanho do Reservatório 




Os resultados dos estudos realizados neste item 
(CASO 3) são apresentados nas tabelas 
os cenários A e B. Nas tabelas 
(III.9) 
(III.9) 
à ( III. 12) para 
e ( III , 10) os 
A 
resultados referem-se ao estimador do desvio padrão de 11\iq
0 
A 
sendo a néd ia do tamanho do reservatório 
necessário para um nível de regularização de 901. da vazão 
e (III.12) os média e Q0 anos. Nas tabelas (III.11) 
resultados referem-se ao estimador do desvio padrão do 
A A A A 
kq0(951.) (S(kq0 (95'!.)), 
tamanho do reservatório 
onde kq0 (95'!.) 
necessário 
é o quantil a 95'!. do 
para um nível de 
regularização de 901. da vazão média e Q0 anos. 
A observação das tabelas (III,9) a (III.12) 
mostra-nos que os resultados obtidos 




Analisando primeiramente o cenário A temos que o 
Método Clássico e o Bootstrap subestimam levemente o valor 
verdadeiro. o Jackknife por outro lado apresenta 
comportamento inverso,isto é, superestima o valor verdadeiro. 
De uma forma geral estes três nétodos apresentam valores bem 
próKimos do verdadeiro. O mesmo não ocorre com o Método 
Bayesiano que apresenta uma forte tendência a subestimação. 
Quanto a variabilidade as quatro metodologias 
apresentam valores em torno de 0,20, os menores valores são 
apresentados pela Bayesiana e pela Clássica. 
Quanto ao erro médio quadrático, o Método Clássico 
apresenta o menor valor, seguido do Bootstrap. 
Na análise do Cenário B, tem-se que todas as quatro 
metodologias subestimam o valor verdadeiro, inclusive o 
Jackknife que no Cenário A apresentou uma superestimação, 
sendo que a tendência é mais forte no Bayesiano. 
?8 
MÉTODO MÉDIA DESVIO COEF 
EMQl/2 ( z) PADRÃO VARIAÇÃO 
( z) (z) ( z) 
Clássico 0,02?9 0,0060 0,2151 0,0060 
Bayesiano 0,011? 0,0023 0, 1966 0,01?1 
Jaokknife 0,0295 0,0068 0,2305 0,0069 
Bootstrap 0,02?6 0,0063 0,2283 0,0061:! 
Valor 
Verdadeiro 0,0286 








realizados para o estimador do desvio padrão 
de '\ 40 ,nível de regularização 90'l. e cenário 
A. 
MÉDIA DESVIO COEF 
EMQl/2 (z) PADRÃO VARIAÇÃO 
(z) (z) (z) 
0,854 0,371 0,371 0,322 
0,433 0, 131 0,303 0,495 
0,?45 0,488 0,655 0,515 
0,639 0,364 0,5?0 0,451:! 
0, 910 
Tabela III.10- Sumariza os resultados dos estudos 
realizados para o estimador do desvio padrão 
• 
de '\ 40 ,nível de regularização 90'l. e cenário 
B. 
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MÉTODO MÉDIA DESVIO COEF 
EMQl/2 (Z) PADRÃO VARIAÇÃO 
(z) (z) (z) 
Clássico 0,01l63 0,0095 0 1 2051 0,0095 
Bayesiano 0,0328 0,005/l 0, 1638 0,0150 
Jackknife 0,01l82 0,0113 0,23/lll 0,011/l 
Bootstrap 0,01l53 0,0106 0 1 231l0 0,010'7 
Valor 
Verdadeiro 0 , IZ)lj 6 8 
Tabela III.11- Sumariza os resultados dos estudos 
realizados para o estimador do desvio padrão 
• 
de kll1Zl(95t.),nível de regularização 90,. e 
cenário A, 
• • 
z = S(kq0 (95t.)) 
MÉTODO MÉDIA DESVIO COEF 
EMQ1/2 (z) PADRÃO VARIAÇÃO 
(z) (z) (z) 
Clássico 1,566 0,55'7 0,356 0,569 
Bayesiano 1,023 0,326 0,319 0,'733 
Jackknife 1 , 38'7 0,89/l 0,61l5 0,91l1 
Bootstrap 1,183 0,660 0,558 0,826 
Valor 
Verdadeiro 1,680 
Tabela III.12- Sumariza os resultados dos estudos 
realizados para o estimador do desvio padrão 
• 
de kq0 (95t.),nível de regularização 90t. e 
cenário B, 
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Quanto a variabilidade o comportamento das quatro 
metodologias é o mesmo apresentado para o cenário A. O mesmo 
ocorrendo com o erro médio quadrado. 
I I I . q • CONCLUSÕES 
Da análise dos resultados obtidos nos três casos 
estudados pode-se observar que o Método Clássico apresentou 
ótimos resultados, eHceto para o caso da vazão decamilenar. 
Entretanto, os resultados obtidos pelas Técnicas de 
Reamostragem (Bootstrap e Jackknife) são muito satisfatórios, 
visto que o erro médio quadrático destes é bastante pequeno, 
sendo que entre as duas Técnicas de Reamostragem, o 
Bootstrap mostrou-se em geral superior ao Jackknife. Estes 
resultados confirmam a idéia inicial, eHemplo da tabela 
(II.1), de que estas Técnicas de Reamostragem são métodos 
alternativos, bastante viáveis, em situações onde o Método 
Clássico não é disponível ou sua aplicação é muito complexa, 
visto que o Bootstrap e o Jackknife são técnicas bastante 
simples de aplicação. 
Quanto a Metodologia Bayesiana, que apresentou os 
resultados menos satisfatórios, pode-se justificar este 
comportamento pelo fato que a mesma não tem como objetivo a 
estimação de desvio padrão de estimadores de parâmetros, mas 
sim determinar a distribuição de probabilidade dos parâmetros 
de modelos probabilísticos, por exemplo equações (11.14) 
(II.16) 1 e a partir desta distribuição determinar sua média e 
desvio padrão, os quais foram utilizados como os estimadores 
de desvio padrão de estimadores de parâmetros. 
Selecionando o Bootstrap como uma boa técnica 
alternativa, no capítulo seguinte veremos uma aplicação do 
Bootstrap como forma de investigar uma questão bastante 
discutida entre os hidrólogos, que constitui na divergência 
entre o uso de modelos de vazões diárias e modelos de máximos 
anuais em estudos de cheias. 
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III.5, SUMARIO 
Neste capítulo foram apresentados três exemplos de 
aplicação das Técnicas de Reamostragem e dos Métodos 
Bayesianos como alternativa aos Métodos Estatísticos 
Cl~ssicos para o cálculo de desuio padrão de estimadores de 
parâmetros hidrológicos, como forma de considerar a incerteza 
paramétrica de modelos probabilísticos. 
A aplicação das Técnicas de Reamostragem mostrou-se 
bastante simples e abrangente e os resultados obtidos foram 
bastante satisfatórios quando comparados com a Estatística 
Clássica. 
Jackknife, 
Em virtude do Bootstrap ter se mostrado superior ao 
no capítulo subsequente o problema de quantidade 
de informação considerada na modelaqem probabilística será 
abordada atravás do Bootstrap. 
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CAPÍTULO IV 
COMPARAÇÃO DE METODOLOGIAS PARA MODELAGEM DE CHEIAS 
IV. 1- INTRODUÇÃO 
Este capítulo aborda duas metodologias para 
modelagem de cheias. A diferen9a fundamental entre elas é 
que uma utiliza vazões máximas anuais e a outra utiliza 
ua2Õe• diiri-.-.. 
Como foi exposto na introdu9ão desta tese, Capítulo 
I, a utiliza9ão dos máximos anuais leva-nos a trabalhar com 
variáveis independentes, que são relativamente simples de 
serem modeladas. Por outro lado, grande parte das 
informa9ões 
desprezada. 
disponíveis no registro fluviométrico é 
Qualquer tentativa de utilização total do 
registro fluviométrico, conduz a um estudo mais complexo, que 
considera a dependência das vazões diárias. 
necessário a adoção de modelos estocásticos. 
Neste caso, é 
Trabalhar com vazões diárias, implica na utiliza9ão 
de um maior número de informaç:Ões, talvez conduzindo a 
resultados melhores que a utilização apenas de máximos 
anuais. 
Alguns trabalhos já foram desenvolvidos em torno 
deste assunto. KELMAN [27), KELMAN et alia [33] (1983), num 
estudo comparativo entre modelo estocástico e análise de 
freqüência de cheias, utilizou como "cenário'" 100.000 
períodos úmidos, gerados por um processo estocástico 
denominado XADREZ (KELMAN [27)) para barragem de Furnas, Rio 
Grande, conseguindo desta maneira estimar a distribui9ão dos 
má.xiTTOs anuais, para um tempo de recorrência de até 500 anos. 
Vinte segmentos de 10 anos foram utilizados por um outro 
modelo estocástico, DIANA (KELMAN [34]), para produzir 5000 
períodos úmídos sintéticos para cada um dos 20 segmentos. As 
amostras de máximos anuais de cada segmento foram ajustados 
diferentes 
lognormal-2 





parâmetros, Pearson III, log-Pearson III, 





das distribui9ões de máximos anuais 
DIANA, quanto pelo ajuste das 
distribui9Ões acima citadas, com a '"Distribuição Cenário'" 
(100.000 anos), levou as seguintes conclusões: 
O Modelo DIANA, 
f luvicnnétrico, 
que utiliza a totalidade 
conduziu a um conjunto 
do 
da 
distribui9Ões de probabilidades dos máxirnos anua,s menos 
dispersas que as obtidas pelo ajuste das distribui9Ões. No 
entanto, as distribui9ões obtidas pelo Modelo DIANA tenderam 
a subestima9ão. 
Em outro trabalho, KELMAN [9) (1985), analisou este 
mesrno problema, só que desta vez o rnodelo estocástico das 
uazões diárias era conhecido e as três alternativas 
consideradas foram: utilização dos máxiTTOs anuais ajustados 
à Gumbel, utiliza9ão dos máximos anuais aJustados Exponencial 
e a modelagem de séries temporais, em que apenas os 
parâmetros foram considerados desconhecidos (e não o processo 
estocástico em si). Para este estudo a Gumbel rnostrou-se a 
pior das três alternativas. A melhor das alternativas foi a 
Exponencial, a menos da tendenciosidade negativa na estima9ão 
de vazões com tempos de recorrênc,a na faixa de 1000 a 10.000 
anos. A utiliza9ão de vazões diárias se encontra entre as 
duas outras alternativas. E no caso de T=1000 ou 10.000 
anos, pode ser a mais indicada, por não ter apresentado 
··tendenciosidade negativa··. 
As experiências controladas que serão estudadas 
neste capitulo, têm por finalidade uerificar as uantagens e 
desvantagens de se utilizar máKirros anuais ou uazões diárias 
baseado numa nova abordagem, o Bootstrap, técnica de 
reamostragem descrita no Capitulo II. A ado9ão desta técnica 
deue-se a facilidade com que se pode fazer estudos com vazões 
diárias, e também a possibilidade que as técnicas de 
reamostragem introduzem no cálculo de intervalos de confian9a 
da variável em estudo (vazão), assim como determinação da 
variabilidade desta, apresentadas no Capitulo III desta tese. 
IV.2- METODOLOGIA 1: BOOTSTRAP NOS MÁXIMOS ANUAIS 
A metodologia apresentada neste item baseia-se na 
utilização dos máximos anuais. 
Consideremos uma série de vazões, constituída de M 
segmentos de N vazões diárias: 
X. 
l j = vazão diária i = 1 à 
M (segmento) 
j = 1 à N (dia) 
:1 = { ){ 1 '1 1 x 1 2 1 " ' • 1 x 1 N} ' ' 
x · = { x · 1 ' x . 2 ' ... ' x . N) ....... 1 l , l I l 1 
(IV. 1) 
De cada segmento é retirada a vazão máxima, 
obtendo-se uma série de M vazões máximas: 
Y1 = máx {xi .} 
j=l, N 1 J 
yi = máx { ){. . } (IV.2) 
j =1, N l ' J 
YM = máx { xM . } 
j=i,N ' J 
Logo: 
(IV.3) 
Como os máximos anuais são variáveis aleatórias 
independentes, podemos aplicar o Bootstrap diretamente aos~ 
máximos anuais (y). Adotando B = 1000 (B = nº de 
reamostragens no Bootstrap), são obtidas 1000 ""novas"" séries 
de máxirrcs anuais. 
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A cada "nova série de máxirros anuais ajusta-se uma 
distribui9ão, a qual supõe-se que seja a distribui9ão de 
probabilidade da população a partir do qual a série 
{y Y Y} tenha sido arrostrada. 1' 2'"'' M 
É possível portanto, obter uma estimativa da vazão 
A 
de tempo de recorrência T (yT)' através da extrapola9ão da 
distribui9ão dos y•s. 
Desta forma cada "nova" série de máxirros anuais 
A 
produz uma estimativa yT. Corro são obtidas 1000 "novas" 
A 
séries, são produzidas 1000 estimativas yT' que formam a 
A 
distribui9ão empírica de probabilidades de Yr· 
Este procedimento descrito para uma série de vazões 
diárias é feito para 100 séries corro esta. 
Poderros observar que nesta metodologia, nenhuma 
"nova" série de máxirros anuais obtida apresenta observa9ões 
diferentes das observadas na série de máxirros original. O 
que pode ocorrer é a repeti9ão de valores, já que o resortQiO 
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IV.3- METODOLOGIA 2: BOOTSTRAP NAS VAZÔES DIÁRIAS 
A metodologia a seguir apresentada, 
vazões diárias para TrOdelagem de cheias, 




de aplicar o Bootstrap aos máxiTrDs anuais coTrO a metodologia 
1 . 
No caso de aplicar-se o Bootstrap às vazões diárias 
alguns cuidados deugm ser tomados. Em geral as uazões 
diárias são uariáve1s aleatórias dependentes, rrodeladas por 
um processo estocástico. Neste caso o Bootstrap não pode ser 
diretamente aplicado a estas vazões. Para contornar este 
problema, o Bootstrap é aplicado aos ruídos do processo 
estocástico, que são variáveis aleatórias independentes e 
identicamente distribuídas, 
será visto a seguir. 
UNNY et alia [16) (1985), COTT'O 
Cons i dereTrDs uma série de uazões diárias 
constituída de M segmentos de N vazões. 
X. 
1 j = vazão diária i = 1 à M (segmento) 
j = 1 à N (dia) 
x1 = { X 1 1 1 x1,2'"''x1,N} 
' 
= { X . 1 ' X . 2 ' " ' ' X . N) l I l 1 1 1 
(IV,1'1) 
Através da série formada pelas M.N vazões diárias 
são estimados os parâmetros e 








r: 81. Xi j-1. + r: ~k a .. k i 




Com os parâmetros estimados do 
{x. 1 , ... ,x. N} de vaz8es diàrias l , l ' 
de "ruídos". 
ª1 = {al ,H+l'''' 'ª1 ,N} 
ª· = {a. !{ 1' ... ,a. N} _1 l , + 1 , 
ªM = {aM,H+1 1 ''' 'ªM,N} 





1 à M 
1 à N 
N 
N (IV.5) 





Aplica-se então, o Bootstrap a série de M[N-H) 
ruídos (ai,j-k), sendo 8=1000 (B número de reamostragens do 
Bootstrap). 
Em cada real'l'Ostragem é obtida uma "nova" série de 
M(N-Hl ruídos, que são separados em~ segmentos, os quais 
juntamente com os parâmetros estimados darão origem a~ 
"novos"' segmentos de N vazões diárias: 
b = 1 à B 
b b 
{ XM 1 ' • • • ' KM N} 
1 1 
{IV.7) 
b b De cada segmento {x. 1 , ... 1 x. N} é obtida a vazão l 1 1 I 
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b máx b Y1 = { X 1 . } 
j=1,N 1 J 
b máx b (IV.8) YM = {xM .} 
j=1, N 1 J 
Obtém-se assim 1000 "novas" série de máxirros anuais 
Corro na metodologia 1 1 a cada "nova" série de 
máxirro anuais ajusta-se uma distribuição de probabilidades a 
partir da qual a série de máxirros foi arrostrada. 
Por extrapolação desta distribuição é possível 
A 
obter a estimativa da vazão de T anos de recorrência Yr· 
Este procedimento é aplicado a 100 séries de vazões 
diárias. 
No caso particular em que as vazões diárias são 
independentes (coeficiente de correlação, p, igual a zero) 
esta metodologia se torna mais simples, pois o Bootstrap pode 
ser aplicado diretamente as vazões diárias. 
Nesta metodologia, ao contrário da Metodologia 1 1 
novos valeres de máxirros anuais podem aparecer. No caso 
particular de p = 0 os "novos" valores de y pertencem ao 
conjunto dos x•s (registro de vazões diárias). No caso geral 
p '1- 0, as "novas" observações de y (máxirros anuais) podem não 
pertencer ao registro de vazões diárias. Isto é um dos 
fatores que nos levam a cogitar a hipótese de que a 
consideração das uazões diárias pode conter maior quantidade 
de informações. 
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O Fluxograma da 
metodologia. 
Figura IV.2 descreve 
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IV.i.- ESTUDOS REALIZADOS 
Os estudos realizados para comparação das 
metodologias, utilizaram como '"cenário'" 100 séries, cada uma 
constituída de 10 (M=l0) segmentos de 30 (N=30) vazões 
diárias. 
Adota-se um modelo estocástico, autoregressivo de 
ordem um (AR(l)) para descrever o comportamento das vazões 
diárias. É importante ressaltar que não podemos esperar que 
este simples processo estocástico realmente r·epresente as 
vazões diárias, mas ele é útil para lançar luz no tópico 
específico deste estudo. 
foram: 
Assim: 
)( ( i ) = p( 1) K(i-1) + I l-p 2 (1) a ( i ) (IV,9) 
onde: 
)( ( i ) = vazão diária padronizada ( µ)( = 0 1 11 = 1 ) no 
)( 
tempo i . 
p(l) = coeficiente de correlação LAG 1 1 isto é, 
correlação entre l{ ( i ) e K(i+l) 
a ( i ) = ruído normal (0,1) 
Os coeficientes de correlação adotados neste estudo 
p = 0,95 
p = 0 1 50 
p = 0 1 00 
vazões altamente correlacionadas 
vazões mediamente correlacionadas 
vazões independentes 
No caso de p = 0 a eKpressão (IV.9) reduz-se a: 
K(i) = a(i) (IV.10) 
E consequentemente, as vazões diárias passam a ser 
variáveis aleatórias independentes, identicamente 
distribuídas com distribuição N(0,1). 
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No caso de p ~ 0 a prime1ra vazão de cada um dos 
•gg'lTQnto• dg 30 u•2Õg• di~ria~ á ind~p~ndent~ da última vazão 
do segmento anterior corro se cada segmento correspondesse a 
um determinado mês de anos diferentes. 
A distribu19ão dos máxirros anuais é desconhecida. 
Corro desta distribuioão foi utilizada a 
distribui9ão "GUMBEL", uma vez que, um dos principais 
resultados da "Teoria dos Extrerros" é que se as variáveis 
aleat6rias H. são 
l 
independentes, com distribui9ão tipo 
exponencial, então o máx1rro definido corro y = max {x 1 ,,,,, xn} 
de probabilidades, tal que: (GUMBEL [35), tem distribui9ão 
1958), 
lirn F(x) = exp[-exp(-~(x-µ))] (!V.11) 
n-+ -
Para N = 30 esta conclusão não é correta, e a 
extrapola9ão para valores cujo tempo de recorrência é grande 
conduz a erros, KELMAN [9) (1985), verificou que neste caso 
há uma 
dos H. é 
1 
superestima9ão do valor de yT' quando a distribui9ão 
normal, e uma subestimação quando a d1stribuição é 
lognorrna.l. Além disto, no caso da metodologia 2 1 quando 
p ~ 0, as vazões diárias não são independentes. 
•.1 ti l i zada . 
Apesar d1sto, a distribuição GUMBEL é largamente 
E foi a adotada neste estudo. 
Assim à sér1e de M = 10 máxirros anuais foi ajustada 
a distribuição GUMBEL, 
alia [<l]). 
n a = 
I 6 a y 
onde: 
rn - média dos y 
cujos parâmetros são: (BENJAMIN et 
0,577 
( IV.12) µ = m y a 
máxirros anuais 
a desvio padrão dos máxi 1TOS anuais y 
A 




YT = /J + (zla) ( IV.13) 
sendo z = q,60, no caso de T = 100 anos. 
O quantil objeto de estudo foi o correspondente ao 
tempo de recorrência de 100 anos (y 100), isto é, a vazão 
centenária. 
A vazão centenária de população (y 100 ) para o caso 
especial em que p = 0 e consequentemente as vazões diárias 
são N(0,1), é facilmente obtido, por: 
- distribuição das vazões diárias (normal) 
distribuição dos máximos anuais 
Logo: 
Como os X são independentes 
distribuídos: 
Para N = 30 e T = 100 anos: 
Logo: 
Assim: 
( IV, 15) 
(IV.16) 
e identicamente 
Y100 ~ 3,q0 (obtido da tabela normal a partir da 
probabilidade FX(y 100)). 
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No caso geral, em que p ~ 0, não pode ser 
obtido desta forma. Os valores foram obtidos por simulação, 
para tal foram gerados 100.000 segmento de 30 vazões diárias. 
A tabela IV.l apresenta os 
casos: 
valores de y 100 




Tabela IV. 1 
COEF. DE CORRELAÇÃO 
0.0 0.5 0.95 
Y100 3. 'IIZ> 3.39 3.07 
Valores da Vazão Centenária para 
coeficiente de Variação 0,00; 0 1 50 e 
0,95. 
ANÁLISE DOS RESULTADOS 
Primeiramente são 
método de estimação 
avaliadas as metodologias 1 
do desvio padrão e 
e 2 
da 
tendenciosidade de estimadores de parâmetros, nc caso em 
estudo o parâmetro considerado é a vazão centenária (y 100 ). 







ã(y 100l BIAS 
• Boot • Boot 
Y100 ªY100 1 2 8IAS(y 100J 1 2 
3, '<0 0,i.0 0,37 0,39 0,01 -0,05 -0,02 
3,39 0,57 0,q0 0,'<7 0,02 -0, 05 0,08 
3,07 0, 76 0, 52 0, 64 0,08 -0,06 0, 10 
Tabela IV.2 - Resultados da comparação das metodologias 
1 e 2 como métodos de estimação do desvio 
padrão e da tendenciosidade. 
1- Metodologia 1: Bootstrap nos máximos 
anuais 








é o coeficiente de correla9ão das vazões 
diárias. 
o valor verdadeiro da vazão centenária 
considerado as três popula9ões (p=0,00; 
0,50e0,95). 
desvio padrão da estimativa de 
clássico, definido por: 
onde: 

















ªBoot(Y 100 ) é o valor esperado do desvio padrão 
vazão Bootstrap da estimativa 






















8IAS(y( 100 )} é a tendencios1dade de y 100 em rela9ão ao 








[ y . ( 100 )-y ( 100)) 
J 
(IV. 20) 
é o valor esperado da tendenciosidade 
Bootstrap da vazão centenária, definido 
por: 
1 
[y8j t(100)-;.(100)] 00 J 100 
(IV,21) 
Analisando os resultados apresentados na tabela 
IV.2 pode-se ver que a aplicação do Bootstrap às vazões 
diárias apresentou leve superioridade em relação a aplicação 
do Bootstrap aos máxi1TOs anuais, o que é possível constatar 
observando os resultados da tabela IV.2 e a figuras IV. 3 e 
IV.'l, que corresponde a distribuição de freqüência do desvio 
padrão Bootstrap ;toot obtido pelas duas metodologias para o 
cenário (P = 0,0). É possível observar que no segundo caso 
(uazões diárias) a distribuição é mais concentrada e a 
• 
freqüência associada a ay
100 
é maior do que quando aplicado 
ao máximo anuais. 
Quanto a tendenciosidade, os resultados obtidos 
pelo Bootstrap não foram tio satisfatórios. No caso da 
apl1cação do Bootstrap aos máximos anuais (metodologia 1) os 
valores obtidos fora.m da mesma ordem de grandeza que 
• 
8IAS(y 100J porém negativos, já na metodologia 2 valor 
negativo só ocorreu para o caso de p = 0,00, nos outros dois 
cenários (p=0,50 e p=0,95) os valores obtidos foram apenas 
• 
levemente superiores aos valores de 8IAS[y
100
J. Pode-se 
dizer que quanto a tendenciosidade a metodologia 2 é mais 
eficiente. 
A segunda forma de analisar as metodologias 1 e 2 é 
considerá-la co1TO método de estimação da vazão centenária 
Isto é aplicar o Bootstrap coTT'O forma de estimação do 
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FIGURA ]![. 3 - DISTRIBUIÇÃO DE FREQUÊNCIA DE U'eooT 
' BOOTSTRAP APLICADO DIRETAMENTE AOS MAXlMOS ANUAIS 
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FIGURA :nz::. 4 - DISTRIBUIÇÃO DE FREQUÊNCIA DE ü,oor 
BOOTSTRAP APLICADO AS VAZÕES DIÁRIAS 
COEF. DE CORRELAÇÃO DAS VAZÕES DIÁRIAS IGUAL A ZERO 
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VAR BIAS EMQ BIAS8oot EMQBoot 
A A A A A 
y100 [Y100] [Y100] [Y100] [Y100J [Y100] 
1 2 1 2 
3,110 0,23 0,01 0,211 0,05 0,06 0,20 0,20 
3,39 0,32 0,01 0,311 0,09 0, 16 0,36 0,21 
3,07 0,57 0,08 0,66 0,23 0,38 0,67 0,39 






l e 2 como método de estima9ão de y 100 . 
1- Metodologia 1: Aplica9ão do Bootstrap 
aos máximos anuais. 
2- Metodologia 2: Aplica9ão do Bootstrap 
as vazões diárias. 
é a variância da estimativa clássica 
• 
é a tendenciosidade de em 











EMQ[y(100)J é o erro médio quadrático da estimativa 
• 
clássica da vazão centenária, y(100) em 
rela9ão ao valor verdadeiro da vazão 
centenária, y(100), definido por: 
100 
A 












t(100)) é a tendenciosidade da estimativa 
A 
Bootstrap 








A l 100 
BIAS[y
800









j=l, ... ,100 e 
yb(100) é a vazão centenária obtida em cada 
reamostragem do Bootstrap. 
EMQ[y
800
t(100)) é o erro médio quadrado da 
estimativa BOOTSTRAP da vazão centenária, 
y~oot(100), em relação a y(100), definida 




A comparação dos resultados apresentados na tabela 
IV.3 conduz as seguintes conclusões: 
1- Apesar do Bootstrap ter sido derivado para ser um 
método de estimação de desvio padrão, variância e 
tendenciosidade de e~timadore~ de parâmetro~, como 
aplicado nos estudos anteriores (capítulo III e tabela 
IV.2), e não como método de estimação de parâmetros, os 
resultados obtidos quando o Bootstrap foi adotado como 




satisfatórios. Analisando o "estimador Bootstrap" 
quanto ao erro médio quadrático, EMQ[ yBoot ( 100)], 
verifica-se que o Bootstrap quando aplicado às vazões 
diárias apresentou valores consideravelmente menores do 
que quando aplicado aos máximos anuais e do que o 
método clássico. O Bootstrap quando aplicado aos 
máxi lTOS anuais apresentou erro médio quadrado 
equivalente ao rrétodo clássico. 
2- A análise do "estim..dor Bootstr,p" da uaz.ão 
centenária mostrou que o Bootstrap é um estimador mais 
tendencioso que o estimador clássico, 
variância. 
SUMÁRIO 
porém de menor 
Neste capítulo analisou-se o problema da quantidade 
informação a considerar na modelagem de fenômenos 
hidrológicos, especificamente modelagem do pico da cheia 
centenária. Para tal adotou-se o Bootstrap, técnica de 
reamostr·agem descri ta no Capítulo II , sob duas formas 
distintas, Bootstrap aplicado aos máximos anuais e Bootstrap 
aplicado a5 vazões d1ár1as. 
Além disto analisou-se o problema de aplicar o 
Bootstra.p quando uari.áueis aleatórias não são 
independente5 (ca5o das vazões diárias). Neste caso as vazões 
são modeladas por processos estocásticos e o Bootstrap 
aplicado ao "ruídos" independentes do processo. 
Os estudos realizados indicam que a aplicação do 
Bootstrap as 
superiores, 




O trabalho desenvolvido n~sta tese teve 
objetivos: 
1 - A introdu9ão das Técnicas de Real'OClstragem 
(especificamente o Bootstrap e o Jackknife)no 
conjunto de ferramentas estatísticas 
di~poniuei~ par~ a considera(~io da incertQza 
paramétrica, através da es:ima9ão do desvio 
padrão de estimadores de parâmetros para a 
constru9ão de intervalos de c:onfian9a destes 
parâmetros. 
2 - A avalia9ão do Bootstrap na determina9ão do 
pico da cheia de T anos de recorrência e de 
seu desvio padrão, apl ic •. do de duas formas 
distintas (utiliza9ão de vazões diárias e 
utiliza9ão de máxil'OCls 
de avaliar a questão 
anuais) com a inten9ão 
da quantidade de 
informa9ão a utilizar r.a TOClde I agem de um 
fenômeno hidrológico. 
COTOCl 
Quanto a considera9ão da incerteza paramétrica 
podeTT'Os verificar que a utiliza9ão das Técnicas de 
Real'OClstragem para cálculo de desvio padrão de estimadores 
conduz a procedimentos extremamente intuitivos e simples, 
inclusive quando os procedimentos da estatística clássica não 
são disponíveis e necessitam ser derivados, o que pode ser 
observado no Caso 3 do Capítulo III, onje o interesse era a 
determina9ão do desvio padrão da média e do quantil a 95% da 
distribui9ão do tamanho do reservatório capaz de regularizar 
90/. da uazão média. Neste caso fez-se necessário deriuar as 
curvas que determinam estes valores(F"igiras III.10 e III.11). 
Estas curvas entretanto são específicas para os níveis de 
regulariza9ão de 70t., 90% e 95%, afluê,1cias log-normais e um 
período de q0 anos de uazões, enquanto que as Técnicas de 
Real'OClstragem dispensam esta deriva9ão. 
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Cabe m=ncionar que nos casos em que a teoria 
estatística clissica dispõe de fórmula~ ou procedimentos para 
o cálculo do desvio padrão de estimadores de parâm=tros,as 
Técnicas de Reamostra.gem não apresentam grandes vantagens, 
(caso 1, Capitulo III), Mesmo assim os resultados obtidos são 
muito bons, próximos aos da estatís :ica clássica,(Tabelas 
III.! e III.2). 
A análise dos resultados apresentados no Capítulo 
III permite concluir que .as Técnic:as da Rea.TOOstragem 
experim=ntadas (Bootstrap e Jackkni!e) são razoavelm=nte 
precisas, podendo ser usadas na constrt~ão de intervalos de 
confiança para parâm=tros hidrológ1c,os. A tendência destas 
técnicas à subestimação do tamanho de intervalo é apenas 
levem=nte pior que à m=sma tendência cas fórmulas clássicas. 
Dentre as duas, a técnica do Bootstrap se revelou levem=nte 
superior. Os Métodos Bayesianos não se mostraram 
competitivos, o que pode ser justificado pelo fato de não 
terem sido desenvolvidos, para esta aplicação. 
Ainda sobre 
parâmetros, ressal tarros 
a consideraçãc da 
que neste trabalho 
incerteza dos 
fixarros nosso 
técnica~ de cálculo de de~uio 
padrão para posterior construção do intervalo de confiança 
pela forma clássica. Entretanto, EPRON [19), apresenta uma 
•proxim-çio par.a cálculo ds 
parâmetros (ex: mediana), considerando pequenas amostras e 
tendo como método Técnicas de Reamostragem, que valem a pena 
serem investigadas em trabalhos futuros. 
Quanto a quantidade de inforrração a considerar na 
modelagem de fenôm=nos hidrológicos, podemos verificar que no 
Bootstrap a consideração de maior quantidade de informações 
também conduz a procedimentos ma.is complexos. 
De uma forma geral a utilizaç30 das vazões diárias 
produziu resultados levem=nte m=lhores do que a consideração 
exclusiva dos máxiroos anuais. 
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