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Abstract
The spectral decomposition of a symmetric matrix A with small o2-diagonal and distinct diagonal elements
can be approximated using a direct scheme of R. Davies and Modi (Linear Algebra Appl. 77 (1986) 61). In
this paper a generalization of this method for computing the singular value decomposition of close-to-diagonal
A∈Rm×n is presented. When A has repeated or “close” singular values it is possible to apply the direct method
to split the problem in two with one part containing the well-separated singular values and one requiring the
computation of the “close” singular values.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The singular value decomposition (SVD) of A∈Rm×n, m¿ n, is given by
A= U
[

0
]
V T; (1.1)
where = diag(1; : : : ; n) with 1¿ · · ·¿ n and U ∈Rm×m and V ∈Rn×n are orthogonal. The i
are the singular values and the columns ui of U and vi of V are the left and right singular vectors
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of A, respectively, and satisfy
Avi = iui and ATui = ivi; i = 1: n:
The sensitivity of the singular values to additive perturbations is described by the result [9, Cor.
8.6.3],
|i(A˜)− i(A)|6 ‖A‖2; i = 1: n; A˜= A+ A;
which shows that the singular values of A are insensitive to small perturbations. The e2ects of
perturbations on the subspaces associated with the singular vectors of A are examined by Wedin
[17], with further discussion given by Stewart [16] and Fierro [7]. It is seen that a perturbation A
to A causes perturbations in the singular subspaces of size up to ‖A‖2=, where  is the distance
between the associated singular values. Hence it is possible for small changes in A to induce relatively
large changes in the singular subspaces of A if  is small.
In this paper we consider how to update the singular value decomposition of A to that of a matrix
A˜∈Rm×n, where ‖A˜−A‖ is small. We will use the SVD (1.1) of A as an approximation to the SVD
of A˜ by forming the matrix UTA˜V to reduce the problem to one of computing an SVD of a “nearly
diagonal” matrix.
In Section 2 we propose a direct approximation scheme for computing the singular value decom-
position of a nearly-diagonal A. This idea has been seen for the eigendecomposition [4,11] and goes
back to Jacobi. Our method is a generalization of the method of Davies and Modi [5] for replacing
the Onal sweeps of Jacobi’s method in computing eigendecompositions of symmetric matrices. We
provide bounds, based on Hadamard products, that o2er important information regarding how close
to diagonal the matrix A has to be before our direct method can be implemented. When the matrix
A has distinct diagonal elements the scheme is shown to o2er good approximations to the SVD,
but problems can arise in the presence of close or repeated diagonal elements. In Section 2.2 we
present a modiOcation of the approximation scheme to split the initial problem into two. The splitting
procedure results in an approximation to the distinct singular values of A but requires an alternative
method to be employed on the “close” singular values. We suggest applying Kogbetliantz rotations
[13]. In Section 2.3 we discuss the merits of using Kogbetliantz’s method to reduce the norm of the
o2-diagonal elements of A in the hope of being able to implement our approximation scheme. The
main computational kernels of our approximation scheme are matrix–matrix multiplications, making
the approximate scheme rich in level 3 BLAS operations.
In Section 3 we look at the special case of computing the eigenvalue decomposition of symmetric
A∈Rn×n
A= Q diag(i)QT; QTQ = I:
We show that our bounds are sharper than those of [5], allowing us to more accurately predict when
to replace the Onal sweeps of Jacobi’s method. The combination of Jacobi’s method and the direct
method of Davies and Modi may be used to update eigendecompositions with the particular aim of
updating matrix functions, f(A) =Q diag(f(i))QT. One particular problem arises in a semideOnite
programming algorithm [12]. A step length is calculated using a line search algorithm that involves
computing the square roots of a sequence of symmetric positive deOnite matrices, where each matrix
di2ers little from the previous one. That is, given a symmetric positive deOnite A∈Rn×n and the
symmetric positive deOnite square root X of A we wish to Ond the symmetric positive deOnite square
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root X˜ of A˜, where ‖A˜−A‖ is small. This has to be done repeatedly with A changing slightly each
time.
Numerical experiments are given in Section 4 and concluding remarks in Section 5.
2. Updating the SVD
In this section we consider how to approximate the SVD of a nearly diagonal matrix. Let A∈Rm×n
have distinct diagonal elements and small o2-diagonal entries. We will assume throughout this sec-
tion, without loss of generality, that all the diagonal elements of A are nonnegative.
An approximate SVD can be found by constructing nearly orthogonal matrices U and V such that
UTAV =P; (2.1)
where P is an approximation to the diagonal matrix . It is known that an orthogonal matrix Q 3
can be written as
Q = eS = I + S +
1
2
S2 +
1
6
S3 + · · · ; (2.2)
where S is skew-symmetric [10, Ex. 6.4.27e]. If ‖S‖ is small, only a few terms of the Taylor
series are required for an accurate orthogonal matrix Q. Expressing our orthogonal matrices as
UT = I + Xˆ + 12 Xˆ
2; : : :, and V = I + Yˆ + 12 Yˆ
2; : : :, where Xˆ and Yˆ skew-symmetric, then upon
substitution into (2.2) we have
P=A+ Xˆ A+ AYˆ +
1
2
(Xˆ 2A+ AYˆ 2) + Xˆ AYˆ + O(‖Xˆ ‖i‖A‖‖Yˆ‖j)i+j=3;
=A0 + Xˆ A0 + A0Yˆ +
1
2
(Xˆ 2A0 + A0Yˆ 2) + Xˆ A0Yˆ
+A1 + Xˆ A1 + A1Yˆ +
1
2
(Xˆ 2A1 + A1Yˆ 2) + Xˆ A1Yˆ + O(‖Xˆ ‖i‖A‖‖Yˆ‖j)i+j=3; (2.3)
where A0 is the diagonal part of A and A1 is the o2-diagonal part of A. We will consider each of
Xˆ and Yˆ to be the sum of two skew-symmetric matrices, that is Xˆ = Xˆ 1 + Xˆ 2 and Yˆ = Yˆ 1 + Yˆ 2. We
deOne Xˆ 1 and Yˆ 1 by the relationship
Xˆ 1A0 + A0Yˆ 1 =−A1: (2.4)
Write
Xˆ i =
n
m−n
n m−n[
Xi RX Ti
RX i Zi
]
; Yˆ i = n
n[
Yi
]
; i = 1; 2;
3 An alternative possibility is to write Q =
(
I + 12 S
) (
I − 12 S
)−1
where S is skew-symmetric. This form agrees with
Q = eS up to O(‖S‖3) terms.
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and
A=
n
m−n
n[
B0 + B1
C1
]
;
where B0 is the diagonal part of A1:n;1:n and B1 is the o2-diagonal part. Then (2.4) becomes[
X1B0
RX 1B0
]
+
[
B0Y1
0
]
=−
[
B1
C1
]
: (2.5)
Notice that Z1 does not appear in (2.5) and so we can set Z1 to zero because we wish ‖Xˆ ‖ to be
as small as possible. The solution of (2.5) requires us to solve the equation
X1B0 + B0Y1 =−B1; (2.6)
where X1 and Y1 are skew-symmetric, and the linear system
RX 1B0 =−C1: (2.7)
Since the matrix B0 is diagonal, solutions to (2.6) and (2.7) are simple to calculate. The skew-symmetric
matrices of (2.6) are given by
(X1)ij =

aijajj + ajiaii
a2ii − a2jj
; i = j;
0; i = j;
(2.8)
and
(Y1)ij =

aijaii + ajiajj
a2jj − a2ii
; i = j;
0; i = j;
(2.9)
whilst the solution of (2.7) is
( RX 1)ij =− cijbjj =−
an+i; j
ajj
: (2.10)
We note that our choice of Xˆ 1 and Yˆ 1 in (2.4) is such that
Xˆ 1A1 + A1Yˆ 1 =−(Xˆ 21A0 + A0Yˆ 21 + 2Xˆ 1A0Yˆ 1)
and therefore (2.4) becomes
P = A0 +
1
2
(Xˆ 1A1 + A1Yˆ 1) + Xˆ 2A0 + A0Yˆ 2 + R; (2.11)
where R is deOned by
R= Xˆ 2A1 + A1Yˆ 2 +
1
2
(Xˆ 2A+ AYˆ 2 − Xˆ 21A0 − A0Yˆ 21)
+(Xˆ AYˆ − Xˆ 1A0Yˆ 1) + O(‖Xˆ ‖i‖A‖‖Yˆ‖j)i+j=3: (2.12)
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We will discuss the role the remainder term R plays in P along with the size of the terms in (2.12)
in detail in Section 2.1. Let D∈Rm×n be a matrix with diagonal D0 and o2-diagonal D1 such that
1
2
(
Xˆ 1A1 + A1Yˆ 1
)
= D = D0 + D1: (2.13)
We will write D as
D=
n
m−n
n[
E0 + E1
F1
]
;
where E0 is the diagonal part of D1:n;1:n and E1 is the o2-diagonal part. Following the same lines as
for Xˆ 1 and Yˆ 1, let Xˆ 2 and Yˆ 2 be skew-symmetric matrices satisfying
Xˆ 2A0 + A0Yˆ 2 =−D1:
That is,[
X2B0
RX 2B0
]
+
[
B0Y2
0
]
=−
[
E1
F1
]
;
which gives the equation
X2B0 + B0Y2 =−E1; (2.14)
where X2 and Y2 are skew-symmetric, and the linear system
RX 2B0 =−F1: (2.15)
On solving (2.14) and (2.15) we have
(X2)ij =

dijajj + djiaii
a2ii − a2jj
i = j;
0; i = j;
(2.16)
(Y2)ij =

dijaii + djiajj
a2jj − a2ii
i = j;
0; i = j;
(2.17)
and
( RX 2)ij =−fijbjj =−
fij
ajj
: (2.18)
Through our choice of Xˆ and Yˆ we have reduced the terms of (2.11) to the approximate diagonal
form
P= A0 + D0 + R: (2.19)
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The choice of UT=I+Xˆ 1+Xˆ 2+Xˆ 21=2 and V=I+Yˆ 1+Yˆ 2+Yˆ
2
1=2, with Xˆ i and Yˆ i, i=1: 2, satisfying
Eqs. (2.4) and (2.13), o2ers an approximation UTAV = P to the singular value decomposition of
A. The question arises, when is this approximation good?
2.1. Error estimates
In this section we give bounds on the departure from orthogonality of our matrices UT = I + Xˆ 1 +
Xˆ 2 + Xˆ 21 =2 and V = I + Yˆ 1 + Yˆ 2 + Yˆ
2
1 =2 and a bound on the leading terms of R in (2.12) for the
residual of our diagonal form P in (2.19). We will form our bounds using Hadamard products.
Denition 2.1. The Hadamard product of X =[xij]∈Rn×n and Y =[yij]∈Rn×n is deOned by X ◦Y ≡
[xijyij]∈Rn×n.
For our approximation scheme to furnish a good approximation to the singular values of A, the
matrices U and V are required to be close to orthogonal. This can be seen in the result of the
following theorem.
Theorem 2.2 (Eisenstat and Ipsen [6, Theorem 3.3]): Let A∈Rm×n and A˜ = UTAV have singular
values i and ˜i respectively, where U ∈Rm×m and V ∈Rn×n, and assume U and V have full rank.
Then
|i − ˜i|6 |i|';
where ' =max(‖UUT − I‖2; ‖VV T − I‖2).
Our deOnition of U and V gives
UUT =
(
I − Xˆ 1 − Xˆ 2 + 12 Xˆ
2
1
)(
I + Xˆ 1 + Xˆ 2 +
1
2
Xˆ 21
)
= I + HXˆ ;
VV T =
(
I + Yˆ 1 + Yˆ 2 +
1
2
Yˆ 21
)(
I − Yˆ 1 − Yˆ 2 + 12 Yˆ
2
1
)
= I + HYˆ ;
where the departure from orthogonality is given by
HXˆ =
1
4
Xˆ 41 − Xˆ 22 +
1
2
(Xˆ 21Xˆ 2 − Xˆ 2Xˆ 21)− (Xˆ 1Xˆ 2 + Xˆ 2Xˆ 1); (2.20)
HYˆ =
1
4
Yˆ 41 − Yˆ 22 +
1
2
(Yˆ 2Yˆ 21 − Yˆ 21Yˆ 2)− (Yˆ 2Yˆ 1 + Yˆ 1Yˆ 2): (2.21)
By imposing the condition that HXˆ and HYˆ are bounded by some desired tolerance we ensure the
orthogonality of U and V to within that tolerance. We will derive a bound on (2.20) and (2.21) by
deOning
Abig = [A1 0]∈Rm×m;
which enables us to work with square matrices in the following analysis. The symmetric part of Abig
is given by Asym=(ATbig+Abig)=2 and the skew-symmetric part by Askew=(A
T
big−Abig)=2. Furthermore,
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let ) be the skew-symmetric matrix deOned by
)ij =

1
aii − ajj i = j; min(i; j)6 n;
0; otherwise;
(2.22)
and * the symmetric matrix deOned by
*ij =

1
aii + ajj
i = j; min(i; j)6 n;
0; otherwise:
(2.23)
Notice that as all diagonal elements of A are assumed to be nonnegative we have ‖)‖F¿ ‖*‖F . It
can be seen from the equations for Xˆ 1 and Yˆ 1, (2.8), (2.9) and (2.10), that
Xˆ 1 = Asym ◦ )+ Askew ◦* and Yˆ 1 = (−Asym ◦ )+ Askew ◦*)1:n;1:n; (2.24)
The 2-norm of the Hadamard product of X; Y ∈Rn×n has the property that
‖X ◦ Y‖F6 ‖X ‖F‖Y‖F :
Hence we are able to bound Xˆ 1 and Yˆ 1 by
max{‖Xˆ 1‖F ; ‖Yˆ 1‖F}6 ‖A1‖F(‖)‖F + ‖*‖F); (2.25)
since max{‖Asym‖F ; ‖Askew‖F}6 ‖Abig‖F = ‖A1‖F . Now, deOne
Dbig = [D1 0]∈Rm×m
and the symmetric and skew-symmetric matrices, Dsym = (DTbig +Dbig)=2 and Dskew = (D
T
big−Dbig)=2.
It is now possible to express Xˆ 2 and Yˆ 2 in terms of the Hadamard product. That is, from (2.16),
(2.17) and (2.18), we have
Xˆ 2 = Dsym ◦ )+ Dskew ◦* and Yˆ 2 = (−Dsym ◦ )+ Dskew ◦*)1:n;1:n: (2.26)
To Ond a bound on Xˆ 2 and Yˆ 2 we Orst have to bound Dbig. Using the deOnition of D in (2.13),
together with the bounds of (2.25), we Ond
‖D1‖F6 ‖D‖F6 12 (‖Xˆ 1‖F‖A1‖F + ‖A1‖F‖Yˆ 1‖F)
6 ‖A1‖2F(‖)‖F + ‖*‖F): (2.27)
Finally, (2.26) and (2.27) render
max{‖Xˆ 2‖F ; ‖Yˆ 2‖F}6 ‖A1‖2F(‖)‖F + ‖*‖F)2: (2.28)
By applying the bounds of (2.25) and (2.28) to the terms of HXˆ and HYˆ we see that
max{‖HXˆ ‖F ; ‖HYˆ‖F}6 2‖A1‖3F(‖)‖F + ‖*‖F)3
+O(‖A1‖4F(‖F)‖F + ‖*‖F)4): (2.29)
As well as requiring our matrices U and V to be close to orthogonality, we are trying to Ond the
singular value decomposition of A. In other words the matrix P=UTAV must be suTciently close
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to diagonal, that is, ‖R‖6 tol‖A‖ where R is given by (2.12) and tol denotes the desired tolerance.
By applying the bounds of (2.25) and (2.28) to (2.12) we have
‖R‖F
‖A‖F 6
28
3
‖A1‖3F(‖)‖F + ‖*‖F)3 + O(‖A1‖4(‖)‖F + ‖*‖F)4); (2.30)
since
1
‖A‖6 ‖)‖F + ‖*‖F :
Therefore by imposing the condition
‖A1‖3F(‖)‖F + ‖*‖F)36 tol; (2.31)
we can ensure that the matrices U and V are orthogonal, and that the matrix P=UTAV is diagonal,
to within a small multiple of a given tolerance, tol.
Algorithm 2.3. Given a matrix A∈Rm×n such that ‖A1‖3F(‖)‖F + ‖*‖F)36 tol where A1 is the
o8-diagonal part of A and ) and * are de9ned in (2.22) and (2.23), this algorithm computes an
approximation to the SVD, A = UV T, such that ‖UTU − I‖F , ‖V TV − I‖F and ‖UTAV − ‖F
all less than a small multiple of tol.
Compute Xˆ 1 and Yˆ 1 using (2.8), (2.9) and (2.10).
Compute D = D0 + D1 = 12(Xˆ 1A1 + A1Yˆ 1).
Compute Xˆ 2 and Yˆ 2 using (2.16), (2.17) and (2.18).
= A0 + D0.
UT = I + Xˆ 1 + Xˆ 2 + 12 Xˆ
2
1.
V = I + Yˆ 1 + Yˆ 2 + 12 Yˆ
2
1.
The main computational costs of this algorithm is in the four matrix–matrix multiplications. The
squaring of a m × m matrix Xˆ 1 would normally require O(m3) Uops. However, this matrix has
a special structure (the (2,2) block is zero and Xˆ 2 is symmetric) which enables us to evaluate
this matrix–matrix multiplication in m2n + n2(m − n) Uops. The overall cost of the algorithm is
3m2n+ 3mn2 Uops.
2.2. Splitting the SVD problem
We are able to use Algorithm 2.3 to compute an approximation to the singular value decomposition
of A∈Rm×n whenever the bound of (2.31) is satisOed. However, when a few of the diagonal elements
of A are close together, the bound is unlikely to be satisOed as
‖)‖F ∼ 1mini =j|aii − ajj| :
We can overcome the problem of troublesome diagonal elements by splitting the SVD problem into
two disjoint problems: one containing the “close together” diagonal elements and one containing the
well separated diagonal elements. The diTculty is in choosing when and where our SVD problem
needs to be split.
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We now modify Algorithm 2.3 to compute the singular values of A corresponding to the distinct
diagonal elements. As in the previous computations let A=A0+A1 where A0 and A1 are the diagonal
and o2-diagonal parts of A, respectively. Furthermore we will split A1=A2+A3; where A2 comprises
of the elements from the rows and columns corresponding to well separated diagonal elements and
A3 contains the rest. Thus, after a suitable permutation we have
A2 =
k
m−k
k n−k[
(A1)11 (A1)12
(A1)21 0
]
; A3 =
k
m−k
k n−k[
0 0
0 (A1)22
]
:
(2.32)
The described partition requires us to set all the blocks of A2 to zero. For example, if the Orst k
diagonal entries of A∈Rm×n are well separated, we wish to compute
UTAV=
k
m−k
k n−k[
k 0
0 RA
]
;
(2.33)
where k is a diagonal matrix whose diagonal elements are approximations of k singular values of
A. An alternative method for computing the singular value decomposition is then used on the matrix
RA. By choosing which elements of A1 appear in A2, this splitting procedure may also be used to
introduce zeros in any position of A we desire.
Analogously to Algorithm 2.3 we Ond orthogonal matrices UT = eXˆ and V = eYˆ such that UTAV
is in the desired form (2.33). The skew symmetric matrices Xˆ = Xˆ 1 + Xˆ 2 and Yˆ = Yˆ 1 + Yˆ 2 are
chosen such that
Xˆ 1A0 + A0Yˆ 1 =−A2
(cf. (2.6)). The solution is given by the formulae of (2.8), (2.9) and (2.10) with aij replaced with
(A2)ij. Our problem is now reduced to
UTAV = A0 + A3 + 12 (Xˆ 1(A2 + 2A3) + (A2 + 2A3)Yˆ 1) + (Xˆ 2A0 + A0Yˆ 2) + R;
where
R= Xˆ 2A2 + A2Yˆ 2 + Xˆ 2A3 + A3Yˆ 2 +
1
2
(Xˆ 2A+ AYˆ 2 − Xˆ 21A0 − A0Yˆ 21)
+(Xˆ AYˆ − Xˆ 1A0Yˆ 1) + O(‖Xˆ ‖i‖A‖‖Yˆ‖j)i+j=3: (2.34)
Note that the above equation di2ers from its analogue (2.11) by the 2A3 term, which is due to
Xˆ 1A2 + A2Yˆ 1 =−(Xˆ 21A0 + A0Yˆ 21 + 2Xˆ 1A0Yˆ 1):
Similarly to before, let us deOne the matrix D, having diagonal D0 and o2-diagonal D1, such that
1
2
(Xˆ 1(A2 + 2A3) + (A2 + 2A3)Yˆ 1) = D = D0 + D1: (2.35)
Moreover, we split D1 = D2 + D3 such that D2 and D3 have the same zero patterns as A2 and A3
respectively. The skew symmetric Xˆ 2 and Yˆ 2 are picked to solve
Xˆ 2A0 + A0Yˆ 2 =−D2:
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The solutions are given by appropriate application of the formulae (2.16), (2.17) and (2.18). Hence
we have
UTAV = A0 + D0 + A3 + D3 + R;
where the diagonal entries corresponding to zero o2-diagonal entries o2er an approximation to the
well separated singular values of A, with UT = I + Xˆ 1 + Xˆ 2 + 12 Xˆ
2
1 and V = I + Yˆ 1 + Yˆ 2 +
1
2 Yˆ
2
1.
The obvious question now is, what constitutes “well separated” singular values? By following a
similar error analysis to that of Section 2.1 we are able to Ond bounds that indicate where to split,
ensuring that the above method o2ers a good approximation to the distinct singular values of A up
to a given tolerance, tol. If we redeOne
Abig = [A2 0]∈Rm×m
and Asym = (ATbig + Abig)=2 and Askew = (A
T
big − Abig)=2 then it is straightforward to see that Xˆ 1 and
Yˆ 1 may be expressed in terms of the Hadamard product as in (2.24), but with ) and * replaced by
)split and *split, deOned as
()split)ij =

1
aii − ajj (Asym)ij = 0;
0; otherwise;
(2.36)
and
(*split)ij =

1
aii + ajj
(Askew)ij = 0;
0; otherwise:
(2.37)
Hence we can bound the Xˆ 1 and Yˆ 1 used in the splitting procedure by a modiOcation of the bounds
(2.25),
max{‖Xˆ 1‖F ; ‖Yˆ 1‖F}6 ‖A2‖F(‖)split‖F + ‖*split‖F):
Furthermore by redeOning Dbig as
Dbig = [D2 0]∈Rm×m
and Dsym = (DTbig + Dbig)=2 and Dskew = (D
T
big − Dbig)=2 it is clear to see that Xˆ 2 and Yˆ 2 may be
expressed in terms of the Hadamard product as in (2.26) but with ) and * replaced by )split and
*split. By bounding the terms in equation (2.35) deOning D, we are able to calculate the bounds for
Xˆ 2 and Yˆ 2 to be
max{‖Xˆ 2‖F ; ‖Yˆ 2‖F}6 ‖A2‖F(‖)split‖F + ‖*split‖F)2(‖A2 + 2A3‖F)
6 2‖A1‖2F(‖)split‖F + ‖*split‖F)2;
since ‖A2 + 2A3‖F6 2‖A1‖F .
Just as in Algorithm 2.3 our matrices U and V need to be orthogonal to a desired tolerance, tol.
The condition for orthogonality is again given by the terms HXˆ , and HYˆ in (2.20) and (2.21), which
for the above procedure we Ond
max{‖HXˆ ‖F ; ‖HYˆ‖F}6 4‖A1‖3F(‖)split‖F + ‖*split‖F)3
+O(‖A1‖4F(‖)split‖F + ‖*split‖F)4):
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We also require the matrix UTAV to o2er the desired approximation to within tol, that is ‖R‖=‖A‖
¡ tol, where the residual R is deOned in (2.34). Applying the bounds of Xˆ i and Yˆ i for i = 1: 2 to
‖R‖=‖A‖ we achieve the bound
‖R‖F
‖A‖F 6
64
3
‖A1‖3F(‖)split‖F + ‖*split‖F)3 + O(‖A1‖4F(‖)split‖F + ‖*split‖F)4):
Therefore, to implement the splitting procedure it is required that
‖A1‖3F(‖)split‖F + ‖*split‖F)3 ¡ tol:
Note that if all diagonal elements of A are well separated, we can choose A3 = 0 and A2 = A1, and
the above procedure reduces to the direct approximation scheme of Section 2.
We wish to Ond a test to decide whether it is appropriate to split the matrix A. Throughout our work
we have assumed that A has nonnegative diagonal elements and hence we have ‖*split‖F ¡ ‖)split‖F ,
yielding
‖)split‖F6 tol
1=3
2‖A1‖F :
Consequently the matrix )split is chosen so that its entries satisfy
|)ij|6 tol
1=3
2m‖A1‖F ; (2.38)
since ‖X ‖F6
√
mnmaxij|Xij|. Therefore we can choose to zero out the (i; j) element of A depending
on whether the corresponding )ij satisOes (2.38)
Algorithm 2.4. Given a matrix A∈Rm×n where the o8-diagonal part A1 has been divided into
two parts A2 and A3 (see (2.32)) such that )split and *split, de9ned in (2.37) and (2.36), satisfy
‖A1‖3F(‖)split‖F + ‖*split‖F)36 tol,this algorithm computes the approximate decomposition A =
UV T where  has the same form as the matrix given in (2.33) and ‖UTU − I‖F , ‖V TV − I‖F
and ‖UTAV − ‖F are all less than a small multiple of tol.
Compute skew-symmetric Xˆ 1 and Yˆ 1 that satisfy Xˆ 1A0 + A0Yˆ 1 =−A2.
Compute D = D0 + D1 =
1
2
(Xˆ 1(A2 + 2A3) + (A2 + 2A3)Yˆ 1).
Split D1 =D2 +D3 such that D2 and D3 have the same zero patterns as A2 and A3, respectively.
Compute skew-symmetric Xˆ 2 and Yˆ 2 that satisfy Xˆ 2A0 + A0Yˆ 2 =−D2.
= (A0 + D0) + (A3 + D3).
UT = I + Xˆ 1 + Xˆ 2 +
1
2
Xˆ 21.
V = I + Yˆ 1 + Yˆ 2 +
1
2
Yˆ 21.
Notice that this algorithm reduces to Algorithm 2.3 when )split = ).
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2.3. Kogbetliantz’s Algorithm
Kogbetliantz’s algorithm [13] for computing the SVD of A∈Rm×n consists of applying a sequence
of transformations Uk and Vk such that
U (0) = Im; V (0) = In; A(0) = A;
U (k+1) = UkU (k); V (k+1) = VkV (k); A(k+1) = UTk A
(k)Vk;
with the property that the root mean square of the o2-diagonal elements of A(k),
o2(A(k)) =
∑
i =j
|a(k)ij |2
1=2 ;
decreases to zero [8]. The orthogonal transformations, Uk and Vk , are chosen to be elementary
rotations through angles -k and  k . The quantities -k and  k , are chosen so as to zero the (ik ; jk)
and (jk ; ik) elements of A(k): The index pair (i; j) is chosen from a row cyclic order, for which a
complete sweep takes the form
(i; j) = (1; 2); (1; 3); : : : ; (1; n); (2; 3); : : : ; (2; n); (3; 4); : : : ; (m− 1; n):
The Kogbetliantz algorithm with row ordering is called the cyclic Kogbetliantz algorithm. Note that
for m¿ i¿n only one element is zeroed, resulting in the application of only one transformation,
namely Uk [8].
Forsythe and Henrici [8] have proved that if the rotation angles -k and  k remain strictly within
the interval (−0=2; 0=2) the Kogbetliantz algorithm is linearly convergent. In fact, for matrices that
have no repeated or clustered singular values, Paige and Van Dooren [14] prove that the cyclic
Kogbetliantz algorithm has asymptotic quadratic convergence. In the presence of repeated singular
values the analysis of [1–3] guarantees ultimate quadratic convergence of the method if we Orst form
a QR factorization and apply the rotations to the triangular factor. In practice though, even in the
presence of clusters, the cyclic Kogbetliantz algorithm is observed to be asymptotically quadratically
convergent.
Our direct method of Algorithm 2.3 for computing the singular value decomposition of A∈Rm×n
can only be implemented when the bound of (2.31) is satisOed. When this bound is not satisOed we
can apply a sweep of Kogbetliantz’s algorithm to reduce the norm of the o2-diagonal elements with
the aim of causing a reduction in the left hand side of (2.31). However, if aii → ajj as o2(A)→ 0
it is possible for the left hand side of (2.31) to increase, making the direct method redundant for
this particular type of problem. When this happens, the method of Kogbetliantz may also be used
in tandem with the splitting procedure of Section 2.2, where we split the matrix A into two, A2
containing the elements corresponding to the distinct diagonal elements and A3 the remainder. The
splitting algorithm diagonalizes A2 but leaves A3 as a full matrix. The cyclic Kogbetliantz algorithm
can then be applied to the matrix A3 until its norm is suTciently reduced to allow diagonalization
via the direct method if possible.
Our complete algorithm for computing the SVD of a nearly-diagonal matrix, A∈Rm×n, is as
follows.
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Algorithm 2.5 (SVD algorithm). Given A∈Rm×n this algorithm computes the singular value de-
composition A= UV T.
k = 1, V = Im, U = In
for i = 1; 2; : : :
Compute ) for Ak:m;k:n.
(*) if “enough” singular values can be safely split from problem
Apply permutation to move “conUuent” and “distinct”
singular values to the same blocks respectively.
Compute Ak:m;k:n = Us
[
j 0
0 RA
]
V Ts using Algorithm 2.4.
Ak:m;k:n =
[
j 0
0 RA
]
U (:; k : m) = U (:; k : m)Us, V (:; k : n) = V (:; k : n)Vs.
k = k + j
end
if k ¿n, = A, return, end
Compute Ak:m;k:n = Ukog AkogV Tkog using a sweep of Kogbetliantz’s
algorithm.
Ak:m;k:n = Akog.
U (:; k : m) = U (:; k : m)Ukog, V (:; k : n) = V (:; k : n)Vkog.
if ‖A1‖F6 tol‖A‖F , = A, return, end
end
The test (∗) needs some explanation. For Algorithm 2.4 to be used e2ectively, it is sensible to
split the problem only when a signiOcant number of singular value can be separated from the original
matrix. Splitting to remove a relatively small number of singular values does not result in noticeable
savings at further stages of the algorithm. In the numerical experiments of Section 4 we take “more
than half the remaining singular values” as our test for deciding whether or not to split the problem.
We are not suggesting that this is the optimal choice, but we found it performs well in practice.
If mn it is advisable to perform an initial QR factorization of A to reduce the problem to one
of computing the singular value decomposition of an upper triangular matrix. The main advantages
of this approach are a reduction in the computational burden of the Kogbetliantz algorithm and the
convenience of being able to apply the direct method to a square matrix. It could be argued that it
is sensible to apply an initial QR factorization for all problems regardless of dimension; however
Charlier et al. [3] note that for almost diagonal matrices this can be unnecessarily costly. Also, the
triangular form of A can be lost if we apply the splitting procedure to A. Algorithm 2.4 reduces A
to a block diagonal matrix = (A0 + D0) + (A3 + D3) but D3 is a full matrix. We will reserve the
initial QR factorization idea for matrices with mn.
3. The symmetric case
The eigendecomposition of a symmetric matrix A∈Rn×n is given by
A= Q diag(i)QT; (3.1)
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where Q is orthogonal and the i are the eigenvalues of A. If we take V ≡ U and A symmetric in
Algorithm 2.3 then the algorithm reduces to the method of Davies and Modi [5] for computing the
eigendecomposition of A. We will brieUy describe the method and show the computational savings
that are made in the symmetric case. Let us assume that A has distinct diagonal elements and small
o2-diagonal elements. The approximate solution to the eigenvalue problem is found by constructing
a nearly orthogonal matrix U such that
UTAU =P;
where the diagonal of P o2ers a good approximation to the eigenvalues of A. Unlike the SVD case
we only need to form one orthogonal matrix, U , which is given by the Taylor series in (2.2) as
UT = eXˆ = I + Xˆ + 12 Xˆ
2 + 16 Xˆ
3 + · · · ;
where Xˆ is skew symmetric. (Our SVD algorithm computes V = U = e−Xˆ , i.e., Yˆ = −Xˆ .) The
derivation of Section 2 for the SVD of an arbitrary matrix A∈Rm×n works through the same as
the Davies-Modi symmetric case by replacing Yˆ with −Xˆ . The approximation for computing the
eigenvalues of a symmetric A∈Rn×n is taken to be
P = A0 + D0;
with
UT = I + Xˆ 1 + Xˆ 2 + 12 Xˆ
2
1; (3.2)
where
(Xˆ 1)ij =

aij
aii − ajj ; i = j;
0; i = j;
(3.3)
D = 12 (Xˆ 1A1 − A1Xˆ 1); (3.4)
and
(Xˆ 2)ij =

dij
aii − ajj ; i = j;
0; i = j:
(3.5)
Notice that in the formation of D, (3.4), only one matrix–matrix multiply is required as A1Xˆ 1 =
−Xˆ 1A1, see Eq. (2.4).
As was the case for the SVD method the Davies-Modi method can only be implemented when
the norm of the o2-diagonal elements of A are below a certain threshold. We now review the
implementation criteria of the Davies and Modi method ‘[5].
3.1. Error estimates
Davies and Modi [5] suggest using bounds based on the max-norm, ‖ · ‖M , which is deOned as
‖X ‖M =max|xij|
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and has the property for X; Y ∈Rn×n
‖XY‖M6 n‖X ‖M‖Y‖M :
From (3.3), (3.4) and (3.5), and using
3=max{|aij| : i = j}; =min{|aii − ajj| : i = j}; (3.6)
it is clear that
‖Xˆ 1‖M6 3 ; ‖D‖M6
n32

; ‖Xˆ 2‖M6 n3
2
2
: (3.7)
Davies and Modi go on to apply the bounds of (3.7) to the terms of HXˆ to determine a condition
for orthogonality of the matrix U , (3.2). This yields
‖HXˆ ‖M6
n334
44
+
n334
4
+
n334
4
+
2n233
3
=
9
4
n34 + 2n23:
In the analysis of Davies and Modi [5] the term corresponding to Xˆ 22 is ignored and consequently
the bound ‖HXˆ ‖M6 54 n34 + 2n23 [5, Eq. 3.5] is used. In addition, it is reported that the residual
of the terms in the expansion UTAU satisfy
‖R‖M6 n
233
3
+
3n233
22
+
n234
23
;
and by deOning
-=
n233
2
max
{
1;
3

;
n3
2
}
; (3.8)
it is suggested the method is implemented when - is below a desired tolerance, tol.
The work on the SVD o2ers an alternative bound to the one given in [5]. Our bound, based on
the norms of A1 and ), (2.22), o2er at least as good a starting criterion as -. It can easily be seen
from the equations for Xˆ 1 and Xˆ 2, (3.3) and (3.5), that
Xˆ 1 = A1 ◦ ); Xˆ 2 = D1 ◦ ):
This is consistent with Eqs. (2.24) and (2.26), for Xˆ 1 and Xˆ 2, since the symmetric case has Askew
and Dskew both equal to zero. The bound on the departure from orthogonality of U is therefore given
by (2.29) with ‖*‖F replaced by 0, namely
‖HXˆ ‖F6 2‖A1‖3F‖)‖3F +O(‖A1‖4F‖)‖4F):
Similarly the small residual condition is given by (2.30) with ‖*‖F again replaced by 0,
‖R‖F
‖A‖F 6
28
3
‖A1‖3F‖)‖3F +O(‖A1‖4F‖)‖4F):
The dominant term in our bounds is ‖A1‖3F‖)‖3F and hence we can ensure our matrix U is orthogonal
and UTAU is diagonal to a given tolerance by requiring
‖A1‖3F‖)‖3F ¡ tol: (3.9)
Our bounds o2er conditions for implementation of the direct method that are at worst as good as
those based on the max-norm along with the added advantage of being scale invariant. (The bound
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in (3.9) is the same for A as it is for 3A; where 3 is a scalar.) The norms of the skew-symmetric
matrices ) and the symmetric matrix A1 can be formed in O(n2) Uops which compares favourably
with the amount of work required to Ond 3 and  deOned in (3.6).
Algorithm 3.1. Given a symmetric matrix A∈Rn×n such that ‖A1‖3F‖)‖3F6 tol where A1 is the
o8-diagonal part of A and ) is de9ned in (2.22), this algorithm computes an approximation to
the spectral decomposition, A=UPUT with ‖UTU − I‖F , and ‖UTAU −P‖F all less than a small
multiple of tol.
Compute Xˆ 1 using (3.3).
Compute D = D0 + D1 =
1
2
(A1Xˆ 1 − Xˆ 1A1).
Compute Xˆ 2 using (3.5).
P = A0 + D0.
U = I + Xˆ 1 + Xˆ 2 +
1
2
Xˆ 21.
The same comments that were made about Algorithm 2.3 for computing the singular value decom-
position hold true about Algorithm 3.1. Namely, if the diagonal elements of A are too close together
the bound (3.9) is unlikely to be satisOed. Our previous idea of splitting the matrix into two with
the distinct diagonal elements being partitioned from the troublesome ones may be applied to the
eigenvalue problem. The corresponding analysis is analogous to that of Section 2.2 with Yˆ replaced
by −Xˆ . Therefore, the matrix )split is chosen so that its entries satisfy
|)ij|6 tol
1=3
n‖A1‖F
and we can choose to zero out the (i; j) element of A depending on whether the corresponding )ij
satisOes (2.38).
The part of A relating to the close together diagonal elements, A3, remains full after splitting,
requiring us to Ond an alternative method from Algorithm 3.1 to diagonalize it. We again suggest
using rotations to reduce the norm of the o2-diagonal elements until we are at the point when the
remaining nonzero elements can be set to zero by the direct method.
3.2. Replacing the 9nal sweep(s) of Jacobi’s method
It was shown in Section 2.3 how the Kogbetliantz method can be used to compute the singular
value decomposition of A∈Rm×n. For a symmetric matrix A∈Rn×n the Kogbetliantz idea is identical
to that of Jacobi’s method for computing the eigendecomposition of a symmetric matrix. Jacobi’s
method constructs a sequence of similar matrices starting with A0, by applying a sequence orthogonal
transformations:
Ak+1 = QTk AkQk:
The Qk are chosen in such a way that Ak tends to diagonal form 4 = diag(i) as k → ∞. By
denoting Q = Q0Q1; : : :, the product of orthogonal transformations that diagonalize A0; we have the
eigendecomposition (3.1). Jacobi’s method applied in a cyclic order is known to possess asymptotic
quadratic convergence [9, Sec. 8.4.4]; [15, Sec. 9.4] Hence if the bound of Algorithm 3.1 is not
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satisOed, we apply sweeps of Jacobi’s method to reduce the norm of the o2-diagonal elements of
A until we are at a stage to utilize the direct method. In our experiments we checked the bound in
(3.9) after each sweep of Jacobi’s method.
The major costs involved with Algorithm 3.1 are the two matrix–matrix multiplications, one in
forming D and the other in forming Xˆ 21 for the expansion of U . The cost of the direct method is
4n3 Uops compared to the 6n3 Uops required for one sweep of Jacobi’s method. When computing
the eigenvalues of a symmetric matrix by Jacobi’s method computational savings are possible by
replacing the Onal sweeps with the direct method.
4. Numerical results
We now present four examples, two singular value and two spectral decompositions, to illustrate
the convergence behaviour of our algorithms. Our experiments were carried out in Matlab 6.1 on a
Pentium II, for which the unit roundo2 u ≈ 1:1×10−16. We took the tolerance, tol, of our algorithms
to be the unit roundo2. For all four examples the residual tests ‖UTAV − ‖F , ‖UTU − I‖F ; and
‖V TV − I‖ for the computed SVD were found to be a small multiple of the unit roundo2.
In each table we Orst show how our test matrix is generated using MATLAB code. We then apply
Algorithm 2.5 to the matrix and observe the convergence behaviour. As we are interested in updating
the singular value (spectral) decomposition of A we introduce random perturbations, Ek , of varying
magnitude to A with the aim of investigating whether the information gained from computing the
SVD of A helps in the computation of the SVD of A + Ek . The random perturbations Ek are such
that ‖Ek‖F =10−k‖A‖F . For values of k=2: 8, we applied Algorithm 2.5 to the matrix UT(A+Ek)V
where U and V are the matrices of left and right singular vectors of A respectively.
Our Orst example, Table 1, is concerned with the singular value decomposition of a random
100× 30 matrix with condition number 52(A) = 104 and singular values with uniformly distributed
logarithm. This singular values of this matrix range from 1:5830×10−4 to 0:9132 and the minimum
distance between singular values is 5:8285 × 10−6. Since mn, we applied a QR factorization to
A before implementing Algorithm 2.5. As can be seen from the Orst line of the table, 5 sweeps
of Kogbetliantz’s algorithm were required before implementation of the splitting method, at which
point ‖A1‖F = 7:8 × 10−12 and ‖)‖F = 3:1 × 105 where ) is deOned in (2.22). The value of
‖*‖F is not reported in the tables as ‖)‖F¿ ‖*‖F . The split resulted in the partitioning of the 22
“well-separated” singular values (belonging to the portion of the matrix A with ‖)split‖F =4:3×104)
from the smaller 8×8 sub-problem containing the “troublesome” singular values. One further sweep
of Kogbetliantz applied to the 8 × 8 matrix resulted in the overall convergence of the method.
Next we applied our algorithm to the perturbed matrix UT(A + E2)V and saw that 5 sweeps of
Kogbetliantz’s algorithm were again needed before implementing the splitting method. This time,
rather than a partitioning of the problem, the whole matrix was diagonalized by the direct method of
Section 2. Similar results were obtained for the remaining values of k with the exception of k = 6,
when Kogbetliantz’s algorithm converged of its own accord after 2 sweeps.
Table 2 contains results relating to the singular value decomposition of the 50 × 50 Dramadah
matrix. This is a matrix whose elements are 0’s or 1’s and whose singular values range between
1:5497 × 10−12 and 17:3941 and the minimum distance between singular values is 2:9747 × 10−5.
Initially ‖)‖=∞. After the initial 8 sweeps of Kogbetliantz ‖)‖F was reduced to 4:8e+4, allowing
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Table 1
100× 30 matrix whose singular values have uniformly distributed logarithm. 52(A)= 1e+ 4, ‖A‖F =1:4, ‖)‖F =1:6e+ 5
after initial QR factorization. The term “conv” denotes that ‖A1‖F6 u‖A‖F
Method ‖)‖F ‖A1‖F ’s left ‖)split‖F
A=gallery(‘randsvd’,[100 30],1e+4,5).
5 Kog. sweeps 3:1e + 5 7:8e− 12
Alg 2.4 8 4:3e + 4
1 Kog. sweep conv.
U T(A+ E2)V
5 Kog. sweeps 2:7e + 4 1:2e− 14
Alg 2.4 0 2:7e + 4
U T(A+ E3)V
4 Kog. sweeps 1:7e + 5 6:9e− 14
Alg 2.4 0 1:7e + 5
U T(A+ E4)V
3 Kog. sweeps 3:1e + 5 4:0e− 14
Alg 2.4 0 3:1e + 5
U T(A+ E5)V
2 Kog. sweeps 3:5e + 5 6:5e− 13
Alg 2.4 2 1:8e + 5
1 Kog. sweep conv.
U T(A+ E6)V
2 Kog. sweeps conv.
U T(A+ E7)V
1 Kog. sweep 3:1e + 5 2:1e− 13
Alg 2.4 4 2:7e + 4
1 Kog. sweep conv.
U T(A+ E8)V
1 Kog. sweep 3:1e + 5 2:1e− 14
Alg 2.4 0 3:1e + 5
the remaining o2-diagonal elements to be annihilated by the direct method. Of the eight tests carried
out, one converged under the Kogbetliantz algorithm, four converged after implementation of the
direct method and three of the problems split into smaller ones. Two of the three splits resulted in
the separation of 2 “close” singular values and the other 10.
Tables 3 and 4 contain results for the computation of the spectral decompositions of symmet-
ric positive deOnite matrices. Table 3 shows the results for the Lehmer matrix, whose singular
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Table 2
50 × 50 Dramadah matrix ‖A‖F = 2:7e + 1, ‖)‖F = inf . The term “conv” denotes that ‖A1‖F6 u‖A‖F
Method ‖)‖F ‖A1‖F ’s left ‖)split‖F
A=gallery(‘dramadah’,50).
8 Kog. sweeps 4:8e + 4 8:8e− 13
Alg 2.4 0 4:8e + 4
U T(A+ E2)V
5 Kog. sweeps 1:1e + 3 1:6e− 11
Alg 2.4 0 1:1e + 3
U T(A+ E3)V
3 Kog. sweeps 1:9e + 3 9:6e− 11
Alg 2.4 2 1:6e + 3
1 Kog. sweep conv.
U T(A+ E4)V
2 Kog. sweeps 7:9e + 3 2:8e− 10
Alg 2.4 10 1:0e + 3
1 Kog. sweep conv.
U T(A+ E5)V
2 Kog. sweeps 3:1e + 4 2:6e− 14
Alg 2.4 0 3:1e + 3
U T(A+ E6)V
2 Kog. sweeps conv.
U T(A+ E7)V
1 Kog. sweep 4:7e + 4 9:9e− 12
Alg 2.4 2 2:4e + 3
1 Kog. sweep conv.
U T(A+ E8)V
1 Kog. sweep 4:8e + 4 9:9e− 14
Alg 2.4 0 4:8e + 4
values range from 1:4055 × 10−2 to 22.08 and the minimum distance between singular values is
1:4751×10−3. Table 3 shows the result for a random 30×30 positive deOnite matrix whose singular
values range from 1:3041 × 10−2 to 93.77 and the minimum distance between singular values is
7:7473 × 10−2. A similar pattern is observed to those obtained in Tables 1 and 2 for the singular
value decomposition.
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Table 3
40× 40 Lehmer matrix. ‖A‖F = 2:3e + 1, ‖)‖F = inf . The term “conv” denotes that ‖A1‖F6 u‖A‖F
Method ‖)‖F ‖A1‖F ’s left ‖)split‖F
A=gallery(‘lehmer’,40).
6 Jac. sweeps 3:4e + 3 2:1e− 8
Alg 2.4 14 1:1e + 3
1 Jac. sweep conv.
U T(A+ E2)U
6 Jac. sweeps 1:6e + 3 2:6e− 11
Alg 2.4 0 1:6e + 3
U T(A+ E3)U
5 Jac. sweeps 3:1e + 3 2:5e− 10
Alg 2.4 0 3:1e + 3
U T(A+ E4)U
3 Jac. sweeps 3:5e + 3 5:6e− 10
Alg 2.4 0 3:5e + 3
U T(A+ E5)U
2 Jac. sweeps 3:4e + 3 5:3e− 10
Alg 2.4 0 3:4e + 3
U T(A+ E6)U
1 Jac. sweep 3:4e + 3 3:1e− 8
Alg 2.4 17 7:4e + 2
1 Jac. sweep 3:3e + 3 5:4e− 14
Alg 2.4 0 3:3e + 3
U T(A+ E7)U
1 Jac. sweep 3:4e + 3 3:2e− 10
Alg 2.4 0 3:4e + 3
U T(A+ E8)U
1 Jac. sweep 3:4e + 3 2:1e− 12
Alg 2.4 0 3:4e + 3
We also tested the examples in Tables 3 and 4 using Davies and Modi’s original bounds to test
when to use the direct scheme. Using these bounds we found that the direct scheme was implemented
at the same time as in Algorithm 2.5. (We only compared the examples where a full reduction is
applied, that is ’s left = 0 or equivalently )split =).) However, we note that in these examples our
test quantity, ‖A1‖3F‖)‖3F , was generally smaller than Davies and Modi’s original test (3.8), often by
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Table 4
30 × 30 Random symmetric positive deOnite matrix. ‖A‖F = 2:1e + 2, ‖)‖F = 5:0e + 1. The term “conv” denotes that
‖A1‖6 u‖A‖F
Method ‖)‖F ‖A1‖F ’s left ‖)split‖F
R=randn(30); A=R’∗R.
7 Jac. sweeps 2:2e + 1 7:2e− 9
Alg 2.4 0 2:2e + 1
U T(A+ E2)U
3 Jac. sweeps 2:2e + 1 1:8e− 11
Alg 2.4 0 2:2e + 1
U T(A+ E3)U
2 Jac. sweeps 2:2e + 1 6:5e− 9
Alg 2.4 0 2:2e + 1
U T(A+ E4)U
1 Jac. sweep 2:2e + 1 9:2e− 6
Alg 2.4 15 2.9
1 Jac. sweep 2:2e + 1 1:8e− 13
Alg 2.4 0 2:2e + 1
U T(A+ E5)U
1 Jac. sweep 2:2e + 1 9:2e− 8
Alg 2.4 0 2:2e + 1
U T(A+ E6)U
1 Jac. sweep 2:2e + 1 9:2e− 10
Alg 2.4 0 2:2e + 1
U T(A+ E7)U
1 Jac. sweep 2:2e + 1 9:2e− 12
Alg 2.4 0 2:2e + 1
U T(A+ E8)U
Alg 2.4 6 5.6
1 Jac. sweep conv.
a factor of 100. Also, by forming ), we can test whether we can reduce the problem to a smaller
one using Algorithm 2.4. This cannot be done using the information in (3.8). As both tests require
O(n2) work, the new bound (3.9) is clearly superior.
Finally, we repeated all the experiments using either the classical Kogbetliantz or Jacobi algorithm
instead of the hybrid scheme of Algorithm 2.5. In all cases we observed that the direct method
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replaced the Onal 1 or 2 sweeps of the rotation methods. Since the cost of the direct method is less
than a classical sweep it is clear that by either splitting the problem into a smaller one or by direct
diagonalization Algorithm 2.5 can o2er considerable savings when updating singular value (spectral)
decompositions.
5. Conclusion
This work extends the direct method of Davies and Modi [5] for computing spectral decompo-
sitions to the singular value decomposition. We have also shown how the direct method can be
used to split a problem into two disjoint problems to overcome the diTculties associated with im-
plementing it in the presence of conUuent singular values. In experiments we observed Algorithm
2.5 compared favourably with methods based entirely on Kogbetliantz (Jacobi) methods. The direct
method was able to replace the Onal sweeps of the Kogbetliantz algorithm, resulting in considerable
computational savings being made. In particular, for matrices subjected to small perturbations Algo-
rithm 2.5 performed extremely well, making it attractive for the problem of updating square roots
of symmetric positive deOnite matrices [12].
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