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Complex systems are becoming more and more apparent in a variety of dis-
ciplines, making solution methods for these systems valuable tools. The solution
of complex systems requires two significant skills. The first challenge of developing
mathematical models for these systems is followed by the difficulty of solving these
models to produce preferred solutions for the overall systems. Both issues are ad-
dressed by this research.
This study of complex systems focuses on two distinct aspects. First, models
of complex systems with multiobjective formulations and a variety of structures are
proposed. Using multiobjective optimization theory, relationships between the effi-
cient solutions of the overall system and the efficient solutions of its subproblems are
derived. A system with a particular structure is then selected and further analysis is
performed regarding the connection between the original system and its decomposable
counterpart. The analysis is based on Kuhn-Tucker efficiency conditions.
The other aspect of this thesis pertains to the study of a class of complex sys-
tems with a structure that is amenable for use with analytic target cascading (ATC),
a decomposition and coordination approach of special interest to engineering design.
Two types of algorithms are investigated. Modifications to a subgradient optimiza-
tion algorithm are proposed and shown to improve the speed of the algorithm. A new
family of biobjective algorithms showing considerable promise for ATC-decomposable
ii
problems is introduced for two-level systems, and convergence results for a specified
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Complex systems are a part of every aspect of life. Some are easily identi-
fied and frequently studied, such as the complex systems found in various fields of
engineering including traffic patterns, vehicle design, and the design of materials for
manufacture, among others. Other complex systems are harder to identify, quantify,
and model, but still have all the necessary characteristics to be considered complex
systems. Any organizational body ranging from the large, such as a national govern-
ment, to the small, such as the PTA committee that organizes the bake sale, with
various goals, personal and corporate interactions, and often unpredictable natures
are clearly complex systems.
Studies into complex systems from a wide variety of fields are becoming more
and more available. A study of the crude oil markets as a complex system is performed
in [34]. The problem of improving the effectiveness of the current health care system
in the US is tackled in [6] by applying a complex systems analysis. The consideration
of the US education system as a complex system is studied in [4]. In [5], the author
applies complex systems theory to explain interactions in biological and social sys-
tems. The application of complex systems theory to biological systems, specifically
1
the study of human hereditary disorders, is continued in [19]. The application of a
complex systems methodology to collaborative optimization is examined in [48].
Various classes of complex systems have been determined and studied. What
is referred to as systems of systems is one of the more general classes. In [15], a
system of systems is defined as an integration of related systems of different types
which operate as a single system. They include such entities as the national power
grid and the model of how new technologies impact national security.
The US Department of Energy [68] presents a broad definition of a complex
system applicable to many disciplines. In context of this definition we operate under
the following complex system definition. A complex system is understood to be a
natural or engineered system that is difficult to understand and analyze because of one
or more of the following properties: (1) The system may involve interactions among
many phenomena; (2) The system may have multiple and dissimilar subproblems (also
called components or subsystems) that may be connected in a variety of ways; and
(3) The system may be characterized by noncomparable and conflicting objectives
or criteria such as cost, performance, reliability, safety, productivity, affordability,
and others. In the presence of multiple and interacting components and objectives,
a decision that is optimal for the system does not exist but rather many or even
infinitely many decisions can be considered as preferable.
In particular, according to the US DOE definition, the system within which
we educate children in the United States can be considered a complex system. Var-
ious components or elements of the education system include the US Department of
Education, Departments of Education at the state level, local school districts and
school boards, principals and administrators, teachers, parents, and students. Inter-
actions between the different elements of this system are many and varied. These
interactions, as well as interactions within the components, can have vastly different
2
structures, and each of these elements generally have multiple, often conflicting goals
and objectives that they wish to accomplish. For example, the US Department of
Education operates with an organizational structure that cannot possibly exist or be
effective for administrators or teachers whose daily goals can vary from those stated
by the Department of Education. And of course, most students operate with a dif-
ferent set of goals than those held by another element. Often student’s goals are
diametrically opposed to the goals of parents and teachers, generating conflict in the
system.
The need for us to understand and find viable solutions for the complex systems
that surround us is vastly significant. These complex systems are an intricate part of
life. They can be found in the daily management of businesses, in the machinations
of modern industry, in formal and casual organizational relationships, and in the
structure and organization of society. It is clear that each day we come in contact
with or are a part of a great many different complex systems. Since complex systems
are so prevalent, the understanding of these systems becomes material to the efficient
working of our lives.
A model for a complex system may assume a variety of mathematical formu-
lations. The mathematical formulations may be presented with a single criterion to
be optimized, however, more often complex systems will have many, conflicting ob-
jectives. To handle these multiple objectives, we need to be able to formulate and
solve a multiobjective optimization problem. In this work, we study mathematical
programs that can be used to model complex systems. We investigate programs with
single and multiple objectives subject to well posed feasible sets.
This research attempts to address two areas of study relating to complex sys-
tems. First, it seeks to develop theory for the decomposition and coordination of
multiobjective complex systems by deriving relationships that exploit the structure
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of the system. Second, through modifications to known algorithms and the devel-
opment of new algorithm it seeks to advance the methodology for analytic target
cascading (ATC), an important decomposition strategy in engineering design.
We now summarize the general content of the following chapters. Chapter 2
is a foundational chapter which in general reviews essential theory necessary for the
study performed in Chapters 3 - 6. Section 2.1 reviews Lagrangian duality, states
current theoretical results, and illustrates its implementation. This is succeeded by
a discourse on decomposition in Section 2.2. General multiobjective optimization is
described in Section 2.3 along with the auxiliary concepts of efficiency. A presentation
of our research objectives concludes this chapter in Section 2.4.
Chapter 3 presents models of multiobjective complex systems and derives re-
lationships between efficient solutions of the original system and efficient solutions of
its subproblems. Section 3.1 states the problem formulation and notation used, and
Section 3.2 derives one or more conditional relationships for thirteen foundational
systems. In Section 3.3, we reveal similar relationships for systems composed of one
or more of the foundational systems. We conclude this chapter in Section 3.4 with a
summary of our results and possible avenues for further research.
We use efficiency conditions to relate two associated optimization problems in
Chapter 4. Sections 4.1 and 4.2 review pertinent definitions and state the explicit
problem formulation to be used throughout the remaining sections of the chapter.
Section 4.3 addresses the Kuhn-Tucker constraint qualification for the two systems
in question, and Sections 4.4 and 4.5 show the correlation between the efficiency,
both weak and proper, conditions for the original and related systems. We complete
this chapter in Section 4.6 with a conclusion of the work accomplished and goals for
additional study.
In Chapter 5 the class of complex systems referred to as analytic target cas-
4
cading (ATC) problems is studied using subgradient optimization. Sections 5.1 - 5.3
discuss the decomposition of these problems, states the formal problem formulation,
and review elements of decomposition and coordination. The subgradient optimiza-
tion process is developed in Section 5.4. Section 5.5 reveals the new approximation
method for updating the dual variables. Test problems to be used in the numerical
trials are stated in Section 5.6, and Section 5.7 reports the results of our investigation
into four aspects of the subgradient algorithm including the computational scheme
and dual update method among others. A summary of the work done in the chapter
and directions for future work are given in Section 5.8.
The investigation of multiobjective approaches to solving ATC problems is
presented in Chapter 6. A multiobjective problem (MOP) formulation is presented in
Section 6.1 and Section 6.2 proposes an approximation algorithm to solve the MOP.
Section 6.3 overviews the remaining sections of the chapter. Sections 6.4 and 6.9 sug-
gest biobjective algorithms for the single objective ATC problem studied in Chapter
5. Convergence results for the algorithm of Section 6.4 are revealed in Section 6.8.
The intermediate sections, 6.5 through 6.7, are used to develop necessary theoretical
results incorporated into the convergence discussion of Section 6.8. We summarize
our results and suggest future research possibilities in Section 6.10.
Chapter 7 concludes this dissertation and is followed by two appendices con-






Every line of research is expedited by the use of adept notation and a well-
defined foundation. We endeavor to establish this foundation and present general
notation in this chapter.
We first review classical and current Lagrangian duality theory and illustrate
the application of duality to an example in Section 2.1. In Section 2.2, we examine
implications of and methods for the decomposition of a problem into subproblems.
Section 2.3 concludes the mathematical review of this chapter with an introduction to
multiobjective optimization and the statement of prominent theory associated with
multiobjective mathematical programs. Finally, Section 2.4 introduces the goals of
this research.
6
2.1 Lagrangian Duality for Single Objective Math-
ematical Programs
For each single objective mathematical program (SOP), referred to as the
primal problem, there exists a corresponding single objective dual problem. Every
feasible solution to the dual problem provides us with an bound on the optimal value
of the primal problem. For convenience sake, we assume that all primal problems
are minimization problems. Therefore the corresponding dual problems will be maxi-
mization problems. Due to the method by which we construct the dual problem, it is
guaranteed to be convex with respect to the feasible set, as defined in the following.
Definition 2.1.1. A set X is said to be convex if (αx1 + (1− α)x2) ∈ X for all
x1, x2 ∈ X and α ∈ [0, 1].
We could also say that a set is convex if all convex combinations of points in the set
are also in the set. For completeness, we also define a convex function.
Definition 2.1.2. A function f : Rn → Rp is said to be convex on X ⊆ Rn if
f (αx1 + (1− α)x2) ≤ αf (x1) + (1− α) f (x2) for all x1, x2 ∈ X and α ∈ [0, 1].
Convex mathematical programs can be significantly easier to solve, and often
the algorithms which we use to solve them have proofs of convergence. Algorithms
for solving SOPs include the simplex method, method of steepest descent, Newton’s
method, feasible direction methods, and penalty and barrier methods. Conditions on
the program and the algorithm for which global convergence is guaranteed are stated
by [60]. Since the convexity of the primal problem is often unknown, and the dual
is guaranteed to be convex, we seek to solve the dual problem instead of the primal
problem. Once the dual problem is solved, we can then extract a solution to the
primal problem.
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We do not develop any special formulations for the case where the SOP is a
linear program, however, due to the special structure of linear programs more specific
formulations for the dual exist (see [8] and [60]).
There are two primary formulations for the dual problem for the general SOP
that we will consider. The first is the classical Lagrangian dual, and the second is the
augmented Lagrangian dual. For each formulation we present a formal development
of the dual problem along with some theoretical results from the literature regarding
optimal solutions.
Frequently when dealing with optimization of vectors, we consider sets that





< = {x ∈ Rp : xi < 0 for i = 1, . . . , p}
R
p
≤ = {x ∈ Rp : xi ≤ 0 for i = 1, . . . , p and
there exists j ∈ {1, . . . , p} such that xj < 0}
R
p
5 = {x ∈ R
p : xi ≤ 0 for i = 1, . . . , p}





2.1.1 Classical Lagrangian Duality Formulation
We consider single objective mathematical programs that can be formulated





f (x) subject to g (x) 5 0 and h (x) = 0. (2.1.1)
We define the complete feasible set, X, as
X =
{
x ∈ Rn : g (x) 5 0, h (x) = 0, x ∈ X̄
}
. (2.1.2)
The assumption is made that the primal problem is sufficiently complicated
to make it advantageous to solve the problem using the classical Lagrangian dual
approach and define the Lagrangian function as
l (x,w) = f (x) + uTg (x) + vTh (x) . (2.1.3)
where w ∈ Rm= × R
p and w = (u, v) where u are the Lagrangian multipliers associated
with the inequality constraints and v are the Lagrangian multipliers associated with
the equality constraints.
Once we have constructed the Lagrangian function, we can consider the La-
grangian dual function, which is also known as the relaxed primal problem
ψ (w) = min
x∈X
l (x,w) (2.1.4)
where w ∈ Rm= × R
p. To force solutions of the relaxed primal problem to be solutions






ψ (w) . (2.1.5)
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The main optimality theorem for the classical Lagrangian dual is referred to
as the Strong Duality Theorem as stated here.
Theorem 2.1.1. (Bazaraa et al. (2006)) Strong Duality Theorem for Convex
Programs - Classical Lagrangian
Let X be a nonempty convex set in Rn, let f, g, h be defined as in (2.1.1) and let g be
convex and h be affine. Suppose there exists x̂ ∈ X such that g (x̂) < 0 and h (x̂) = 0
and there exists 0 ∈ int h (X) where h (X) = {y ∈ Rp : y = h (x) , x ∈ X}. Then
min
{




ψ (w) : w ∈ Rm= × R
p
}
, i.e. f ∗ = ψ∗.
Theorem 2.1.1 provides sufficient, but not necessary, conditions for equality
between the optimal objective values of the primal (2.1.1) and dual (2.1.5) prob-
lems. The theorem requires fairly restrictive assumptions, mainly convexity of the
constraints.
2.1.2 Augmented Lagrangian Duality Formulation
Let f ∗ be the optimal objective value of the primal problem and let ψ∗ be the
optimal objective value of the dual problem.
Definition 2.1.4. A duality gap is said to occur when ψ∗ 6= f ∗.
The classical Lagrangian dual can often be insufficient to prevent duality gaps
between the primal and dual problem, so we also employ the augmented Lagrangian
dual where the augmented Lagrangian function is
l (x, z, w, c) = f (x) + uTg (x) + vTh (x) + c ‖g (x) + z‖2 + c ‖h (x)‖2 (2.1.6)
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where ‖·‖ denotes the Euclidean norm, z are the slack variables associated with the
inequality constraints, g (x), and (w, c) ∈ Rm= × R
p × R>. The augmented Lagrangian
function can be written as
























2 + vjhj (x)
]
where (w, c) ∈ Rm= × R
p × R>. The augmented Lagrangian dual function is
ψ (w, c) = min
x∈X
l (x,w, c)
where (w, c) ∈ Rm= × R





ψ (w, c) . (2.1.7)
To enable us to work with an unconstrained optimization problem, we define
the following unconstrained problem that is equivalent to (2.1.1).
Define ϕ (x) =
 f (x) x ∈ X∞ x /∈ X (2.1.8)




We consider the primal problem (2.1.1) and unconstrained formulation (2.1.9), define
several additional functions, and present their properties that are necessary to our
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development. Defining a single constraint function yields
G (x) = (g1 (x) , . . . , gm (x) , h1 (x) , . . . , hp (x)) . (2.1.10)
Definition 2.1.5. (Huang and Yang (2003)) A function f̄ : Rn × Rm+p → R̄ where
ϕ (x) = f̄ (x, 0) for all x ∈ Rn is said to be a dualizing parameterization function for
ψ.
For our purposes, the dualizing parameterization function is defined as
f̄ (x, b) =
 f (x) if G (x) + b ∈ R
m
5 × 0
p, x ∈ X
∞ otherwise
(2.1.11)
Let R̄ = R ∪ {−∞,∞} and define a perturbation function p : Rm+p → R̄ as
p (b) = min
x
f̄ (x, b) . (2.1.12)
Definition 2.1.6. (Rockafellar and Wets (1998)) A function s : Rn → R̄ is said to
be (lower) level-bounded if for every α ∈ R the set {x ∈ Rn : s (x) ≤ α} is bounded (or
empty).
Definition 2.1.7. (Huang and Yang (2003)) A function σ : Rm+p → R≥ ∪ {∞} is a
generalized augmenting function if it is
1. proper
2. lower semicontinuous (lsc)
3. level-bounded on Rm+p
4. arg miny σ (y) = {0}
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5. σ (0) = 0
Definition 2.1.8. (Yang and Huang (2001)) A function s : Rr × Rq → R̄ with values
s (x, b) is said to be level-bounded in x and locally uniform in b if, for each b̄ ∈ Rq and




of b̄, along with a bounded set D ⊂ Rr,





Definition 2.1.9. (Zhou and Yang (2004)) A function s : S ⊂ Rq → R̄ has a valley
at 0 ∈ X if s (0) = 0, s (x) > 0 for all x 6= 0, and cδ = inf
‖x‖>δ
s (x) > 0 for all δ > 0.
Let σ (x) be a generalized augmenting function. Then the generalized aug-
mented Lagrangian is defined as
l (x,w, c) = min
b∈Rm
{
f̄ (x, b)− wT b+ cσ (b)
}
(2.1.13)
We now state an optimality theorem for the augmented Lagrangian dual that does
not require convexity.
Theorem 2.1.2. (Rockafellar and Wets (1998)) Strong Duality without Convexity
For problem (2.1.9), consider the augmented Lagrangian l (x,w, c) associated with a
dualizing parameterization ϕ = f̄ (·, 0) , f̄ : Rn × Rm+p → R̄, and some augmenting
function σ : Rm+p → R̄. Suppose that f̄ (x, b) is level-bounded in x, locally uniform in
b. Suppose further that infx l (x,w, c) > −∞ for at least one (w, c) ∈ Rm+p × (0,∞).
Then
1. ϕ (x) = sup
w,c
l (x,w, c),
2. ϕ (x) = sup
w
l (x,w, c) for every c > 0, and
3. inf
x




Let X∗ and D∗ (w, c) denote the optimal solution sets of the primal problem
(2.1.1) and the dual function (??) respectively and let f ∗ = p (0) and ψ∗ (w, c) denote
optimal values of the primal problem (2.1.1) and the dual problem (2.1.7) respectively.
Theorem 2.1.3. (Huang and Yang (2003)) Optimal Path and Zero Duality Gap
Consider the primal problem (2.1.1). Assume that ϕ (x) defined by (2.1.8) is proper,
and its dualizing parameterization function f̄ (x, b) is proper, lsc, and level-bounded
in x locally uniform in b. Suppose that there exists (w̄, c̄) ∈ Rm= × R
p × R> such that
inf {l (x, w̄, c̄) : x ∈ Rn} > −∞. Then
1. X∗ is nonempty and compact
2. for any c ≥ c̄ + 1, D∗ (w̄, c) is nonempty and compact, where (w̄, c̄) is a pair
satisfying f̄ (x, b)+ c̄σ (b)−w̄T b ≥ m0 for all x ∈ Rn, b ∈ Rm+p, for some m0 ∈ R;
3. for each (x (c) , b (c)) ∈ V (w̄, c) with c ≥ c̄+ 1, the optimal path {(x (c) , b (c))}
is bounded and its limit points take the form (x∗, 0), where x∗ ∈ S;
4. p (0) = lim
c→∞
ψ (w̄, c);





Theorem 2.1.4. (Zhou and Yang (2004)) Zero Duality Gap
Consider the primal problem (2.1.9) and the augmented Lagrangian dual problem
(2.1.7) where the augmenting function σ has a valley at 0. Assume that ϕ is proper
and its dualizing parameterization function f̄ (x, b) is proper, lsc, and level-bounded
in x locally uniform in b. Then
1. p (0) = lim
c→∞
ψ (w, c)






Theorem 2.1.5. (Huang and Yang (2005)) Zero Duality Gap
Consider the primal problem (2.1.9) and its augmented Lagrangian dual problem
(2.1.7) and suppose that min f (x) > −∞. Then the zero duality gap property holds
if and only if
1. the perturbation function p (b) is lsc at 0 ∈ Rm+p and
2. there exist w̄, c̄, such that ψ (w̄, c̄) = min
x∈Rn
l (x, w̄, c̄) > −∞
which is equivalent to maxψ (w, c) > −∞.
2.1.3 Proximal Lagrangian Development
The group of augmenting functions that consist of norms are of particular
interest and are called sharp Lagrangians. In particular, we consider the case where
σ (b) = 1
2
‖b‖22 which is called a proximal Lagrangian.
According to Rockafellar and Wets (p. 521) [72] if the augmenting function
is given as above the generalized augmented Lagrangian function given by (2.1.13)
becomes




















be the Euclidean distance of w
c
+G (x)











+ gi (x) ≤ 0
ui
c
+ gi (x) if
ui
c




































Substituting (2.1.15) back into (2.1.14), we have
l (x,w, c)












































































































2 + vjhj (x)
]
if x ∈ X



















2 + vjhj (x)
]
if x ∈ X
which is the augmented Lagrangian dual problem using the squared Euclidean norm
reported in the standard texts such as [8].
2.1.4 Primal Problem with only Inequality Constraints
If we restrict the primal problem to a problem with just inequality constraints,
we can apply the following.
Definition 2.1.10. (Rockafellar (1974))
The Quadratic Growth Condition (QGC) is satisfied if there exists λ ≥ 0 such that
f (x) + λ
m∑
i=1
max2 {0, gi (x)} is bounded below.
The primal problem satisfies the QGC if and only if the dual problem has
feasible solutions, and there exist (u, c) ∈ Rm × R> such that min
x∈X
L (x,u, c) 6= −∞.
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Definition 2.1.11. (Rockafellar (1974))
Perturbed Primal Problem: min
x∈X
f (x) subject to g (x) 5 b
Define F (x, b) =
 f (x) if g (x) 5 b∞ otherwise where (x, b) ∈ X × Rm. (2.1.16)
Let p (b) = min
x∈X
F (x, b) . (2.1.17)
Definition 2.1.12. (Rockafellar (1974)) Stability of Degree k
The primal problem is (lower) stable of degree k, a non-negative integer, if there exist,
an open neighborhood, B, about the origin in Rm, and a function π : B → R, where
π ∈ Ck such that p (b) ≥ π (b) for all b ∈ B with p (0) = π (0).
The following conditions guarantee that primal problem (2.1.1) is stable of degree 0:
1. X̄ is closed, gi is lower semicontinuous for all i, there exists b ∈ int Rm and
α > f ∗ such that {x ∈ X : f (x) ≤ α, gi (x) ≤ bi for all i} is compact (closed
and bounded).
2. The primal problem is convex and the Slater condition (there exists x̂ ∈ X such
that g (x̂) < 0) holds
Definition 2.1.13. (Rockafellar (1974)) The point x̄ is said to be the unique optimal
solution to the primal problem in the strong sense if every asymptotically minimizing
sequence for the primal problem converges to x̄.
Theorem 2.1.6. Conditions for a Problem to be Stable of Degree 2
Let the primal problem satisfy the QGC. Let x̄ be the unique optimal solution to the
primal problem (in the strong sense). Let x̄ satisfy the standard sufficiency conditions
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with ū (X contains an open neighborhood, N0, of x̄ on which gi ∈ C2 for all i; there
exists ū ∈ Rm for which the Kuhn-Tucker conditions hold; the standard second order
sufficiency conditions hold).
Then the primal problem is stable of degree 2 and for all c̄ sufficiently large the pair
(ū, c̄) is optimal for the augmented Lagrangian dual problem.
Theorem 2.1.7. (Rockafellar (1974)) Strong Duality for Augmented Lagrangian
Suppose the primal problem satisfies the QGC. Then the primal problem being stable
of degree 0 is necessary and sufficient for there to be no duality gap (i.e., min Primal
Problem = sup Augmented Lagrangian Dual Problem).
Theorem 2.1.8. (Rockafellar (1974))
Suppose the primal problem satisfies the QGC. Then the primal problem being stable
of degree 2 is necessary and sufficient for there to be no duality gap (i.e., min Primal
Problem = max Augmented Lagrangian Dual Problem).
Rockafellar [71] reported two formulations of the proximal augmented La-
grangian for primal problems with just inequality constraints,
umax
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These formulations can be shown to be equivalent as follows. We use the
following formula.1Let a, b, d ∈ R, then max2 {a, b} − d2 = max2 {a− d, b− d} +
2dmax {a− d, b− d}.
If we let a = 0, b = 2g (x) + u
c
























































g (x) ,− u
2c
}
and the two formulations are equivalent.
2.1.5 The Potential of the Lagrangian Dual Problem
For each primal problem, there exists more than one way to relax the con-
straints, since any subset of the inequality and equality constraints can be relaxed.
The ease with which the dual problem is solved is often affected by which constraints
are relaxed. The following example of the application of Lagrangian duality and aug-
mented Lagrangian duality illustrates this principle. We have a single primal problem
for which two dual problems are generated by relaxing two different constraints. We
then compare the solution process for each. The primal problem is
min
x
f (x) = (x+ 1)
1
3 (2.1.18)
subject to 1− x ≤ 0 and 0 ≤ x ≤ 7.
This problem is simple enough that it can be solved directly by applying
calculus. Since f (x) is a concave function, we know that f is minimized at x = 1 or
x = 7, the boundary points. Therefore f (x∗ = 1) = 2
1
3 ≈ 1.2599 = f ∗.
We consider two formulations of the primal problem. First, primal problem a
1Let a, b, d ∈ R.
max {a, b} = max {a− d, b− d}+ d
max2 {a, b} = (max {a− d, b− d}+ d)2 = max2 {a− d, b− d}+2dmax {a− d, b− d}+d2




f (x) = (x+ 1)
1
3 (2.1.19)
subject to g (x) = x− 7 ≤ 0 and x ∈ Xa = {x ∈ R : x ≥ 1}
with its corresponding Lagrangian dual problem,
max
u≥0











3 − 6u = ψa (u∗ = 0) = 2
1
3 .
Since the optimal value of the primal problem is equal to the optimal value
of the dual, we have zero duality gap. We observe that solving the dual problem is
equivalent to finding the hyperplane in the g (x) , f (x) space with the maximum f (x)
intercept that supports the image of the feasible set, {(g (x) , f (x)) : x ∈ Xa}. In this
case the hyperplane is given by the line f (x) = −u∗g (x) + ψ∗.
Figure 2.1 displays the function ψa (u) and shows a graph of the image of the
feasible set in the g, f space illustrating the lack of a duality gap.
Second, primal problem b
min
x
f (x) = (x+ 1)
1
3 (2.1.21)
subject to g (x) = 1− x ≤ 0 and x ∈ Xb = {x ∈ R : 0 ≤ x ≤ 7}
with its corresponding Lagrangian dual problem,
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(a) ψa (u) (b) The zero duality gap
Figure 2.1: Classical Lagrangian for primal problem a
max
u≥0






3 + u (1− x) (2.1.22)
= max
u≥0
 1 + u 0 ≤ u ≤
1
7












Since the optimal value of the dual is less than the optimal value of the primal,
there exists a duality gap. Figure 2.2 displays ψb (u) and shows a graph of the feasible
set in the g, f space illustrating the duality gap.
In an effort to remove this gap we will augment the Lagrangian creating the augmented
Lagrangian dual function,
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(a) ψb (u) (b) The duality gap
Figure 2.2: Classical Lagrangian for primal problem b
ψ (u, c) = min
0≤x≤7


















where u ≥ 0, c > 0.
In this case if we let c = |u| where u ≥ 0, then




































ψ (u) = min
0≤x≤7

















































u ≈ 1.35720880829745− 1
4
u
where u ≥ 0.






3 + u (1− x) + u (1− x)2
}
is diffi-
cult to solve analytically, so we have resorted to a computational solution. We do






3 + ū (1− x) + ū (1− x)2
}
, and calcu-
lating ψ (ū). Since ψ (u) is concave finding its maximum is straightforward. We
calculated the optimal value of u by incrementing u by 0.005. Since we have not
checked every u in the interval containing the optimal value (0.205, 0.215), we claim
that u = .21± 0.005 is optimal. Figures 2.3 and 2.4 show the graphs of the optimal










3 + u (1− x) + u (1− x)2 ≈ 1.25992104964753
with x ≈ 1.00003760085474 and u ≈ .21.
We conclude that x∗ = 1, u∗ = .21, and ψ (u∗) = 2
1
3 and there is zero du-
ality gap. In the augmented case solving the dual problem is equivalent to finding
the hypersurface in the g (x) , f (x) space supporting the image of the feasible set,
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Figure 2.3: x∗ (u) and ψb (u)
Figure 2.4: Enlargement of Figure 2.3
{(g (x) , f (x)) : x ∈ Xb}, with the maximum f (x) intercept. In this case the hyper-
surface is given by the parabola, f (x) = −u∗g (x)2−u∗g (x)+ψ∗. Figure 2.5 illustrates
how the augmented Lagrangian eliminates the duality gap, and the strength of the
augmented Lagrangian is clearly evident.
24
Figure 2.5: Zero duality gap - augmented formulation b
25
2.2 Decomposition for Complex Systems
When attempting to solve any large problem in life, we often break the problem
up into smaller, more manageable piece. For example, if we are moving to a new home,
we first must pack up all our belongings in our current home. We may accomplish
this large task by first packing all of the items in the basement and then moving to
garage, and from the garage move one by one through every room of the house. By
doing so we have divided the large problem of packing our belongings into the smaller,
more manageable problems of packing up a single room.
Decomposition for complex optimization problems applies the same technique,
dividing the large problem which we cannot solve into many smaller problems that
we are able to solve. Sometimes we may find it necessary and convenient to pack
certain items together even though they came from different rooms, and to do this
we must incorporate some sort of communication between the packing processes in
each of the rooms. The same is almost always true for complex systems. Typically as
the problem is being decomposed, we incorporate some sort of coordination between
subproblems that takes place during the algorithm employed to provide a solution for
the problem from the solutions to the subproblems.
2.2.1 Feasibility of Decomposition
Unfortunately not all problems can be decomposed. Some problems are often
too integrated to provide the structure necessary for decomposition without destroy-
ing the relationships of the problem. However, many problems naturally break down
into several smaller loosely connected subproblems. In practice, engineering design
problems are generally decomposed by discipline, function, geometry, or for admin-
istrative reasons such as geographic distribution of designers and proprietary issues
26
[14]. Many decomposition techniques have been proposed and extensively studied
including [76], [50], [74], [77], and [49].
Decomposition of complex mathematical programs is often necessary and also
advantageous. Sometimes problems are naturally decomposed geographically, where
different parts of the problem are worked on in different locations. Sometimes prob-
lems can be decomposed into order to take advantage of special structures in the
subproblems or to apply different solution algorithms to the subproblems.
Decomposition methods of design optimization are typically classified into four
types. Using object decomposition, the system is decomposed by physical com-
ponents. Aspect decomposition decomposes according to the knowledge domains.
Multidisciplinary optimization (MDO) has evolved from this form of decomposition.
Sequential decomposition is based on directed flow of elements or information. Model-
based decomposition uses mathematical functional representations and associated de-
sign variables to decompose the problem. Object and aspect decomposition assume
a “natural” decomposition of the problem, while the other two types result from the
modeling and optimization methodology used in the design process.
Michelena and Papalambros [66] offer a critique of the first three types of de-
composition. First, a drawback of object decomposition is that drawing boundaries
around physical components in large highly integrated systems is very subjective. Sec-
ond, since problems are often decomposed according to management considerations,
aspect decomposition may fail to account for interdisciplinary coupling. Finally, se-
quential decomposition presumes unidirectionality of design information flows, which
can contradict the interactive and cooperative behavior of components.
Once a decomposition scheme has been chosen and the problem has been de-
composed, we assume that efficient solutions to subproblems are available. This as-
sumption is appropriate and valid because each subproblem becomes a multiobjective
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optimization problem in its own right and is sufficiently small that it can be solved
using known techniques. The techniques that are available for solving these problems
include the general class of scalarization methods and a smaller group of alternative
methods. Scalarization techniques include the weighted sum method, the ε-constraint
method, the elastic constraint method, Benson’s method, and the achievement func-
tion method. Other techniques include what is known as Lexicographic optimization
and max-ordering optimality. Any of these methods can be used to generate efficient
points of the subproblems. We could also use some sort of approximation technique
such as approximating the ideal point by minimizing the distance between the current
function value and the function value at the ideal point.
2.2.2 Decomposition Techniques
Decomposition can be done most simply by classifying variables into three
main categories, local, linking, and global variables. Local variables are variables
that appear only in a (small) subset of the objective and constraint functions. These
variables and their associated objective and constraint functions will determine the
various subproblems. Linking variables are variables that connect two or more sub-
problems, and global variables are variables that appear in several subproblems. Once
the variables have been categorized we can classify the entire system as separable,
quasiseparable, ATC-decomposable, or possibly as some other type of decomposable
problem. We briefly define each of the types of systems, and then examine ATC
(analytic target cascading) since this is the technique we will be employing.
Separable systems are systems with only local variables. For these systems
decomposition means complete separation of the subproblems with no coordination
needed. Haftka and Watson [31] define quasiseparable systems as systems that can be
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decomposed into subsystems whose feasible set is divided into variables that pertain
only to the given subsystem (local variables) and global variables that affect two
or more of the subsystems. Quasiseparable problems allow no interaction between
subsystems aside from the global variables and require some sort of coordination of
the global variables.
ATC is a decomposition and coordination method that assumes a hierarchical
structure where numerical targets are passed from an upper level subproblem down
to one or more lower level subproblems, sending information cascading down the
hierarchy. In ATC, top level design targets are propagated to lower level design
problems in a consistent manner to minimize the deviations of upper-level and lower-
level responses from the given targets at each level. The goal is to find the values
of the upper and lower-level variables so that the responses are as close as possible
to the targets, respectively. A coordination scheme is needed to separately solve the
subproblems and recover an optimal solution of the original complex problem. Figure
2.6 illustrates the ATC decomposition of a system containing one subsystem.
Figure 2.6: Example of ATC Decomposition
29
2.3 Foundational Concepts and Definitions for
Multiobjective Optimization
Before introducing the foundations of multiobjective optimization, we first
define operational notation for use with vectors. Then we proceed in Section 2.3.1 with
a basic development of multiobjective optimization including both the mathematical
optimization programs and the role of decision makers.
A relationship between various types of efficient solutions (the multiobjective
equivalent to single objective optimality) and injective objective functions is derived
in Section 2.3.2. We conclude this introduction with a discussion of proper efficiency
for multiobjective problems in Section 2.3.3 and a statement of conditions for various
types of efficiency.
Our work requires that some partial order be defined on Rp. We will use the
partial order defined by vector inequalities. For the duration of this thesis, both
scalar and vector inequalities will be used and the distinction will be clear in context.
Vector inequalities are defined as follows.
Definition 2.3.14. Let y1, y2 ∈ Rp then
y1 < y2 if and only if y1i < y2i for i = 1, . . . , p
y1 ≤ y2 if and only if y1i ≤ y2i for i = 1, . . . , p
where y1j < y2j for at least one j ∈ {1, . . . , p}
y1 5 y2 if and only if y1i ≤ y2i for i = 1, . . . , p
and y1 = y2 if and only if y1i = y2i for i = 1, . . . , p.
We define y1 > y2, y1 ≥ y2, y1 = y2 similarly. Both the orthant and inequality
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notation are used liberally throughout Chapters 3 and 4 which focus on multiobjective
problems.
It is also useful to characterize functions. The most common function type used
is the increasing function, which is defined here for a general vector-valued function,
f , using the previously defined vector inequalities.
Definition 2.3.15. A function f : Rn → Rp is said to be increasing if for all x1, x2 ∈
Rn such that x1 ≤ x2 then f (x1) ≤ f (x2).
2.3.1 Multiobjective Optimization
Multiobjective optimization is the process of finding a set of efficient solutions
with respect to multiple objectives (or criteria), and then selecting one of these so-
lutions to be implemented, where a solution is efficient if any other solution which
generates a decrease for one of the objectives forces at least one other objective to
increase. We present a formal definition of efficiency in the following section.
Generally solving a multiobjective mathematical program generates a set (or
subset) of the set of efficient solutions, and the selection of a preferred efficient solution
is referred to as the decision making process. In this section, we briefly discuss both
of these multiobjective optimization components. However, our research, presented
in the following chapters, studies only the process of finding efficient solutions. We
leave the study of choosing a single efficient solution for implementation to others.
Therefore in Chapters 3 through 6, we use the terms multiobjective optimization
problems and multiobjective mathematical programs interchangeably to refer to the
mathematical program that generates a set of efficient solutions.
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2.3.1.1 Multiobjective Programs
Multiobjective optimization problems are optimization problems with multi-
ple, usually conflicting, objectives. Generally we search for a solution that provides
an acceptable minimization of all the objective functions, where solutions are deemed
acceptable when the only improvement in any one of the objectives causes a deterio-
ration in at least one of the other objectives.
Let f : Rn −→ Rp denote the vector valued objective function to be optimized.
Let x ∈ Rn denote the decision variables and let the feasible set for the decision
variables be represented by X ⊆ Rn. In general these optimization problems can be
written as multiobjective programs (MOPs) in the form
min f (x) subject to x ∈ X ⊆ Rn. (2.3.27)
We recall that MOP (2.3.27) does not have optimal solutions due to the con-
flicting objectives. Instead we consider efficient solutions for MOP (2.3.27). An
efficient solution is a solution for which there does not exist another feasible solution
that yields improvement in at least one of the objective functions without degrading
any other objective function. The efficiency operator for MOP (2.3.27) is denoted
E (X, f,D) and if x ∈ E (X, f,D), we say that x is efficient in X for f .
The efficiency operator requires three inputs. The first is X, the feasible set
of the MOP, the second is f , the objective function of the MOP, and the third is
D, the domination cone (as studied by Yu in [89]). Given a point x̂ ∈ X and its
corresponding function value, f (x̂) ∈ f (X), the domination cone, which exists in the
objective space, points in the direction of preferred objective values. For this thesis,
we let the domination cone be the nonnegative orthant, Rp=. However, the domination
cone need not be restricted to just Rp=. Ehrgott [22] and Engau [24] propose alternate
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options for the cone.










= {x ∈ X : there does not exist x̂ ∈ X such that
f (x̂) ≤ f (x)}.




can be mapped into the range
of f . The output of the mapping of the entire efficient set is called the nondomi-











Y = f (X). Depending on the specific optimization problem and its application, the
nondominated set may be of more interest than the efficient set, however, we choose
to work primarily with the efficient set.
Two other variations on efficiency have been defined. Each of these variations
has the same inputs as the efficiency operator. The first, weak efficiency, is achieved
by strengthening the inequality relationship in the definition of efficient solutions. A
weakly efficient solution is a solution for which no other solution can be found that










= {x ∈ X : there does not exist x̂ ∈ X such that
f (x̂) < f (x)}.
The second variation on efficiency, strict efficiency, is achieved by relaxing
the inequality relationship in the definition of efficient solutions. A strictly efficient
solution is a solution for which no other solution can be found that is as good as or










= {x ∈ X : there does not exist x̂ ∈ X such that
f (x̂) 5 f (x)}.















Lu, et al. [59] (page 5) defines decision making as
the cognitive process leading to the selection of a course of action among
alternatives.
This process cannot generally be done quantitatively. The preferred solution is often
determined by the decision maker’s priorities. The objectives can be ordered by
importance as determined by the decision maker (which may be one or more people),
and then a solution can be chosen according to the order of importance. Various
methods of preference articulation are investigate in [59] as well as the dynamics of
group decision making.
This aspect of multiobjective optimization is greatly dependent on the human
element and requires sophisticated modeling techniques to generate mathematical
programs that not only find efficient solutions but provide the decision maker’s the
preferred efficient solution. We leave this avenue of research to be addressed at a
future date.
2.3.2 Efficiency and Injectivity
We pause for a moment to consider the relationship between efficient and
strictly efficient points and how this relationship is affected by characteristics of the
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objective function. These relationships can be applied to propositions shown in Chap-
ter 3, but is discussed here due to the general nature of the results.
We can strengthen the relationship between the strictly efficient set and the
efficient set if we allow the objective function in question, f : Rn → Rp, to be injective.
Definition 2.3.19. The function f : Rn → Rp is said to be an injective function on
X if fi is an injective function on X for i = 1, . . . , p.
Definition 2.3.20. The function fi : R
n → R is said to be an injective function on
X if fi (x) = fi (x̂) implies that x = x̂ for all x, x̂ ∈ X and i = 1, . . . , p.
The following determines the relationship between the strictly efficient and
efficient sets dependent on the injectivity of the objective functions. Given MOP
(2.3.27), we consider the following propositions.









Proof. Let f be injective on X. By injectivity, for all x̂, x ∈ X such that fi (x̂) = fi (x)

































. By the definition
of the efficient and strictly efficient solutions, there exists x̂ ∈ X with x̂ 6= x such
that f (x̂) 5 f (x) and there does not exist x̂ ∈ X such that f (x̂) ≤ f (x). Then
f (x̂) = f (x) and by the definition of vector equalities, fi (x̂) = fi (x) for all i =
1, . . . , p. Since f is injective and fi (x̂) = fi (x) for all i = 1, . . . , p, then x̂ = x, which




































exist x̂ ∈ X such that f (x̂) ≤ f (x) and there does not exist x̂ ∈ X with x̂ 6= x
such that f (x̂) 5 f (x). Therefore there does not exist x̂ ∈ X with x̂ 6= x such that




the following holds. If f (x̂) = f (x),






We proceed with a discussion of proper efficiency in order to define the con-
ditions for efficieny in Section 2.3.4. We make extensive use of some of these condi-
tions in Chapter 4. Properly efficient solutions are the efficient solutions for which
the trade-off between conflicting objectives is bounded. The following discussions of
proper efficiency and efficiency conditions are based on the definitions and theorems
stated in [22] (see [22] for proofs of the theorems).
2.3.3.1 Definitions of Proper Efficiency
The two predominant definitions of proper efficiency are those of Geoffrion
and Kuhn-Tucker. Borwein and Benson also developed proper efficiency definitions,
however these definitions are significantly more cumbersome. Since it can be shown
under given conditions that a point is Borwein properly efficient if and only if if it
is Benson properly efficient (see Theorem 2.45 in [22]) and Benson proper efficiency
is equivalent to Geoffrion proper efficiency (see Theorem 2.48 [22]), we present only
Geoffrion’s and Kuhn-Tucker’s definitions.
Definition 2.3.21. A feasible solution x̂ ∈ X is called Geoffrion properly efficient,
if it is efficient and if there is a real number M > 0 such that for all i and x ∈ X
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satisfying fi (x) < fi (x̂) there exists an index j such that fj (x̂) < fj (x) such that
fi (x̂)− fi (x)
fj (x)− fj (x̂)
≤M.
For Kuhn-Tucker proper efficiency, we use the following formulation for the MOP
min f (x) subject to g (x) 5 0 (2.3.29)
where f : Rn → Rp and g : Rn → Rm
Definition 2.3.22. A feasible solution x̂ ∈ X is called Kuhn-Tucker properly efficient
if it is efficient and if there is no d ∈ Rn satisfying
〈∇fk (x̂) , d〉 ≤ 0 ∀k = 1, . . . , p
〈∇fi (x̂) , d〉 < 0 for some i ∈ {1, . . . , p}
〈∇gj (x̂) , d〉 ≤ 0 ∀j ∈ {j = 1, . . . ,m : gj (x̂) = 0}
2.3.3.2 Relationships Between the Proper Efficiencies
Relationships between Geoffrion and Kuhn-Tucker properly efficient points are
known. These equivalence relationships generally require well behaved optimization
problems. We first define the Kuhn-Tucker constraint qualification, then state when
a Geoffrion properly efficient point is also a Kuhn-Tucker properly efficient and when
the reverse also holds. These theorems are stated without proof (proofs are available
in [22]).
Definition 2.3.23. A differentiable MOP (2.3.29) satisfies the Kuhn-Tucker con-
straint qualification (KTCQ) at x̂ ∈ X if for any d ∈ Rn with 〈∇gj (x̂) , d〉 ≤ 0 for all
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j ∈ {j = 1, . . . ,m : gj (x̂) = 0} there is a real number t̄ > 0, a function Θ : [0, t̄]→ Rn,
and α > 0 such that Θ (0) = x̂, g (Θ (t)) ≤ 0 for all t ∈ [0, t̄] and Θ′ (0) = αd.
Theorem 2.3.9. If a differentiable MOP satisfies the KTCQ at x̂ and x̂ is Geoffrion
properly efficient, then it is Kuhn-Tucker properly efficient.
Theorem 2.3.10. Let fk, gj : R
n → R be convex, continuously differentiable func-
tions and suppose x̂ is Kuhn-Tucker properly efficient. Then x̂ is Geoffrion properly
efficient.
2.3.4 Efficiency Conditions
Efficiency conditions are conditions for a feasible solution of the multiobjective
program to be efficient. We state conditions for weak efficient, Geoffrion properly
efficient, and Kuhn-Tucker properly efficient points. Each theorem is stated without
proof (see Theorems 3.21, 3.27, 3.25 and Corollary 3.28 in [22] for proofs).
Theorem 2.3.11. Suppose that the KTCQ is satisfied at x̂ ∈ X. If x̂ is weakly






µ̂j∇gj (x̂) = 0 and
m∑
j=1
µ̂jgj (x̂) = 0. (2.3.30)
Theorem 2.3.12. Assume that fk, gj : R
n → R are convex, continuously differentiable






µ̂j∇gj (x̂) = 0 and
m∑
j=1
µ̂jgj (x̂) = 0. (2.3.31)
Then x̂ is Geoffrion properly efficient.
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Theorem 2.3.13. If x̂ is Kuhn-Tucker properly efficient there exist λ̂ ∈ Rp> and






µ̂j∇gj (x̂) = 0 and
m∑
j=1
µ̂jgj (x̂) = 0. (2.3.32)
Theorem 2.3.14. Assume that fk, gj : R
n → R are convex, continuously differentiable






µ̂j∇gj (x̂) = 0 and
m∑
j=1
µ̂jgj (x̂) = 0, (2.3.33)
and let the KTCQ be satisfied at x̂. Then x̂ is Kuhn-Tucker properly efficient.
This concludes our general review of multiobjective optimization. We are now
able to proceed with the presentation of our research in the following chapters.
2.4 Research Objectives
The combined challenges of modeling complex systems and solving their de-
composed counterparts provide us with the avenues of research we propose to conduct.
Having recognized that complex systems are characterized by multiple and
conflicting criteria, our first goal is to develop models of these systems as specially
structured and decomposable collections of multiobjective programs. The implicit
decomposability of the complex system into subproblems allows us to derive relation-
ships between solutions of the overall system and the solutions of the subproblems
into which the system can be decomposed.
Our second goal is twofold. First, we seek to improve existing methods and
algorithms for solving ATC-decomposable systems which constitute a class of complex
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systems of special significance for engineering design. Second, we desire to introduce
algorithms for solving these ATC-decomposable systems that employ multiobjective
programming.
Due to the nature of the topics covered and to facilitate reading, each chapter
begins with a review of pertinent literature and is concluded with a summary of the
work contained in the chapter and possible future research directions. Mathematical
formulations, problem descriptions and definitions are provided as needed.
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Chapter 3
Algebra of Efficient Sets for
Multiobjective Complex Systems
Many entities of interest in life are complex systems. For example, in business,
an enterprise may involve several sectors having different interests that are usually in
conflict with each other not only within each sector but also in conflict with the goals
of the other sectors. Similarly, a corporation may have several departments with goals
that conflict not only with each other, but with the goals of the other departments.
In engineering, the design of a vehicle or airplane leads to a complex system involving
design with respect to several disciplines such as aerodynamics, electrical systems,
control systems, and others. However, a preferred design decision for one discipline
may not be preferred for another. Additionally, a preferred design decision within
a discipline may have to be made with respect to multiple and conflicting design
objectives for that discipline.
Studies on complex systems with multiple objectives propose (1) decomposi-
tion of the original problem modeled as a single multiobjective program (MOP) into a
collection of smaller-sized subproblems, for which the development of a solution pro-
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cedure becomes a more manageable task, and (2) coordination of the solutions of the
subproblems to obtain the solution of the original problem. A large number of such
approaches exists for specific applications in management science, engineering, and
multidisciplinary optimization (see [53, 79, 80] among many others). Other papers
deal with decomposition and coordination due to a large number of objectives in the
original problem [52, 32, 11, 29, 17]. Finally some authors study objective decom-
positions from a predominantly mathematical perspective [86, 61, 23, 69]. However,
there is a lack of mathematical studies to model complex systems not only as a single
complex MOP but as a system of MOPs interacting with each other.
In the literature, the first studies in multiobjective complex problems were
undertaken for hierarchical systems. A multiobjective decomposition for two-level
organizations is proposed in [53] while [78] developed a two-level formulation with
a multiobjective program in the lower level and a single objective program in the
upper level. MOPs are scalarized in [58] to generate subproblems in which the upper
level coordinates the lower level systems and iterates to achieve feasibility. Complex
hierarchical multiobjective system were studied extensively in [55, 56] and later in
[32].
In the field of engineering design, complex problems with multiple objectives
appeared in multidisciplinary optimization (MDO), which had first been developed
for the aerospace industry to address the need of design across several disciplines.
Multiobjective optimization has been introduced to strengthen MDO techniques such
as Concurrent Subspace Optimization and Collaborative Optimization [79, 36, 37, 35,
70]. Studies on hierarchical systems were continued by [29], who studied hierarchical
goal programming approaches for a class of interconnected systems with multiple
goals, and by [17] who proposed an iterative coordination procedure for a complex
multiobjective problem decomposed into multiobjective subproblems which, under
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convexity assumptions, yields solutions of the overall problem. Other papers deal with
the decomposition and coordination of systems having a large number of variables
and constraints [3] or objectives [52, 11, 29, 17, 87, 24, 25]. Finally some authors
studied decompositions relative to the objectives of the system from a predominantly
mathematical perspective [86, 61, 23, 69].
In general, a majority of the studies done on complex systems with multi-
ple objectives propose decomposition schemes of the original problem modeled as a
single multiobjective program (MOP) into a collection of smaller-sized subproblems,
for which the development of a solution procedure becomes a more manageable task.
Then investigate and various types of coordination of the solutions of the subprob-
lems to obtain the solution of the original problem. In a limited number of studies,
complex systems are modeled not as a single complex MOP but as a system of MOPs
interacting with each other. The work presented in this chapter intends to undertake
this very modeling approach.
Complex systems are modeled as collections of MOPs each representing a sub-
problem of the overall system. The subproblems interact with each other in various
ways adding to the complexity of the overall problem. Since the calculation of effi-
cient sets of these complex systems proves a challenging problem, it is desirable to
decompose the overall system into component MOPs that are more easily solved and
then construct the efficient set of the overall system.
The systems studied include a variety of configurations with independent
and/or multiple inputs (variables) and/or composite objective functions as well as
local, global, and/or linking variables. Properties of set operations and set relations
are developed between the efficient set of the overall system and the efficient sets of
subproblems are derived. These properties indicate when efficient solutions of sub-
problems are also efficient for the system and reveal how an efficient solution of the
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system can be built from efficient solutions of the subproblems. This study there-
fore presents algebra of efficient sets for multiobjective complex systems. In effect,
decomposition and coordination approaches may be developed from these properties
to find the efficient set of a complex system without ever dealing with this system in
its entirety.
In Section 3.1, the overall problem formulation is introduced with the accom-
panying notation. In Section 3.2, properties of efficient sets for some basic systems,
referred to as foundational, including systems with composite function and interacting
systems with coupling constraints. Properties for composite systems that make use
of the properties derived for foundational systems are derived in Section 3.3. Section
3.4 concludes the algebra of efficient sets and suggests avenues for further research.
3.1 General All at Once (AAO) Problem Notation
Multiobjective optimization problems are optimization problems with multi-
ple, usually conflicting, objectives. Generally we search for a solution that provides
an acceptable minimization of all the objective functions, where solutions are deemed
acceptable when the only improvement in any of the objective functions causes a de-
terioration in at least one of the other objective functions. We consider optimization
problems that can be written as a single system, where a system is a single optimiza-
tion problem with a vector valued objective function and an appropriate, nonempty
feasible set. Let f : Rn −→ Rp denote the vector valued objective function to be
optimized. Let x ∈ Rn denote the decision variables and let the feasible set for the
decision variables be represented by X ⊆ Rn.
Often the systems that we study can naturally be divided into several loosely
linked smaller optimization problems called subproblems. In general, we will allow
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the system to be composed of N subproblems, sometimes referred to as subsystem
or component problems. Let the global variable, also called the shared variable, be
a subset of the decision variables, x, denoted x0 ∈ Rn0 , that is a necessary input for
at least two of the subproblems. Let the local variable be a subset of the decision
variables, denoted by xi ∈ Rni , that is an input for only subproblem i. We denote the
decision variables x = (x0, x1, . . . , xN) where xi ∈ Rni for i = 0, 1, . . . , N and let the
objective function f be written as f (x) = (f1 (x) , . . . , fN (x)) where fi : R
n0+ni −→
Rpi for i = 1, . . . , N . At times it may be of interest to consider the scalar components
of the objective function which will be denoted fij : R
n0+ni −→ R for j = 1, . . . , pi and
for i = 1, . . . , N .
For each different of system investigated, we present the specific problem for-
mulation for the system in question. In general these optimization problems can be
written as MOPs in the form
min f (x) subject to x ∈ X ⊆ Rn. (3.1.1)
There are two perspectives from which problems of this form can be analyzed.
The first is a representation of the functional system in question and this is presented
for the general MOP (3.1.1) in Figure 3.1. The box in the functional system repre-
sents the function operator. Inputs for this operator are elements from the function’s
domain, including decision variables and/or output from another function, while out-
puts for this function are the elements of the function’s range generated by the given
input(s). We could also think of this as the input-output representation.
Before examining the second perspective, we first recall that an efficient solu-
tion is a solution for which there does not exist another feasible solution that yields
improvement in at least one of the objective functions without degrading any other
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Figure 3.1: Functional representation of the system









as given by Definition 2.3.16, we say that x is efficient in X
for f .
The second perspective provides a representation of the efficiency operator on
the given system. The efficiency operator requires a function and a set of feasible
inputs for this function and is exemplified for the general MOP (3.1.1) in Figure
3.2. The box in the efficiency representation acts as the efficiency operator and the
input for the efficiency operator is the associated feasible set, while the output of the
efficiency operator is the subset of the feasible set containing efficient solutions. We
can regard the efficiency operator as a filter on the feasible set.
Figure 3.2: Efficiency set representation of the system
We may wish to perform any number of set operations on one or more subsets
of the feasible set before employing the efficiency operator. We will represent any of
these set operations by circle operators, ©, and the exact nature of the set operation
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will be clear in the context.
To summarize the notation that we will be using in the figures representing
the system, we have the following relationships. A box with square corners indicates
a functional operator with inputs from the domain and outputs from the range of
the function. A box with rounded corners indicates an efficiency filter on the feasible
set. A large circle indicates that some sort of set operation was performed, and the
specific operation should be clear in the context of the figure.
3.2 Foundational Systems
We proceed by deriving theoretical results for determining the efficient set of
complex systems for a variety of formulations. We assume that the efficient sets for
subproblems of a system are available and build a relationship between the available
efficient sets and the efficient set of the entire system. The essence of the system
and the manner of the decomposition applied to form the subproblems governs the
strength and the form of the relationship between the efficient sets of the subproblems
and the efficient set of the system.
We first develop what we call foundational systems. These systems cannot be
completely separated into smaller distinct systems that can be analyzed individually.
If we were to separate these systems we would be left with a transformation of the
original system into a system that is no longer equivalent to the original. We can use
these systems as building blocks to establish various composite systems. We refer to
each type of system by the number of subproblems that the system is comprised of
and a characterization of the decision variables.
Our goal for each of the following systems is to derive one or more relationships
between the efficient solution set of the MOP problem generated by the entire system
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and the efficient sets of subproblems of the system. The form and nature of the
subproblems are based on the decomposition scheme applied to the system. It is
necessary to note that multiple decomposition schemes, with varying assumptions
regarding the system, can be applied to the same initial system yielding different
subproblems and hence different relationships.
For each type of system we formulate the specific AAO problem for that sys-
tem, the feasible set, and the objective function. We then build the pertinent efficient
sets from Definition 2.3.16 and develop any necessary auxiliary concepts. Finally, we
state and prove at least one proposition defining a relationship between the efficient
sets of the subproblems and the efficient set of the system.
3.2.1 One Subproblem with Two Independent Variables
We start our analysis by considering systems with one subproblem and dis-
tinct decision variables, which we denote as x1 and x2, where x = (x1, x2). These
independent variables allow us to write the feasible set, X, as the cross product of X1
and X2, where x1 ∈ X1 ⊆ Rn1 and x2 ∈ X2 ⊆ Rn2 . This is equivalent to independence
between x1 and x2, where feasible solutions for one variable are not affected by the
feasible solution chosen for the other variable.
Let f : Rn −→ Rp and X = X1×X2 = {x = (x1, x2) : x1 ∈ X1 and x2 ∈ X2} ⊆
Rn, where Xi ⊆ Rni for i = 1, 2 and n = n1 + n2. This system yields the following
AAO problem
min f (x) = f (x1, x2) subject to x ∈ X = X1 ×X2. (3.2.2)
Figure 3.3 provides the physical representation of the system.
Several different variations of this system exist. We first discuss a proposition
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Figure 3.3: Physical representation of one subproblem and two independent variables
for a general system with no additional assumptions required, then we add additional
assumptions and present additional propositions.
3.2.1.1 A Fixed Variable
The first decomposition scheme used requires no additional assumptions re-
garding the structure of the system. Without loss of generality, we fix the value of x1
and then optimize over x2. Fix x̄1 ∈ X1 and let
X (x̄1) = {(x1, x2) : x1 = x̄1 and x2 ∈ X2} . (3.2.3)
The decomposition scheme yields the following subproblem and leads us to the
following proposition.
min f (x) subject to x ∈ X (x̄1) (3.2.4)





























Figure 3.4 presents the efficiency representation of the system under the de-
scribed decomposition technique.
Figure 3.4: Efficiency representation of problem (3.2.2) for Proposition 3.2.3
Proof. Let x be efficient in X for f , and suppose



















such that f (x̂) ≤ f (x) .









. Then there does not exist
x̄1 ∈ X1 such that x ∈ E
(





Note that since x ∈ X, there exists x1 ∈ X1 such that x ∈ X (x1). Therefore
x ∈ X (x1) and x /∈ E
(




, and there exists x̂ ∈ X (x1) such that
f (x̂) ≤ f (x), which contradicts the assumption that x is efficient in X for f .



















⊆ X, and there exists
x̂ ∈ X such that f (x̂) ≤ f (x) ,
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which contradicts the assumption that x is efficient in X for f .









for f and suppose x is not efficient
in X for f . Then there exists x̂ in X such that f (x̂) ≤ f (x). Note that since x̂ ∈ X,
then
there exists x̂1 ∈ X1 and x̂ in X (x̂1) such that f (x̂) ≤ f (x) . (3.2.5)
We again consider two cases, either there exists
x̂1 ∈ X1 and x̂ ∈ X (x̂1) \E
(




such that f (x̂) ≤ f (x)
or there exists
x̂1 ∈ X1 and x̂ ∈ E
(




such that f (x̂) ≤ f (x) .
(i) There exists x̂1 ∈ X1 and x̂ ∈ X (x̂1) \E
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such that f (x̂) ≤ f (x).
Then x̂ is not efficient in X (x̂1) for f , and there exists x̌ efficient in X (x̂1) for










with f (x̌) ≤ f (x̂) ≤ f (x) ,









(ii) There exists x̂1 ∈ X1 and x̂ ∈ E
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such that f (x̂) ≤ f (x), which











and completes the proof.
We note that this proposition has also been investigated in [54]. This decom-
position yields a relationship that lends itself to problems where a portion of the
feasible set is composed of discrete variables with relatively few feasible solutions.
3.2.1.2 A Separable Objective Function and a Fixed Variable
We can strengthen the previous proposition by adding the requirement of
additive separability to the objective function. Since we use this concept in numerous
results in this chapter we will refer to it as separability.
Definition 3.2.24. A function f : Rn → Rp is said to be separable if there exists
f1 : R
n1 −→ Rp and f2 : Rn2 −→ Rp with n = n1 +n2 such that f (x) = f1 (x1) +f2 (x2)
for all x1 ∈ X1 and x2 ∈ X2.
This added assumption for the objective function allows a relationship that
will be useful for problems with design variables that have relatively few efficient
solutions with regard to Xi and fi for either i = 1 or 2, such as binary or other
discrete variables. We decompose the problem in a similar manner but we are now
able to restrict the set over which we take the union to just the set that is efficient in
X1 for f1. Let f be separable, and solve the following problem for efficient solutions.
min f1 (x1) subject to x1 ∈ X1 (3.2.6)
Let X and X (x̄1) be defined as in (3.2.2) and (3.2.3) respectively. Since f is






. Then the subproblem is defined as follows, and
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we can strengthen Proposition 3.2.3.
min f (x) = f1 (x1) + f2 (x2) subject to x ∈ X (x̄1) (3.2.7)
Figure 3.5 presents the efficiency representation of the system under the mod-
ified decomposition technique.
Figure 3.5: Efficiency representation of problem (3.2.2) for Proposition 3.2.4
Proposition 3.2.4. Let f be separable and x ∈ X. Then x is efficient in X for f if














This proposition could be stated using efficient set notation as follows:




























































such that f (x̂) ≤ f (x) . (3.2.8)




















such that x ∈ E
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Note that since x ∈ X, there exists x1 ∈ X1 such that x ∈ X (x1), and since x is
efficient in X for f there does not exist x̂ ∈ X (x1) ⊆ X such that f (x̂) ≤ f (x).
Therefore x ∈ E
(











there exists x̂1 ∈ X1 such that f1 (x̂1) ≤ f1 (x1), and there exists (x̂1, x2) ∈ X
such that
f (x̂1, x2) = f1 (x̂1) + f2 (x2) ≤ f1 (x1) + f2 (x2) = f (x) ,
which contradicts the assumption that x is efficient in X for f .



























⊆ X. Then there exists
x̂ ∈ X such that f (x̂) ≤ f (x) ,
which contradicts the assumption that x is efficient in X for f .













for f , and suppose x is not
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efficient in X for f . Then there exists x̂ ∈ X such that f (x̂) ≤ f (x). We again







and x̂ ∈ X (x̂1) \E
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such that f (x̂) ≤ f (x)






and x̂ ∈ E
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and x̂ ∈ X (x̂1) \E
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such that f (x̂) ≤ f (x). Then x̂ is not efficient in X (x̂1) for f and there












with f (x̌) ≤ f (x̂) ≤ f (x), which contradicts




















and x̂ ∈ E
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f (x̂) ≤ f (x), which contradicts the assumption that














and completes the proof.
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3.2.1.3 A Separable Objective Function
We now propose a third relationship utilizing the separability of f . This
relationship will be useful for problems that have relatively few efficient solutions
with regards to Xi and fi for both i = 1 and 2. Instances of this case would include
binary and discrete variables.
We decompose the problem in a similar manner but we are now able to restrict
the feasible set of interest to just the set of points such that x1 is efficient in X1 for
f1 and x2 is efficient in X2 for f2.
Let f be separable and let X = X1 ×X2 as defined for (3.2.2). Then we have
the following subproblem for i = 1, 2
min fi (xi) subject to xi ∈ Xi. (3.2.9)
Figure 3.6 presents the efficiency representation of the system under the mod-
ified decomposition technique.
Figure 3.6: Efficiency representation of problem (3.2.2) for Proposition 3.2.5
Proposition 3.2.5. Let f be separable and x ∈ X. Then x is efficient in X for f if













This proposition could be stated using efficient set notation as follows:
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such that f (x̂) ≤ f (x) .












. We consider two cases, either x1
is efficient in X1 for f1 and x2 is not efficient in X2 for f2 (or vice versa) or x1
is not efficient in X1 for f1 and x2 is not efficient in X2 for f2.
(a) Without loss of generality, suppose x1 is efficient in X1 for f1 and x2 is
not efficient in X2 for f2. Then there exists x̂2 ∈ X2 that is efficient for f2
with f2 (x̂2) ≤ f2 (x2), and there exists (x1, x̂2) ∈ X such that
f (x1, x̂2) = f1 (x1) + f2 (x̂2) ≤ f1 (x1) + f2 (x2) = f (x) ,
which contradicts the assumption that x is efficient in X for f .
(b) Suppose x1 is not efficient in X1 for f1 and x2 is not efficient in X2 for
f2. Then there exists x̂1 ∈ X1 that is efficient for f1 with f1 (x̂1) ≤ f1 (x1)
and x̂2 ∈ X2 that is efficient for f2 with f2 (x̂2) ≤ f2 (x2), and there exists
x̂ ∈ X1 ×X2 such that
f (x̂) = f1 (x̂1) + f2 (x̂2) ≤ f1 (x1) + f2 (x2) = f (x) ,
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which contradicts the assumption that x is efficient in X for f .

























⊆ X, then there exists x̂ ∈ X such that
f (x̂) ≤ f (x), which contradicts the assumption that x is efficient in X for f .


























such that f (x̂) ≤ f (x). We again consider two cases, either x̂1 is not
efficient in X1 for f1 and x̂2 is efficient in X2 for f2 (or vice versa) or x̂1 is not efficient
in X1 for f1 and x̂2 is not efficient in X2 for f2.
(i) Without loss of generality, suppose x̂1 is not efficient in X1 for f1 and x̂2 is
efficient in X2 for f2. Then there exist x̄1 efficient in X1 for f1 such that













f (x̄) = f1 (x̄1) + f2 (x̂2) ≤ f1 (x̂1) + f2 (x̂2) = f (x̂) ≤ f (x) ,
which contradicts the assumption that













(ii) Suppose x̂1 is not efficient in X1 for f1 and x̂2 is not efficient in X2 for f2. Then
there exist x̄1 efficient in X1 for f1 and x̄2 efficient in X2 for f2 such that
f (x̄) = f1 (x̄1) + f2 (x̄2) ≤ f1 (x̂1) + f2 (x̂2) = f (x̂) ≤ f (x) ,
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which contradicts the assumption that













and completes the proof.
3.2.2 Two Subproblems with One Variable and an Interme-
diate Function
We continue by studying systems with two subproblems and a single set of
decision variables, which we denote as x ∈ Rn. Let r : Rn −→ Rq and f : Rq −→ Rp
and X ⊆ Rn. This system yields the following AAO problem
min f (r (x)) subject to x ∈ X. (3.2.10)
We refer to function f as the objective function and to function r as the
intermediate function. Figure 3.7 provides the physical representation of the system,
and Figure 3.8 illustrates the two mappings r and f .
Figure 3.7: Physical representation of two subproblems and a single variable
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Figure 3.8: Composition mapping
Proposition 3.2.6. Let x ∈ X. Then x is efficient in X for f ◦ r if and only if r (x)
is efficient in r (X) for f .









r (X) , f, Rp=
)
.
Proof. Let x be efficient in X for f ◦r and suppose r (x) is not efficient in r (X) for f .
Then there exists ŝ ∈ r (X) such that f (ŝ) ≤ f (r (x)), and there exists x̂ ∈ X such
that ŝ = r (x̂) and f (ŝ) = f (r (x̂)) ≤ f (r (x)), which contradicts the assumption
that x is efficient in X for f ◦ r.
Let r (x) be efficient in r (X) for f and suppose x is not efficient in X for f ◦r.
Then there exists x̂ ∈ X such that f (r (x̂)) ≤ f (r (x)), and there exists r (x̂) ∈ r (X)
such that f (r (x̂)) ≤ f (r (x)) which contradicts the assumption that r (x) is efficient
in r (X) for f and completes the proof.
Several different variations of this system exist. In general, the variations
include a combination of assumptions regarding increasing and inverse functions.
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3.2.2.1 An Increasing Objective Function
The first decomposition scheme used requires an additional assumption re-
garding the structure of the system. We let f be strongly increasing.
Definition 3.2.25. A function f : Rq → Rp is said to be strongly increasing if for all
s1, s2 ∈ Rq such that s1 ≤ s2 then f (s1) ≤ f (s2).
The decomposition scheme yields the following subproblem and leads us to the
following propositions.
min r (x) subject to x ∈ X (3.2.11)
Proposition 3.2.7. Let f be strongly increasing and let x ∈ X. If x is efficient in
X for f ◦ r, then x is efficient in X for r.
This proposition could be stated using efficient set notation as follows:
Let f be strongly increasing, then E
(







Proof. Let f be strongly increasing, x be efficient in X for f ◦ r, and suppose x is
not efficient in X for r. Then there exists x̂ ∈ X such that r (x̂) ≤ r (x). Since
f is strongly increasing, there exists x̂ ∈ X such that f (r (x̂)) ≤ f (r (x)), which
contradicts the assumption that x is efficient in X for f ◦ r.
We note that this proposition has also been investigated by [32] and [26]. A
proposition with the reverse inclusion requires stronger assumptions.
Proposition 3.2.8. Let f−1 exist and be strongly increasing, and let x ∈ X. If x is
efficient in X for r, then x is efficient in X for f ◦ r.
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This proposition could be stated using efficient set notation as follows:
Let f−1 exist and be strongly increasing, then E
(







Proof. Let f−1 exist and be strongly increasing, x be efficient in X for r, and suppose
x is not efficient in X for f ◦r. Then there exists x̂ ∈ X such that f (r (x̂)) ≤ f (r (x)).
Since f−1 exists and is strongly increasing, there exists x̂ ∈ X such that
f−1 (f (r (x̂))) = r (x̂) ≤ r (x) = f−1 (f (r (x))) ,
which contradicts the assumption that x is efficient in X for r.
The following corollary is immediate from Propositions 3.2.7 and 3.2.8.
Corollary 3.2.1. Let f be strongly increasing, f−1 exist and be strongly increasing,
and let x ∈ X. Then x is efficient in X for f ◦ r if and only if x is efficient in X for
r.
This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing, f−1 exist and be strongly increasing, then
E
(







We now consider relationships where points are efficient in X for r. Figure 3.9
presents the efficiency representation for this proposition.
Figure 3.9: Efficiency representation of problem (3.2.10) for Proposition 3.2.9
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Proposition 3.2.9. Let f be strongly increasing and x ∈ X. Then x is efficient in







This proposition could be stated using efficient set notation as follows:

















Proof. Let f be strongly increasing, x be efficient in X for f ◦ r and suppose r (x)



















such that f (ŝ) ≤ f (r (x)).










, and there exists
x̂ ∈ X such that r (x̂) ≤ r (x). Since f is strongly increasing, there exists
x̂ ∈ X such that f (r (x̂)) ≤ f (r (x)), which contradicts the assumption that x
is efficient in X for f ◦ r.






such that f (ŝ) ≤ f (r (x)), and there




⊆ X such that f (ŝ) = f (r (x̂)) ≤ f (r (x)), which
contradicts the assumption that x is efficient in X for f ◦ r.






for f , and
suppose x is not efficient in X for f ◦r. Then there exists x̂ ∈ X such that f (r (x̂)) ≤


























such that f (ŝ) = f (r (x̂)) ≤ f (r (x)) ,



























such that f (r (x̄)) ≤ f (r (x̂)) ≤ f (r (x)), and there exists






such that f (s̄) = f (r (x̄)) ≤ f (r (x)), which








The following corollary reconsiders Proposition (3.2.6) in light of Proposition
(3.2.9).
Corollary 3.2.2. Let f be strongly increasing and x ∈ X. Then x is efficient in X




for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing, E
(








, f ◦ r, Rp=
)
.
Proof. Let f be strongly increasing. By Proposition 3.2.9 x is efficient in X for f ◦ r






for f . By Proposition 3.2.6 r (x)












3.2.2.2 An Increasing Intermediate Function and Commutative Interme-
diate and Objective Functions
If we allow additional assumptions regarding f and r, we can develop more
specific relationships. We now study systems with intermediate functions that are
strongly increasing and objective functions that are commutative under composition.
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Definition 3.2.26. A pair of functions r : Rn → Rq and f : Rq → Rp is said to be
commutative under composition if f ◦ r = r ◦ f .
We observe that for a pair of functions r : Rn → Rq and f : Rq → Rp to be
commutative under composition n = q = p must hold. Let f and r be commutative
under composition and r be strongly increasing, the subproblem of interest for this
system is
min f (x) subject to x ∈ X. (3.2.12)
Proposition 3.2.10. Let f and r be commutative under composition, r be strongly
increasing, and x ∈ X. If r (x) is efficient in r (X) for f , then x is efficient in X for
f .
This proposition could be stated using efficient set notation as follows:
Let f and r be commutative under composition and r be strongly increasing, then
E
(









Proof. Let f and r be commutative under composition, r be strongly increasing, r (x)
be efficient in r (X) for f , and suppose that x is not efficient in X for f . Then there
exists x̂ ∈ X such that f (x̂) ≤ f (x). Since r is strongly increasing and f ◦ r = r ◦ f ,
there exists x̂ ∈ X such that
r (f (x̂)) = f (r (x̂)) ≤ f (r (x)) = r (f (x)) ,
and there exists r (x̂) ∈ r (X) such that f (r (x̂)) ≤ f (r (x)), which contradicts the
assumption that r (x) is efficient in r (X) for f .
A proposition with the reverse inclusion requires stronger assumptions.
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Proposition 3.2.11. Let f and r be commutative under composition, r−1 exist and
be strongly increasing, and x ∈ X. If x is efficient in X for f , then r (x) is efficient
in r (X) for f .
This proposition could be stated using efficient set notation as follows:
Let f and r be commutative under composition and








r (X) , f, Rp=
)
.
Proof. Let f and r be commutative under composition, r−1 exist and be strongly
increasing, x be efficient in X for f , and suppose r (x) is not efficient in r (X) for f .
Then there exists ŝ = r (x̂) ∈ r (X) such that
f (ŝ) = f (r (x̂)) = r (f (x̂)) ≤ r (f (x)) = f (r (x)) .
Since r−1 exists and is strongly increasing, there exists x̂ ∈ X such that
r−1 (r (f (x̂))) = f (x̂) ≤ f (x) = r−1 (r (f (x))) ,
which contradicts the assumption that x is efficient in X for f .
The following corollary is immediate from Propositions 3.2.10 and 3.2.11.
Corollary 3.2.3. Let f and r be commutative under composition, r be strongly in-
creasing, r−1 exist and be strongly increasing, and x ∈ X. Then x is efficient in X
for f if and only if r (x) is efficient in r (X) for f .
This corollary could be stated using efficient set notation as follows:
Let f and r be commutative under composition, r be strongly increasing, r−1 exist












We examine a specific illustration of the previous case, but first we must define
a positively homogeneous function.
Definition 3.2.27. A function f : Rn → Rp is said to be positively homogeneous if
f (λx) = λf (x) for all λ ∈ R> and x ∈ Rn.
The following corollary results from Propositions 3.2.10 and 3.2.11.
Corollary 3.2.4. Let f be positively homogeneous, r (x) = λx for some λ ∈ R>, and
x ∈ X. Then r (x) is efficient in r (X) for f if and only if x is efficient in X for f .
This corollary could be stated using efficient set notation as follows:











f ◦ r (x) = f (r (x)) = f (λx) = λf (x) = r (f (x)) = r ◦ f (x) ,
therefore f and r are commutative under composition. Let x1, x2 ∈ Rn such that
x1 ≤ x2. Since λ ∈ R>,
r (x1) = λx1 ≤ λx2 = r (x2) ,
therefore r is strongly increasing. Consider r̄ : Rn → Rn such that r̄ (s) = 1
λ
s. Then









s = s and r̄ ◦ r (x) = r̄ (λx) = 1
λ
λx = x,











therefore r−1 is strongly increasing. Then by Propositions 3.2.10 and 3.2.11,
E
(









and this completes the proof.
3.2.3 Two Subproblems with One Variable, an Intermediate
Function, and an Objective that is a Function of the
Variable and the Intermediate Function
We further this study by including systems that also have two subproblems
and a single set of decision variables. However, the objective function is a function
not only of the intermediate function, but also of the decision variable.
Let r : Rn −→ Rq and f : Rn+q −→ Rp and X ⊆ Rn. This system yields the
following AAO problem
min f (x, r (x)) subject to x ∈ X. (3.2.13)
Figure 3.10 provides the physical representation of the system.
Figure 3.10: Physical representation of two subproblems and a single variable where f is a
function of r and x
The decomposition scheme yields the following subproblem and leads us to the
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following propositions.
min r (x) subject to x ∈ X (3.2.14)
Proposition 3.2.12. Let r be strongly increasing, f−1 exist and be strongly increas-
ing, and x ∈ X. If x is efficient in X for r, then (x, r (x)) is efficient in X × r (X)
for f .
This proposition could be stated using efficient set notation as follows:
Let r be strongly increasing, f−1 exist and be strongly increasing, then{






X × r (X) , f, Rp=
)
.
Proof. Let r be strongly increasing, f−1 exist and be strongly increasing, x be efficient
in X for r, and suppose (x, r (x)) is not efficient in X×r (X) for f . Then there exists
(x̂, r (x̂)) ∈ X × r (X) such that f (x̂, r (x̂)) ≤ f (x, r (x)). Since f−1 exists and is
strongly increasing, there exist x̂ ∈ X such that
f−1 (f (x̂, r (x̂))) = (x̂, r (x̂)) ≤ (x, r (x)) = f−1 (f (x, r (x))) .
We consider two cases, either r (x̂) ≤ r (x) or r (x̂) = r (x) and x̂ ≤ x.
(i) Suppose r (x̂) ≤ r (x), then there exists x̂ ∈ X such that r (x̂) ≤ r (x), which
contradicts the assumption that x is efficient in X for r.
(ii) Suppose r (x̂) = r (x) and x̂ ≤ x. Since r is strongly increasing, r (x̂) ≤ r (x)
must hold, which contradicts the fact that r (x̂) = r (x), and completes the
proof.
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For the reverse inclusion, we must modify the assumptions.
Proposition 3.2.13. Let f be strongly increasing, r−1 exist and be strongly increas-
ing, and x ∈ X. If (x, r (x)) is efficient in X × r (X) for f , then x is efficient in X
for r.
This proposition could be stated using efficient set notation as follows:
Let f be strongly increasing, r−1 exist and be strongly increasing, then
E
(









Proof. Let f be strongly increasing, r−1 exist and be strongly increasing, (x, r (x))
be efficient in X × r (X) for f , and suppose x is not efficient in X for r. Then there
exists x̂ ∈ X such that r (x̂) ≤ r (x). Since r−1 exists and is strongly increasing, there
exist x̂ ∈ X such that r (x̂) ≤ r (x) and
r−1 (r (x̂)) = x̂ ≤ x = r−1 (r (x)) .
Since f is strongly increasing and (x̂, r (x̂)) ≤ (x, r (x)), there exists
x̂ ∈ X and (x̂, r (x̂)) ∈ X × r (X) such that f (x̂, r (x̂)) ≤ f (x, r (x)) ,
which contradicts the assumption that (x, r (x)) is efficient in X × r (X) for f .
The following corollary is immediate from Propositions 3.2.12 and 3.2.13.
Corollary 3.2.5. Let f and r be strongly increasing, f−1 exist and be strongly in-
creasing, r−1 exist and be strongly increasing, and x ∈ X. Then x is efficient in X
for r if and only if (x, r (x)) is efficient in X × r (X) for f .
This corollary could be stated using efficient set notation as follows:
70
Let f and r be strongly increasing, f−1 exist and be strongly increasing, r−1 exist
and be strongly increasing, then{






X × r (X) , f, Rp=
)
.
Alternate assumptions result in the following proposition.
Proposition 3.2.14. Let r−1 exist, f−1 exist and be strongly increasing, and x ∈ X.
If x is efficient in X for r, then (x, r (x)) is efficient in X × r (X) for f .
This proposition could be stated using efficient set notation as follows:
Let r−1 exist, f−1 exist and be strongly increasing, then{






X × r (X) , f, Rp=
)
.
The proof for Proposition 3.2.14 parallels the proof for Proposition 3.2.12 with
the following amendment. When considering the second case in the proof, we assume
that r (x̂) = r (x) and x̂ ≤ x. Since r (x̂) = r (x) and r−1 exists, we conclude that
x̂ = x which contradicts the fact that x̂ ≤ x and completes the proof.
From Propositions 3.2.13 and 3.2.14, we have the following.
Corollary 3.2.6. Let f be strongly increasing, f−1 and r−1 exist and be strongly
increasing, and x ∈ X. Then (x, r (x)) is efficient in X × r (X) for f if and only if
x is efficient in X for r.
This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing, f−1 and r−1 exist and be strongly increasing, then
E
(










3.2.4 Two Subproblems with One Variable and an Interme-
diate Function that Serves as an Objective
We now continue with a system in which the intermediate function is also an
objective. Let f : Rn → Rp where p = p1 + p2 and f (x) = (f1 (f2 (x)) , f2 (x)), where
f1 : R
p2 −→ Rp1 and f2 : Rn −→ Rp2 , and let X ⊆ Rn. The AAO formulation is
min f (x) = (f1 (f2 (x)) , f2 (x)) subject to x ∈ X. (3.2.15)
Figure 3.11 depicts the physical representation of this system.
Figure 3.11: Physical representation of two subproblems, one variable, and two optimization
criteria
The subproblem for this systems is given by
min f2 (x) subject to x ∈ X. (3.2.16)
We first define strictly efficient points and then relate the strictly efficient set
of X and f2 and the efficient set of X and f .
Definition 3.2.28. A point x ∈ X is said to be strictly efficient in X for f if there
does not exist a point x̂ ∈ X such that x 6= x̂ and f (x̂) 5 f (x).






Proposition 3.2.15. Let x ∈ X. If x is strictly efficient in X for f2, then x is
efficient in f for X.












Proof. Let x be strictly efficient in X for f2 and suppose x is not efficient in X for f .
Then there exists x̂ ∈ X such that
f (x̂) =
 f1 (f2 (x̂))
f2 (x̂)
 ≤
 f1 (f2 (x))
f2 (x)
 = f (x).
There now exists x̂ ∈ X with x̂ 6= x such that f2 (x̂) 5 f2 (x), which contradicts the
assumption that x is strictly efficient in X for f2.
We next examine a relationship that requires f1 to be strongly increasing.
Proposition 3.2.16. Let f1 be strongly increasing and x ∈ X. Then x is efficient in
X for f if and only if x is efficient in X for f2.
This proposition could be stated using efficient set notation as follows:











Proof. Let f1 be strongly increasing, x be efficient in X for f , and suppose x is not
efficient in X for f2. Then there exists x̂ ∈ X such that f2 (x̂) ≤ f2 (x). Since f1 is
strongly increasing there exists x̂ ∈ X such that f1 (f2 (x̂)) ≤ f1 (f2 (x)), and there
exists x̂ ∈ X such that f (x̂) ≤ f (x), which contradicts the assumption that x is
efficient in X for f .
Let x be efficient in X for f2, and suppose x is not efficient in X for f . Then
there exists x̂ ∈ X such that
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 f1 (f2 (x̂))
f2 (x̂)
 ≤
 f1 (f2 (x))
f2 (x)
,
and there exists x̂ ∈ X such that f2 (x̂) 5 f2 (x). Since x is efficient in X for f2,
f2 (x̂) = f2 (x) must hold. Therefore there exists x̂ ∈ X such that
f1 (f2 (x̂)) ≤ f1 (f2 (x)) and f2 (x̂) = f2 (x) .
But since f2 (x̂) = f2 (x), f1 (f2 (x̂)) = f1 (f2 (x)) must hold, which contradicts the
assumption that there exists x̂ ∈ X such that f (x̂) ≤ f (x) and completes the
proof.
We note that a corresponding proposition to this one has also been investi-
gated in [32] and [26], in which they derive the relationship between the nondominated
points instead of the efficient points. We further develop this system with a relation-
ship that requires stronger assumptions with regards to f−11 .
Proposition 3.2.17. Let f−11 exist and be strongly increasing and x ∈ X. If x is
efficient in X for f2, then x is efficient in X for f .
This proposition could be stated using efficient set notation as follows:











Proof. Let f−11 exist and be strongly increasing, x be efficient in X for f2, and suppose
x is not efficient in X for f . Then there exists x̂ ∈ X such that
f (x̂) =
 f1 (f2 (x̂))
f2 (x̂)
 ≤
 f1 (f2 (x))
f2 (x)
 = f (x).
We consider two cases, either f2 (x̂) ≤ f2 (x) or f2 (x̂) = f2 (x) and f1 (f2 (x̂)) ≤
f1 (f2 (x)).
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(i) Suppose f2 (x̂) ≤ f2 (x), then there exists x̂ ∈ X such that f2 (x̂) ≤ f2 (x),
which contradicts the assumption that x is efficient in X for f2.
(ii) Suppose f2 (x̂) = f2 (x) and f1 (f2 (x̂)) ≤ f1 (f2 (x)). Let ŝ = f2 (x̂) and s =
f2 (x) (note that ŝ = s), then f1 (ŝ) ≤ f1 (s). Since f−11 exists and is strongly
increasing,
f−11 (f1 (ŝ)) = ŝ ≤ s = f−11 (f1 (s)) ,
which contradicts the fact that ŝ = s, and completes the proof.
3.2.5 Two Subproblems with One Variable, an Intermediate
Function that Serves as an Objective, and an additional
Objective
We continue by examining systems that also have two subproblems and a
single set of decision variables, where the intermediate function is an optimization
criterion. However, the objective function is a function not only of the intermediate
function, but also of the decision variable.
Let f : Rn −→ Rp, where p = p1 + p2, f2 : Rn −→ Rp2 , and f1 : Rn+p2 −→ Rp1
and X ⊆ Rn. This system yields the AAO problem
min f (x) = (f1 (x, f2 (x)) , f2 (x)) subject to x ∈ X. (3.2.17)
Figure 3.12 provides the physical representation of the system.
The decomposition scheme yields the following subproblem and leads us to the
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Figure 3.12: Physical representation of two subproblems, a single variable, and two opti-
mization criteria, where f1 is a function of f2 and x
following propositions.
min f2 (x) subject to x ∈ X (3.2.18)
Proposition 3.2.18. Let f1 be strongly increasing, f
−1
2 exist and be strongly increas-
ing, and x ∈ X. If x is efficient in X for f , then x is efficient in X for f2.
This proposition could be stated using efficient set notation as follows:
Let f1 be strongly increasing, f
−1












Proof. Let f1 be strongly increasing, f
−1
2 exist and be strongly increasing, x be effi-
cient in X for f , and suppose x is not efficient in X for f2. Then there exists x̂ ∈ X
such that f2 (x̂) ≤ f2 (x). Since f−12 exists and is strongly increasing, there exists
x̂ ∈ X such that x̂ ≤ x. Since (x̂, f2 (x̂)) ≤ (x, f2 (x)) and f1 is strongly increasing,
there exists x̂ ∈ X such that f1 (x̂, f2 (x̂)) ≤ f1 (x, f2 (x)) and f2 (x̂) ≤ f2 (x), which
contradicts the assumption that x is efficient in X for f .
For the reverse inclusion, we must modify the assumptions.
Proposition 3.2.19. Let f2 be strongly increasing, f
−1
1 exist and be strongly increas-
ing, and x ∈ X. If x is efficient in X for f2, then x is efficient in X for f .
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This proposition could be stated using efficient set notation as follows:
Let f2 be strongly increasing, f
−1












Proof. Let f2 be strongly increasing, f
−1
1 exist and be strongly increasing, x be ef-
ficient in X for f2, and suppose x is not efficient in X for f . Then there exists
x̂ ∈ X such that f (x̂) ≤ f (x). We consider two cases, either f2 (x̂) ≤ f2 (x) or
f2 (x̂) = f2 (x) and f1 (x̂, f2 (x̂)) ≤ f1 (x, f2 (x)).
(i) Suppose f2 (x̂) ≤ f2 (x), then there exists x̂ ∈ X such that f2 (x̂) ≤ f2 (x),
which contradicts the assumption that x is efficient in X for f2.
(ii) Suppose f2 (x̂) = f2 (x) and f1 (x̂, f2 (x̂)) ≤ f1 (x, f2 (x)). Since f−11 exists and is
strongly increasing, (x̂, f2 (x̂)) ≤ (x, f2 (x)) holds. We again consider two cases.
(a) Suppose f2 (x̂) ≤ f2 (x), then again there is a contradiction.
(b) Suppose f2 (x̂) = f2 (x) and x̂ ≤ x. Since f2 is strongly increasing,
f2 (x̂) ≤ f2 (x) must hold, which contradicts the fact that f2 (x̂) = f2 (x),
and completes the proof.
The following corollary is immediate from Propositions 3.2.18 and 3.2.19.




2 exist and be
strongly increasing, and x ∈ X. Then x is efficient in X for f if and only if x is
efficient in X for f2.
This corollary could be stated using efficient set notation as follows:
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Alternate assumptions result in the following proposition.
Proposition 3.2.20. Let f−12 exist, f
−1
1 exist and be strongly increasing, and x ∈ X.
If x is efficient in X for f2, then x is efficient in X for f .
This proposition could be stated using efficient set notation as follows:
Let f−12 exist, f
−1












The proof for Proposition 3.2.20 parallels the proof for Proposition 3.2.19 with
the following amendment. When considering the second case part (b) in the proof,
we assume that f2 (x̂) = f2 (x) and x̂ ≤ x. Since f2 (x̂) = f2 (x) and f−12 exists, we
conclude that x̂ = x which contradicts the fact that x̂ ≤ x and completes the proof.
From Propositions 3.2.18 and 3.2.20, we have the following.




2 exist and be strongly
increasing, and x ∈ X. Then x is efficient in X for f if and only if x is efficient in
X for f2.
This corollary could be stated using efficient set notation as follows:
















3.2.6 Two Subproblems with Two Variables and an Interme-
diate Function
We now study systems that have intermediate and objective functions and two
local variables, x1 and x2. Let r : R
n → Rq and f : Rq → Rp. Let Xi ⊆ Rni for i = 1, 2
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and X = X1 ×X2 ⊆ Rn where n = n1 + n2 with the AAO problem formulation
min f (r (x)) = subject to (x1, x2) ∈ X = X1 ×X2. (3.2.19)
Figure 3.13 depicts the physical representation of this system.
Figure 3.13: Physical representation of two subproblems, two variables, one intermediate
function
3.2.6.1 A Separable Objective Function
Let ri : R
ni → Rqi and fi : Rqi → Rpi where i = 1, 2, n = n1 + n2, q = q1 + q2,
p = p1 + p2, and r : R
n → Rq with r (x) = (r1 (x1) , r2 (x2)), and f : Rq → Rp. Let f be
separable and r (x) = (r1 (x1) , r2 (x2)) with the AAO problem formulation
min f (r (x)) = f1 (r1 (x1))+f2 (r2 (x2)) subject to (x1, x2) ∈ X = X1×X2. (3.2.20)
We also have the following subproblems for i = 1, 2
min fi (ri (xi)) subject to xi ∈ Xi. (3.2.21)
Figure 3.14 depicts the effect of separability on the physical representation.
The following proposition is based on Proposition 3.2.5 and its proof is included
for completeness.
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Figure 3.14: Physical representation of two subproblems, two variables, one intermediate
function under separability
Proposition 3.2.21. Let f be separable, r (x) = (r1 (x1) , r2 (x2)), and x ∈ X. Then
x is efficient in X for f ◦ r if and only if x is efficient in E
(





X2, f2 ◦ r2, Rp=
)
for f ◦ r.
This proposition could be stated using efficient set notation as follows:
Let f be separable and r (x) = (r1 (x1) , r2 (x2)), then
E
(










X2, f2 ◦ r2, Rp=
)
, f ◦ r, Rp=
)
.
Proof. Let f be separable, r (x) = (r1 (x1) , r2 (x2)), x be efficient in X for f ◦ r, and
suppose x is not efficient in E
(




X2, f2 ◦ r2, Rp=
)
for f ◦ r. We
consider two cases, either x /∈ E
(













X2, f2 ◦ r2, Rp=
)
such that f (r (x̂)) ≤ f (r (x)).
(i) Suppose x /∈ E
(




X2, f2 ◦ r2, Rp=
)
. We consider two cases,
either x1 is efficient in X1 for f1 ◦ r1 and x2 is not efficient in X2 for f2 ◦ r2 (or
vice versa) or x1 is not efficient in X1 for f1 ◦ r1 and x2 is not efficient in X2 for
f2 ◦ r2.
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(a) Without loss of generality, suppose x1 is efficient in X1 for f1 ◦ r1 and x2
is not efficient in X2 for f2 ◦ r2. Then there exists x̂2 ∈ X2 that is efficient
for f2 ◦ r2 with
f2 (r2 (x̂2)) ≤ f2 (r2 (x2)) ,
and there exists (x1, x̂2) ∈ X such that
f (r (x1, x̂2)) = f1 (r1 (x1))+f2 (r2 (x̂2)) ≤ f1 (r1 (x1))+f2 (r2 (x2)) = f (r (x)) ,
which contradicts the assumption that x is efficient in X for f ◦ r.
(b) Suppose x1 is not efficient in X1 for f1 ◦ r1 and x2 is not efficient in X2
for f2 ◦ r2. Then there exists x̂1 ∈ X1 that is efficient for f1 ◦ r1 with
f1 (r1 (x̂1)) ≤ f1 (r1 (x1)) and x̂2 ∈ X2 that is efficient for f2 ◦ r2 with
f2 (r2 (x̂2)) ≤ f2 (r2 (x2)), and there exists x̂ ∈ X such that
f (r (x̂)) = f1 (r1 (x̂1)) + f2 (r2 (x̂2))
≤ f1 (r1 (x1)) + f2 (r2 (x2)) = f (r (x)) ,
which contradicts the assumption that x is efficient in X for f ◦ r.
(ii) Suppose there exists
x̂ ∈ E
(




X2, f2 ◦ r2, Rp=
)
such that f (r (x̂)) ≤ f (r (x)) .
Since E
(




X2, f2 ◦ r2, Rp=
)
⊆ X, then there exists x̂ ∈ X such
that f (r (x̂)) ≤ f (r (x)), which contradicts the assumption that x is efficient
in X for f ◦ r.
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Let f be separable, r (x) = (r1 (x1) , r2 (x2)), x be efficient in
E
(




X2, f2 ◦ r2, Rp=
)
for f ◦ r, and suppose that x is not efficient
in X for f ◦ r. Then there exists x̂ ∈ X\E
(




X2, f2 ◦ r2, Rp=
)
such
that f (r (x̂)) ≤ f (r (x)). We again consider two cases, either x̂1 is not efficient in X1
for f1 ◦ r1 and x̂2 is efficient in X2 for f2 ◦ r2 (or vice versa) or x̂1 is not efficient in
X1 for f1 ◦ r1 and x̂2 is not efficient in X2 for f2 ◦ r2.
(i) Without loss of generality, suppose that x̂1 is not efficient in X1 for f1 ◦ r1 and
x̂2 is efficient in X2 for f2 ◦ r2. Then there exist x̄1 efficient in X1 for f1 ◦ r1 and
x̄2 = x̂2 efficient in X2 for f2 ◦ r2 such that
f (r (x̄)) = f1 (r1 (x̄1)) + f2 (r2 (x̄2)) = f1 (r1 (x̄1)) + f2 (r2 (x̂2))
≤ f1 (r1 (x̂1)) + f2 (r2 (x̂2)) = f (r (x̂)) ≤ f (r (x)) ,
which contradicts the assumption that x is efficient in
E
(




X2, f2 ◦ r2, Rp=
)
.
(ii) Suppose that x̂1 is not efficient in X1 for f1 ◦ r1 and x̂2 is not efficient in X2 for
f2 ◦ r2. Then there exist x̄1 efficient in X1 for f1 ◦ r1 and x̄2 efficient in X2 for
f2 ◦ r2 such that
f (r (x̄)) = f1 (r1 (x̄1)) + f2 (r2 (x̄2))
≤ f1 (r1 (x̂1)) + f2 (r2 (x̂2)) = f (r (x̂)) ≤ f (r (x)) ,
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which contradicts the assumption that x is efficient in
E
(




X2, f2 ◦ r2, Rp=
)
and completes the proof.
3.2.6.2 An Additive Objective Function
We proceed by examining a case where the intermediate function is linear of
the form r : Rn → Rq=n2 with r (x1, x2) = x1 + x2. We observe that for this case
n1 = n2 =
n
2
= q must hold with n = n1 + n2. We also require that the objective
function f be additive.
Definition 3.2.29. A function f : Rq=
n
2 → Rp is said to be additive if f (x1 + x2) =
f (x1) + f (x2) for all xi ∈ Rni, i = 1, 2, and n = n1 + n2.
The AAO formulation for this specific case is written as
min f (r (x)) = f (r (x1, x2)) = f (x1 + x2) = f (x1) + f (x2) (3.2.22)
subject to x ∈ X = X1 ×X2.
The subproblem for this case is given by
min f (xi) subject to xi ∈ Xi. (3.2.23)






for i = 1, 2. We present Figure 3.15 to illustrate the feasible set under the r mapping.
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In the next proposition, we prove the relationship depicted below.






, i = 1, 2
We first reveal the following mapping of the feasible set, X,
r (X) = r (X1 ×X2) = {s : s = x1 + x2 where xi ∈ Xi, i = 1, 2} = X1+X2. (3.2.24)
Lemma 3.2.1. Let





























then precisely one of the following holds:

















































































































































































































































































which completes the proof.
Figure 3.16 presents the efficiency representation of this system.
Figure 3.16: Efficiency representation of two subproblems, two variables, one intermediate
function with an additive objective function
We are now able to state and prove the following proposition.
Proposition 3.2.22. Let f : Rn → Rp be additive, r : Rn → Rq such that r (x1, x2) =
x1 + x2, and x ∈ X with n1 = n2 = n2 = q. Then s = x1 + x2 is efficient in r (X) for















This proposition could be stated using efficient set notation as follows:
Let f : Rn → Rp be additive, r : Rn → Rq such that r (x1, x2) = x1 + x2,
E
(





















Proof. Let f : Rn → Rp be additive, r : Rn → Rq such that r (x1, x2) = x1 +















































such that f (ŝ) ≤ f (s).




























We consider two cases, either x1 is efficient in X1 for f and x2 is not efficient in
X2 for f (or vice versa) or x1 is not efficient in X1 for f and x2 is not efficient
in X2 for f .
(a) Without loss of generality, suppose x1 is efficient in X1 for f and x2 is not
efficient in X2 for f . Then there exists x̂2 ∈ X2 that is efficient for f with
f (x̂2) ≤ f (x2). Let ŝ = x1 + x̂2, then there exists ŝ ∈ r (X) such that
f (ŝ) = f (x1) + f (x̂2) ≤ f (x1) + f (x2) = f (s) ,
which contradicts the assumption that s = r (x) = x1 + x2 is efficient in
r (X) for f .
(b) Suppose x1 is not efficient in X1 for f and x2 is not efficient in X2 for f .
Then there exists x̂1 ∈ X1 that is efficient for f with f (x̂1) ≤ f (x1) and
x̂2 ∈ X2 that is efficient for f with f (x̂2) ≤ f (x2). Let ŝ = x̂1 + x̂2, then
there exists ŝ ∈ r (X) such that
f (ŝ) = f (x̂1) + f (x̂2) ≤ f (x1) + f (x2) ≤ f (s) ,
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which contradicts the assumption that s = r (x) = x1 + x2 is efficient in
r (X) for f .















such that f (ŝ) ≤ f (s), which contradicts the assumption that s = r (x) =
x1 + x2 is efficient in r (X) for f .















for f , and suppose that s is not efficient















f (r (x̂)) ≤ f (s). Therefore there exists




























such that f (ŝ) ≤ f (s). By Proposition 3.2.1, we consider two cases, either x̂1 is
efficient in X1 for f and x̂2 is not efficient in X2 for f (or vice versa) or x̂1 is not
efficient in X1 for f and x̂2 is not efficient in X2 for f .
(i) Without loss of generality, suppose x̂1 is efficient in X1 for f and x̂2 is not
efficient in X2 for f , then there exists x̌2 efficient in X2 for f such that f (x̌2) ≤
f (x̂2). Let






























f (š) = f (x̂1 + x̌2) = f (x̂1)+f (x̌2) ≤ f (x̂1)+f (x̂2) = f (x̂1 + x̂2) = f (ŝ) ≤ f (s) ,
















(ii) Suppose x̂1 is not efficient in X1 for f and x̂2 is not efficient in X2 for f , then
there exists x̌1 efficient in X1 for f such that f (x̌1) ≤ f (x̂1) and there exists
x̌2 efficient in X2 for f such that f (x̌2) ≤ f (x̂2). Then there exists















f (š) = f (x̌1 + x̌2) = f (x̌1) + f (x̌2)
≤ f (x̂1) + f (x̂2) = f (x̂1 + x̂2) = f (ŝ) ≤ f (s) ,















for f and completes the proof.
3.2.7 Two Subproblems with Two Variables and an Interme-
diate Function that Serves as an Objective
We next study systems that have an intermediate function that also serves
as an objective. Let f : Rn → Rp where n = n1 + n2, p = p1 + p2, and f (x) =
(f1 (x1, f2 (x2)) , f2 (x2)), where f1 : R
n1+p2 −→ Rp1 and f2 : Rn2 −→ Rp2 . Let Xi ⊆ Rni
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for i = 1, 2 and X = X1 ×X2 ⊆ Rn with the AAO problem formulation
min f (x) = (f1 (x1, f2 (x2)) , f2 (x2)) subject to x ∈ X = X1 ×X2. (3.2.25)
Figure 3.17 depicts the physical representation of this system.
Figure 3.17: Physical representation of two subproblems, two variables, one intermediate
function which also serves as an optimization criterion
The subproblem under consideration is
min f2 (x2) subject to x2 ∈ X2. (3.2.26)
We now require an objective function to be strongly increasing in one of its variables.
Definition 3.2.30. The function f : Rn1+n2 −→ Rp is said to be strongly increasing
in x2 if for all x2, x̂2 ∈ Rn2 such that x̂2 ≤ x2 then f (x1, x̂2) ≤ f (x1, x2).
Proposition 3.2.23. Let f1 be strongly increasing in f2 and x ∈ X. Then x is









This proposition could be stated using efficient set notation as follows:























Proof. Let f1 be strongly increasing in f2, x be efficient in X for f , and suppose








for f1. We consider two cases,












⊆ X such that
f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)) .













exists x̂2 ∈ X2 such that f2 (x̂2) ≤ f2 (x2). Since f1 is strongly increasing in
f2, there exists (x1, x̂2) ∈ X such that f1 (x1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)), which
contradicts the assumption that x is efficient in X for f .






⊆ X such that
f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)) ,
which contradicts the assumption that x is efficient in X for f .
Let f1 be strongly increasing in f2,









and suppose x is not efficient in X for f . Then there exists x̂ ∈ X such that f1 (x̂1, f2 (x̂2))
f2 (x̂2)
 ≤
 f1 (x1, f2 (x2))
f2 (x2)
. We again consider two cases,
either f2 (x̂2) ≤ f2 (x2) or
f2 (x̂2) = f2 (x2) and f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)) .
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(i) Suppose f2 (x̂2) ≤ f2 (x2), then there exists x̂2 ∈ X2 such that f2 (x̂2) ≤ f2 (x2),









(ii) Suppose f2 (x̂2) = f2 (x2) and f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)), then there exists
(x̂1, f2 (x̂2)) ∈ X1 × f2 (X2) such that
f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)) and f2 (x̂2) = f2 (x2) .
Either x̂2 is efficient in X2 for f2 or it is not. If it is efficient, set x̄2 = x̂2
and if it is not efficient then there exists x̄2 ∈ X2 that is efficient for f2 with
f2 (x̄2) ≤ f2 (x̂2). Since f1 is strongly increasing in f2, we have that
f1 (x̂1, f2 (x̄2)) 5 f1 (x̂1, f2 (x̂2)) ≤ f1 (x1, f2 (x2)) .









f1 (x̂1, f2 (x̄2)) ≤ f1 (x1, f2 (x2)) ,









for f1 and completes the proof.
3.2.8 N Subproblems with N Local Variables
We now introduce a system that is composed of N independent subproblems
each with their own variable. Let f : Rn → Rp and fi : Rni → Rpi for i = 1, . . . , N
where n = n1 + . . . + nN and p = p1 + . . . + pN . Let Xi ⊆ Rni for i = 1, . . . , N and
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X = X1 × . . .×XN ⊆ Rn with the AAO problem formulation
min f (x) = (f1 (x1) , . . . , fN (xN)) subject to x ∈ X = X1 × . . .×XN . (3.2.27)
Figure 3.18 presents the physical representation of the system.
Figure 3.18: Physical representation of a system with N variables
The subproblems for this system are of the following form for i = 1, . . . , N ,
min fi (xi) subject to xi ∈ Xi. (3.2.28)
Figure 3.19 provides the physical representation viewed at the subproblem level.
This system and decomposition immediately lend themselves to the following
proposition.
Proposition 3.2.24. Let x ∈ X, then x is efficient in X for f if and only if xi is
efficient in Xi for fi for i = 1, . . . , N .











× . . .× E
(





Proof. Let x be efficient in X for f , and suppose that for some j, xj is not efficient
in Xj for fj. Then there exists x̂j ∈ Xj such that fj (x̂j) ≤ fj (xj), and there exists
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Figure 3.19: Physical representation of a system with N variables decomposed into N
subproblems
the point x̌ = (x1, . . . , xj−1, x̂j, xj+1, . . . , xN) ∈ X such that f (x̌) ≤ f (x), which
contradicts the assumption that x is efficient in X for f .
Let xi be efficient in Xi for fi for all i, and suppose that x is not efficient in
X for f . Then there exists x̂ ∈ X such that f (x̂) ≤ f (x). Then for some j there
exists x̂j ∈ Xj such that fj (x̂j) ≤ fj (xj), which contradicts the assumption that xi
is efficient in Xi for fi for all i.
3.2.9 N Subproblems with a Global Variable
We continue with a system that is composed of N independent subproblems
where each subproblem is a function of a single global variable. Let f : Rn → Rp and
fi : R
n → Rpi for i = 1, . . . , N where p = p1 + . . . + pN . Let X ⊆ Rn with the AAO
problem formulation
min f (x) = (f1 (x) , . . . , fN (x)) subject to x ∈ X. (3.2.29)
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Figure 3.20 presents the physical representation of the system.
Figure 3.20: Physical representation of a system with a single global variable
The subproblems for this system are of the following form for i = 1, . . . , N .
min fi (x) subject to x ∈ X (3.2.30)
Figure 3.21 present the physical representation viewed at the subproblem level.
Figure 3.21: Physical representation of a system with a global variable decomposed into N
subproblems
We recall the definition of weakly efficient sets in Definition 2.3.17 and injec-
tivity of a vector-valued function and then relate the weakly efficient set of X and fi
and the efficient set of X and f .
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Definition 3.2.31. A function fi : R
n → Rpi where fi = (fi1, . . . , fipi) is said to be
an injective function on X if fij is an injective function on X for all j = 1, . . . , pi.
Definition 3.2.32. A function fij : R
n → R is said to be an injective function on X
if fij (x) = fij (x̂) implies that x = x̂ for all x, x̂ ∈ X.
The next two propositions were investigated in [24], and are presented with
proofs for completeness.
Proposition 3.2.25. Let i ∈ {1, . . . , N} and x ∈ X. If x is weakly efficient in X
for fi, then x is weakly efficient in X for f .
This proposition could be stated using efficient set notation as follows:











Proof. Let i ∈ {1, . . . , N}, x be weakly efficient in X for fi, and suppose x is not











 = f (x),
and there exists x̂ ∈ X such that fi (x̂) < fi (x) for all i = 1, . . . , N , which contradicts
the assumption that x is weakly efficient in X for fi.
Proposition 3.2.26. Let fi be injective for i = 1, . . . , N , and x ∈ X. If x is efficient
in X for fi, then x is efficient in X for f .
This proposition could be stated using efficient set notation as follows:












Proof. Let fi be injective for i = 1, . . . , N , x be efficient in X for fi, and suppose x











 = f (x).
We consider two cases, either fi (x̂) ≤ fi (x) for every i = 1, . . . , N or there exists at
least one k ∈ {1, . . . , N} and j ∈ {1, . . . , pk} such that fkj (x̂) = fkj (x).
(i) There exists x̂ ∈ X such that fi (x̂) ≤ fi (x) for i = 1, . . . , N which contradicts
the assumption that x is efficient in X for fi for all i = 1, . . . , N .
(ii) There exists k ∈ {1, . . . , N} and j ∈ {1, . . . , pk} such that fkj (x̂) = fkj (x).
Since fk is injective, then fkj is injective and x̂ = x must hold. However, by
assumption, if there exists x̂ ∈ X such that f (x̂) ≤ f (x), then x̂ 6= x, and a
contradiction is reached completing the proof.
We now develop two additional propositions for this case.
Proposition 3.2.27. Let i ∈ {1, . . . , N} and x ∈ X. If x is strictly efficient in X
for fi, then x is efficient in X for f .
This proposition could be stated using efficient set notation as follows:











Proof. Let i ∈ {1, . . . , N}, x be strictly efficient in X for fi, and suppose that x is not
efficient in X for f . Then there exists x̂ ∈ X such that f (x̂) ≤ f (x), and we have an
x̂ ∈ X with x̂ 6= x such that fi (x̂) 5 fi (x), which contradicts the assumption that x
is strictly efficient in X for fi.
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The three previous propositions present inclusion results for the subproblems.
Since each of the efficient sets for the subproblems is a subset of the efficient set
of the AAO problem, any union or intersection of the efficient sets of the various
subproblems would also be a subset of the efficient set of the AAO problem.
Proposition 3.2.28. Let x ∈ X. If x is efficient in X for fi for i = 1, . . . , N , then
x is efficient in X for f .














Proof. Let x be efficient in X for fi for i = 1, . . . , N , and suppose x is not efficient
in X for f . Then there exists x̂ ∈ X such that f (x̂) ≤ f (x). Specifically for some
j ∈ {1, . . . , N}, fj (x̂) ≤ fj (x), and there exists x̂ ∈ X such that fj (x̂) ≤ fj (x),
which contradicts the assumption that x is efficient in X for fi for i = 1, . . . , N .
3.2.10 N Subproblems with a Global Variable and N Local
Variables
We continue with a system that is composed of N independent subproblems
where each subproblem is a function of a single global variable and a local variable.
Let f : Rn → Rp and fi : Rn0+ni → Rpi for i = 1, . . . , N where n = n0+n1+. . .+nN and
p = p1 + . . .+ pN . Let Xi ⊆ Rni for i = 0, 1, . . . , N and X = X0×X1× . . .×XN ⊆ Rn
with the AAO problem formulation
min f (x) = (f1 (x0, x1) , . . . , fN (x0, xN)) subject to x ∈ X = X0 ×X1 × . . . XN .
(3.2.31)
Figure 3.22 presents the physical representation of the system.
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Figure 3.22: Physical representation of a system with global and local variables
3.2.10.1 A Fixed Global Variable
Let x̄0 ∈ X0 be fixed and define the set X (x̄0) as
X (x̄0) = {(x0, x1, . . . , xN) ∈ X = X0 × . . .×XN : x0 = x̄0, xi ∈ Xi, i = 1, . . . , N} .
(3.2.32)
The decomposition scheme yields the following subproblem for this system.
min f (x) subject to x ∈ X (x̄0) (3.2.33)
and leads us to the following proposition. Figure 3.23 present the physical represen-
tation viewed at the subproblem level.
Proposition 3.2.29. Let x ∈ X and x̄0 ∈ X0. Then x is efficient in X for f if and



























Proof. Let x be efficient in X for f , and suppose











Figure 3.23: Physical representation of a system with global and local variables decomposed
into N subproblems



















⊆ X such that f (x̂) ≤ f (x) .









. Then there does not exist x̄0 ∈ X0 such
that x ∈ E
(




. Note that since x ∈ X, there exists x0 ∈ X0
such that x ∈ X (x0) ⊆ X. Therefore x ∈ X (x0) and x /∈ E
(





and there exists x̂ ∈ X (x0) such that f (x̂) ≤ f (x), which contradicts the
assumption that x is efficient in X for f .









⊆ X such that f (x̂) ≤ f (x),
which contradicts the assumption that x is efficient in X for f .













X (x̄0) for f . We again consider two cases, either there exists x̂0 ∈ X0
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and x̂ ∈ X (x̂0) \E
(




such that f (x̂) ≤ f (x) or there exists
x̂0 ∈ X0 and x̂ ∈ E
(




such that f (x̂) ≤ f (x) .
(i) There exists x̂0 ∈ X0 and x̂ ∈ X (x̂0) \E
(




such that f (x̂) ≤ f (x).
Then x̂ is not efficient in X (x̂0) for f , and there exists x̌ efficient in X (x̂0) for











(i) There exists x̂0 ∈ X0 and x̂ ∈ E
(




such that f (x̂) ≤ f (x) which










and completes the proof.
We take this proposition one step further by considering the independent local
variables and incorporate another subproblem and a corresponding proposition. For
i = 1, . . . , N subproblem i for this system is
min fi (x̄0, xi) subject to xi ∈ Xi. (3.2.34)
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for f . By Proposition 3.2.24, x is efficient in X (x̄0) for f if
and only if xi is efficient in Xi for fi (x̄0, x1) for i = 1, . . . , N . Therefore x is efficient
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3.2.10.2 A Duplicated Global Variable
We further examine this system with an alternate decomposition scheme that
necessitates the duplication of the global variable for each subproblem. The dupli-
cated global variable for subproblem i is denoted by zi for i = 1, . . . , N . It is necessary
to define auxiliary objective functions, f̄i for i = 1, . . . , N and f̄ , as functions of the
duplicated global variable and the corresponding local variable. These auxiliary func-
tions allow the objective functions of the system to be separable. A decomposition
technique similar to the following for single objective optimization problems is inves-
tigated in [20] and [21].
Let f̄ : Rn+(N−1)n0 −→ Rp be such that for all (x0, x1, . . . , xN) ∈ X with
zi = x0 for all i = 1, . . . , N (3.2.35)
and f̄ (x1, . . . , xN , z1, . . . , zN) = f (x0, x1, . . . , xN) (3.2.36)
and let f̄i : R
ni+n0 −→ Rpi for i = 1, . . . , N be such that for all x ∈ X with zi = x0 for
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all i = 1, . . . , N
f̄i (xi, zi) = fi (x0, xi) (3.2.37)
We now state the AAO formulation for the system with duplicated global
variables and local variables. Let Xi ⊆ Rni for i = 0, 1, . . . , N and X = X0 × X1 ×
. . .×XN ⊆ Rn, the AAO problem is
min f̄ (x1, . . . , xN , z1, . . . , zN) =
(
f̄1 (x1, z1) , . . . , f̄N (xN , zN)
)
(3.2.38)
subject to xi ∈ Xi ⊆ Rni for i = 1, . . . , N and zi ∈ X0 ⊆ Rn0 for i = 1, . . . , N.
For i = 1, . . . , N subproblem i for this system is of the following form. Figure
3.24 illustrates the decomposed system.
min f̄i (xi, zi) subject to (xi, zi) ∈ Xi ×X0 (3.2.39)
Figure 3.24: Physical representation of a system with duplicated global variables and local
variables decomposed into N subproblems
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We now can state the following proposition.
Proposition 3.2.30. Let x ∈ X. If (xi, zi) where zi = x0 is efficient in Xi ×X0 for
f̄i, for i = 1, . . . , N , then x is efficient in X for f .
This proposition could be stated using efficient set notation as follows:{
x ∈ X : (xi, zi) ∈ E
(
Xi ×X0, f̄i, Rpi=
)







Proof. Let (xi, x0) be efficient in Xi×X0 for f̄i for all i, and suppose x is not efficient
in X for f . Then there exists x̂ ∈ X and some j ∈ {1, . . . , N} such that fj (x̂0, x̂j) ≤
fj (x0, xj). Since f̄i (xi, zi) = fi (x0, xi) when zi = x0, there exists (x̂j, ẑj) ∈ Xj ×X0
with ẑj = x̂0 and zj = x0 such that f̄j (x̂j, ẑj) ≤ f̄j (xj, zj), which contradicts the
assumption that (xi, x0) be efficient in Xi ×X0 for f̄i for all i.
Under this same decomposition, we also have the following corollary.
Corollary 3.2.10. Let x ∈ X. If (xi, zi) where zi = x0 is strictly efficient in Xi×X0
for f̄i, for i = 1, . . . , N , then x is efficient in X for f .
This corollary could be stated using efficient set notation as follows:{
x ∈ X : (xi, zi) ∈ Es
(
Xi ×X0, f̄i, Rpi=
)








Proof. This result is immediate from the fact that if (xi, x0) is strictly efficient in
Xi×X0 for f̄i for i = 1, . . . , N , then (xi, x0) is efficient in Xi×X0 for f̄i for i = 1, . . . , N
and by the application of Proposition 3.2.30.
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3.2.11 Two Subproblems with Two Linking Variables and
Two Local Variables
We continue with a system that is composed of two independent subproblems
where each subproblem is a function of a local variable and a linking variable. We
note that this case has been studied in [32] and [17].
Let f : Rn+` → Rp, fi : Rni+`i+`j → Rpi for i, j = 1, 2 and j 6= i where
n = n1 + n2, ` = `1 + `2, and p = p1 + p2. Let hi : R
ni+`j → R`i for i, j = 1, 2 and
j 6= i be the functions that relate the linking variables, ti for i = 1, 2. The linking
constraints are of the form
ti = hi (xi, tj) for i, j = 1, 2 and j 6= i. (3.2.40)
Let Xi ⊆ Rni . Then we define the feasible set by
X =
{




and we define the feasible set, T , for the linking variables, ti for i = 1, 2, by
T =
(t1, t2) ∈ R` : there exists (x1, x2) ∈ X1 ×X2such that (x1, t1, x2, t2) ∈ X
 . (3.2.42)
The AAO problem formulation of the system is
min f (x1, t1, x2, t2) = (f1 (x1, t1, t2) , f2 (x2, t2, t1)) (3.2.43)
subject to (x1, t1, x2, t2) ∈ X.
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Figure 3.25 illustrates the physical representation of the system.
Figure 3.25: Physical representation of two subproblems with linking and local variables
In an effort to solve this type of system, we create copies, ui for i = 1, 2, of
the linking variables, ti for i = 1, 2, for each subproblem where
ui = tj for i, j = 1, 2 and j 6= i. (3.2.44)
Let f̄ : Rn+2` → Rp, f̄i : Rni+`j+`i → Rpi and let
η = (η1, η2) with ηi = (xi, ti, ui) for i = 1, 2 (3.2.45)
and f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
, (3.2.46)
where f̄i (ηi) = f̄i (xi, ti, ui) = fi (xi, ti, tj) for tj = ui, i, j = 1, 2, j 6= i. (3.2.47)
The AAO formulation for the system with duplicated linking variables is
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min f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
(3.2.48)
subject to η ∈ X̄
where X̄ =
η = (x1, t1, u1, x2, t2, u2) : (x1, t1, x2, t2) ∈ Xand ui = tj for i, j = 1, 2 and j 6= i
 .
(3.2.49)
Figure 3.26 presents the physical representation of the system after the linking vari-
ables have been duplicated.
Figure 3.26: Physical representation of two subproblems with duplicated linking variables
We show that it is sufficient to solve the problem with duplicated variables to
achieve a solution to the original problem.
Proposition 3.2.31. Let (x1, t1, x2, t2) ∈ X. Then (x1, t1, x2, t2) is efficient in X for
f if and only if η = (x1, t1, u1, x2, t2, u2) is efficient in X̄ for f̄ .













Proof. By definition, (x1, t1, x2, t2) is efficient in X for f if and only if there does not
exist(
x̂1, t̂1, x̂2, t̂2
)
∈ X such that f
(
x̂1, t̂1, x̂2, t̂2
)
≤ f (x1, t1, x2, t2). By the relationship
between (3.2.43) and (3.2.48), there does not exist
(
x̂1, t̂1, x̂2, t̂2
)
∈ X such that f
(
x̂1, t̂1, x̂2, t̂2
)
≤ f (x1, t1, x2, t2)
if and only if there does not exist η̂ =
(
x̂1, t̂1, û1, x̂2, t̂2, û2
)
∈ X̄ such that f̄ (η̂) ≤ f̄ (η),
and by definition this holds if and only if η is efficient in X̄ for f̄ .
Fix t̄ ∈ T and define the set X̄ (t̄) as
X̄ (t̄) =
{
(x1, t1, u1, x2, t2, u2) ∈ X̄ : ti = t̄i for i = 1, 2
}
. (3.2.50)
The following proposition is stated with proof for completeness and can be
found in [17].
Proposition 3.2.32. Let η = (x1, t1, u1, x2, t2, u2) ∈ X̄. Then η is efficient in X̄ for





X̄ (t̄) , f̄, Rp=
)
for f̄ .




















X̄ (t̄) , f̄, Rp=
)

















X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η) .
108





X̄ (t̄) , f̄, Rp=
)
. Then there does not exist t̄ ∈ T such that
η ∈ E
(
X̄ (t̄) , f̄, Rp=
)
. Since t = (t1, t2) ∈ T , η ∈ X̄ (t) and η /∈ E
(
X̄ (t) , f̄, Rp=
)
must hold. Then there exists η̂ = (x̂1, t1, û1, x̂2, t2, û2) ∈ X̄ (t) ⊆ X̄ such that
f̄ (η̂) ≤ f̄ (η), which contradicts the assumption that η is efficient in X̄ for f̄ .
(ii) Suppose there exists η̂ =
(







X̄ (t̄) , f̄, Rp=
)
such that













X̄ and f̄ (η̂) ≤ f̄ (η), which contradicts the assumption that η is efficient in X̄
for f̄ .





X̄ (t̄) , f̄, Rp=
)
for f̄ and suppose η is not efficient in
X̄ for f̄ . We again consider two cases, either there exists
η̂ =
(







X̄ (t̄) , f̄, Rp=
)







X̄ (t̄) , f̄, Rp=
)











X̄ (t̄) , f̄, Rp=
)


































such that f̄ (η̌) ≤ f̄ (η̂) ≤ f̄ (η) ,
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X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η), which contradicts





X̄ (t̄) , f̄, Rp=
)
for f̄ and completes the
proof.
We wish to investigate this case in more detail by decomposing system (3.2.48)
into two subproblems, where subproblem i, for i = 1, 2, is given by
min f̄i (ηi) (3.2.51)
subject to ηi = (xi, ti, ui) ∈ X̄i (t̄j) for j 6= i
where X̄i (t̄j) =
ηi = (xi, ti, ui) :
xi ∈ Xi,
ti = hi (xi, ui) ,
ui = t̄j for j 6= i
 for i, j = 1, 2. (3.2.52)
Figure 3.27 presents the physical representation of system (3.2.43) after the linking
variables have been duplicated and system (3.2.48) has been decomposed.
We first derive some introductory relationships between the feasible sets.
Proposition 3.2.33. A point η = (x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (t̄) if and only if the
points ηi = (xi, t̄i, ui) ∈ X̄i (t̄j) for i, j = 1, 2 and j 6= i.
This proposition could be stated using set notation as follows:
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Figure 3.27: Physical representation of two subproblems with duplicated linking variables
decomposed into two subproblems
X̄ (t̄) =
{
η = (η1, η2) : ηi = (xi, t̄i, ui) ∈ X̄i (t̄j) for i, j = 1, 2 and j 6= i
}
.
Proof. A point η ∈ X̄ (t̄) if and only if (x1, t̄1, x2, t̄2) ∈ X, t̄i = hi (xi, ui), and ui = t̄j
for i, j = 1, 2 and j 6= i. Which occurs if and only if xi ∈ Xi, t̄i = hi (xi, ui), and
ui = t̄j for i, j = 1, 2 and j 6= i. Which occurs if and only if ηi ∈ X̄i (t̄j) for i, j = 1, 2
and j 6= i.
Corollary 3.2.11. If η = (x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (t̄), then η ∈ X̄1 (t̄2)× X̄2 (t̄1).
This corollary could be stated using set notation as follows:
X̄ (t̄) ⊆ X̄1 (t̄2)× X̄2 (t̄1).
Proof. Let η ∈ X̄ (t̄). Then by Proposition 3.2.33, η ∈ X̄1 (t̄2)× X̄2 (t̄1).
We now define a relationship between the efficient sets of subproblems (3.2.51)
and the efficient set of system (3.2.48) with duplicated linking variables.
Proposition 3.2.34. Let η = (x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (t̄). If ηi = (xi, t̄i, ui) is
efficient in X̄i (t̄j) for f̄i for i, j = 1, 2 and j 6= i, then η is efficient in X̄ (t̄) for f̄ .
This proposition could be stated using efficient set notation as follows:
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{
η = (x1, t̄1, u1, x2, t̄2, u2) : ηi = (xi, t̄i, ui) ∈ E
(




for i, j = 1, 2 and j 6= i} ⊆ E
(
X̄ (t̄) , f̄, Rp=
)
.
Proof. Let ηi be efficient in X̄i (t̄j) for f̄i for i, j = 1, 2 and j 6= i and suppose η is
not efficient in X̄ (t̄) for f̄ . Then there exists η̂ = (x̂1, t̄1, û1, x̂2, t̄2, û2) ∈ X̄ (t̄) such
that f̄ (η̂) ≤ f̄ (η). By Corollary 3.2.11 there exists η̂i = (x̂i, t̄i, ûi) ∈ X̄i (t̄j) such
that f̄i (η̂i) 5 f̄i (ηi) for i, j = 1, 2 and j 6= i, and holds strictly for some k ∈ {1, 2}
(meaning f̄k (η̂k) ≤ f̄k (ηk)), which contradicts the assumption that ηk is efficient in
X̄k (t̄j) where j 6= k for f̄k.
Corollary 3.2.12. Let η = (x1, t1, u1, x2, t2, u2) ∈ X̄1 (t̄2) × X̄2 (t̄1). Then ηi =
(xi, ti, ui) is efficient in X̄i (t̄j) for f̄i for i, j = 1, 2 and j 6= i if and only if η is
efficient in X̄1 (t̄2)× X̄2 (t̄1) for f̄ .
This corollary could be stated using efficient set notation as follows:
E
(












X̄1 (t̄2)× X̄2 (t̄1) , f̄, Rp=
)
.
Proof. Immediate by Proposition 3.2.24.
3.2.12 Two Subproblems with Two Linking Variables and
One Local Variable
We now consider a special case of the previous system where there is only one
local variable and only one objective function between the subproblems.
3.2.12.1 An Objective Function with a Local Variable
In this case the second subproblem has no objective function and no local
variable, meaning the objective function from system (3.2.43) is just the objective
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function of the first subproblem of that system, f (x1, t1, x2, t2) = f1 (x1, t1, t2) for all
(x1, t1, t2) ∈ X.
Let f : Rn+` → Rp, f1 : Rn1+`1+`2 → Rp1 where n = n1, ` = `1 + `2, and p = p1.
Let h1 : R
n1+`2 → R`1 and h2 : R`1 → R`2 be the constraints that relate the linking
variables, ti for i = 1, 2. The linking constraints are of the form
t1 = h1 (x1, t2) and t2 = h2 (t1) . (3.2.53)
Let X1 ⊆ Rn1 . Then we define the feasible set by
X =
{
(x1, t1, t2) ∈ Rn1+` : x1 ∈ X1, t1 = h1 (x1, t2) , t2 = h2 (t1)
}
, (3.2.54)
and we define the feasible set, T , for the linking variables, ti for i = 1, 2, by
T =
(t1, t2) ∈ R` : there exists x1 ∈ X1such that (x1, t1, t2) ∈ X
 . (3.2.55)
The AAO problem formulation of the system is
min f (x1, t1, t2) = f1 (x1, t1, t2) (3.2.56)
subject to (x1, t1, t2) ∈ X.
Figure 3.28 presents the physical representation of the system as it would typically
be drawn and rewritten as a system with linking variables.
We again create copies, ui for i = 1, 2, of the linking variables for each sub-
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(a) Original system (b) Rewritten system
Figure 3.28: Physical representation of two subproblems with two linking variables and one
local variable
problem with the constraints
ui = tj for i, j = 1, 2 and j 6= i. (3.2.57)
Let f̄ : Rn+2` → Rp, f̄1 : Rn1+`1+`2 → Rp1 and
η = (η1, η2) with η1 = (x1, t1, u1) and η2 = (t2, u2) (3.2.58)
and f̄ (η) = f̄1 (η1) , (3.2.59)
where f̄1 (η1) = f̄1 (x1, t1, u1) = f1 (x1, t1, t2) for u1 = t2. (3.2.60)
The AAO formulation for the system with duplicated linking variables is
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min f̄ (η) = f̄1 (η1) (3.2.61)
subject to η ∈ X̄
where X̄ =
η = (x1, t1, u1, t2, u2) : (x1, t1, t2) ∈ Xand ui = tj for i, j = 1, 2 and j 6= i
 .
(3.2.62)
Figure 3.29 presents the physical representation of the system after the linking vari-
ables have been duplicated.
Figure 3.29: Physical representation of two subproblems with duplicated linking variables
and one local variable
Fix t̄ ∈ T and define the set X̄ (t̄) as
X̄ (t̄) =
{
(x1, t1, u1, t2, u2) ∈ X̄ : ti = t̄i for i = 1, 2
}
. (3.2.63)
We decompose system (3.2.61) into two subproblems, where subproblem 1 is given
by
115
min f̄1 (η1) (3.2.64)
subject to η1 = (x1, t1, u1) ∈ X̄1 (t̄2)
where X̄1 (t̄2) =
η1 = (x1, t1, u1) :
x1 ∈ X1,
t1 = h1 (x1, u1) ,
u1 = t̄2
 (3.2.65)
and subproblem 2 is given by
min 0 (3.2.66)
subject to η2 = (t2, u2) ∈ X̄2 (t̄1)
where X̄2 (t̄1) =
η2 = (t2, u2) :
there exists (t̄1, t2) ∈ T,
t2 = h2 (u2) ,
u2 = t̄1
 (3.2.67)
Figure 3.30 presents the physical representation of system (3.2.56) after the linking
variables have been duplicated and it has been decomposed.
We are now left with the task of computing E
(




. We note that
E
(
X̄2 (t̄1) , 0, R=
)
= X̄2 (t̄1) , (3.2.68)
and we are able to appropriate Propositions 3.2.31, 3.2.32, 3.2.33, and 3.2.34 and
Corollary 3.2.11 pertaining to system (3.2.43) for the current system.
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Figure 3.30: Physical representation of two subproblems with duplicated linking variables
and one local variable decomposed into two subproblems
3.2.12.2 An Intermediate Function with a Local Variable
In this case the first subproblem has no objective function and the second sub-
problem has no local variable, meaning the objective function from system (3.2.43) is
just the objective function of the second subproblem of that system, f (x1, t1, x2, t2) =
f2 (t2, t1) for all (x1, t1, t2) ∈ X.
Let f : Rn+` → Rp, f2 : R`1+`2 → Rp2 where n = n1, ` = `1 + `2, and p = p2.
Let h1 : R
n1+`2 → R`1 and h2 : R`1 → R`2 be the constraints that relate the linking
variables, ti for i = 1, 2. The linking constraints are given in (3.2.53) with the feasible
sets (3.2.54) and (3.2.55).
The AAO problem formulation of the system is
min f (x1, t1, t2) = f2 (t2, t1) subject to (x1, t1, t2) ∈ X.
Figure 3.31 presents the physical representation of the system as it would typically
be drawn and rewritten as a system with linking variables.
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(a) Original system (b) Rewritten system
Figure 3.31: Physical representation of two subproblems with two linking variables and one
local variable
We are now left with the task of computing E
(




. We note that
E
(
X̄1 (t̄2) , 0, R=
)
= X̄1 (t̄2) , (3.2.69)
and we are able to appropriate Propositions 3.2.31, 3.2.32, 3.2.33, and 3.2.34 and
Corollary 3.2.11 pertaining to system (3.2.43) for the current system.
3.2.13 Two Subproblems with a Global Variable, Two Link-
ing Variables, and Two Local Variables
We continue with the most complex foundational system in our study. It is
composed of two independent subproblems where each subproblem is a function of a
global variable, a local variable and a linking variable.
Let f : Rn+` → Rp, fi : Rn0+ni+`i+`j → Rpi for i, j = 1, 2 and j 6= i where
n = n0 + n1 + n2, ` = `1 + `2, and p = p1 + p2. Let hi : R
n0+ni+`j → R`i for i, j = 1, 2
and j 6= i be the constraints that relate the linking variables, ti for i = 1, 2. The
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linking constraints are of the form
ti = hi (x0, xi, tj) for i, j = 1, 2 and j 6= i. (3.2.70)
Let Xi ⊆ Rni for i = 0, 1, 2. Then we define the feasible set
X =
(x0, x1, t1, x2, t2) ∈ R
n+` :
(x0, x1, x2) ∈ X0 ×X1 ×X2
ti = hi (x0, xi, tj)
for i, j = 1, 2 and j 6= i
 , (3.2.71)
and we define the feasible set, T , for the linking variables, ti for i = 1, 2, by
T =
(t1, t2) ∈ R` : there exists (x0, x1, x2) ∈ X0 ×X1 ×X2such that (x0, x1, t1, x2, t2) ∈ X
 . (3.2.72)
The AAO problem formulation of the system is
min f (x0, x1, t1, x2, t2) = (f1 (x0, x1, t1, t2) , f2 (x0, x2, t2, t1)) (3.2.73)
subject to (x0, x1, t1, x2, t2) ∈ X.
Figure 3.32 presents the physical representation of the system.
3.2.13.1 A Fixed Global Variable and Duplicated Linking Variables
Our first approach is a combination of the approach used in the Section 3.2.11
and the one presented for Proposition 3.2.29. We first duplicate the linking vari-
ables and then fix the global variable. We then use the solutions to the resulting
subproblems to generate the solutions to the original problem.
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Figure 3.32: Physical representation of two subproblems with global, linking and local
variables
In an effort to solve this type of system, we first create copies, ui for i = 1, 2,
of the linking variables, ti for i = 1, 2, for each subproblem where
ui = tj for i, j = 1, 2 and j 6= i. (3.2.74)
Let f̄ : Rn+2` → Rp, f̄i : Rn0+ni+`i+`j → Rpi for i, j = 1, 2 and j 6= i,
η = (x0, x1, t1, u1, x2, t2, u2) and ηi = (x0, xi, ti, ui) for i = 1, 2 (3.2.75)
and f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
, (3.2.76)
where f̄i (ηi) = f̄i (x0, xi, ti, ui) = fi (x0, xi, ti, tj) for tj = ui, i, j = 1, 2, j 6= i.
(3.2.77)
The AAO formulation for the system with duplicated linking variables is
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min f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
(3.2.78)
subject to η ∈ X̄
where X̄ =
η = (x0, x1, t1, u1, x2, t2, u2) : (x0, x1, t1, x2, t2) ∈ X,ui = tj for i, j = 1, 2, j 6= i
 . (3.2.79)
Figure 3.33 presents the physical representation of system (3.2.73) after the linking
variables have been duplicated.
Figure 3.33: Physical representation of two subproblems with a global and local variables
and duplicated linking variables
Again we show that it is sufficient to solve problem (3.2.78) with duplicated
linking variables to achieve a solution to the original problem.
Proposition 3.2.35. Let (x0, x1, t1, x2, t2) ∈ X. Then (x0, x1, t1, x2, t2) is efficient
in X for f if and only if η = (x0, x1, t1, u1, x2, t2, u2) is efficient in X̄ for f̄ .













Proof. By definition, (x0, x1, t1, x2, t2) is efficient in X for f if and only if there does
not exist
(
x̂0, x̂1, t̂1, x̂2, t̂2
)
∈ X such that f
(
x̂0, x̂1, t̂1, x̂2, t̂2
)
≤ f (x0, x1, t1, x2, t2). By
the relationship between (3.2.73) and (3.2.78), there does not exist
(
x̂0, x̂1, t̂1, x̂2, t̂2
)
∈ X such that f
(
x̂0, x̂1, t̂1, x̂2, t̂2
)
≤ f (x0, x1, t1, x2, t2)
if and only if there does not exist
η̂ =
(
x̂0, x̂1, t̂1, û1, x̂2, t̂2, û2
)
∈ X̄ such that f̄ (η̂) ≤ f̄ (η) ,
and by definition this holds if and only if η is efficient in X̄ for f̄ .
Fix t̄ ∈ T and define the set X̄ (t̄) as
X̄ (t̄) =
{
(x0, x1, t1, u1, x2, t2, u2) ∈ X̄ : ti = t̄i for i = 1, 2
}
. (3.2.80)
Proposition 3.2.36. Let η = (x0, x1, t1, u1, x2, t2, u2) ∈ X̄. Then η is efficient in X̄





X̄ (t̄) , f̄, Rp=
)
for f̄ .




















X̄ (t̄) , f̄, Rp=
)

















X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η) .
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X̄ (t̄) , f̄, Rp=
)
. Then there does not exist t̄ ∈ T such that
η ∈ E
(
X̄ (t̄) , f̄, Rp=
)
. Since t = (t1, t2) ∈ T , η ∈ X̄ (t) and η /∈ E
(
X̄ (t) , f̄, Rp=
)
must hold. Then there exists η̂ = (x̂0, x̂1, t1, û1, x̂2, t2, û2) ∈ X̄ (t) ⊆ X̄ such
that f̄ (η̂) ≤ f̄ (η), which contradicts the assumption that η is efficient in X̄ for
f̄ .
(ii) Suppose there exists η̂ =
(







X̄ (t̄) , f̄, Rp=
)
such













⊆ X̄ and f̄ (η̂) ≤ f̄ (η), which contradicts the assumption that η is efficient
in X̄ for f̄ .





X̄ (t̄) , f̄, Rp=
)
for f̄ and suppose η is not efficient in
X̄ for f̄ . We again consider two cases, either there exists
η̂ =
(







X̄ (t̄) , f̄, Rp=
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X̄ (t̄) , f̄, Rp=
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X̄ (t̄) , f̄, Rp=
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X̄ (t̄) , f̄, Rp=
)
for f̄ .





X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η) which contradicts





X̄ (t̄) , f̄, Rp=
)
for f̄ and completes the
proof.
We have now duplicated the linking variables and will proceed by addressing
the global variable. We fix the value of the global variable x0 at x̄0 ∈ X0 and define
X̄ (x̄0, t̄) as
X̄ (x̄0, t̄) =
{
η = (x0, x1, t1, u1, x2, t2, u2) ∈ X̄ (t̄) : x0 = x̄0
}
. (3.2.81)
Note that the local variables of subproblems are not independent of each other.
We now take a similar approach to that used for Proposition 3.2.29, which results in
the following proposition.
Proposition 3.2.37. Let η = (x0, x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (t̄). Then η is efficient in










This proposition could be stated using efficient set notation as follows:
E
(














Proof. Immediate by Proposition 3.2.29.
We now decompose system (3.2.78) into two subproblems, where each sub-
problem is given by
124
min f̄i (ηi) (3.2.82)
subject to ηi = (x0, xi, ti, ui) ∈ X̄i (x̄0, t̄j) for j 6= i
where X̄i (x̄0, t̄j) =
ηi = (x0, xi, ti, ui) :
(x̄0, xi) ∈ X0 ×X1,
ti = hi (x̄0, xi, ui) ,
ui = t̄j, j 6= i
 for




Figure 3.34 presents the physical representation of the system after the linking vari-
ables have been duplicated, the global variable has been fixed, and the system has
been decomposed
Figure 3.34: Physical representation of two subproblems with local variables and a fixed
global variable and duplicated linking variables decomposed into two subproblems
We first state some relationships between different versions of the feasible sets.
Proposition 3.2.38. A point η = (x̄0, x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (x̄0, t̄) if and only if
the points ηi = (x̄0, xi, t̄i, ui) ∈ X̄i (x̄0, t̄j) for i, j = 1, 2 and j 6= i.
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This proposition could be stated using set notation as follows:
X̄ (x̄0, t̄) =
{
η = (x̄0, x1, t̄1, u1, x2, t̄2, u2) : ηi = (x̄0, xi, t̄i, ui) ∈ X̄i (x̄0, t̄j)
for i, j = 1, 2 and j 6= i}
Proof. A point η ∈ X̄ (x̄0, t̄) if and only if η ∈ X, x0 = x̄0, t̄i = hi (x̄0, xi, ui), and
ui = t̄j for i, j = 1, 2 and j 6= i. Which occurs if and only if (x̄0, xi) ∈ X0 × Xi,
t̄i = hi (x̄0, xi, ui), and ui = t̄j for i, j = 1, 2 and j 6= i. Which occurs if and only if
ηi ∈ X̄i (x̄0, t̄j) for i, j = 1, 2 and j 6= i.
We now derive a relationship between the efficient sets of the subproblems and
the efficient set of the system with duplicated linking variables.
Proposition 3.2.39. Let η = (x̄0, x1, t̄1, u1, x2, t̄2, u2) ∈ X̄ (x̄0, t̄). If
ηi = (x̄0, xi, t̄i, ui) is efficient in X̄i (x̄0, t̄j) for fi for i, j = 1, 2 and j 6= i,
then η is efficient in X̄ (x̄0, t̄) for f̄ .
This proposition could be stated using efficient set notation as follows:η = (x̄0, x1, t̄1, u1, x2, t̄2, u2) : ηi = (x̄0, xi, t̄i, ui) ∈ E
(













Proof. Let ηi be efficient in X̄i (x̄0, t̄j) for fi for i, j = 1, 2 and j 6= i and suppose
η is not efficient in X̄ (x̄0, t̄) for f̄ . Then there exists η̂ = (x̄0, x̂1, t̄1, û1, x̂2, t̄2, û2) ∈
X̄ (x̄0, t̄) such that f (η̂) ≤ f (η). By Proposition 3.2.38 there exists
η̂i = (x̄0, x̂i, t̄i, ûi) ∈ X̄i (x̄0, t̄j) for i, j = 1, 2 and j 6= i such that fi (η̂i) 5 fi (ηi)
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which holds strictly for some k ∈ {1, 2} (meaning fk (η̂k) ≤ fk (ηk)), which contradicts
the assumption that ηk is efficient in X̄k (x̄0, t̄j) for fk for j 6= k.
3.2.13.2 A Duplicated Global Variable and Linking Variables
System (3.2.73) could also be addressed by duplicating global variables in a
manner similar to that used in Section 3.2.10 for systems with N subproblems and
global and local variables. This approach is a combination of the approached used
in Section 3.2.11 for just linking and local variables and the approach in Section
3.2.10.2 for global and local variables. We first duplicate the linking variables and
then continue by duplicating the global variable for each subproblem. We then use
the solutions to the resulting subproblems to generate the solutions to the original
problem.
The initial AAO formulation will remain the same as presented in (3.2.73) and
Figure 3.32. We now create duplicates of the global variable, denoted zi for i = 1, 2,
for each subproblem, and add constraints of the form
x0 − zi = 0 for i = 1, 2. (3.2.84)
Let f̄ : Rn+n0+` −→ Rp be defined as
f̄ (x1, t1, x2, t2, z1, z2) = f (x0, x1, t1, x2, t2) (3.2.85)
with zi = x0, i = 1, 2, and (x0, x1, t1, x2, t2) ∈ X,
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and let f̄i : R
ni+`i+`j+n0 −→ Rpi for i, j = 1, 2 and j 6= i be defined as
f̄i (xi, ti, tj, zi) = fi (x0, xi, ti, tj) for i, j = 1, 2 and j 6= i (3.2.86)
with zi = x0 for i = 1, 2 and (x0, x1, t1, x2, t2) ∈ X.
Let h̄i : R
ni+`j+n0 → R`i be defined as
h̄i (xi, tj, zi) = hi (x0, xi, tj) for i, j = 1, 2 and j 6= i (3.2.87)
with zi = x0 for i = 1, 2 and x0 ∈ X0, xi ∈ Xi, tj = hj (x0, xj, ti)
for i, j = 1, 2 and j 6= i.
The AAO problem formulation with the duplicated global variable is
min f̄ (x1, t1, x2, t2, z1, z2) =
(
f̄1 (x1, t1, t2, z1) , f̄2 (x2, t2, t1, z2)
)
(3.2.88)
subject to (x0, x1, t1, x2, t2) ∈ X and z1, z2 ∈ X0,
ti = h̄i (xi, tj, zi) and x0 − zi = 0 for i, j = 1, 2 and j 6= i.
Figure 3.35 presents the physical representation of the system.
We now create copies for each subproblem, ui for i = 1, 2, of the linking
variables, ti for i = 1, 2, where
ui = tj for i, j = 1, 2 and j 6= i. (3.2.89)
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Figure 3.35: Physical representation of two subproblems with linking and local variables
and a duplicated global variable
Let f̄ : Rn+`+n0 → Rp, f̄i : Rni+`i+`j+n0 → Rpi for i, j = 1, 2 and j 6= i,
η = (x0, η1, η2) where ηi = (xi, ti, ui, zi) for i = 1, 2 (3.2.90)
and f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
(3.2.91)
where f̄i (ηi) = f̄i (xi, ti, tj, zi) for i, j = 1, 2 and j 6= i (3.2.92)
The AAO formulation for the system with duplicated global and linking variables is
min f̄ (η) =
(
f̄1 (η1) , f̄2 (η2)
)
(3.2.93)





η = (x0, x1, t1, u1, z1, x2, t2, u2, z2) :
(x0, x1, t1, x2, t2) ∈ X,
x0 − zi = 0,
ui = tj for j 6= i
for i, j = 1, 2

. (3.2.94)
Figure 3.36 presents the physical representation of system (3.2.88) after the global
and linking variables have been duplicated.
Figure 3.36: Physical representation of two subproblems with local variables and duplicated
global and linking variables
Fix t̄ ∈ T and define the set X̄ (t̄) as
X̄ (t̄) =
{
η = (x0, x1, t1, u1, z1, x2, t2, u2, z2) ∈ X̄ : ti = t̄i, for i = 1, 2
}
. (3.2.95)
Proposition 3.2.40. Let η = (x0, x1, t1, u1, z1, x2, t2, u2, z2) ∈ X̄. Then η is efficient





X̄ (t̄) , f̄, Rp=
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for f̄ .





















X̄ (t̄) , f̄, Rp=
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X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η) .





X̄ (t̄) , f̄, Rp=
)
. Then there does not exist
t̄ ∈ T such that η ∈ E
(
X̄ (t̄) , f̄, Rp=
)
.
Since t = (t1, t2) ∈ T , η ∈ X̄ (t) and η /∈ E
(
X̄ (t) , f̄, Rp=
)
must hold. Then there
exists η̂ = (x̂0, x̂1, t1, û1, ẑ1, x̂2, t2, û2, ẑ2) ∈ X̄ (t) ⊆ X̄ such that f̄ (η̂) ≤ f̄ (η),
which contradicts the assumption that η is efficient in X̄ for f̄ .
(ii) Suppose there exists η̂ =
(







X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η). Then there exists












⊆ X̄ and f̄ (η̂) ≤ f̄ (η),
which contradicts the assumption that η is efficient in X̄ for f̄ .





X̄ (t̄) , f̄, Rp=
)
for f̄ and suppose η is not efficient in
X̄ for f̄ . We again consider two cases, either there exists
η̂ =
(







X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η)





X̄ (t̄) , f̄, Rp=
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such that f̄ (η̂) ≤ f̄ (η).
(i) There exists η̂ =
(
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for f̄ .





X̄ (t̄) , f̄, Rp=
)
such that f̄ (η̂) ≤ f̄ (η), which contradicts





X̄ (t̄) , f̄, Rp=
)
for f̄ and completes the
proof.
To continue our investigation from this perspective, we define feasible sets for
our subproblems and decompose the system. Define X̄i (t̄j) as
X̄i (t̄j) =
(xi, ti, ui, zi) :
(xi, zi) ∈ Xi ×X0,
ti = h̄i (xi, ui, zi) ,
ui = t̄j, j 6= i
 for i, j = 1, 2 and i 6= j (3.2.96)
For i, j = 1, 2 subproblem i is
min f̄i (ηi) (3.2.97)
subject to ηi = (xi, ti, ui, zi) ∈ X̄i (t̄j) for j 6= i.
Figure 3.37 presents the physical representation of the system after the global and
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linking variables have been duplicated and the system has been decomposed
Figure 3.37: Physical representation of the system with local variables and duplicated global
and linking variables which is decomposed into two subproblems
We first discover some relationships between the feasible sets.
Proposition 3.2.41. A point η = (x0, x1, t̄1, u1, z1, x2, t̄2, u2, z2) ∈ X̄ (t̄) if and only
if the points ηi = (xi, t̄i, ui, zi) ∈ X̄i (t̄j) where zi = x0 for i, j = 1, 2 and j 6= i.
This proposition could be stated using set notation as follows:
X̄ (t̄) =
η = (x0, x1, t̄1, u1, z1, x2, t̄2, u2, z2) :
ηi = (xi, t̄i, ui, zi) ∈ X̄i (t̄j) ,
zi = x0
for i, j = 1, 2 and j 6= i
 .
Proof. A point η ∈ X̄ (t̄) if and only if (x0, x1, t̄1, x2, t̄2) ∈ X, t̄i = h̄i (xi, ui, zi), zi = x0
and ui = t̄j for i, j = 1, 2 and j 6= i. Which occurs if and only if (x0, xi) ∈ X0 ×Xi,
t̄i = h̄i (xi, ui, zi), and ui = t̄j for i, j = 1, 2 and j 6= i. Which occurs if and only if
ηi ∈ X̄i (t̄j) with zi = x0 for i, j = 1, 2 and j 6= i.
We now derive a relationship between the efficient sets of the subproblems and
the efficient set of the system with duplicated global and linking variables.
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Proposition 3.2.42. Let η = (x0, x1, t̄1, u1, z1, x2, t̄2, u2, z2) ∈ X̄ (t̄). If
ηi = (xi, t̄i, ui, zi) where zi = x0 is efficient in X̄i (t̄j) for f̄i, i, j = 1, 2, and j 6= i,
then η is efficient in X̄ (t̄) for f̄ .
This proposition could be stated using efficient set notation as follows:η = (x0, x1, t̄1, u1, z1, x2, t̄2, u2, z2) : (xi, t̄i, ui, zi) ∈ E
(









X̄ (t̄) , f̄, Rp=
)
.
Proof. Let ηi with zi = x0 be efficient in X̄i (t̄j) for f̄i for i, j = 1, 2 and j 6= i and
suppose η is not efficient in X̄ (t̄) for f̄ . Then there exists
η̂ = (x̂0, x̂1, t̄1, û1, ẑ1, x̂2, t̄2, û2, ẑ2) ∈ X̄ (t̄) with ẑi = x̂0 for i = 1, 2
such that f̄ (η̂) ≤ f̄ (η). By Proposition 3.2.41, there exists
η̂i = (x̂i, t̄i, ûi, ẑi) ∈ X̄i (t̄j) with ẑi = x̂0
such that f̄i (η̂i) 5 f̄i (ηi) for i, j = 1, 2 and j 6= i, which holds strictly for some
k ∈ {1, 2} (meaning f̄k (η̂k) ≤ f̄k (ηk) with ẑk = x̂0 and zk = x0), which contradicts
the assumption that ηk with zk = x0 is efficient in X̄k (t̄j) for f̄k for j 6= k.
Table 3.1 summarizes of the notation used for the most complicated and in-





































































































































































































































































































































We use the previous relationships to find the efficient sets of other complex
systems, referred to as composite systems. These systems can be thought of as com-
positions of two or more of the foundational systems.
3.3.1 Two Subproblems with Two Variables and Two Inter-
mediate Functions
We recall the two systems described in Sections 3.2.2 and 3.2.6 and assemble
a system with two variables and two intermediate functions. Let r1 : R
n2 → Rq1 and
r2 : R
n1+q1 → Rq2 where r1 (x2) = λx2 for λ > 0 and r2 (x1, r1 (x2)) = x1 + r1 (x2). Let
f : Rq2 → Rp where f (r2 (x1, r1 (x2))) be additive and positively homogeneous. Let
Xi ⊆ Rn1 for i = 1, 2 and X = X1 ×X2 ⊆ Rn where n = n1 + n2, n1 = n2 = n2 , and
qi = q2 =
n
2
, and we have the following AAO problem
min f (x) = f (r2 (x1, r1 (x2))) = f (x1 + λx2) subject to x ∈ X = X1×X2. (3.3.98)
Figure 3.38 present the system with three subproblems and two intermediate func-
tions.
Figure 3.38: Physical representation of three subproblems with two intermediate functions
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A subproblem for this system is
min f (xi) subject to xi ∈ Xi. (3.3.99)
With the following corollary, we wish to reduce the number of feasible solutions that
may be efficient for the original problem.
Corollary 3.3.13. Let f : Rq2=
n
2 → Rp be additive and positively homogeneous,
r1 (x2) = λx2, for λ > 0, r2 (x1, r1 (x2)) = x1 +λx2, and x ∈ X. Then x is efficient in













This corollary could be stated using efficient set notation as follows:
Let f : Rq2=
n
2 → Rp be additive and positively homogeneous, r1 (x2) = λx2, for λ > 0,
r2 (x1, r1 (x2)) = x1 + λx2, then E
(






















Proof. Let f : Rq2=
n
2 → Rp be additive and positively homogeneous, r1 (x2) = λx2,
for λ > 0, r2 (x1, r1 (x2)) = x1 + r1 (x2). By Proposition 3.2.6, x is efficient in X for
f (x1 + λx2) if and only if x1 + λx2 is efficient in X1 + λX2 for f . By Proposition













for f . By Corollary 3.2.4, λx2 is efficient in λX2 for f
if and only if x2 is efficient in X2 for f . Therefore x is efficient in X for f (x1 + λx2)














3.3.2 Two Subproblems with Two Variables and An Inter-
mediate Function
We continue by building on the system described in Section 3.2.1 and produce
a system with two variables and one intermediate function.
Let r : Rn2 → Rq and f : Rn1+q → Rp. Let Xi ⊆ Rni for i = 1, 2 and X =
X1 ×X2 ⊆ Rn, and we have the following AAO formulation
min f (x1, r (x2)) subject to x ∈ X = X1 ×X2. (3.3.100)
Figure 3.39 present the system with two subproblems, two local variables, and one
intermediate function.
Figure 3.39: Physical representation of two subproblems with two local variables and one
intermediate function
3.3.2.1 An Increasing Objective Function
The following development parallels that presented in Section 3.2.1.1. Fix
x̄1 ∈ X1 and let
X (x̄1) = {(x1, x2) : x1 = x̄1 and x2 ∈ X2} . (3.3.101)
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Due to the independence of the variables, we can write
X (x̄1) = {x̄1} ×X2. (3.3.102)
A subproblem for this system is
min r (x2) subject to x2 ∈ X2. (3.3.103)
In the following corollary, we use the efficient set of subproblem and reduce the number
of feasible solutions that may be efficient.
Corollary 3.3.14. Let f be strongly increasing, f−1 exist and be strongly increasing,
and x ∈ X. Then (x̄1, x2) is efficient in X (x̄1) for f (x̄1, r (x2)) if and only if x2 is
efficient in X2 for r.
This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing and f−1 exist and be strongly increasing, then
E
(











Proof. Let f be strongly increasing and f−1 exist and be strongly increasing. By
(3.3.102), (x̄1, x2) is efficient in X (x̄1) for f (x̄1, r (x2)) if and only if x2 is efficient in
X2 for f (x̄1, r (x2)) which is solely a function of r (x2). Then by Corollary 3.2.1, x2
is efficient in X2 for f (x̄1, r (x2)) if and only if x2 is efficient in X2 for r (x2).
We now relate the efficient solutions of the subproblem to the efficient solutions
of the AAO problem.
Corollary 3.3.15. Let f be strongly increasing, f−1 exist and be strongly increasing,








for f (x1, r (x2)).
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This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing and f−1 exist and be strongly increasing, then
E
(


















Proof. Let f be strongly increasing and f−1 exist and be strongly increasing. By
Proposition 3.2.3, x is efficient in X for f (x1, r (x2)) if and only if









for f (x1, r (x2)) .
By Corollary 3.3.14, x is efficient in X (x̄1) for f (x1, r (x2)) if and only if x1 = x̄1 and



















for f (x1, r (x2)).
3.3.2.2 A Separable Objective Function
The following derivation is analogous to the development of Section 3.2.1.3. If
we let f be separable then we have the following AAO problem
min f (x1, r (x2)) = f1 (x1) + f2 (r (x2)) subject to x ∈ X = X1 ×X2. (3.3.104)
A pair of subproblems for this system is
min f1 (x1) subject to x1 ∈ X1, (3.3.105)
and
min f2 (r (x2)) subject to x2 ∈ X2. (3.3.106)
140
With the following corollary, we wish to restrict the feasible set we consider without
eliminating any efficient solutions for the AAO problem.
Corollary 3.3.16. Let f be separable and x ∈ X. Then x is efficient in X for








X2, f2 ◦ r, Rp=
)
for
f (x1, r (x2)).
This corollary could be stated using efficient set notation as follows:
Let f be separable, then
E
(














X2, f2 ◦ r, Rp=
)





Proof. Immediate from Proposition 3.2.5.
Additionally, let f2 be strongly increasing, and we have another subproblem
for this system and the following corollary.
min r (x2) subject to x2 ∈ X2 (3.3.107)
With the following corollary, we again wish to restrict the feasible set under consid-
eration.
Corollary 3.3.17. Let f be separable, f2 be strongly increasing, and x ∈ X. Then x















, f2 ◦ r, Rp=
)
for f (x1, r (x2)) .
This corollary could be stated using efficient set notation as follows:
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Let f be separable, f2 be strongly increasing, then E
(





















, f2 ◦ r, Rp=
)





Proof. Let f be separable and f2 be strongly increasing. By Corollary 3.3.16, x is








X2, f2 ◦ r, Rp=
)
for








X2, f2 ◦ r, Rp=
)





















for f (x1, r (x2)) .




































, f2 ◦ r, Rp=
)
for f (x1, r (x2)) .
Furthermore, let f−12 exist and be strongly increasing, and we can again reduce
the size of the feasible set with the following.
Corollary 3.3.18. Let f be separable, f2 be strongly increasing, f
−1
2 exist and be
strongly increasing, and x ∈ X. Then x is efficient in X for f (x1, r (x2)) if and only












for f (x1, r (x2)).
This corollary could be stated using efficient set notation as follows:
Let f be separable, f2 be strongly increasing, f
−1




























Proof. Let f be separable, f2 be strongly increasing, and f
−1
2 exist and be strongly















, f2 ◦ r, Rp=
)
for f (x1, r (x2)). By Corol-






for f2 ◦r if and only if x2 is efficient in X2 for














, f2 ◦ r, Rp=
)
for f (x1, r (x2))












for f (x1, r (x2)).
3.3.3 Two Subproblems with Two Variables and An Inter-
mediate Function that Serves as an Objective
We reconsider the system described in Section 3.2.7. Let f : Rn → Rp where
n = n1 + n2, p = p1 + p2, and f (x) = (f1 (x1, f2 (x2)) , f2 (x2)), where f1 : R
n1+p2 −→
Rp1 and f2 : R
n2 −→ Rp2 with the AAO problem formulation
min f (x) = (f1 (x1, f2 (x2)) , f2 (x2)) subject to x ∈ X = X1 ×X2. (3.3.108)
Figure 3.40 present the system with two subproblems, two local variables, and one
intermediate function.
The following development corresponds to the derivation of Section 3.2.1.1. Fix x̄1 ∈
X1 and define X (x̄1) as
X (x̄1) = {(x1, x2) : x1 = x̄1 and x2 ∈ X2} . (3.3.109)
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Figure 3.40: Physical representation of two subproblems, two variables, one intermediate
function which also serves as an optimization criterion
Due to the independence of the variables, we can write
X (x̄1) = {x̄1} ×X2. (3.3.110)
A subproblem for this system is
min f2 (x2) subject to x2 ∈ X2. (3.3.111)
The following corollary allows us to simplify the function with which we are measuring
efficiency.
Corollary 3.3.19. Let f1 be strongly increasing and x ∈ X. Then (x̄1, x2) is efficient
in X (x̄1) for f if and only if x2 is efficient in X2 for f2.
This corollary could be stated using efficient set notation as follows:
Let f1 be strongly increasing, then E
(











Proof. Let f1 be strongly increasing. By (3.3.110), (x̄1, x2) is efficient in X (x̄1) for f
if and only if x2 is efficient in X2 for (f1 (x̄1, f2 (x2)) , f2 (x2)), and observe that f1 is
solely a function of f2 (x2). Then by Proposition 3.2.16, x2 is efficient in X2 for f if
and only if x2 is efficient in X2 for f2 (x2).
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We now relate the efficient set of the AAO problem to the efficient set of the sub-
problem in light of the previous relationship.
Corollary 3.3.20. Let f1 be strongly increasing, and x ∈ X. Then x is efficient in










This corollary could be stated using efficient set notation as follows:

















Proof. Let f be strongly increasing. By Proposition 3.2.3, x is efficient in X for f






























3.3.4 N + 1 Subproblems with N Local Variables and N In-
termediate Functions
We recall the three systems described in Sections 3.2.1, 3.2.2, and 3.2.8 and
produce a system with N variables and N intermediate functions. We investigate
the case where f : Rq → Rp is separable. Let ri : Rni → Rqi for i = 1, . . . , N ,
and r : Rn → Rq where n = n1 + . . . , nN where r (x) = (r1 (x1) , . . . , rN (xN)) with
q = q1 + . . . + qN . Let f : R
q → Rp be separable with fi : Rqi → Rp for i = 1, . . . , N .
Let Xi ⊆ Rni for i = 1, . . . , N and X = X1× . . .×XN ⊆ Rn where n = n1 + . . .+ nN .
We have the AAO formulation
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min f (r (x)) = f (r1 (x1) , . . . , rN (xN)) = f1 (r1 (x1)) + . . .+ fN (rN (xN))(3.3.112)
subject to x ∈ X = X1 × . . .×XN .
Figure 3.41 present the system with N + 1 subproblems where the objective is a
function of N intermediate functions.
Figure 3.41: Physical representation of N + 1 subproblems with a separable objective func-
tion
We select a single local variable, xj, to be the first local variable and designate
(x1, . . . , xj−1, xj+1, . . . , xN) as the second local variable. Fix x̄j ∈ Xj and redefine the
set X (x̄j) as
X (x̄j) = {(x1, . . . , xN) : xj = x̄j and xi ∈ Xi for i = 1, . . . , N} (3.3.113)
= X1 × . . .×Xj−1 × {x̄j} ×Xj+1 × . . .×XN .
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A subproblem for this case is
min f (r (x)) (3.3.114)
= min f (r1 (x1) , . . . , rN (xN)) = f1 (r1 (x1)) + . . .+ fN (rN (xN))
subject to x ∈ X (x̄j) .
We now relate the efficient set of the AAO problem to the efficient set of the
subproblem 3.3.114.
Corollary 3.3.21. Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), j ∈ {1, . . . , N},
and x ∈ X. Then x is efficient in X for f ◦ r if and only if







X (x̄j) , f ◦ r, Rp=
)
for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), and j ∈ {1, . . . , N}, then
E
(









X (x̄j) , f ◦ r, Rp=
)
, f ◦ r, Rp=
.
Proof. Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), and j ∈ {1, . . . , N}. By
Proposition 3.2.4, x is efficient in X for f ◦ r if and only if







X (x̄j) , f ◦ r, Rp=
)
for f ◦ r.
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Additionally, let f be strongly increasing, and observe that
f (r1 (x1) , . . . , rN (xN)) = r1 (x1) + . . .+ rN (xN)
is strongly increasing. With the following corollary, we consider the efficient set of the
subproblems in terms of the efficient set with regards to the intermediate function, r.
Corollary 3.3.22. Let f be separable and strongly increasing,
r (x) = (r1 (x1) , . . . , rN (xN)) , j ∈ {1, . . . , N} , and x ∈ X.













, f ◦ r, Rp=
)
for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be separable and strongly increasing, r (x) = (r1 (x1) , . . . , rN (xN)),
j ∈ {1, . . . , N}, then
E
(















, f ◦ r, Rp=
)
, f ◦ r, Rp=
.
Proof. Let f be separable and strongly increasing, r (x) = (r1 (x1) , . . . , rN (xN))
T ,
and j ∈ {1, . . . , N}. By Corollary 3.3.21, x is efficient in X for f ◦ r if and only if







X (x̄j) , f ◦ r, Rp=
)
for f ◦ r. By Corollary 3.2.2,
x is efficient in X (x̄j) for f ◦ r if and only if x is efficient in E
(


















, f ◦ r, Rp=
)
for f ◦ r.
We state the simplest subproblems for this case and again present a corollary
that diminishes the size of the feasible set under consideration by incorporating the
efficient sets of the following subproblems.
For i = 1, . . . , N and i 6= j, subproblem i for this case is
min ri (xi) subject to xi ∈ Xi.
Subproblem j for this case is
min rj (xj) subject to xj ∈ {x̄j} .
Corollary 3.3.23. Let f be separable and strongly increasing,
r (x) = (r1 (x1) , . . . , rN (xN)) , j ∈ {1, . . . , N} , and x ∈ X.


























× . . .× E
(




, f ◦ r, Rp=
)
for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be separable and strongly increasing, r (x) = (r1 (x1) , . . . , rN (xN)),
j ∈ {1, . . . , N}, then E
(





























× . . .× E
(




, f ◦ r, Rp=
)
, f ◦ r, Rp=
)
.
Proof. Let f be separable and strongly increasing. By Corollary 3.3.22, x is efficient in













, f ◦ r, Rp=
)
for f ◦r. Since X (x̄j) = X1× . . .×Xj−1×{x̄j}×Xj+1× . . .×XN and by Proposition
3.2.24, x is efficient in X (x̄j) for r if and only if xi is efficient in Xi for ri for
i = 1, . . . , j − 1, j + 1, . . . , N and xj = x̄j is efficient in {x̄j} for rj. Note that
E
(































× . . .× E
(




, f ◦ r, Rp=
)
for f ◦ r.
We now change the approach with which we consider this problem. Since
f is strongly increasing, we consider a relationship that emphasizes points that are
efficient for the intermediate function.
Corollary 3.3.24. Let f be strongly increasing,
r (x) = (r1 (x1) , . . . , rN (xN)) , and x ∈ X.
Then x is efficient in X for f ◦ r if and only if






× . . .× E
(




for f ◦ r.
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This corollary could be stated using efficient set notation as follows:
Let f be strongly increasing, and r (x) = (r1 (x1) , . . . , rN (xN)), then
E
(










× . . .× E
(




, f ◦ r, Rp=
)
.
Proof. Let f be strongly increasing, and r (x) = (r1 (x1) , . . . , rN (xN)). By Corollary




for f ◦ r.
By Proposition 3.2.24, x is efficient in X for r if and only if xi is efficient in Xi for ri







× . . .× E
(




for f ◦ r.
An alternative approach to incorporating the efficient sets of the subproblems
employing the cross product approach of Section 3.2.1.3 yields the following corollary.
Corollary 3.3.25. Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), and x ∈ X.
Then x is efficient in X for f ◦ r if and only if
x is efficient in E
(
X1, f1 ◦ r1, Rp=
)
× . . .× E
(
XN , fN ◦ rN , Rp=
)
for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be separable and r (x) = (r1 (x1) , . . . , rN (xN)), then
E
(






X1, f1 ◦ r1, Rp=
)
× . . .× E
(
XN , fN ◦ rN , Rp=
)
, f ◦ r, Rp=
)
.
Proof. Let f be separable and r (x) = (r1 (x1) , . . . , rN (xN)). By Proposition 3.2.5, x
is efficient in X for f ◦ r if and only if x is efficient in
E
(




X2 × . . .×XN , (f2 ◦ r2 + . . .+ fN ◦ rN) , Rp=
)
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for f ◦ r. By applying Proposition 3.2.5 N − 2 additional times, x is efficient in X for
f ◦ r if and only if x is efficient in E
(
X1, f1 ◦ r1, Rp=
)
× . . .× E
(




We can apply Corollary 3.2.2 by assuming that f is strongly increasing to
achieve the following corollary.
Corollary 3.3.26. Let f be separable and strongly increasing,
r (x) = (r1 (x1) , . . . , rN (xN)) , and x ∈ X.
Then x is efficient in X for f ◦ r if and only if




X1, f1 ◦ r1, Rp=
)
× . . .× E
(




for f ◦ r.
This corollary could be stated using efficient set notation as follows:
Let f be separable and strongly increasing and let r (x) = (r1 (x1) , . . . , rN (xN)),
then E
(









X1, f1 ◦ r1, Rp=
)
× . . .× E
(




, f ◦ r, Rp=
)
.
Proof. Let f be separable and strongly increasing and let
r (x) = (r1 (x1) , . . . , rN (xN)) .
By Corollary 3.3.25, x is efficient in X for f ◦ r if and only if
x is efficient in E
(
X1, f1 ◦ r1, Rp=
)
× . . .× E
(
XN , fN ◦ rN , Rp=
)
for f ◦ r.
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By Corollary 3.2.2,
x is efficient in E
(
X1, f1 ◦ r1, Rp=
)
× . . .× E
(
XN , fN ◦ rN , Rp=
)
for f ◦ r
if and only if




X1, f1 ◦ r1, Rp=
)
× . . .× E
(




for f ◦ r.
Since f is a vector-valued function, we can consider f as a vector or we can
consider the individual vector components of f . We apply Definition 3.2.25 to the
component fi.
Definition 3.3.33. A function fi : R
qi → Rpi is said to be strongly increasing if for
all s1i, s2i ∈ Rqi such that s1i ≤ s2i then fi (s1i) ≤ fi (s2i).
We observe that if fi is strongly increasing for i = 1, . . . , N then f is strongly increas-
ing, but the reverse is not true.
Additionally, let fi be strongly increasing for i = 1, . . . , N , then we can further
refine the previous relationship by reducing the feasible sets that need to be considered







Corollary 3.3.27. Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), fi be strongly
increasing for i = 1, . . . , N , and x ∈ X. Then x is efficient in X for f ◦ r if and only









, f1 ◦ r1, Rp=
)








, fN ◦ rN , Rp=
)
for f ◦ r.
This corollary could be stated using efficient set notation as follows:
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Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), fi be strongly increasing for
i = 1, . . . , N , then E
(












, f1 ◦ r1, Rp=
)









, fN ◦ rN , Rp=
)
, f ◦ r, Rp=
)
.
Proof. Let f be separable, r (x) = (r1 (x1) , . . . , rN (xN)), and fi be strongly increasing
for i = 1, . . . , N . By Corollary 3.3.25, x is efficient in X for f ◦r if and only if x is effi-
cient in E
(




XN , fN ◦ rN , Rp=
)
for f ◦r. By Corollary 3.2.2, for






for fi ◦ ri. Therefore x ∈ E
(
X1, f1 ◦ r1, Rp=
)
× . . .×E
(
XN , fN ◦ rN , Rp=
)









, f1 ◦ r1, Rp=
)








, fN ◦ rN , Rp=
)
. Finally,
x is efficient in E
(
X1, f1 ◦ r1, Rp=
)
× . . .×E
(
XN , fN ◦ rN , Rp=
)
for f ◦r if and only if x








, f1 ◦ r1, Rp=
)








, fN ◦ rN , Rp=
)
for f ◦ r.
3.3.5 N + 1 Subproblems with N Local Variables and N In-
termediate Functions that Serve as Objectives
We use the two systems described in Sections 3.2.4 and 3.2.8 and produce a
system with N variables and N intermediate functions. If we replace the intermediate
function in the system of Section 3.2.4 with a structure described in Section 3.2.8, we
have the following system (also discussed in [26]).
Let f : Rn → Rp, fi : Rni → Rpi for i = 0, 1, . . . , N , where n = n0 +n1 +. . .+nN ,
p = p0 + p1 + . . . + pN , and n0 = p1 + . . . + pN . Let Xi ⊆ Rni for i = 1, . . . , N and
X = X1 × . . .×XN ⊆ Rn, and we have the following AAO problem
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min f (x) = (f0 (f1 (x1) , . . . , fN (xN)) , f1 (x1) , . . . , fN (xN)) (3.3.115)
subject to x ∈ X = X1 × . . .×XN .
Figure 3.42 present the system with N+1 subproblems, with N intermediate functions
that also serve as objectives.
Figure 3.42: Physical representation of N + 1 subproblems with N intermediate functions
which also serve as objective criteria
The subproblems for this system are of the following form for i = 1, . . . , N .
min fi (xi) subject to xi ∈ Xi (3.3.116)
With the following corollary, we can find efficient solutions to the AAO problem using
only efficient solutions to the subproblems.
Corollary 3.3.28. Let f0 be strongly increasing and x ∈ X. Then x is efficient in
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X for f if and only if xi is efficient in Xi for fi for i = 1, . . . , N .
This corollary could be stated using efficient set notation as follows:











× . . .× E
(





Proof. Let f0 be strongly increasing and xi be efficient in Xi for fi for i = 1, . . . , N . By
Proposition 3.2.24, xi is efficient in Xi for fi for i = 1, . . . , N if and only if x is efficient
in X for (f1, . . . , fN). By Proposition 3.2.16, x is efficient in X for (f1, . . . , fN) if and
only if x is efficient in X for f . Therefore xi is efficient in Xi for fi for i = 1, . . . , N
if and only if x is efficient in X for f .
Alternatively, we have the subproblem
min (f1 (x1) , . . . , fN (xN)) subject to x ∈ X. (3.3.117)
The following corollary allows us to simplify the function with which we are measuring
efficiency.
Corollary 3.3.29. Let f0 be strongly increasing and x ∈ X. If (f1 (x1) , . . . , fN (xN))
is efficient in f1 (X1)× . . .× fN (XN) for f0 then x is efficient in X for (f1, . . . , fN).
This corollary could be stated using efficient set notation as follows:
Let f0 be strongly increasing, then{
x : (f1 (x1) , . . . , fN (xN)) ∈ E
(










Proof. Let f0 be strongly increasing and (f1 (x1) , . . . , fN (xN)) be efficient in
f1 (X1)× . . .×fN (XN) for f0. By Proposition 3.2.6, (f1 (x1) , . . . , fN (xN)) is efficient
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in f1 (X1) × . . . × fN (XN) for f0 if and only if x is efficient in X for f0 (f1, . . . , fN).
By Proposition 3.2.7, if x is efficient in X for f0 (f1, . . . , fN), then x is efficient in X
for (f1, . . . , fN).
We now examine a simplified function under which we consider efficiency and
a smaller feasible set that is determined by the efficient solutions of the subproblems.
Corollary 3.3.30. Let f0 be strongly increasing and x ∈ X. If x is efficient in X
for f0 (f1, . . . , fN) then xi is efficient in Xi for fi for i = 1, . . . , N .
This corollary could be stated using efficient set notation as follows:
Let f0 be strongly increasing, then
E
(










× . . .× E
(





Proof. Let f0 be strongly increasing. By Proposition 3.2.7, if x is efficient in X for
f0 (f1, . . . , fN), then x is efficient in X for (f1, . . . , fN). By Proposition 3.2.24, x
is efficient in X for (f1, . . . , fN) if and only if xi is efficient in Xi for fi for i =
1, . . . , N .
We can strengthen the above corollary as follows.
Corollary 3.3.31. Let f0 be strongly increasing and x ∈ X. Then x is efficient in X












for f0 (f1, . . . , fN).
This corollary could be stated using efficient set notation as follows:
Let f0 be strongly increasing, then E
(













× . . .× E
(










Proof. Let f0 be strongly increasing. Since f0 is strongly increasing, by Corollary
3.2.2, x is efficient in X for f0 (f1, . . . , fN) if and only if x is efficient in
E
(




for f0 (f1, . . . , fN). By Proposition 3.2.24 x is efficient in X
for (f1, . . . , fN) if and only if xi is efficient in Xi for fi for i = 1, . . . , N . Therefore x






× . . .×
E
(




for f0 (f1, . . . , fN).







× . . .×E
(




for f0 (f1, . . . , fN) if and only if x is efficient
in X for (f1, . . . , fN).
This corollary could be stated using efficient set notation as follows:









× . . .× E
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× . . .× E
(




for f0 (f1, . . . , fN) if and only if x is efficient
in X for f0 (f1, . . . , fN). Since f0 is strongly increasing, by Proposition 3.2.16, x is
efficient in X for f0 (f1, . . . , fN) if and only if x is efficient in X for (f1, . . . , fN)
3.4 Summary
In this section we reiterate the major conclusions and contributions of this
chapter as well as provide directions for research that builds on the work presented.
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3.4.1 Contributions
This chapter derived algebraic properties of efficient sets for multiobjective
complex systems. The relationships developed between the efficient set of the MOP
problem associated with the entire system and the efficient sets of its subproblems
indicate methods to coordinate the efficient sets of the subproblems into a set which
is efficient for the original problem. In particular, it is shown that multiple decompo-
sition schemes, with varying assumptions regarding the system, can be applied to the
same initial system yielding different subproblems and hence different relationships.
Optimizing complex systems is a challenge faced by designers and researchers
in many fields. They face the two fold difficulty of modeling and solving these sys-
tems. We present designers and researchers with a library of decompositions with
corresponding efficient set relationships. We believe that these decompositions and
relationships can provide guidance to the designers on choosing a decomposition by
allowing them to see how the efficient sets of the subproblem relate to the efficient
set of the AAO problem.
Once the decomposition is complete, our relationships direct the designer on
how to proceed with the AAO solution process given solutions to the subproblems.
These relationships are general enough to be applicable to most any type of system,
including MDO systems, where subproblems are often incommensurable.
These relationships also permit subproblems to be solved using different op-
timization techniques, including standard gradient based techniques, genetic algo-
rithms, or simulation, selecting the technique most appropriate for each subproblem.
The various relationships can also be combined to be used on systems of any size.
Each relationship implicitely generates an algorithm for the system that produces
AAO efficient solutions.
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Our library of relationships includes relationships for systems that are as sim-
ple as two variables and two objectives and for systems that are sophisticated enough
to allow for outputs of one subproblem to be inputs of another subproblem, which
can require the solution of an implicit system of equations in its AAO formulation. In
general this work allows for the decomposition and solution of many of the complex
systems present in business and industry.
3.4.2 Further Work
The work reported in this chapter provides mathematical formalism and struc-
ture in support of many engineering studies in the area of MDO with multiple ob-
jectives. It would be of significant interest to advance this study by developing rela-
tionships for systems with explicit constraint functions. A natural direction of future
research is the development of coordination methodologies based on the presented
algebraic properties and their application to real-life complex systems with multiple
and conflicting objectives. Robustness issues and interactive aspects for multiobjec-
tive complex system optimization also seem to be especially relevant in the context




The necessity of decomposing complex systems is a well established fact. Many
decomposition techniques involve the duplication of shared variables. It is desirable
to maintain the essence and structure of the problem after duplication. One method
of being assured of the problem consistency is to show that a solution to the original
problem is optimal if and only if the corresponding solution to the related problem
with duplicates is also optimal. At this point, we note that no decomposition has
yet occurred, we are simply left with a problem that can easily be separated into
decomposed subproblem with only tenuous links to each other.
Using optimality conditions [20] and [21] showed that a one to one relationship
between the original problem and the problem with duplicated variables (the separable
problem) exists for single objective optimization problems with a global and local
variables. To date no work has been done to expand these results to multiobjective
optimization problems (MOPs). This is the work which we attempt in this chapter.
We begin with several relevant definitions pertaining to conditions for efficiency
in Section 4.1 and with an explicit problem development in Section 4.2. We state
weak and proper efficiency conditions for the system that can be decomposed into
161
two subproblems with global variable, x0, and local variables, x1 and x2, respectively.
We intend to accomplish the decomposition by duplicating the global variable, x0, for
each subproblem i, yielding additional local variables, z1 and z2. Using two different
types of efficiency (the multiobjective concept corresponding to optimality for single
objective problems), we seek to show that a solution is efficient for the original problem
if and only if the corresponding solution is efficient for the separable problem.
The weak efficiency conditions consist of two components, the Kuhn Tucker
constraint qualification, and the gradient, complementary slackness, and nonnegativ-
ity conditions along with the relationships between the weak efficiency multipliers.
In order to show that weak efficiency is maintained, we must first show that the
duplication maintains the Kuhn-Tucker constraint qualification (KTCQ) nature of a
solution which we do in Section 4.3. Then in Section 4.4, using the KTCQ relation-
ship we show that a solution will remain weakly efficient if it is transformed between
the original problem and the separable problem.
The proper efficiency conditions also consist of two pieces, proper efficiency,
and the gradient, complementary slackness, and nonnegativity conditions along with
the relationships between the proper efficiency multipliers. Finally in Section 4.5, we
present a result for Kuhn-Tucker properly efficient points analogous to that derived
for the weak efficiency conditions and conclude the chapter in Section 4.6.
4.1 Definitions
We first state some preliminary definitions that will be used throughout the
following sections. Let f : Rn → Rp and g : Rn → Rm. The general problem formulation
is
min f (x) subject to x ∈ X (4.1.1)
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where X = {x ∈ Rn : g (x) 5 0}.
We consider the case where there are two subproblems, and we have for x =
(x0, x1, x2) ∈ Rn0+n1+n2=n that f (x) = (f1 (x0, x1) , f2 (x0, x2)) where fi : Rn0+ni → Rpi
for i = 1, 2 and p = p1 + p2. We also have g (x) = (g1 (x0, x1) , g2 (x0, x2)) with
gi (x0, xi) = (gi1 (x0, xi) , . . . , gimi (x0, xi)) for i = 1, 2 and m = m1 + m2 where gij :
Rn0+ni → R for i = 1, 2 and j = 1, . . . ,mi. Given a point x̂ ∈ X, it is of interest to
consider the set of active constraints. We define the set of indices of all constraints
active at x̂ as
I (x̂) = {(i, j) : gij (x̂) = 0} . (4.1.2)
To address the weak efficiency conditions, we must first consider the Kuhn-
Tucker constraint qualification at a given point. To do this, we define a differentiable
MOP.
Definition 4.1.34. The MOP 4.1.1 is said to be differentiable if the objective func-
tions fij for i = 1, 2 and j = 1, . . . , pi as well as the constraint functions gij for
i = 1, 2 and j = 1, . . . ,mi are continuously differentiable.
Assuming differentiability of the objective and the constraint functions, we define the
Kuhn-Tucker constraint qualification for the problem under consideration.
Definition 4.1.35. The differentiable MOP 4.1.1 satisfies the Kuhn-Tucker con-
straint qualification (KTCQ) at x̂ ∈ X ⊆ Rn if
for any d ∈ Rn and (i, j) ∈ I (x̂) , such that 〈∇gij (x̂) , d〉 ≤ 0 holds, (4.1.3)
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then there exist
a real number t > 0, a function Θ : [0, t] −→ Rn, and α > 0 such that (4.1.4)
Θ (0) = x̂, g (Θ (t)) ≤ 0 for all t ∈ [0, t] , and Θ′ (0) = αd.
We refer to (4.1.3) as the gradient condition and to (4.1.4) as the KTCQ result.
Recalling the definition of efficient points in Definition 2.3.16. We next define properly
efficient points for problem (4.1.1).
Definition 4.1.36. Let x be efficient in X for f , then x is said to be Kuhn-Tucker
properly efficient in X for f if there does not exist d ∈ Rn such that 〈∇fij (x) , d〉 ≤ 0
for i = 1, 2 and j = 1, . . . , pi, if for at least one (i, j) the inequality holds strictly, and
if 〈∇gkj (x) , d〉 ≤ 0 for all (k, j) ∈ I (x).
4.2 Problem Formulation
The problem of interest for this system will be restricted to inequality con-
straints. We take this step without any loss of generality, since any equality constraint
can be written as a pair of inequality constraints. This approach is necessary since
we use efficiency conditions for MOPs with inequality constraints as given in (4.1.1)
(see [22]).
Let f : Rn −→ Rp, fi : Rn0+ni −→ Rpi , g : Rn → Rm, gi : Rn0+ni −→ Rmi for
i = 1, 2 be vector-valued functions, where n = n0 + n1 + n2, p = p1 + p2, and
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m = m1 +m2, then the problem of interest is
min
x0,x1,x2
f = (f1 (x0, x1) , f2 (x0, x2)) (4.2.5)
subject to (x0, x1, x2) ∈ X =
(x0, x1, x2) ∈ Rn : g1 (x0, x1) 5 0g2 (x0, x2) 5 0
 .
We next formulate a separable problem that has efficient solutions identical
to those of problem (4.2.5). We accomplish this by creating a duplicate of the global
variable for each subproblem and adding constraints that maintain equality between
the original and all copies of the global variable.
It is necessary to define auxiliary functions, that will be functions of the du-
plicated global variable and the corresponding local variable. The auxiliary objective
functions allow the objective functions of a resulting problem to be separable. Let
f̄ : Rn+n0 −→ Rp be a vector-valued function, such that
f̄ (x1, x2, z1, z2) = f (x0, x1, x2) where z1 = z2 = x0 for all (x0, x1, x2) ∈ X. (4.2.6)
Let f̄i : R
ni+n0 −→ Rpi for i = 1, 2 be vector-valued functions, where f̄ (x1, x2, z1, z2) =(
f̄1 (x1, z1) , f̄2 (x2, z2)
)
and
f̄i (xi, zi) = fi (x0, xi) when zi = x0 for all (x0, x1, x2) ∈ X and i = 1, 2 (4.2.7)
We also must define auxiliary constraint inequalities, ḡ1 and ḡ2, which are
functions of the duplicated global and associated local variables, and add the con-
sistency constraints as the inequalities g3, g4, g5, and g6. Let ḡi : R
ni+n0 −→ Rmi be
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vector-valued functions, where
ḡi (xi, zi) = gi (x0, xi) when zi = x0 for all (x0, x1, x2) ∈ X and i = 1, 2 (4.2.8)
Let gi : R
2n0 −→ Rn0 for i = 3, 4, 5, 6 be vector-valued functions defined as
g3 (x0, z1) = −x0 + z1 5 0, g4 (x0, z1) = x0 − z1 5 0, (4.2.9)
g5 (x0, z2) = −x0 + z2 5 0, and g6 (x0, z2) = x0 − z2 5 0.
The separable problem is formulated as
min
x0,x1,x2,z1,z2
f̄ (x1, x2, z1, z2) =
(
f̄1 (x1, z1) , f̄2 (x2, z2)
)
(4.2.10)
subject to (x0, x1, x2, z1, z2) ∈ X̄
where X̄ =

(x0, x1, x2, z1, z2) ∈ Rn+2n0 :
ḡ1 (x1, z1) 5 0,
ḡ2 (x2, z2) 5 0,
g3 (x0, z1) = −x0 + z1 5 0,
g4 (x0, z1) = x0 − z1 5 0,
g5 (x0, z2) = −x0 + z2 5 0,
g6 (x0, z2) = x0 − z2 5 0

.
We note that the feasible sets of (4.2.5) and (4.2.10) have a one-to-one cor-
respondence ensuring that no feasible solution is added or removed when converting
between (4.2.5) and (4.2.10), and we have
X̄ = {(x0, x1, x2, z1, z2) : (x0, x1, x2) ∈ X where zi = x0 for i = 1, 2} (4.2.11)
X =
{




Figure 4.1 presents the physical representation of both (4.2.5) and (4.2.10), depicting
the duplication of global variables and the correspondence between the two formula-
tions.
Figure 4.1: Functional representation of the problem (4.2.5) and the separable problem
(4.2.10)
If we were to continue with the relaxation and decomposition we would be
considering the system studied in Section 3.2.10.2 and would be able to apply the
relationship found. The following work provides the theoretical validation for the
decomposition technique applied in Section 3.2.10.2.
4.3 Kuhn-Tucker Constraint Qualification
Due to the structure of (4.2.5) and (4.2.10), we take advantage of several
relationships between the constraints of (4.2.5) and the constraints of (4.2.10), and
also between the constraints given in (4.2.9). We first have




∇g4j (x0, z1) ≡ −∇g3j (x0, z1) and ∇g6j (x0, z2) ≡ −∇g5j (x0, z2) for j = 1, . . . , n0.
(4.3.13)
Given a vector a ∈ Rn, we denote the ith component of the vector as
[a]i (4.3.14)
Due to the nature of the constraints, we have for i = 1, . . . , n0
− [∇x0g3j (x0, z1)]i = [∇x0g4j (x0, z2)]i =
 1 for i = j0 otherwise (4.3.15)
− [∇x0g5j (x0, z1)]i = [∇x0g6j (x0, z2)]i =
 1 for i = j0 otherwise . (4.3.16)
Additionally, we have
∇z1gkj (x0, z1) ≡ −∇x0gkj (x0, z1) for k = 3, 4 (4.3.17)
∇z2gkj (x0, z2) ≡ −∇x0gkj (x0, z2) for k = 5, 6.
Having considered the special relationships between the feasible sets generated





2) ∈ X to satisfy the KTCQ, we must consider d ∈ Rn that satisfy a
subset of the following inequalities. Let d ∈ Rn where d = (d0, d1, d2) and di ∈ Rni for
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i = 0, 1, 2, then
〈∇x0g1j (x∗0, x∗1) , d0〉+ 〈∇x1g1j (x∗0, x∗1) , d1〉+ 〈∇x2g1j (x∗0, x∗1) , d2〉
+ 〈∇z1g1j (x∗0, x∗1) , d3〉+ 〈∇z2g1j (x∗0, x∗1) , d4〉
= 〈∇x0g1j (x∗0, x∗1) , d0〉+ 〈∇x1g1j (x∗0, x∗1) , d1〉 ≤ 0 for j = 1, . . . ,m1 (4.3.18)
〈∇x0g2j (x∗0, x∗2) , d0〉+ 〈∇x1g2j (x∗0, x∗2) , d1〉+ 〈∇x2g2j (x∗0, x∗2) , d2〉
+ 〈∇z1g2j (x∗0, x∗2) , d3〉+ 〈∇z2g2j (x∗0, x∗2) , d4〉









2) ∈ X̄ where x∗0 = z∗1 = z∗2 to satisfy the KTCQ, we must
consider vectors d ∈ Rn+2n0 that satisfy a subset of the following inequalities. Let
d ∈ Rn+2n0 where d = (d0, d1, d2, d3, d4), di ∈ Rni for i = 0, 1, 2 and di ∈ Rn0 for
i = 3, 4, then
〈∇x0 ḡ1j (x∗1, z∗1) , d0〉+ 〈∇x1 ḡ1j (x∗1, z∗1) , d1〉+ 〈∇x2 ḡ1j (x∗1, z∗1) , d2〉
+ 〈∇z1 ḡ1j (x∗1, z∗1) , d3〉+ 〈∇z2 ḡ1j (x∗1, z∗1) , d4〉
= 〈∇x1 ḡ1j (x∗1, z∗1) , d1〉+ 〈∇z1 ḡ1j (x∗1, z∗1) , d3〉 ≤ 0 for j = 1, . . . ,m1 (4.3.20)
〈∇x0 ḡ2j (x∗2, z∗2) , d0〉+ 〈∇x1 ḡ2j (x∗2, z∗2) , d1〉+ 〈∇x2 ḡ2j (x∗2, z∗2) , d2〉
+ 〈∇z1 ḡ2j (x∗2, z∗2) , d3〉+ 〈∇z2 ḡ2j (x∗2, z∗2) , d4〉
= 〈∇x2 ḡ2j (x∗2, z∗2) , d2〉+ 〈∇z2 ḡ2j (x∗2, z∗2) , d4〉 ≤ 0 for j = 1, . . . ,m2 (4.3.21)
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〈∇x0gkj (x∗0, z∗1) , d0〉+ 〈∇x1gkj (x∗0, z∗1) , d1〉+ 〈∇x2gkj (x∗0, z∗1) , d2〉






1) , d0〉+ 〈∇z1gkj (x∗0, z∗1) , d3〉 k = 3, 4
〈∇x0gkj (x∗0, z∗2) , d0〉+ 〈∇z2gkj (x∗0, z∗2) , d4〉 k = 5, 6
and by relationships (4.3.15) and (4.3.16)
=

− [d0]j + [d3]j ≤ 0 for j = 1, . . . , n0 and k = 3
[d0]j − [d3]j ≤ 0 for j = 1, . . . , n0 and k = 4
− [d0]j + [d4]j ≤ 0 for j = 1, . . . , n0 and k = 5
[d0]j − [d4]j ≤ 0 for j = 1, . . . , n0 and k = 6
(4.3.22)
Three cases for the inequality constraints, g1 (x0, x1) 5 0 and g2 (x0, x2) 5 0,
for problem (4.2.5) exist. For i = 1, 2 either gij is active for all j = 1, . . . ,mi, gij is
inactive for all j = 1, . . . ,mi, or gij is active for a strict subset of j = 1, . . . ,mi.
Remark 4.3.1. The following proposition is presented for the case that gij is active
for all j = 1, . . . ,mi and i = 1, 2. If gij is inactive for all j = 1, . . . ,mi for either
i = 1, 2, without loss of generality let g2j be inactive for j = 1, . . . ,m1, this proposition
can be modified by eliminating inequalities pertaining to g2j for j = 1, . . . ,m2, and
similarly, if gij is active for only a subset of j = 1, . . . ,mi, this proposition will
hold when the inequalities related to the inactive constraints in gij are removed from
consideration.
The following proposition maintains the KTCQ properties of a feasible solution
of problem (4.2.5) (or problem (4.2.10)) and the related feasible solution of problem
(4.2.10) (or problem (4.2.5)).




2) ∈ X satisfies the KTCQ for (4.2.5) if
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2) ∈ X̄ where x∗0 = z∗1 = z∗2 satisfies the KTCQ
for (4.2.10).




2) ∈ X satisfy the KTCQ for (4.2.5). Consequently, for
all d ∈ Rn, where d = (d0, d1, d2) and di ∈ Rni for i = 0, 1, 2, such that if g1j (x∗0, x∗1) = 0




2) = 0 then inequality (4.3.19) holds,
and then there exist t ∈ R>, α > 0, and a function Θ : [0, t] → Rn such that




2), g1 (Θ (t)) 5 0 and g2 (Θ (t)) 5 0 for all t ∈ [0, t], and Θ′ (0) = αd.













2 satisfies the KTCQ for (4.2.10). For all d ∈ Rn satisfying the
gradient condition for (4.2.5), the KTCQ result for (4.2.5) is available. We show that
for all d ∈ Rn+2n0 satisfying the gradient condition for (4.2.10), the KTCQ result holds
for (4.2.10). Let d̄ ∈ Rn+2n0 satisfy the gradient condition for (4.2.10), and construct
a d̂ ∈ Rn that satisfies the gradient condition for (4.2.5). Finally the KTCQ result for
(4.2.10) is obtained from the KTCQ result for (4.2.5).
Let d̄ ∈ Rn+2n0 where d̄ =
(
d̄0, d̄1, d̄2, d̄3, d̄4
)
and d̄i ∈ Rni for i = 0, 1, 2 and
d̄3, d̄4 ∈ Rn0 be such that




1) = 0 then inequality (4.3.20) holds for d̄,




2) = 0 then inequality (4.3.21) holds for d̄, and
3. since gkj is active for k = 3, . . . , 6 inequality (4.3.22) must hold for d̄.
Since inequality (4.3.22) holds, the following equalities also hold
d̄0 = d̄3 = d̄4. (4.3.23)
The following discussion is applicable, whether ḡ1 and ḡ2, either ḡ1 or ḡ2, or
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∈ Rn from the given d̄ by
setting
d̂i = d̄i for i = 0, 1, 2. (4.3.24)
It will be shown that d̂ satisfies the gradient condition for (4.2.5), and then the
associated KTCQ result for (4.2.5) is available.














then relationship (4.3.18) holds for d̂. By the relationship in (4.3.12) and the definition
of d̂ in (4.3.24) the following holds for j = 1, . . . ,m1
〈



















1) = 0 and inequality (4.3.20) holds with d̄, expression (4.3.25) is always
nonpositive which yields
〈




∇x1g1j (x∗0, x∗1) , d̂1
〉
≤ 0 for j = 1, . . . ,m1. (4.3.26)















then relationship (4.3.19) holds for d̂. By the relationship in (4.3.12) and the definition
of d̂ in (4.3.24) the following holds for j = 1, . . . ,m2
〈



















2) = 0 and inequality (4.3.21) holds with d̄, expression (4.3.27) is always
nonpositive which yields
〈




∇x2g2j (x∗0, x∗2) , d̂2
〉
≤ 0 for j = 1, . . . ,m2. (4.3.28)
Since inequalities (4.3.26) and (4.3.28) hold whenever gij is active, then based on
Remark 4.3.1, any subset of these inequalities hold. Therefore the gradient condition
holds for all active constraints.





(4.2.5) with regard to d̂ have been met, there exist t ∈ R>, α > 0, and a function
Θ : [0, t]→ Rn such that







g1 (Θ (t)) 5 0 and g2 (Θ (t)) 5 0 for all t ∈ [0, t] , and

















2) ∈ X̄ where x∗0 = z∗1 = z∗2
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by defining the following
t̄ = t, ᾱ = α, and
Θ̄ : [0, t̄]→ Rn+2n0 where (4.3.29)
Θ̄ (t) =
(
Θ̄1 (t) , Θ̄2 (t) , Θ̄3 (t) , Θ̄4 (t) , Θ̄5 (t)
)
= (Θ1 (t) ,Θ2 (t) ,Θ3 (t) ,Θ1 (t) ,Θ1 (t)) .
Then each of the following holds:


















































= 0 5 0 for all t ∈ [0, t̄] , and








1 (0)) = α
(




d̄0, d̄1, d̄2, d̄3, d̄4
)
= ᾱd̄.













2) ∈ X̄ where x∗0 = z∗1 = z∗2 for (4.2.10).








2) ∈ X̄ where x∗0 =
z∗1 = z
∗
2 satisfy the KTCQ for (4.2.10). Consequently, for all d ∈ Rn+2n0 where d =
(d0, d1, d2, d3, d4), di ∈ Rni for i = 0, 1, 2 and d3, d4 ∈ Rn0 , such that if ḡ1j (x∗1, z∗1) = 0




2) = 0 then inequality (4.3.21) holds, and
since gkj is active for k = 3, . . . , 6, then d0 = d3 = d4 and inequality (4.3.22) holds,
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then there exist t̄ ∈ R>, ᾱ > 0, and a function Θ̄ : [0, t̄] → Rn+2n0 such that

































5 0 for all t ∈ [0, t̄], and Θ̄′ (0) = ᾱd.
A parallel strategy to that used in the earlier portion of this proof is employed









and d̂i ∈ Rni for i = 0, 1, 2 such that




1) = 0 then inequality (4.3.18) holds, and




2) = 0 then inequality (4.3.19) holds.
The following discussion is applicable, whether g1 and g2, either g1 or g2, or
neither g1 nor g2 are active. Construct d̄ =
(
d̄0, d̄1, d̄2, d̄3, d̄4
)
∈ Rn+2n0 from the given
d̂ as follows. Set
d̄i = d̂i for i = 0, 1, 2 and d̄i = d̂0 for i = 3, 4. (4.3.30)
It will be shown that d̄ satisfies the gradient condition for (4.2.10), and then the
associated KTCQ result for (4.2.10) is available.














then relationship (4.3.20) holds for d̄. By the relationship in (4.3.12) and the definition
of d̄ in (4.3.30) the following holds for j = 1, . . . ,m1
〈




















1) = 0 and inequality (4.3.18) holds with d̂, expression (4.3.31) is always
nonpositive which yields
〈




∇z1 ḡ1j (x∗1, z∗1) , d̄3
〉
≤ 0 for j = 1, . . . ,m1. (4.3.32)














, then relationship (4.3.21) must also hold for d̄. By the relationship in (4.3.12) and
the definition of d̄ in (4.3.30) the following holds for j = 1, . . . ,m2
〈



















2) = 0 and inequality (4.3.19) holds with d̂, expression (4.3.33) is always
nonpositive which yields
〈




∇z2 ḡ2j (x∗2, z∗2) , d̄4
〉
≤ 0 for j = 1, . . . ,m2. (4.3.34)





















= 0 ≤ 0 (4.3.35)
which holds for j = 1, . . . , n0 and k = 3, 4.
Since inequalities (4.3.32) and (4.3.34) hold whenever ḡij is active, then based Remark
4.3.1, any subset of inequalities, ḡ1 (x1, z1) and ḡ2 (x2, z2) hold. Therefore the gradient
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condition holds for all active constraints.













2 with regard to d̄ have been met, there exists t̄ ∈ R>,
ᾱ > 0, and a function Θ̄ : [0, t̄]→ Rn+2n0 such that
Θ̄ (0) =
(




































5 0 for all t ∈ [0, t̄] , and
Θ̄′ (0) =
(
Θ̄′1 (0) , Θ̄
′
2 (0) , Θ̄
′
3 (0) , Θ̄
′




= ᾱd̄ = ᾱ
(
d̄0, d̄1, d̄2, d̄3, d̄4
)
.




2) ∈ X. Define the following
t = t̄, α = ᾱ, and
Θ : [0, t]→ Rn where (4.3.36)
Θ (t) = (Θ1 (t) ,Θ2 (t) ,Θ3 (t))
=
(
Θ̄1 (t) , Θ̄2 (t) , Θ̄3 (t)
)
.
Then each of the following holds:
Θ (0) =
(















5 0 for all t ∈ [0, t] , and
Θ′ (0) =
(
Θ̄′1 (0) , Θ̄
′





















2) ∈ X̄ where x∗0 = z∗1 = z∗2 for
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2) ∈ X for (4.2.5), and this completes the
proof.
4.4 Weak Efficiency Conditions
Having established that points maintain the KTCQ when transformed between
the original problem and the separable problem, it now remains to show the weak
efficiency result. We first equate the efficient sets for (4.2.5) and (4.2.10) and formulate
the weak efficiency conditions for (4.2.5) and (4.2.10). Then we state and prove a
relationship between the conditions for (4.2.5) and (4.2.10).




if and only if the point
(x0, x1, x2, z1, z2) ∈ Ew
(
X̄, f̄ , Rp=
)
where x0 = z1 = z2.
Proof. By Definition 2.3.17, (x0, x1, x2, x0, x0) ∈ Ew
(
X̄, f̄ , Rp=
)
if and only if there
does not exist (x̂0, x̂1, x̂2, x̂0, x̂0) ∈ X̄ such that
f̄ (x̂1, x̂2, x̂0, x̂0) < f̄ (x1, x2, x0, x0) .
By the relationship between X,f and X̄, f̄ , there does not exist (x̂0, x̂1, x̂2, x̂0, x̂0) ∈ X̄
such that
f̄ (x̂1, x̂2, x̂0, x̂0) < f̄ (x1, x2, x0, x0)
if and only if there does not exist (x̂0, x̂1, x̂2) ∈ X such that
f (x̂0, x̂1, x̂2) < f (x0, x1, x2) ,






Now that we have determined the relationship between the weakly efficient
sets of (4.2.5) and (4.2.10), we can consider the weak efficiency conditions for both
(4.2.5) and (4.2.10). The following efficiency conditions are stated for systems that
have two subproblems with a global variable and two local variables. They are the
application of classical Kuhn-Tucker conditions for efficiency that can be found in
[22].
Theorem 4.4.15. Weak Efficiency Conditions for (4.2.5): Suppose that the KTCQ
is satisfied at (x0, x1, x2) ∈ X. If (x0, x1, x2) ∈ X is weakly efficient, then there exist











ûij∇gij (x0, x1, x2) = 0
ûijgij (x0, x1, x2) = 0, for j = 1, . . . ,mi and i = 1, 2
ŵ = (ŵ1, ŵ2) ≥ 0 where ŵi = (ŵi1, . . . , ŵipi) for i = 1, 2
û = (û1, û2) = 0 where ûi = (ûi1, . . . , ûimi) for i = 1, 2.
Theorem 4.4.16. Weak Efficiency Conditions for (4.2.10): Suppose that the KTCQ
is satisfied at (x0, x1, x2, z1, z2) ∈ X̄. If (x0, x1, x2, z1, z2) ∈ X̄ is weakly efficient, then
there exist w̄ij ∈ R≥ for j = 1, . . . , pi and i = 1, 2 and ūij ∈ R≥ for j = 1, . . . ,mi and
















ūij∇gij (x0, x1, x2, z1, z2) = 0
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ūij ḡij (x0, x1, x2, z1, z2) = 0, for j = 1, . . . ,mi and i = 1, 2
ūijgij (x0, x1, x2, z1, z2) = 0, for j = 1, . . . , n0 and i = 3, . . . , 6
w̄ = (w̄1, w̄2) ≥ 0 where w̄i = (w̄i1, . . . , w̄ipi) for i = 1, 2
ū = (ū1, . . . , ū6) = 0 where ūi = (ūi1, . . . , ūimi) for i = 1, 2
and ūi = (ūi1, . . . , ūin0 , ) for i = 3, . . . , 6.
Let the weak efficiency multipliers be ŵ, w̄ ∈ Rp≥, û ∈ Rm= , ū ∈ R
m+4n0
= , and
ūi ∈ Rn0= for i = 3, . . . , 6 such that ū3 = ū4 and ū5 = ū6. We now relate the weak
efficiency multipliers for (4.2.5) and (4.2.10).





X for (4.2.5) with weak efficiency multipliers (ŵ1, ŵ2) ∈ Rp≥, (û1, û2) ∈ Rm= if and













2 for (4.2.10) with weak efficiency multipliers (w̄1, w̄2) = (ŵ1, ŵ2) ∈ R
p
≥
and (ū1, ū2, ū3, ū4, ū5, ū6) ∈ Rm+4n0= where (ū1, ū2) = (û1, û2), ū3 = ū4, and ū5 = ū6.




2) ∈ X for (4.2.5)
with weak efficiency multipliers (ŵ1, ŵ2) ∈ Rp≥ and (û1, û2) ∈ Rm= . By Theorem 4.4.15,




2) ∈ X, (x∗0, x∗1, x∗2) is weakly efficient, and the
gradient, complementary slackness, and nonnegativity conditions hold.




2) ∈ X for (4.2.5), by Proposition








2) ∈ X̄ where x∗0 = z∗1 = z∗2 also satisfies the



















X̄, f̄ , Rp=
)






By relationship (4.3.13) and the definition of ū, the gradient condition for









ū3j∇g3j (x∗0, x∗1, x∗2, z∗1 , z∗2)−
n0∑
j=1




ū5j∇g5j (x∗0, x∗1, x∗2, z∗1 , z∗2)−
n0∑
j=1
ū5j∇g5j (x∗0, x∗1, x∗2, z∗1 , z∗2) = 0. (4.4.37)



























ūij∇ḡij (x∗0, x∗1, x∗2, z∗1 , z∗2) + 0, (4.4.38)











ûij∇gij (x∗0, x∗1, x∗2) . (4.4.39)
Since the gradient condition holds for (4.2.5), then the gradient condition holds for
(4.2.10).
Since the complementary slackness condition holds for (4.2.5) and given the
definition of ū and ḡij for j = 1, . . . ,mi and i = 1, 2, then the complementary slackness
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2) = 0, for j = 1, . . . ,mi and i = 1, 2 (4.4.40)










2), then the complementary slack-











2) = 0, for j = 1, . . . , n0 and i = 3, . . . , 6. (4.4.41)
The nonnegativity conditions hold immediately by the definition of ŵ and û,
w̄ ≥ 0 and ū = 0. (4.4.42)













2 for (4.2.10) with weak efficiency multipliers (w̄1, w̄2) = (ŵ1, ŵ2) ∈ R
p
≥
and (ū1, ū2, ū3, ū4, ū5, ū6) ∈ Rm+4n0= where (ū1, ū2) = (û1, û2), ū3 = ū4, and ū5 = ū6.









2) ∈ X̄ where x∗0 = z∗1 = z∗2 for (4.2.10) with weak efficiency
multipliers (w̄1, w̄2) ∈ Rp≥ and (ū1, ū2, ū3, ū4, ū5, ū6) ∈ R
m+4n0
= where ū3 = ū4 and































2 is weakly efficient, and the
gradient, complementary slackness, and nonnegativity conditions hold.








2) ∈ X̄ where x∗0 = z∗1 = z∗2 for




2) ∈ X also satisfies the KTCQ for (4.2.5).










X̄, f̄ , Rp=
)































ūij∇gij (x0, x1, x2, z1, z2) = 0, (4.4.43)





ūij∇gij (x0, x1, x2, z1, z2) = 0 as in (4.4.37) .










ūij∇ḡij (x0, x1, x2, z1, z2) = 0










ûij∇gij (x0, x1, x2) = 0, (4.4.44)
and the gradient condition holds for (4.2.10).
Since the complementary slackness condition holds for (4.2.10) and given the
definition of û and ḡij, for j = 1, . . . ,mi and i = 1, 2 then the complementary slackness
condition holds for (4.2.5) as follows.
ûijgij (x0, x1, x2) = 0, for j = 1, . . . ,mi and i = 1, 2 (4.4.45)
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The nonnegativity conditions hold immediately by the definition of ŵ and û,
ŵ = w̄ ≥ 0 and û = (û1, û2) = (ū1, ū2) = 0. (4.4.46)




2) ∈ X for (4.2.5)
with weak efficiency multipliers (ŵ1, ŵ2) ∈ Rp≥, (û1, û2) ∈ Rm= , and this completes the
proof.
4.5 Kuhn-Tucker Proper Efficiency Conditions
We next consider the relationship between properly efficient points of (4.2.5)
and properly efficient points of (4.2.10). We first relate the efficient points of (4.2.5)
and efficient points of (4.2.10) and using proper efficiency, we develop the relationship
between properly efficient points of (4.2.5) and (4.2.10). We conclude with proper
efficiency conditions for (4.2.5) and (4.2.10) and derive the relationship between these
conditions for (4.2.5) and (4.2.10).




if and only if the point
(x0, x1, x2, z1, z2) ∈ E
(
X̄, f̄ , Rp=
)
where x0 = z1 = z2.
Proof. By Definition 2.3.16, (x0, x1, x2, x0, x0) ∈ E
(
X̄, f̄ , Rp=
)
if and only if there does
not exist (x̂0, x̂1, x̂2, x̂0, x̂0) ∈ X̄ such that
f̄ (x̂1, x̂2, x̂0, x̂0) ≤ f̄ (x1, x2, x0, x0) .
By the relationship between X and X̄ and f and f̄ , there does not exist
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(x̂0, x̂1, x̂2, x̂0, x̂0) ∈ X̄ such that
f̄ (x̂1, x̂2, x̂0, x̂0) ≤ f̄ (x1, x2, x0, x0)
if and only if there does not exist (x̂0, x̂1, x̂2) ∈ X such that
f (x̂0, x̂1, x̂2) ≤ f (x0, x1, x2) ,









2) ∈ X to be Kuhn-Tucker properly efficient for f according to
Definition 4.1.36, we must consider the following inequalities. Let d ∈ Rn where
d = (d0, d1, d2) and di ∈ Rni for i = 0, 1, 2.
〈∇x0f1j (x0, x1) , d0〉+ 〈∇x1f1j (x0, x1) , d1〉 ≤ 0 for j = 1, . . . , p1 (4.5.47)
〈∇x0f2j (x0, x2) , d0〉+ 〈∇x2f2j (x0, x2) , d2〉 ≤ 0 for j = 1, . . . , p2
Inequalities (4.3.18) and (4.3.19) hold since the gradient condition for both the ob-
jective and constraint functions must hold for Kuhn-Tucker proper efficiency and are
repeated here for convenience.
〈∇x0g1j (x0, x1) , d0〉+ 〈∇x1g1j (x0, x1) , d1〉 ≤ 0 for j = 1, . . . ,m1 (4.5.48)









2) ∈ X̄ where x∗0 = z∗1 = z∗2 to be Kuhn-Tucker properly
efficient for f̄ according to Definition 4.1.36, we must consider the following inequal-
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ities. Let d ∈ Rn+2n0 where d = (d0, d1, d2, d3, d4), di ∈ Rni for i = 0, 1, 2 and di ∈ Rn0
for i = 3, 4.
〈




∇z1 f̄1j (x1, z1) , d3
〉
≤ 0 for j = 1, . . . , p1 (4.5.49)〈




∇z2 f̄2j (x2, z2) , d4
〉
≤ 0 for j = 1, . . . , p2
Inequalities (4.3.20), (4.3.21), and (4.3.22) hold since the gradient condition for both
the objective and constraint functions must hold for KT proper efficiency and are
also repeated here for convenience.
〈∇x1 ḡ1j (x1, z1) , d1〉+ 〈∇z1 ḡ1j (x1, z1) , d3〉 ≤ 0 for j = 1, . . . ,m1 (4.5.50)
〈∇x2 ḡ2j (x2, z2) , d2〉+ 〈∇z2 ḡ2j (x2, z2) , d4〉 ≤ 0 for j = 1, . . . ,m2
〈∇gkj (x0, zi) , d〉 =

− [d0]j + [d3]j ≤ 0 for j = 1, . . . , n0, k = 3, i = 1
[d0]j − [d3]j ≤ 0 for j = 1, . . . , n0, k = 4, i = 1
− [d0]j + [d4]j ≤ 0 for j = 1, . . . , n0, k = 5, i = 2
[d0]j − [d4]j ≤ 0 for j = 1, . . . , n0, k = 6, i = 2
(4.5.51)
We are now equipped with all the necessary inequalities to be able to consider
the relationship between the properly efficient points of (4.2.5) and (4.2.10).




2) ∈ X is Kuhn-Tucker properly efficient








2) ∈ X̄ where x∗0 = z∗1 = z∗2 is
Kuhn-Tucker properly efficient for (4.2.10).




2) ∈ X be Kuhn-Tucker properly efficient for (4.2.5).




2) is efficient, and no d ∈ Rn exists such that inequalities
186
(4.5.47) hold for all j with at least one holding strictly as well as inequalities (4.5.48)
hold for all (i, j) ∈ I (x∗0, x∗1, x∗2).








2) ∈ X̄ where x∗0 = z∗1 = z∗2 is efficient














2 is efficient but not
Kuhn-Tucker properly efficient for (4.2.10), then there exists d̄ ∈ Rn+2n0 such that
inequalities (4.5.49) hold for all j with at least one holding strictly, the inequalities
(4.5.50) hold for all (i, j) ∈ I (x∗0, x∗1, x∗2, z∗1 , z∗2), and inequalities (4.5.51) hold for all
j. Since inequalities (4.5.51) hold for all j, then d̄0 = d̄3 = d̄4. Consider d̂ ∈ Rn where
d̂i = d̄i for i = 0, 1, 2.
Since f (x0, x1, x2) = f̄ (x1, x2, z1, z2) when zi = x0 for i = 1, 2 and gi (x0, xi) =
ḡi (xi, zi) when zi = x0 for i = 1, 2 and d̂ ∈ Rn is defined as above, the inequalities
(4.5.47) are equivalent to inequalities (4.5.49) for all j with at least one holding
strictly for both (4.2.5) and (4.2.10), and the inequalities (4.5.48) are equivalent to
inequalities (4.5.50) and they hold for all
(i, j) ∈ I (x∗0, x∗1, x∗2) = {(i, j) ∈ I (x∗0, x∗1, x∗2, z∗1 , z∗2) : i = 1, 2} ,




2) ∈ X is Kuhn-Tucker properly effi-
cient for (4.2.5).








2) ∈ X̄ where x∗0 = z∗1 = z∗2 be













2 is efficient, and no d ∈ Rn+2n0 exists such that inequalities
(4.5.49) hold for all j with at least one holding strictly as well as inequalities (4.5.50)
and (4.5.51) hold for all (i, j) ∈ I (x∗0, x∗1, x∗2, z∗1 , z∗2).









2) ∈ X is efficient but not Kuhn-Tucker properly efficient for (4.2.5), then
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there exists d̂ ∈ Rn such that inequalities (4.5.47) hold for all j with at least one hold-
ing strictly and the inequalities (4.5.48) hold for all (i, j) ∈ I (x∗0, x∗1, x∗2). Consider
d̄ ∈ Rn+2n0 where d̄i = d̂i for i = 0, 1, 2 and d̄3 = d̄4 = d̂0.
Since f (x0, x1, x2) = f̄ (x1, x2, z1, z2) when zi = x0 for i = 1, 2 and gi (x0, xi) =
ḡi (xi, zi) when zi = x0 for i = 1, 2 and d̄ ∈ Rn+2n0 is defined as above, the inequalities
(4.5.49) are equivalent to inequalities (4.5.47) for all j with at least one holding
strictly for both (4.2.10) and (4.2.5), and the inequalities (4.5.50) are equivalent to
inequalities (4.5.48) and they hold for all
(i, j) ∈ I (x∗0, x∗1, x∗2) = {(i, j) ∈ I (x∗0, x∗1, x∗2, z∗1 , z∗2) : i = 1, 2},








2) ∈ X̄ where x∗0 = z∗1 = z∗2 is
Kuhn-Tucker properly efficient for (4.2.10), and this completes the proof.
We can now state the proper efficiency conditions for (4.2.5) and (4.2.10) and
develop the relationship between these conditions. The following efficiency conditions
are stated for systems that have two subproblems with a global variable and two
local variables. They are the application of classical Kuhn-Tucker Proper Efficiency
conditions that can be found in [22].
Theorem 4.5.17. Proper Efficiency Conditions for (4.2.5): If (x0, x1, x2) ∈ X is
Kuhn-Tucker properly efficient, then there exist ŵij ∈ R> for j = 1, . . . , pi and i = 1, 2










ûij∇gij (x0, x1, x2) = 0
ûijgij (x0, x1, x2) = 0, for j = 1, . . . ,mi and i = 1, 2
ŵ = (ŵ1, ŵ2) > 0 where ŵi = (ŵi1, . . . , ŵipi) for i = 1, 2
û = (û1, û2) = 0 where ûi = (ûi1, . . . , ûimi) for i = 1, 2.
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Theorem 4.5.18. Proper Efficiency Conditions for (4.2.10): If (x0, x1, x2, z1, z2) ∈
X̄ is Kuhn-Tucker properly efficient, then there exist w̄ij ∈ R> for j = 1, . . . , pi and
i = 1, 2 and ūij ∈ R≥ for j = 1, . . . ,mi and i = 1, 2 and ūij ∈ R≥ for j = 1, . . . , n0
















ūij∇gij (x0, x1, x2, z1, z2) = 0
ūij ḡij (x0, x1, x2, z1, z2) = 0, for j = 1, . . . ,mi and i = 1, 2
ūijgij (x0, x1, x2, z1, z2) = 0, for j = 1, . . . , n0 and i = 3, . . . , 6
w̄ = (w̄1, w̄2) > 0 where w̄i = (w̄i1, . . . , w̄ipi) for i = 1, 2
ū = (ū1, . . . , ū6) = 0 where ūi = (ūi1, . . . , ūimi) for i = 1, 2
and ūi = (ūi1, . . . , ūin0) for i = 3, . . . , 6.
Let the proper efficiency multipliers be ŵ, w̄ ∈ Rp>, û ∈ Rm= , ū ∈ R
m+4n0
= , and
ūi ∈ Rn0 for i = 3, . . . , 6 such that ū3 = ū4 and ū5 = ū6. We can now relate the proper
efficiency conditions for (4.2.10) and (4.2.5).





X for (4.2.5) with proper efficiency multipliers (ŵ1, ŵ2) ∈ Rp>, (û1, û2) ∈ Rm= if and













2 for (4.2.10) with proper efficiency multipliers (w̄1, w̄2) = (ŵ1, ŵ2) ∈ R
p
>
and (ū1, ū2, ū3, ū4, ū5, ū6) ∈ Rm+4n0= where (ū1, ū2) = (û1, û2) and ū3 = ū4 and ū5 = ū6.




2) ∈ X is Kuhn-Tucker properly efficient for








2) ∈ X̄ where x∗0 = z∗1 = z∗2 is Kuhn-Tucker
properly efficient for (4.2.10). A proof analogous to the weak efficiency conditions
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proof (see Proposition 4.4.45) yields that, given the relationships between the proper
efficiency multipliers, the gradient, complementary slackness, and nonnegativity con-
ditions hold for (4.2.5) if and only if they all hold for (4.2.10).
4.6 Summary
The following reviews the basic components developed in this chapter. We
follow up the discussion of our work with additional avenues for research in this area.
4.6.1 Contributions
Building on the work for single objective problems found in [20] and [21],
we expand the results for multiobjective problems deriving the relationship between
efficient points of the AAO problem and the ready to be decomposed, or separable,
problem for the system with a global and local variables. Taking advantage of the
structure of the separable problem, we are able to develop correspondences between
the efficiency condition (both weak and proper) of the AAO problem and those of the
separable problem.
These relationships confirm the validity of the decomposition technique of
duplicating global variables given an appropriate coordination scheme. They also es-
tablish the equivalence between the original system and the system after duplication.
4.6.2 Further Work
This research could be furthered by generating similar relationships for other
systems. Developing the relationships for the interacting systems with linking vari-
ables discussed in Sections 3.2.11 through 3.2.13 may prove to reveal valuable infor-
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mation regarding these challenging interacting systems.
An expansion of these results to relate the separable problem to the decom-
posed subproblems would also be a significant direction for further research. These
relationships may provide insight into superior decomposition and coordination meth-





Complex optimization problems are difficult to solve because the problems are
often too big and complex for the current abilities of modern computation. Conse-
quently, we wish to decompose a large problem into a series of smaller subproblems
that we are able to solve individually. Decomposition is not a trivial matter since
the optimal solutions to subproblems does not necessarily correspond to an optimal
solution of the large system (refer to Section 2.2 for a general discussion of decompo-
sition). In order to merge solutions of subproblems into an optimal solution for the
system, we require coordination (or communication) between subproblems during the
solution process.
Analytic target cascading (ATC) is a categorization of problems that assumes
a hierarchical structure where numerical targets are passed from an upper level sub-
problem down to one or more lower level subproblems, sending information cascading
down the hierarchy. While there are currently methods to solve these types of prob-
lems, we wish to improve the quality of solutions and the speed with which these
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solutions are reached.
The study of ATC-decomposable systems is an area of research investigated
primarily over the last decade. It was developed in [65], modeling current design
practices in the automotive industry. They describe target cascading as a process for
product design with the following four steps
(i) specify overall product targets; (ii) propagate product targets to sys-
tem, subsystem and component “sub-targets”; (iii) design system, sub-
systems and components to achieve their respective sub-targets; and (iv)
verify that the resulting product meets overall product targets.
It was formalized as target cascading in [41], and [64] presents the full notation and
problem formulation.
Three general approaches to solving ATC-decomposable problems have been
studied. The use of auxiliary variables, ε, to determine the weight multipliers of the
relaxed constraints are used in [41]. A Lagrangian penalty method with an update
scheme for the weight multipliers is used by [63], [82], [84], [81], and [57], and [51]
and [42] used a Lagrangian dual method and subgradient optimization for which
convergence results are available.
A more general coordination method referred to as augmented Lagrangian
coordination (ALC) is studied in [83], [81], and [85] and they show that the ATC
methods are a subclass of ALC. Special cases of ATC have also been studied, specifi-
cally the hybrid of ATC and MDO as complementary methods in [1], a linearization
of the ATC subproblems using the objective and constraints gradients in [33], and
combining the Lagrangian dual function as a lower bound, a local optimizer as an
upper bound, and a branch and bound technique in [40].
Target cascading was initially investigated in [65] and [41] as a method of
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decomposing complex engineering problems in a manner that forces the solution to
meet given targets as closely as possible. Since then ATC decomposition has been
applied to many different fields. ATC for the vehicle design process is implemented in
[43], [44], and [45], and [62] apply the ATC coordination scheme between marketing
a product and the design of a product. In aerospace engineering, [2] applied ATC
decomposition to aircraft design using ATC to coordinate the various subproblems
and then employ MDO techniques to solve some of the subproblems. In [18], the
authors used ATC decomposition in civil engineering, applying it to an HVAC design
problem.
We also use a subgradient optimization algorithm to solve ATC-decomposable
problems. Subgradient optimization is a well established method (see [8] and [12])
that has been used to solve many types of problems. A subgradient algorithm to
solve the subproblem in the Dantzig-Wolfe decomposition and use linear program-
ming theorem to justify the algorithm is used in [7]. A subgradient optimization
method including constant, diminishing and dynamic step sizes for convex functions
is developed in [67], and they present convergence proofs. Convergence properties of
a subgradient method including objective values, solutions and step size rules are dis-
cussed in [46], and they extend their results to include objective functions that are a
sum of convex functions. In [10], the authors merge the cutting plane approximation
of the dual with a subgradient algorithm. Convergence properties of a subgradient
optimization algorithm that employs a sharp Lagrangian (using ‖·‖1) with several
different step sizes are considered in [16]. The ballstep subgradient method (which
uses information from several iterations to update targets) is studied by [47]. They
also present properties of their ballstep subgradient algorithms for convex problems
along with numerical results for a complex nonlinear multicommodity network flow
problem.
194
In Section 5.1, we first discuss the decomposition of ATC-decomposable prob-
lems, and then in Section 5.2, formulate an ATC-decomposable optimization problem.
Section 5.3 reviews general practical aspects of decomposition and coordination, par-
ticularly those relating to subgradient optimization. Section 5.4 examines subgradient
optimization, states our generic algorithm, and discusses elements of the algorithm
that we investigate, including the computational scheme and the dual multipliers
update method.
We continue in Section 5.5 with a discussion of the cutting plane method for
approximating the dual function and how this technique is implemented to update
the dual multipliers in the subgradient algorithm. Section 5.6 introduces the test
problems that are used in this chapter, as well as the decompositions employed.
Finally Section 5.7 presents our results when comparing computational schemes, dual
update methods, the power of the augmenting term, and duplication and relaxation
techniques respectively. Section 5.8 concludes the work of this chapter.
5.1 Decomposition of ATC Problems
Generally an ATC-decomposable problem has more than one feasible decom-
position. A decomposition with fewer subsystems has the advantage of decreasing
the number of optimization problems solved during each iteration and consequently
may decrease the number of iterations required to achieve an acceptable solution.
However, decreasing the number of subproblems in the decomposition requires that
each subproblem have a larger constraint set which may significantly increase the
difficulty of solving each subproblem.
A weakness of decomposition is the possibility of generating points that are
infeasible to the unrelaxed constraints. Let X be the set of constraints of the original
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problem that have not been relaxed. When solving the subproblems, the solutions
are required to be feasible to only a strict subset of X. It is possible and likely that
the intermediate solutions generated will not be in X. We also note that in general
the point is also infeasible for the relaxed constraints.
As we solve the decomposed problems (including duplicated variables in our
solution), if the points achieved are infeasible with respect to the relaxed constraints,
then the points may not be feasible with respect to X. As the infeasibility with
respect to the relaxed constraints decreases it forces the infeasibility with respect to
X to decrease.
5.2 Problem Formulation
Since ATC is a decomposition method, we can incorporate optimization tech-
niques into the algorithm. The first to use classical Lagrangian duality to improve
the solution algorithm of the ATC decomposed problem when solving the subprob-
lems in parallel was [51]. In [42], the authors expanded the body of knowledge by
incorporating proximal Lagrangian duality and a method of solving the subproblems
in sequence. The alternating directions method of multipliers with the given coordi-
nation scheme was incorporated by [82]. They made no mention of the dual problem,
however, they did update the multipliers in a manner similar to the update of the
dual solution. A method for separating the cross product terms in the proximal La-
grangian function was developed in [57], and then they solving the subproblems in
parallel (computational schemes are described in more detail in a later section).
We call the problem of interest the all at once (AAO) problem, and formulate
it as problem (5.2.1) with N levels with a total of M subproblems over all levels and
the following structure to make it ATC decomposable. In the mathematical problem
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formulation, we adapt the notation of [82] and [57].
Let Ei denote the set of subproblems at level i and Cij denote the set of children
of subproblem j at level i. Let xij denote the design variables associated with sub-
problem j at level i, and let fij, gij, hij denote the objective, inequality and equality
constraint functions associated with subproblem j. Let rij, the response generated by
subproblem j, be defined by a function of the local design variables, xij and the re-
sponses of subproblem j’s children, r(i+1)l∀l ∈ Cij, where rij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
.
The AAO problem formulation is
min
xij∀j∈Ei,i=1,,N



















xij, r(i+1)l∀l ∈ Cij
)
= 0,
and rij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N.
Let X denote the set of points of the form
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N
that satisfy the constraints of problem (5.2.1).
The AAO problem is ATC-decomposable due to its special multilevel structure
and the definition of the responses, rij. However, this ATC-decomposable problem
is not separable since the responses link the children to their parents. In order to
make this problem separable, new variables, tij, are introduced in the form tij −
rij = 0, which are called the consistency constraints. Let tij − rij ∈ Rkij and κ =∑N
i=2
∑






















xij, r(i+1)l∀l ∈ Cij
)
= 0,
tij − rij = 0, and tij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N.
Based on Lagrangian duality theory (see Section 2.1 for a discussion of La-
grangian duality), we relax a subset of the constraints and construct the Lagrangian
dual problem. In our approach we currently relax only the consistency constraints
and we use the proximal (augmented) Lagrangian function.






































xij, r(i+1)l∀l ∈ Cij
)
= 0
and tij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N where v ∈ Rκ, c ∈ Rκ>.
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We have the following Lagrangian dual problem
max
v∈Rκ,c∈Rκ>
ψ (v, c) (5.2.4)





































xij, r(i+1)l∀l ∈ Cij
)
= 0,
and tij = aij
(
xij, r(i+1)l ∈ l ∈ Cij
)
∀j ∈ Ei, i = 1, , N.
For the duration of this thesis, we will let cij = |vij|.
It has been shown that under convexity assumptions, the optimal value of the
dual problem (5.2.4) is equal to the optimal value of the primal problem (5.2.2), in
which case there is a zero duality gap between the primal and dual problems [51]. This
result is known as the Strong Duality Theorem in nonlinear programming ([8],[12]).
[72] proved a similar result without convexity requirements for the primal problem
(5.2.2) and the dual problem (5.2.4) but required that the primal objective function
be level-bounded and locally uniform. The variety of conditions that have to be met
in order to guarantee a zero duality gap in this more general case are expanded upon
in [88], [38], [39], [90], and [91]. All these results comprise the generalized Lagrangian
duality theory.
The overall goal of our work is to use the Lagrangian theory to find an optimal
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solution of the AAO problem by individually solving its subproblems. We therefore
decompose the relaxed primal problem, (5.2.3), into a collection of the relaxed primal
subproblems. In particular, a relaxed primal subproblem j at level i resulting from




























xij, r(i+1)l∀l ∈ Cij
)
= 0,
and tij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
,
where vij ∈ Rκij is a vector whose components are components of v ∈ Rκ. In this
formulation the optimization variables are xij, tij, and r(i+1)l, and rij is a known
vector whose current value has been found at level i− 1 or in the previous iteration
depending on the computational scheme.
5.3 General Decomposition and Coordination
A general algorithm for decomposition and coordination can be adapted in a
variety of ways. In the following sections, we discuss various aspects necessary to the
subgradient algorithm. In Section 5.3.1 we discuss components of problem decompo-
sition, the computational scheme, and other specific elements of the algorithm, and
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Section 5.3.2 examines intermediate solutions and their feasibility.
5.3.1 Aspects of Decomposition and the Subgradient Algo-
rithm
The process of defining a well-posed decomposed and coordinated design prob-
lem and solving it using a Lagrangian method includes several aspects specifically
problem decomposition, formulation of the dual function, computational scheme, and
optimization parameters.
1. Relaxation of constraints: Any subset of the constraints of the AAO problem
can be relaxed. We choose to relax just the consistency constraints since the
resulting relaxed Lagrangian problem is separable and lends itself to ATC de-
composition.
However, other feasibility constraints may be relaxed too. Since, in general,
equality constraints substantially increase the difficulty of solving an optimiza-
tion problem and they can be more easily relaxed than inequality constraints,
it is recommended that only the former be relaxed.
2. Problem decomposition: Problem decomposition involves decisions regarding
determining the number of subproblems in the decomposition and distributing
the terms of the AAO objective function among subproblems.
Number of subproblems: Generally, an ATC-decomposable problem can be de-
composed in several ways. As mentioned earlier, a decomposition with fewer
subproblems has the advantage of decreasing the number of optimizations re-
quired during each iteration and may decrease the number of iterations required
to achieve an acceptable solution. On the other hand, decreasing the number of
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subproblems in the decomposition requires that each subproblem have a larger
constraint set which may significantly increase the difficulty of solving each
subproblem.
The AAO objective function: The splitting of the AAO objective function be-
tween the subproblems can be done in several ways. Consider an AAO prob-
lem with N = 2 levels and M = 2 subproblems whose objective function is
f (x) = f11 (x11, r22) + f22 (x22). Table 5.1 states possible relaxed subproblem
objective functions given the above AAO objective function with corresponding
references that use the associated objectives.
Reference Objective Function Decomposition
Kim et al. [42] Subproblem 1: f11 (x11, r22) + f22 (x22) + v22 (t22 − r22)
Subproblem 2: v22 (t22 − r22)
Lassiter et al. [51] and Subproblem 1: f11 (x11, r22) + v22 (t22 − r22)
Li et al. [57] Subproblem 2: f22 (x22) + v22 (t22 − r22)
Tosserams et al. [84] Subproblem 1: f11 (x11, r22) + v22 (t22 − r22)
Subproblem 2: f11 (x11, r22) + f22 (x22) + v22 (t22 − r22)
Table 5.1: Different AAO objective function decompositions
The most effective manner of splitting the objective function seems to be prob-
lem dependent, however, numerical experience lends us to believe that sharing
the objective functions according to [51] and [57] can be more advantageous for
subgradient optimization.
Intermediate solutions: A weakness of decomposition is the possibility of gener-
ating infeasible intermediate solutions. During the execution of the algorithm,
an AAO solution is implicitly obtained by consolidating current optimal solu-
tions of the subproblems which includes original variables as well as duplicated
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variables. Note that when solving the subproblems, their solutions are feasible
only for a strict subset of the AAO feasible set X. Therefore, it is possible
that at some iteration, the intermediate solution is not feasible for the original
AAO problem. Additionally, due to Lagrangian relaxation, during the execu-
tion of the algorithm the intermediate solutions may not satisfy the consistency
constraints.
3. Type of Lagrangian: The Lagrangian function is often used to relax the com-
plicating constraints. A variety of different functions are available to augment
the classical Lagrangian function. Augmentation is done to eliminate possible
unboundedness in the subproblems. The most common Lagrangians used are
the classical Lagrangian (with a linear term and no augmenting term), and the
proximal Lagrangian with a linear term and an augmenting term in the form
of the squared Euclidean norm of relaxed constraints. Another suggested aug-
mented function is the Euclidean norm raised to some positive (not necessarily
integer) power.
The use of a “mixed” Lagrangian can also be considered. The “mixed” La-
grangian would include all terms of the classical Lagrangian and incorporate
an augmenting term for only those relaxed constraints that are functions of
one subproblem’s variables since in this case separation of subproblems would
continue to be possible.
4. Computing mode: Two computational schemes, sequential and parallel, are cur-
rently being used. In the sequential mode, the subproblems are solved consec-
utively using information gained at the previous level when solving the current
level problems. In the parallel mode, no information is passed between any of
the subproblems until all have been solved for that iteration.
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The sequential scheme has the advantage of making more information available
earlier than the parallel scheme does. However, the parallel scheme is able to
take advantage of computational assets such as parallel processing since each
subproblem is solved independently of the other subproblems.
5. Starting point: Most optimization techniques require an initial starting point
which may or may not be feasible to the problem being optimized. The choice
of the starting point for the optimizer can significantly impact the speed and
success of the algorithm. Assuming some regularity of the feasible set surround-
ing the optimal solution, the closer the starting point is to the optimal solution,
the more quickly the algorithm will find the optimal solution.
The starting point that is passed as a parameter to the optimizer, in our case
fmincon in MatLab, can also significantly impact the convergence of the al-
gorithm. According to numerical trials updating the starting point (to the
previous iterates solution value) at every iteration significantly improves the
convergence of the algorithm.
5.3.2 Intermediate Solutions and Feasibility
The optimization of complex systems often requires decomposition that breaks
the system down into smaller subproblems so that they can be solved individually.
While decomposition allows us to solve problems that we otherwise could not solve,
it also introduces infeasibility into intermediate solutions, that is, the solutions we
achieve during a solution process before obtaining a final solution which should be
feasible and also optimal for the AAO problem, if the solution process is well designed
and convergent.
There are two types of infeasibility to consider. First is the infeasibility of
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intermediate solutions of subproblems. Since subproblems are solved individually,
intermediate solutions of the subproblems may not yield a feasible solution for the
AAO problem. This infeasibility is due solely to the decomposition of the AAO
problem and is independent of the algorithm used to solve the decomposed problems.
Interestingly, this type of infeasibility may exist for an intermediate solution in one
iteration and may vanish in the next iteration.
Second is infeasibility due to the consistency constraints. Depending on the
algorithm used to solve the decomposed problems the consistency constraints may
not hold during the solution process until the solution process is complete. When
these constraints are relaxed during the solution process (i.e. dual Lagrangian meth-
ods, subgradient optimization), the intermediate solutions are infeasible to the AAO
problem simply because the consistency constraints do not hold.
5.4 Subgradient Optimization
We examine a generic subgradient algorithm paying special attention to how
the Lagrangian multipliers are updated as we prepare to intoduce our new update
method using a cutting plane approximation. We employ subgradient optimization
to solve our decomposed problem. We first define the subgradient and then present
an algorithm. The subgradient of a function is the generalization of the derivative of
a function that is also defined for nondifferentiable points.
Definition 5.4.37. Let X be a nonempty convex set in Rn, f : X → R be convex
(concave). Then ζ is said to be the subgradient of f at x̂ ∈ X if f (x) ≥ (≤) f (x̂) +
ζT (x− x̂) for all x ∈ X.
We observe that subgradients at nondifferentiable points are not generally
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unique. However only one subgradient at each point is needed and it will be found
according to (5.4.7).
To accomplish the overall goal of solving problem (5.2.2), we intend to solve
the dual problem (5.2.4) since the primal and dual problems have the same optimal
value based on the Lagrangian duality theory. We solve the dual problem using a
subgradient algorithm whose generic form is given in the following section. Since the
dual function ψ (v, c) in (5.2.4) may not be differentiable, we calculate a subgradient
of ψ (v, c) with respect to (v, c) according to [8] as
ζij = tij − rij, (5.4.7)
where ζij is the subgradient for subproblem j at level i, and let ζ be the vector of all
κ subgradients.
5.4.1 Algorithm
As a computational framework for our work, we present the following generic
subgradient algorithm that can be modified in a variety of ways. Our work focuses
on comparing the parallel and sequential schemes, modifying the update of the dual
solution, and refining the problem decomposition.
Let the point
(
xij, tij, r(i+1)l∀l ∈ Cij
)
denote the vector of primal variables for
subproblem j at level i. Let (x, t, r) denote the vector of primal variables for all
subproblems. Then the generic subgradient algorithm is:
1. Let k = 1. Initialize with a feasible dual solution (v0, c0) to (5.2.4) and a starting
point (x0, t0, r0) for the primal problem (typically required by an optimization
solver).
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2. Individually solve the subproblems according to the given scheme (parallel or
sequential) and obtain a primal solution to each subproblem.
3. For each subproblem, calculate the subgradient (ζij = tij − rij) for all subprob-
lems to check whether the current primal solution is feasible for the AAO prob-
lem.
4. If the current primal solution is feasible for the AAO problem (ζij = 0 for all
ij), stop.
5. Update the dual solution and obtain vk+1, ck+1. Set k = k + 1.
6. Return to step 2.
5.4.2 Computational Schemes
The subproblems must be organized in the sequence in which they will be
solved. There exists generally a large number of possibilities, each having advan-
tages and drawbacks related to practicality and convergence [76]. Solving groups of
subproblems either sequentially or in parallel leads to major differences in the con-
figurations. See Figure 5.1 for a conceptual diagram of the parallel and sequential
schemes with two levels and three subproblems.
After the problem has been decomposed, the subproblems can be solved in
sequence, where information from the higher level problems is passed to the lower
level and the subproblems at the lower level are solved independently of each other,
or in parallel, in which no information is passed between any of the subproblems until
all have been solved for that iteration. As discussed earlier, the sequential scheme has
the advantage of making more information available earlier than the parallel scheme
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Figure 5.1: Sequential and parallel computing modes for the AAO problem
does. However, the parallel scheme is able to take advantage of computational assets
such as parallel processing.
5.4.3 Updating Lagrangian Multipliers
Step 5 of the generic subgradient algorithm involves updating the dual solution,
(v, c). This is generally done by adding the subgradient of the relaxed constraints
times some step size to the previous value of the dual solution. Since the step size is
the only aspect of the this update we modify, it is of particular interest to us. For
the sequence of dual objective values to reach the optimal value or for the sequence
to converge to the optimal value [51] report that the step size must approach 0 as
the number of steps, k, approaches ∞ and the sum from 1 to ∞ of the step sizes
is infinite, where the step size is the multiplier of the subgradient. In iteration k,
the dual variable vk associated with the linear term of the Lagrangian is updated
as vk+1 = vk + update. The update term generally includes the subgradient of the







where s is a step size and ζkij is the subgradient in the k
th iteration
Dual update methods significantly impact the speed of the algorithm. Below
we give a summary of three main update methods seen in the literature. These
methods are gradient based with different formulas for determining the step size. Let
k be the iteration number and let ζk be the subgradient at iteration k.
k Update s = 1
k‖ζk‖ , [51]. This method consistently takes smaller and smaller
step sizes at each iteration of the algorithm. If the initial dual variables are suf-
ficiently close to the optimal dual solution, then this method works acceptably
well. Otherwise, this method takes a large number of iterations to achieve an
acceptable solution.
m Update s = 1+m
(k+m)‖ζk‖ ; m is a constant, where m = 5 works well, [12]. This is
a modified version of the k Update and appears to have improved performance
since the initial step sizes are larger.
o Update s =
(ψ∗−ψ(vk))
‖ζk‖ , where ψ
∗ is the optimal value of the Lagrangian dual





of the dual function at the kth iteration, [12].
This method uses the deviation of the current value of the dual function from
the optimal value of the dual problem. A weakness of this method is the need
to know the optimal value of the dual problem or to be able to accurately
approximate it. A second weakness of this method is that the step size may
not be positive when used with a decomposed algorithm, implying that the
solutions are not guaranteed to converge.
Note that the step-size of the k and m updates is independent of the prob-
lem, while the step-size of the o update is problem dependent. The observation
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(made in Section 5.1) that in the decomposed algorithm, xk may not be feasible
with respect to X is significant to the analysis of this dual update method used
in solving the decomposed problem. The standard method of solving the dual
problem by fixing the dual variables, solved the relaxed primal problem, updat-
ing the dual variables, and repeating assumes that the xk found by solving the
relaxed primal problem is feasible with respect to X. However, that assumption
may not hold when solving the decomposed problem which may likely result in
a current value for the dual function which is higher than the optimal value.
The current value of the dual function is only guaranteed to be less than or
equal to the optimal value of the dual function if the xk found when solving the
relaxed primal problem is feasible with respect to X. If the current value of the
dual function is greater than the optimal value of the dual function (this may
occur if xk is not feasible with respect to X), then the step size is no longer
nonnegative. If the step size is not nonnegative, then the sequence of solutions
is not guaranteed to converge.
During the execution of the algorithm, the dual multipliers of the augmented
term can be updated according to one of the following schemes. We use the second
scheme exclusively
• c is a constant that may be incremented at each iteration (c is a penalty coeffi-
cient).
• c = |v|, this method treats c as a function of the dual variables (which is the
method we employ).
• c is treated as an additional optimization dual variable.
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It is of interest to mention that parameters of the optimization solver used for
performing Step 2 of the algorithm have to be selected. They should be selected in a
manner that provides the best solutions most efficiently. Additionally, lower and/or
upper bounds on variables may be artificially added to the problem to improve the
performance of the algorithm.
5.5 Cutting Plane Update
The final method for updating the Lagrangian multipliers that we study is
an approximation technique that does not employ step sizes. The cutting plane
update generates inequalities (or cuts) based on the point, xk, and the subgradient,
ζk, and uses these cuts to approximate the dual function. Using the maximum of
the dual approximation allows us to more quickly arrive at an acceptable solution.
Our implementation of the cut update employs the use of the classical Lagrangian in
generating the cuts. We experimented with using the proximal Lagrangian, but found
that the cuts obtained in the subsequent iterations were too close together to improve
the approximation of the dual solution. In effect, this update turned out to be of no
value in our trials when the cuts were generated with the proximal Lagrangian. We
proceed with a advancement of the cutting plane method to approximate the dual
function and our implementation of the method.
5.5.1 Theoretical Discussion of the Cutting Plane Method
The cutting plane method approximates the dual function with an increasing
number of hyperplanes. First, we will review the cutting plane method applied to
classical Lagrangian relaxation as discussed in [8].
If we let γ = ψ (v) where ψ (v) is defined by
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xij, r(i+1)l∀l ∈ Cij
)
= 0,
and tij = aij
(
xij, r(i+1)l ∈ l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N.
Then it is clear that solving max
v∈Rκ



















vij (tij − rij)
gij
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xij, r(i+1)l∀l ∈ Cij
)
= 0,
and tij = aij
(
xij, r(i+1)l ∈ l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N.
The above problem has the advantage of being a linear program in the variables
γ and vij, however, it has the disadvantage of having an infinite number of constraints
that are not known explicitly.
Since the (5.5.9) may have an infinite number of constraints, the cutting plane
method approximates the Lagrangian dual problem by selecting k points and limiting
the constraint set, resulting in (5.5.10). This update is based on a linear approxima-
tion, as presented in (5.5.10), of the dual function based on the primal solution, xk,





























η = 1, , k and where k denotes the number of points.
This linear program now has a finite number of inequalities (cuts) and therefore
can easily be solved for vij. Let v̄ denote an optimal solution of (5.5.10). As we
incorporate this linear program into the generic algorithm, we let (xη, tη, rη) be the
primal solution found during the ηth iteration, and set vk+1 = v̄ as the value of the
dual variable in the (k + 1)st iteration. One may develop and examine variations
of (5.5.10) when the approximation is applied to the dual problem (5.2.4) in which
fij
(
xij, r(i+1)l∀l ∈ Cij
)
is replaced by fij
(
xij, t(i+1)l∀l ∈ Cij
)
, or by a weighted sum of
these two functions.
5.5.2 Discussion of the Implemented Cutting Plane Update
The cutting plane method is dependent on the point used to generate the
next cut. If the point is too infeasible with respect to X as may happen (see the
discussion in Section 5.3.2), then the cut generated may be a poor approximation for
the dual function. Numerical experimentation indicates that how the coefficients of
the squared terms are chosen impacts how tolerant the cutting plane method is to
infeasible points. It appears from initial trials that the cutting plane algorithm works
better with the proximal Lagrangian when the coefficients of the square of the relaxed
constraint are equal to the absolute value of the corresponding linear dual variable
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(i.e. c = |v|).
It is of interest to note that, after further trials, we observed that if we fix the
coefficients of the square of the relaxed terms, the algorithm converges more quickly
when the coefficient was fixed at a small value (i.e. c = 10 was better than c = 100
which was better than c = 1, 000, and c = 10, 000, 000, 000 does not work). We
conclude that standard penalty methodology does not apply in this situation.
Some trials indicate that the cutting plane update method can get “stuck”.
If the algorithm is unable to generate a solution that is a sufficient improvement
from the previous solution, the subgradients, ζk, will not change enough to generate
an improved dual solution, then the algorithm may start to generate essentially the
same point at each iteration preventing it from achieving an acceptable solution.
5.6 Test Problems
We now consider four different numerical examples, two mathematical and two
engineering, with which we present our results in Section 5.7.
5.6.1 Quadratic Problem
The first example is a convex problem with a quadratic objective and linear
constraint functions. It can be decomposed into two or three subproblems. Consider








g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
g3 = x8 + x9 − x11 + 1 ≤ 0, g4 = −x8 + x10 − x11 + 3 ≤ 0,
g5 = x11 − x12 − x13 + 2 ≤ 0, g6 = x11 + x12 − x14 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0,
h3 = x8 − x9 − x10 + x11 − x3 + 1 = 0, h4 = x11 + x12 + x13 + x14 − x6 = 0.
This AAO problem has a global optimal solution at
x∗ = (5, 10, 4, 0, 0, 9, 0, 1, 0, 0, 2, 0, 4, 3)
with the optimal objective value of f ∗ = f (x∗) = 125.
We propose two different decompositions for this problem. The first has two
subproblems on two levels, and the second has three subproblems on two levels.
5.6.1.1 Two Subproblem Decomposition
For this decomposition there are two responses passed from the lower level to
the upper level. Set the responses as r22 = (x3, x6). We duplicate the responses r22,
by introducing the new variables t22, where
r22 = t22 = (x15, x16) . (5.6.11)
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Due to the size of this example, we simplify the notation and simply refer to the
variables x1, . . . , x16. This yields the consistency constraints
h5 = x15 − x3 = 0 and h6 = x16 − x6 = 0.







g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
g3 = x8 + x9 − x11 + 1 ≤ 0, g4 = −x8 + x10 − x11 + 3 ≤ 0,
g5 = x11 − x12 − x13 + 2 ≤ 0, g6 = x11 + x12 − x14 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0,
h3 = x8 − x9 − x10 + x11 − x15 + 1 = 0, h4 = x11 + x12 + x13 + x14 − x16 = 0,
h5 = x15 − x3 = 0, n and h6 = x16 − x6 = 0.
We relax the consistency constraints and formulate the following relaxed prob-
lem. Let v22 = (v1, v2), c22 = (|v1| , |v2|), and ζ = ζ22 = (h5, h6, ).
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2 + v1 (x15 − x3) + v2 (x16 − x6)
+ |v1| (x15 − x3)2 + |v2| (x16 − x6)2
subject to
g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
g3 = x8 + x9 − x11 + 1 ≤ 0, g4 = −x8 + x10 − x11 + 3 ≤ 0,
g5 = x11 − x12 − x13 + 2 ≤ 0, g6 = x11 + x12 − x14 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0,
h3 = x8 − x9 − x10 + x11 − x15 + 1 = 0, h4 = x11 + x12 + x13 + x14 − x16 = 0.
Decomposing the relaxed problem yields the following two subproblems .








2 + v1 (x15 − x3) + v2 (x16 − x6)
+ |v1| (x15 − x3)2 + |v2| (x16 − x6)2
subject to
g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0.
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v1 (x15 − x3) + v2 (x16 − x6) + |v1| (x15 − x3)2 + |v2| (x16 − x6)2
subject to
g3 = x8 + x9 − x11 + 1 ≤ 0, g4 = −x8 + x10 − x11 + 3 ≤ 0,
g5 = x11 − x12 − x13 + 2 ≤ 0, g6 = x11 + x12 − x14 + 1 ≤ 0,
h3 = x8 − x9 − x10 + x11 − x15 + 1 = 0, h4 = x11 + x12 + x13 + x14 − x16 = 0.
5.6.1.2 Three Subproblem Decomposition
The second decomposition consists of three subproblems, one upper and two
lower. Since no communication is permitted between the lower level subproblems,
the variable linking the lower level subproblems, x11, must be governed by the upper
level subproblem, and each subproblem on the lower level passes two responses up to
the upper level subproblem. Set the responses as r22 = (x3, x11) and r23 = (x6,−x11).
We duplicate the responses r22, r23, by introducing the new variables t22, t23, where
r22 = t22 = (x15, x16) and r23 = t23 = (x17,−x18) . (5.6.12)
Due to the size of this example, we simplify the notation and simply refer to the
variables x1, . . . , x18. This yields the consistency constraints:
h5 = x15 − x3 = 0, h7 = x16 − x11 = 0
h6 = x17 − x6 = 0, h8 = x11 − x18 = 0
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g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
g3 = x8 + x9 − x16 + 1 ≤ 0, g4 = −x8 + x10 − x16 + 3 ≤ 0,
g5 = x18 − x12 − x13 + 2 ≤ 0, g6 = x18 + x12 − x14 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0,
h3 = x8 − x9 − x10 + x16 − x15 + 1 = 0, h4 = x18 + x12 + x13 + x14 − x17 = 0,
h5 = x15 − x3 = 0, h6 = x17 − x6 = 0, h7 = x16 − x11 = 0,
and h8 = x11 − x18 = 0.
We relax the consistency constraints and formulate the following relaxed primal prob-
lem. Let
v22 = (v1, v3) , v23 = (v2, v4) , c22 = (|v1| , |v3|) , c23 = (|v2| , |v4|) and (5.6.14)
ζ = (ζ22, ζ23) where ζ22 = (h5, h7) and ζ23 = (h6, h8) .
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2 + v1 (x15 − x3) + v2 (x17 − x6)
+v3 (x16 − x11) + v4 (x11 − x18)
+ |v1| (x15 − x3)2 + |v2| (x17 − x6)2 + |v3| (x16 − x11)2 + |v4| (x11 − x18)2
subject to (5.6.15)
g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
g3 = x8 + x9 − x16 + 1 ≤ 0, g4 = −x8 + x10 − x16 + 3 ≤ 0,
g5 = x18 − x12 − x13 + 2 ≤ 0, g6 = x18 + x12 − x14 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0,
h3 = x8 − x9 − x10 + x16 − x15 + 1 = 0, h4 = x18 + x12 + x13 + x14 − x17 = 0.
Decomposing the relaxed primal problem into three subproblems yields the following.








2 + v1 (x15 − x3) + v2 (x17 − x6)
+v3 (x16 − x11) + v4 (x11 − x18)
+ |v1| (x15 − x3)2 + |v2| (x17 − x6)2 + |v3| (x16 − x11)2 + |v4| (x11 − x18)2
subject to
g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0,
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0.
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v1 (x15 − x3) + v3 (x16 − x11)
+ |v1| (x15 − x3)2 + |v3| (x16 − x11)2
subject to
g3 = x8 + x9 − x16 + 1 ≤ 0, g4 = −x8 + x10 − x16 + 3 ≤ 0,
h3 = x8 − x9 − x10 + x16 − x15 + 1 = 0.






v2 (x17 − x6) + v4 (x11 − x18)
+ |v2| (x17 − x6)2 + |v4| (x11 − x18)2
subject to
g5 = x18 − x12 − x13 + 2 ≤ 0, g6 = x18 + x12 − x14 + 1 ≤ 0,
h4 = x18 + x12 + x13 + x14 − x17 = 0.
5.6.2 Geometric Problem
The second example is a geometric problem with nonconvex constraints. Its
decomposition is analogous to that of the quadratic problem and can also be decom-









































x−213 − 1 ≤ 0, g6 = (x211 + x212)x−214 − 1 ≤ 0,
h1 = −x21 + x23 + x−24 + x25 = 0, h2 = −x22 + x25 + x26 + x27 = 0,
h3 = −x23 + x28 + x−29 + x−210 + x211 = 0, h4 = −x26 + x211 + x212 + x213 + x214 = 0.
This AAO problem has a global optimal solution at
x∗ = (2.84, 3.09, 2.36, 0.76, 0.87, 2.81, 0.94, 0.97, 0.87, 0.80, 1.30, 0.84, 1.76, 1.55)
with the optimal value of f ∗ = f (x∗) = 17.5887.
This problem provides a significant challenge to our optimizer (fmincon in MatLab)
due to the characteristics of the constraints. Consequently we only study the three
subproblem decomposition. This problem has the same structure as the previous
example and will be decomposed in a similar fashion with three subproblems on two
levels. Set the responses as r22 = (x3, x11) and r23 = (x6 − x11) and duplicate the
responses r22, r23, by introducing the new variables t22, t23, where
r22 = t22 =
 x15
x16





Due to the size of this example, we again simplify the notation and simply refer to
the variables x1, . . . , x18. This yields the consistency constraints
h5 = x15 − x3 = 0, h7 = x16 − x11 = 0,
h6 = x17 − x6 = 0, h8 = x11 − x18 = 0.








































x−213 − 1 ≤ 0, g6 = (x218 + x212)x−214 − 1 ≤ 0,
h1 = −x21 + x23 + x−24 + x25 = 0, h2 = −x22 + x25 + x26 + x27 = 0,
h3 = −x215 + x28 + x−29 + x−210 + x216 = 0, h4 = −x217 + x218 + x212 + x213 + x214 = 0,
h5 = x15 − x3 = 0, h6 = x17 − x6 = 0, h7 = x16 − x11 = 0, h8 = x11 − x18 = 0.
We relax the consistency constraints and formulate the following relaxed prob-
lem. Let v22, v23, c22, c23 and ζ be defined as in (5.6.14).
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2 + v1 (x15 − x3) + v2 (x17 − x6)
+v3 (x16 − x11) + v4 (x11 − x18)


































x−213 − 1 ≤ 0, g6 = (x218 + x212)x−214 − 1 ≤ 0,
h1 = −x21 + x23 + x−24 + x25 = 0, h2 = −x22 + x25 + x26 + x27 = 0,
h3 = −x215 + x28 + x−29 + x−210 + x216 = 0, h4 = −x217 + x218 + x212 + x213 + x214 = 0.
Decomposing the relaxed problem into three subproblems yields the following.








2 + v1 (x15 − x3) + v2 (x17 − x6)
+v3 (x16 − x11) + v4 (x11 − x18)














x27 − 1 ≤ 0,
h1 = −x21 + x23 + x−24 + x25 = 0, h2 = −x22 + x25 + x26 + x27 = 0.
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x−216 − 1 ≤ 0,
h3 = −x215 + x28 + x−29 + x−210 + x216 = 0.















x−213 − 1 ≤ 0, g6 = (x218 + x212)x−214 − 1 ≤ 0,
h4 = −x217 + x218 + x212 + x213 + x214 = 0.
5.6.3 Cantilevered Beam Problem
The third example is an engineering problem considering the weight and dis-
placement of a cantilevered beam with a rectangular cross section. The following is
the AAO formulation of this problem with a global optimal solution at b∗ = 5
9
, h∗ = 6






subject to g = 1
bh2
− 0.05 ≤ 0 and 0.2 ≤ b, h ≤ 6.
225
For this problem we consider two decompositions, both with two subproblems
on two levels. These two decompositions are developed from distinct perspective,
a meaningful engineering and a completely mathematical perspective. We propose
these two decompositions with the goal of comparing their ease of solution.
5.6.3.1 Engineering Decomposition
The first decomposition is generated by using the meaningful relationships
of the area, bh, and displacement, bh
3
12







, and duplicate the responses r22, by introducing the new
variables t22.
r22 = t22 = (x1, x2) (5.6.20)
We simplify the notation and simply refer to the variables x1, x2, b, h. This
yields the consistency constraints


















0.2 ≤ b, h ≤ 6 and ≤ x1, x2 ≤ 10.
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We relax the consistency constraints and formulate the following relaxed problem.
Let
v22 = (v1, v2) , c22 = (|v1| , |v2|) and ζ = ζ22 where ζ22 = (h1, h2) . (5.6.22)
















subject to g = 1
bh2
− 0.05 ≤ 0, 0.2 ≤ b, h ≤ 6, and 0 ≤ x1, x2 ≤ 10.
Decomposing the relaxed problem into two subproblems yields

















subject to 0 ≤ x1, x2 ≤ 10.
Subproblem 2 on the Lower Level:
min
b,h












subject to g = 1
bh2
− 0.05 ≤ 0 and 0.2 ≤ b, h ≤ 6.
5.6.3.2 Mathematical Decomposition
The following decomposition incorporates simpler linear responses, which are
r22 = (b, h), and are mathematically valid, but physically without significance. We
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duplicate the responses r22, by introducing the new variables t22
r22 = t22 = (x1, x2) , (5.6.23)
and we simplify the notation by referring to the variables x1, x2, b, h. This decompo-
sition, while mathematically simplier, has little engineering significance. This yields
the consistency constraints
h1 = x1 − b = 0 and h2 = x2 − h = 0.










− 0.05 ≤ 0, 0.2 ≤ b, h, x1, x2 ≤ 10
h1 = x1 − b = 0, and h2 = x2 − h = 0.
We relax the consistency constraints and formulate the following relaxed primal prob-
lem. Let v22, c22, and ζ be defined as in (5.6.22).




+ bh+ v1 (x1 − b) + v2 (x2 − h) + |v1| (x1 − b)2 + |v2| (x2 − h)2
subject to g = 1
bh2
− 0.05 ≤ 0 and 0.2 ≤ b, h, x1, x2 ≤ 10.
Decomposing the relaxed primal problem into two subproblems yields the following.
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+ v1 (x1 − b) + v2 (x2 − h) + |v1| (x1 − b)2 + |v2| (x2 − h)2
subject to 0.2 ≤ x1, x2 ≤ 10.
Subproblem 2 on the Lower Level:
min
b,h
bh+ v1 (x1 − b) + v2 (x2 − h) + |v1| (x1 − b)2 + |v2| (x2 − h)2
subject to g = 1
bh2
− 0.05 ≤ 0 and 0.2 ≤ b, h ≤ 10.
We simply define the subgradient as ζ = ζ22 = (h1, h2).
5.6.4 Cantilevered I-beam Problem
The fourth example is also an engineering problem similar to the previous
problem considering the weight and displacement of a cantilevered I-beam. First we
list the necessary constant values for this problem, and then we present the AAO
formulation. Consider the following constants
E = 2.1× 1011 N/m2, ρ = 7200 kg/m3, L = 1.0 m,
F = 100 N, and Sy = 5.0× 108 N/m2.
Set α = 0.5, and let
W (A) = ρAL, W̄ =
W (A)−Wmin
Wmax −Wmin
, δ (I) =
(FL3)
3EI





The following is the AAO formulation of this problem with a global optimal solution
at
x∗ = (0.1, 0.5, 0.1, 0.00101, 0.001, 0.00106, 0.000708, 0.0000234)
and the optimal objective value of f ∗ = f (x∗) = 0.0261.
min
a,b,c,d,e,f









≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, and 0.001 ≤ d, e, f ≤ 0.01,











+ ad (b+ d)2 + cf (b+ f)2
)
.
We develop three different decompositions with two subproblems on two levels.
We state three different decompositions to compare their effectiveness. We consider
a decomposition with significant physical relationships, one with more, but simpler
equality relationship, and a final decomposition merging aspects of the previous two.
5.6.4.1 Engineering Decomposition
In the first decomposition the lower level subproblem passes two responses,
again the area and displacement of the beam, to the upper level subproblem. Set the
response as follows
r22 =
















We refer to this as the engineering decomposition since this decomposition has the
most significance from the practical engineering perspective. We duplicate the re-
sponse r22, by introducing the new variable t22 where
r22 = t22 = (A, I) , (5.6.26)
and we simplify the notation by referring to the variables as A, I, a, b, c, d, e, f . This
yields the consistency constraints
h1 = A− (ad+ be+ cf) = 0 and (5.6.27)










+ ad (b+ d)2 + cf (b+ f)2
)
= 0.
which when added to the original AAO problem yields
min
A,I,a,b,c,d,e,f


















≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, 0.001 ≤ d, e, f ≤ 0.01,
0.0003 ≤ A ≤ 0.015, 5.934× 10−7 ≤ I ≤ 5.295× 10−4,
h1 = A− (ad+ be+ cf) = 0, and










+ ad (b+ d)2 + cf (b+ f)2
)
= 0.
We relax the consistency constraints and formulate the following relaxed pri-
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mal problem. Let
v22 = (v1, v2) , c22 = |v22| , and ζ = ζ22 = (h1, h2) . (5.6.28)
ψ (v) = min
A,I,a,b,c,d,e,f
αW (A)−Wmin



















+ ad (b+ d)2 + cf (b+ f)2
))
























≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, 0.001 ≤ d, e, f ≤ 0.01,
0.0003 ≤ A ≤ 0.015, and 5.934× 10−7 ≤ I ≤ 5.295× 10−4.
Decomposing the relaxed primal problem into two subproblem yields























+ ad (b+ d)2 + cf (b+ f)2
))














+ ad (b+ d)2 + cf (b+ f)2
))2
subject to
0.0003 ≤ A ≤ 0.015 and 5.934× 10−7 ≤ I ≤ 5.295× 10−4.
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Subproblem 2 on the Lower Level:
min
a,b,c,d,e,f














+ ad (b+ d)2 + cf (b+ f)2
))
























≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, and 0.001 ≤ d, e, f ≤ 0.01.
5.6.4.2 Mathematical Decomposition
The following decomposition has little practical meaning from an engineering
design perspective, but applies a methodology similar to that used for decomposing
the quadratic and geometric examples. Set the response as r22 = (a, b, c, d, e, f). We
duplicate the response r22, by introducing the new variable t22 where
r22 = t22 = (x1, x2, x3, x4, x5, x6) . (5.6.29)
Throughout the following development, we simply refer to the variables
x1, . . . , x6, a, b, c, d, e, f . This yields the consistency constraints
h1 = x1 − a, h2 = x2 − b, h3 = x3 − c
h4 = x4 − d, h5 = x5 − e, and h6 = x6 − f.






















0.1 ≤ a, b, c, x1, x2, x3 ≤ 0.5, 0.001 ≤ d, e, f, x4, x5, x6 ≤ 0.01,
h1 = x1 − a, h2 = x2 − b, h3 = x3 − c,
h4 = x4 − d, h5 = x5 − e, and h6 = x6 − f,
where A = (x1x4 + x2x5 + x3x6)











+ ad (b+ d)2 + cf (b+ f)2
)
.
We relax the consistency constraints and formulate the following relaxed primal prob-
lem. Let v22 = (v1, . . . , v6) and c22 = |v22|.








δmax−δmin + v1 (x1 − a) + v2 (x2 − b)
+v3 (x3 − c) + v4 (x4 − d) + v5 (x5 − e) + v6 (x6 − f)
+ |v1| (x1 − a)2 + |v2| (x2 − b)2










0.1 ≤ a, b, c, x1, x2, x3 ≤ 0.5, 0.001 ≤ d, e, f, x4, x5, x6 ≤ 0.01,
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where A = (x1x4 + x2x5 + x3x6)











+ ad (b+ d)2 + cf (b+ f)2
)
.
Decomposing the relaxed primal problem into two subproblem yields




Wmax−Wmin + v1 (x1 − a) + v2 (x2 − b) + v3 (x3 − c)
+v4 (x4 − d) + v5 (x5 − e) + v6 (x6 − f) + |v1| (x1 − a)2 + |v2| (x2 − b)2
+ |v3| (x3 − c)2 + |v4| (x4 − d)2 + |v5| (x5 − e)2 + |v6| (x6 − f)2
subject to 0.1 ≤ x1, x2, x3 ≤ 0.5 and 0.001 ≤ x4, x5, x6 ≤ 0.01
where A = (x1x4 + x2x5 + x3x6) .







δmax−δmin + v1 (x1 − a) + v2 (x2 − b) + v3 (x3 − c)
+v4 (x4 − d) + v5 (x5 − e) + v6 (x6 − f) + |v1| (x1 − a)2 + |v2| (x2 − b)2









≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, 0.001 ≤ d, e, f ≤ 0.01











+ ad (b+ d)2 + cf (b+ f)2
)
.
Define the subgradients for these subproblems as ζ = ζ22 = (h1, h2, h3, h4, h5, h6).
5.6.4.3 Hybrid Decomposition
What follows is a hybridization of the engineering decomposition and the
mathematical decomposition which tries to incorporate the best aspects of both de-
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compositions. We duplicate a fewer number of variables as done in the engineering
decomposition and use simpler relationships as done in the mathematical decompo-
sition. Set the response as r22 = (ad+ be+ cf), and duplicate the response r22, by
introducing the new variable t22 where
r22 = t22 = A, (5.6.30)
and we simplify the notation by referring to the variables A, a, b, c, d, e, f . This yields
the consistency constraint
h = A− (ad+ be+ cf) = 0. (5.6.31)





















≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, 0.001 ≤ d, e, f ≤ 0.01,
0.0003 ≤ A ≤ 0.015, and h = A− (ad+ be+ cf) = 0











+ ad (b+ d)2 + cf (b+ f)2
)
. We relax the consistency
constraint and formulate the following relaxed primal problem. Let v22 = v, c22 = |v|,
and
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ψ (v) = min
A,a,b,c,d,e,f
αW (A)−Wmin














≤ Sy, 0.1 ≤ a, b, c ≤ 0.5,
0.001 ≤ d, e, f ≤ 0.01, and 0.0003 ≤ A ≤ 0.015











+ ad (b+ d)2 + cf (b+ f)2
)
. Decomposing the relaxed
problem into two subproblem yields




Wmax−Wmin + v (A− (ad+ be+ cf)) + |v| (A− (ad+ be+ cf))
2
subject to0.0003 ≤ A ≤ 0.015.

















≤ Sy, 0.1 ≤ a, b, c ≤ 0.5, and 0.001 ≤ d, e, f ≤ 0.01











+ ad (b+ d)2 + cf (b+ f)2
)
. Define the subgradients for
this decomposition as ζ = ζ22 = h.
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5.6.5 Error Measures
We used three measures of optimality to determine the quality of the solutions
found. Table 5.2 summarizes the termination measures used, where x∗, f ∗ are the
AAO optimal solution and AAO optimal objective value and xk, fk are the solution
and the AAO objective value at the kth iteration.
The feasibility measure assesses the lack of feasibility at termination by cal-
culating ‖ζ‖1 in step 3 of the algorithm. It is a robust measure of error since it is
available even when an optimal solution is not known. It is also a measure of the
validity of a proposed design.
The optimal solution error requires the knowledge of the optimal solution x∗.
If the optimal solution is unique, then this measure remains valid. However, if there
are unknown alternate optimal solutions this measure can indicate a large error when
the algorithm has actually yielded an optimal solution.
The optimal objective error also requires knowledge of the AAO optimal ob-
jective value, f ∗, but it is an excellent indicator of the accuracy of a solution, and
does not encounter the weakness of possible alternate optimal solutions.
Measure Source
Feasibility Error ‖ζ‖1 Kim et al. [42]
Optimal Solution Error maxi=1,...,14
|x∗i−xki |
1+|x∗i |




Table 5.2: Summary of optimality measures
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5.7 Elements of the Subgradient Algorithm
We continue with our investigation of the subgradient algorithm for ATC-
decomposable problems. In this section we report the results of our numerical study
using the previously introduced numerical examples.
5.7.1 Parallel versus Sequential Computational Scheme
The first aspect of the subgradient algorithm that we investigate is the compu-
tational scheme. To date no comparison between the parallel and sequential scheme
has been made. In this section we solve the quadratic, cantilevered beam and can-
tilevered I-beam problems with both the parallel and sequential schemes.
In the sequential mode, the subproblems are solved level by level using infor-
mation gained at the previous level when solving the current level problems. In the
parallel mode, no information is passed between any of the subproblems until all have
been solved for that iteration.
The following figures provide a comparison between the parallel and sequential
schemes. Each graph presents the number of iterations (on the vertical axis) of the
subgradient algorithm necessary to achieve a solution whose error is less than or equal
to the given error (on the horizontal axis). For each figure the solid line represent the
sequential scheme.
Figure 5.2 displays the number of iterations of the subgradient algorithm
needed to solve the quadratic program with three subproblems as a function of the
error measure using the feasibility, optimal solution, and optimal objective error,
respectively.
Figure 5.3 displays the number of iterations of the subgradient algorithm
needed to solve the rectangular cantilevered beam using the mathematical decom-
239
(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.2: Comparison of the parallel and sequential schemes as a function of the error for
the quadratic three subproblem example
position as a function of the error measures using the feasibility, optimal solution,
and optimal objective error, respectively.
For the hybrid decomposition of the cantilevered I-beam, Figure 5.4 displays
the number of iterations of the subgradient algorithm as a function of the feasibility,
optimal solution, and optimal objective error, respectively.
From the previous figures, we see that the parallel scheme never significantly
outperforms the sequential scheme. In general, the sequential scheme does as well
as or better than the parallel scheme. However, in a situation where we might be
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(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.3: Comparison of the parallel and sequential schemes as a function of the error for
the rectangular cantilevered beam using the mathematical decomposition
able to take advantage of parallel computing, we may wish to use the parallel scheme
anyway. While we increase the overall computing time by requiring more iterations,
we reduce the amount of real time needed to solve each iteration and hence reduce
the overall time necessary to solve the given problem.
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(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.4: Comparison of the parallel and sequential schemes as a function of the error for
the cantilevered I-beam using the hybrid decomposition
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5.7.2 Comparison of Dual Update Methods
Our next avenue of research involves the updating of the dual variables. As
previously mentioned, standard update methods use the previous value of the dual
variables, a predetermined step size, and the value of the subgradient to determine
the new value of the dual variables. Let s be the step size, then two alternate formulas









‖ζk‖ . We have
used the second formula for the k, m, and o updates unless otherwise stated, and for
the c update, we use the term fij
(
xij, r(i+1)l∀l ∈ Cij
)
in the construction of the linear
program approximating the dual problem. The four updates under consideration are
thoroughly discussed in Sections 5.4.3 and 5.5.
Often the number of function evaluations required to find a solution is used to
compare techniques. We believe that while the number of function evaluations may
depend on the quality of the optimization solver used, the number of iterations of
the subgradient algorithm is a better measure of the computational effort needed to
solve decomposed problems for a given level of accuracy. Consequently we present our
results in terms of the number of iterations of the subgradient algorithm performed
to achieve the given results.
For the quadratic example with two subproblems, we ran trials using the k,
m, o and c (cutting plane) update. Using the starting points x0 = (0, . . . , 0) and
v0 = (0, 0), Figure 5.5 presents the number of iterations requires to solve the quadratic
problem with two subproblems to the given level of accuracy (on the horizontal axis)
as a function of the feasibility, optimal solution, and optimal objective error respec-
tively (on the vertical axis).
For the quadratic example with three subproblems, we ran trials using the
k, m, o and c (cutting plane) update. Using the starting points given in [42] where
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(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.5: The number of iterations required to reach a solution as a function of the error
for the quadratic two subproblem example
x0 = (0, . . . , 0) and v0 = (5, 15, 50, 50), Figure 5.6 presents the number of iterations
requires to solve the quadratic problem with three subproblems to the given level of
accuracy as a function of the feasibility, optimal solution, and optimal objective error
respectively.
Figure 5.6 displays the number of iterations of the subgradient algorithm for
the three subproblem decomposition of the quadratic problem as a function of the
feasibility, optimal solution, and optimal objective error, respectively.
For both the two and three subproblem decomposition of the quadratic prob-
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(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.6: The number of iterations required to reach a solution as a function of the error
for the quadratic three subproblem example
lem, the subgradient algorithm was run for the four types of dual updates described
in Section 5.5. We observe that while the o update is not attractive, the cut update
consistently and significantly outperforms all the other updates. Note that the opti-
mal solution error seems to be a compromise between the other two error measures
in terms of performance.
We ran further trials using the k, m, o, and c updates on the three subproblem
geometric program, using the starting points x0 = (1, . . . , 1) and v0 = (5, 10, 10, 10).
Figure 5.7 displays the number of iterations of the subgradient algorithm for this
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problem as a function of the feasibility, optimal solution, and optimal objective error,
respectively.
(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.7: The number of iterations required to reach a solution as a function of the error
for the geometric three subproblem example
Finally we consider the k, m, o, and c update for the hybrid decomposition
of the cantilevered I-beam, using the starting points x0 = (1, . . . , 1) and v0 = 1.
Figure 5.8 displays the number of iterations of the subgradient algorithm using the
feasibility, optimal solution, and optimal objective error, respectively.
We have shown a comparison of the four update methods presented on three
of the examples. From this data we ascertain that the cut update method can re-
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(a) Feasibility error (b) Optimal solution error
(c) Optimal objective error
Figure 5.8: The number of iterations required to reach a solution as a function of the error
for the hybrid decomposition of the cantilevered I-beam
quire significantly fewer iterations of the subgradient algorithm to produce valuable
solutions.
While the cut update is generally attractive, we observed two difficulties as-
sociated with it. This update is dependent on the point used to generate the next
cut (the inequality to be added to the set of constraints). If the point exhibits large
infeasibility with respect to the AAO feasible set, X, then the resulting cut may be
a poor approximation of the dual function. It appears that the value of the dual co-
efficients cij of the quadratic terms in the proximal Lagrangian impacts how tolerant
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the cutting plane method is to infeasible points. Based on our trials, it appears that
the cutting plane algorithm performs better for cij = |vij|. Furthermore, we have
observed that the subgradient algorithm converges more quickly for smaller values
of cij. The standard penalty approach indicates that as c is increased the primal
solution will improve. However, when using the cutting plane update, increasing the
constant vector, c, causes the accuracy of the primal solution to decrease.
Trials also indicate that if the subgradient algorithm is unable to generate a
primal solution that is sufficiently different than the previous primal solution, then





. If this happens the subgradient algorithm will continue
to generate the same primal solution at each iteration, and the algorithm will stall
and fail to converge to an acceptable final solution.
As with most methods, the performance of this method does seem to have
some sort of problem dependency. It does not work for all problems or for all types of
augmenting functions. We conclude that this method has definite promise especially
when we consider the possibility of some sort of hybrid method (perhaps combining
the cutting plane method and the m method).
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5.7.3 Power of the Augmented Term
We next investigate preferred values for the power of the augmented term in
the Lagrangian. An augmented Lagrangian is presented in [27] where the power of
the augmenting term (which to this point has been p = 2) varies over the interval
0 < p ≤ 1. We tested this approach and examined numerically which values of p
seem to provide the most efficient solutions.
We investigate the effect of changing the power of the augmented term using
the formulation given in (5.2.4) on the quadratic problem and cantilevered I-beam.
We ran 300 iterations of the algorithm and compared the values
p = 0.1, 0.2, 0.4, 0.6, . . . , 4.0
and used the three different measures of error previously discussed to compare the
results.
For the quadratic problem with three subproblems the values for p of p =
1.2, 1.4, 1.6, 1.8, 2.0, 2.4 all converged to solutions with error measures less than 0.2
(for all three types of error). For the cantilevered I-beam p = 1.4, 1.6, 1.8, 2.0 all
converged to solutions with error measures less than 0.1 (again for all three types of
error).
Since our results were not consistent with those predicted by [27] and our
problem formulation differs slightly from the one they considered, we reformulated
our examples according to the model presented in [27] as follows. Let c ∈ R> and the
Lagrangian dual problem is as stated in (5.2.4) where
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xij, r(i+1)l∀l ∈ Cij
)
= 0,
and tij = aij
(
xij, r(i+1)l ∈ l ∈ Cij
)
∀j ∈ Ei, i = 1, , N.
Comparing the same values of p, we found that for the quadratic problem with
three subproblems p = 1.6, 1.8, 2.0, 2.2, 2.4, 2.6, 2.8, 3.0 all converged to solutions with
error measures less than 0.02 (for all three types of error). For the cantilevered I-beam
p = 1.4, 1.6, 1.8, 2.0 all converged to solutions with error measures less than 0.1 (again
for all three types of error). We note that this formulation allows a wider range of
good values of p. However, the preferred values of p consistently include p = 1.6, 1.8,
and 2.0 for both formulations, and we conclude from this experiment that in general
p = 1.6, 1.8 or 2.0 may allow the algorithm to converge to a good solution quickly.
5.7.4 Duplication and Relaxing Constraints
Finally we examine one of the more challenging aspects of a decomposition
and coordination scheme, decomposing the problem in the most useful manner and
relaxing the most appropriate constraints. We have found that how a problem is
decomposed significantly impacts the quality of the solutions achieved (see Section
2.2.1). First we consider the cantilevered beam with a rectangular cross section. This
is a small problem from a mathematical perspective which vividly illustrates the fact
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that modifying the decomposition significantly impacts the quality of the solution
attained. Then we examine the larger cantilevered I-beam problem.
5.7.4.1 Cantilevered Beam Problem
The first decomposition of this problem is a decomposition generated by mean-
ingful relationships between the variables (the engineering decomposition). We du-





= 0. The results as seen in the following figures are poor.
We then decomposed the problem using more straightforward mathematical
relationships (the mathematical decomposition). We duplicate the variables x1, x2 as
follows and relax the constraints x1−x3 = 0 and x2−x4 = 0. Using the mathematical
decomposition we show significant improvement in the quality of the solution obtained




for the k, m, and o update methods for both decompositions of the
cantilevered beam with a rectangular cross section).
Figures 5.9, 5.10 and 5.11 display the number of iterations of the subgradient
algorithm using the feasibility, optimal solution, and optimal objective error, respec-
tively for both the engineering and mathematical decompositions of this problem.
5.7.4.2 Cantilevered I-beam Problem
The second problem that we use in this study is the cantilevered I-beam prob-
lem. The first decomposition of this problem is also an engineering decomposition
using the area and displacement of the beam. We duplicate the variables A, I and
relax the constraints
















(a) Engineering decomposition of the can-
tilevered beam
(b) Mathematical decomposition of the can-
tilevered beam
Figure 5.9: Comparison of decomposition and relaxation schemes as a function of feasibility
error for the rectangular cantilevered beam
(a) Engineering decomposition of the can-
tilevered beam
(b) Mathematical decomposition of the can-
tilevered beam
Figure 5.10: Comparison of decomposition and relaxation schemes as a function of optimal
solution error for the rectangular cantilevered beam
The results as seen in the following figures are also poor.
The second decomposition (mathematical) duplicates each of the variables
a, b, c, d, e, f . For this decomposition we see somewhat improved performance over
the engineering decomposition.
We then decomposed the problem using only one relationship (keeping the
simpler one from the previous formulation). We duplicate the variable A and relax the
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(a) Engineering decomposition of the can-
tilevered beam
(b) Mathematical decomposition of the can-
tilevered beam
Figure 5.11: Comparison of the parallel and sequential scheme as a function of optimal
objective error for the rectangular cantilevered beam
constraint A = (ad+ be+ cf). Using the hybrid decomposition we show significant
improvement in the quality of the solution obtained as seen in the following figures.
Figures 5.12, 5.13 and 5.14 display the number of iterations of the subgradi-
ent algorithm for the cantilevered I-beam using the feasibility, optimal solution, and
optimal objective error, respectively.
We conclude that better solutions may be found when we decompose the prob-
lem using simpler (smaller order) mathematical relationships and when we relax fewer
constraints. There appears to be a trade off between the number of constraints to be
relaxed and the simplicity of these constraints. Ideally we would like to have a few
(one or two), simple (of order one or two) constraints, but this is rarely a feasible
option. Instead we can apply the following basic principles in an attempt to generate
the most preferred decomposition. First, relax as few constraints as possible. Re-
laxing unnecessary constraints seems to slow down the convergence of the algorithm.
Second, relax the simpler constraints. Look for equations of small order as candidates
for relaxation. As we have seen, the decomposition employed significantly impacts
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(a) Engineering decomposition of the can-
tilevered I-beam
(b) Mathematical decomposition of the can-
tilevered I-beam
(c) Hybrid decomposition of the cantilevered
I-beam
Figure 5.12: Comparison of decomposition and relaxation schemes as a function of feasibility
error for the cantilevered I-beam
the quality the solution achieved by the subgradient algorithm.
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(a) Engineering decomposition of the can-
tilevered I-beam
(b) Mathematical decomposition of the can-
tilevered I-beam
(c) Hybrid decomposition of the cantilevered
I-beam
Figure 5.13: Comparison of decomposition and relaxation schemes as a function of optimal
solution error for the cantilevered I-beam
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(a) Engineering decomposition of the can-
tilevered I-beam
(b) Mathematical decomposition of the can-
tilevered I-beam
(c) Hybrid decomposition of the cantilevered
I-beam
Figure 5.14: Comparison of the parallel and sequential scheme as a function of optimal
objective error for the cantilevered I-beam
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5.8 Summary
The results found in this chapter are concisely reiterated in this section, and
subsequently we discuss additional research that may further this work.
5.8.1 Contributions
This study presents the results of our investigation into various elements of the
subgradient optimization algorithm for ATC-decomposable problems. We conclude
that the sequential computational scheme is preferable unless there is a compelling
argument for the parallel scheme, such as parallel computing capabilities.
We then introduced the approximation update method for dual variables em-
ploying the cutting plane method. Using several examples we showed that the cutting
plane update has the potential to decrease the number of iterations necessary to solve
the problem. Then building on the work of [27], we compared various values for the
exponent of the norm in the augmented term. Studying values between 0.1 and 4,
we conclude that p values between 1.6 and 2 provide the most robust sequence of
solutions.
Finally we conclude with a comparison of decomposition techniques. Based on
our results we propose the general guidelines of relaxing just a few, simpler constraints
when decomposing. We see that modifications to the discussed components of the
subgradient algorithm and careful decomposition can increase the speed and accuracy
of the algorithm.
5.8.2 Future Work
Additional study of the dual update methods should include a hybridization
of the cutting plane method to increase its applicability and to eliminate the update’s
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tendency to stall. Another avenue of research would be to reduce the dual update
for a single global update which is a function of all subgradients to a local update
which uses only the subgradients from subproblem j to update the dual variable for
subproblem j.
Also further investigation into the characteristics of efficient decomposition
in order to produce more specific guidelines would prove beneficial. A study of the
relative cost in computational efficiency for using the more meaningful and natural
engineering decompositions over the more easily solved mathematical decomposition
would enable designers to determine whether or not it is worth the effort to develop





Our results from Chapter 5, while significant when studying subgradient op-
timization, leave room for the development of new methods for decomposing and
coordinating the family of ATC-decomposable problems. Considering the significant
amount of effort needed to solve even convex problems using either subgradient op-
timization or the related penalty methods, we seek to employ tools of multiobjective
optimization to decrease the amount of effort necessary for finding solutions for ATC-
decomposable problems.
The combination of solving ATC problems and using multiobjective program-
ming is a relatively untouched field. The ATC-decomposable continuously variable
transmission problem with tricriteria subproblems in three levels is studied in [13].
They propose a weighted sum formulation in which the weights are chosen through
experimentation. A multiobjective subgradient algorithm is investigated by [9], which
to date has not been researched. Decomposition is not employed by [9], however, their
study does present possibilities for other multiobjective approaches for decomposed
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problems distinct from those studied in this work.
Let us recall that in general ATC-decomposable problems are inherently mul-
tiobjective problems, since they seek to minimize the deviations from a fixed target.
The measuring of these deviations can be approached in two ways. First we can
consider the vector of deviations and formulate the AAO problem so that the vector
of deviations is the AAO objective function, which we refer to as a multiobjective
formulation. Second we can consider a scalar measure of the deviations, say the norm
of the vector of deviations, and formulate the AAO problem with a scalar objective
(the norm of the deviations), which we refer to as a single objective formulation of
the multiobjective ATC-decomposable problem.
The application of multiobjective programming to ATC-decomposable prob-
lems can be implemented in two ways. First, if the ATC-decomposable problem is
formulated as a multiobjective program, then we can maintain the multiobjective
nature of this problem and apply relationships similar to those presented in Chap-
ter 3 to obtain a solution to the entire system given solutions to the subproblems.
Second, an ATC-decomposable problem that is formulated as a single objective pro-
gram can be decomposed into subproblems where one or more of the subproblems are
multiobjective programs. We study the case where subproblems have at most two
objectives.
In this chapter we study ATC-decomposable problems using both types of
multiobjective approaches. We first present the ATC-decomposable problem formu-
lation for systems formulated as a multiobjective program in Section 6.1. In Section
6.2 we explore a multiobjective algorithm that approximates efficient solutions to the
multiobjective ATC-decomposable system. This algorithm is based on the theoretical
results investigated in Section 3.3.2.
The remaining sections are dedicated to the development of the biobjective
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algorithm for single objective formulations of ATC-decomposable systems that can
be decomposed into two or three subproblems. In Section 6.3, we outline the develop-
ment of the multiobjective approach for solving single objective ATC-decomposable
problems. In Section 6.4, we propose an algorithm for systems with two subprob-
lems on two levels. In Sections 6.5 through 6.7, we continue with some necessary
theoretical background pertaining to the solution of quadratic programs. We use this
background to support convergence results of the two subproblem algorithm, which
we present later in this chapter.
Specifically in Section 6.5, we study the parameterized solution of the quadratic
program with linear constraints and its effects on the objective value. Section 6.6
develops results parallel to those in the previous section for quadratic programs with
nonlinear constraints. In Section 6.7, we expand our analysis to composite quadratic
programs, that is, we consider how the problem of minimizing the deviation of a
function to a given target is equivalent to minimizing the deviation of variables to a
given target as discussed in the earlier sections.
In Section 6.8, we state convergence results for the algorithm developed in
Section 6.4. In Section 6.9 we propose algorithms designed for systems with three
subproblems on two levels. Finally, in Section 6.10 we summarize the contributions
of this work.
6.1 ATC Problem Formulation























xij, r(i+1)l∀l ∈ Cij
)
= 0,
and rij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N
where CNj = ∅ for all j ∈ EN .
We adapt the above formulation to allow fij to be a vector of objectives where f =
(f11, . . . , fMN), and we have the following AAO formulation
min
xij∀j∈Ei,i=1,,N












xij, r(i+1)l∀l ∈ Cij
)
= 0,
and rij = aij
(
xij, r(i+1)l∀l ∈ Cij
)
∀j ∈ Ei, i = 1, . . . , N
where CNj = ∅ for all j ∈ EN .





f (x11, x22) (6.1.2)
= min
x11,x22,r22
(f11 (x11, r22) , f22 (x22))
subject to
g11 (x11, r22) 5 0, g22 (x22) 5 0,
h11 (x11, r22) = 0, h22 (x22) = 0, and r22 = a22 (x22) .
Again we see that the definition of the responses prevents this system from
being simply decomposed with no coordination. Figure 6.1 presents the physical
representation of the ATC decomposable problem with two subproblems, and Figure
6.2 presents the physical representation of the system from the perspective of the
subproblem objectives.
Figure 6.1: Physical representation of ATC-decomposable problem (6.1.2) with two sub-
problems
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Figure 6.2: Physical representation of ATC-decomposable problem (6.1.2) with the sub-
problem objectives
6.2 Approximation Algorithm for
ATC-decomposable Problems
We proceed with the multiobjective approach that maintains the multiobjec-
tive nature of the system and consider the simplified ATC problem in which only the
upper level subproblem has an objective function and that function is separable. We
let xii ∈ Xii ⊆ Rni for i = 1, 2, a22 : Rn2 → Rq, f111 : Rn1 → Rp, f112 : Rq → Rp, and
f22 : R
n2 → Rp where
f11 (x11, r22) = f111 (x11) + f112 (r22) , (6.2.3)
f22 (x22) = 0 ∈ Rp,
We also assume that the feasible set can be written as a cross product of feasible sets.
Let (x11, x22) ∈ X = X11 ×X22, where
x11 ∈ X11 and x22 ∈ X22.




f111 (x11) + f112 (r22) (6.2.4)
subject to x11 ∈ X11, x22 ∈ X22, and r22 = a22 (x22) .
Figure 6.3 presents the physical representation of the ATC-decomposable prob-
lem with two subproblems, a separable objective function, and a feasible set of the
form X = X11 ×X22.
Figure 6.3: Physical representation of ATC-decomposable problem (6.2.4) with two sub-
problems under separability
Applying Proposition 3.2.6 and Corollary 3.3.16 to the simplified
ATC-decomposable problem we have the following corollary.
Corollary 6.2.33. A point
(x11, x22) is efficient in X11 ×X22 for f111 (x11) + f112 (a22 (x22))
if and only if (x11, x22) is efficient in
E
(










for f111 (x11) + f112 (a22 (x22)).
This corollary could be stated using efficient set notation as follows:
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For MOP (6.2.4), E
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This corollary leads us to the consideration of the following two MOPs, which are the









subject to x22 ∈ X22 and r22 = a22 (x22) .
Let the efficient set of (6.2.5) be denoted by E1 = E
(





and let the efficient set of (6.2.6) be denoted by E2 = E
(





The previous corollary also leads us to the following algorithm for solving the AAO
problem (6.2.4).
We propose the following algorithm.
Algorithm 6.2.1.










3. Construct the set E1 × E2.
4. Solve for the efficient set of
min
x11,x22
f111 (x11) + f112 (a22 (x22)) (6.2.7)
subject to x11 ∈ E1 and x22 ∈ E2
5. Output a solution set to the AAO problem.
Algorithm 6.2.1 enables us to restrict the feasible set of the AAO problem
without unknowingly eliminating AAO efficient solutions. This advantage would be
significant except for the difficulty of calculating the complete efficient sets of the
subproblems.
According to the theory, developed in Chapter 3, it is expected that when all
the efficient solutions of the subproblems are found, the relationship is guaranteed to
hold. However, numerically finding all efficient solutions is usually impossible [75].
Therefore we proceed with the assumption that only a subset or representation of
the set of all efficient solutions will be found for each subproblem. Consequently
this algorithm relies on the generation of an approximation of the solutions and the
relationship between the outputted solution set and the AAO efficient set remains to
be investigated.
The existence in the algorithm of nested efficiency operators is the source of its
weakness. By nested efficiency operators, we refer to the fact that the final efficient
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set is calculated from the efficient points of a feasible set that is composed of efficient
sets (or subsets of the efficient sets) for the subproblems.
When considering efficiency relationships with nested efficiency operators, such
as the one just discussed, we ask the question: Given only a subset of the inner efficient
set(s) (such as E1 and E2), when can we proceed with the final efficiency operator and
obtain efficient points for the AAO problem?
In order to focus on the question at hand, we temporarily switch to a general
notation considering the feasible set X and its subset X̂. If x ∈ X̂ is efficient in X,
is x efficient in X̂? and if x is efficient in X̂, is x efficient in X? A partial answer is
given in the following proposition.
Proposition 6.2.49. Let X̂ ⊂ X. If x is efficient in X for f and x ∈ X̂, then x is
efficient in X̂ for f .
This proposition could be stated using efficient set notation as follows:









Proof. Let X̂ ⊂ X, x be efficient in X for f , and x ∈ X̂. Then there does not exist
x̂ ∈ X such that f (x̂) ≤ f (x), and since X̂ ⊂ X there does not exist x̂ ∈ X̂ such
that f (x̂) ≤ f (x), and since x ∈ X̂ then, x is efficient in X̂ for f .









). However in general this is not true, and
we can only conclude that if x is efficient in X̂ for f , then there may exist x̂ ∈ X\X̂
such that f (x̂) ≤ f (x).
Therefore under general conditions, it is insufficient to generate only a subset
of the inner efficient sets in order to produce AAO efficient solutions. Returning
to Algorithm 6.2.1, we conclude that for any of the solutions in its output to be
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guaranteed AAO efficient, the entire set, E1, and the entire set, E2, must be computed.
This means that for Algorithm 6.2.1 to execute precisely the relationship of Corollary
6.2.33, we must find all the efficient points for each of the first two subproblems in
order to guarantee that the points found in the final step are all efficient for the AAO
problem. This is why Algorithm 6.2.1 simply yields an approximation of the efficient
set of the AAO problem while the quality of the approximation generated remains
unknown.
6.3 Overview of the Biobjective Approach to ATC
We now turn to the study of ATC-decomposable problems formulated as single
objective optimization problems. We consider problems of form (6.1.1) in which the
overall objective is to bring a vector of performance indices of the system to given
targets. In other words, for two level system (6.1.2) we are interested in minimizing
the deviation between the upper level vector-valued objective function, f11, and a
fixed vector of targets, T. For this class of ATC problems, we propose an algorithm in
Section 6.4. We apply this algorithm to several examples and discuss its termination.
However, before we can discuss the convergence of the algorithm, we first de-
velop theoretical tools available for quadratic programs. Since our algorithm incorpo-
rates two quadratic programs with targets or parameters that change from iteration
to iteration, we investigate how changing the targets of a parameterized quadratic
program affects the optimal solution. In Sections 6.5 and 6.6, we investigate the
consequences of changing the targets of a parameterized quadratic program, with the
objective function of the form (x− r)T D (x− r), where r is a target vector, and de-
termine conditions for modifying the targets to force the optimal objective value of
this quadratic program to decrease.
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The quadratic programs solved in the proposed algorithm have composite ob-
jective functions of the form (f (x)− r)T D (f (x)− r) where f (x) is a vector-valued
function and r is a target vector. Therefore, in Section 6.7, we show how the compos-
ite quadratic program can be reformulated as a quadratic program with additional
variables and constraints. This reformulation allows us to apply to the former the
theoretical tools developed for the latter.
In Section 6.8, we are ready to present the convergence results for the proposed
algorithm. We use the methodology of Sections 6.5 and 6.6 to state specific conditions
for the convergence.
In Section 6.9, we propose an analogous algorithm to that proposed in Section
6.4 for systems with three subproblems on two levels. Since in this case we observe
slower convergence for two of the three examples, we propose modifications to speed
up the convergence. The first modified algorithm incorporates objective cuts and the
second allows communication between the lower level subproblems.
6.4 Biobjective Algorithms for Two Subproblem
ATC-decomposable Problems
As we observed in Chapter 5, ATC decomposition and coordination incorpo-
rates compromise between the objectives of the system and the demands of feasibility
from the subproblems. Solving a subproblem independently of the system yields a
subproblem optimal solution that has the best objective value for this subproblem but
that may not be feasible for the AAO problem. Accepting deterioration of that best
objective value decreases the infeasibility of the optimal solution. This compromise
between the objectives and feasibility lends itself neatly to biobjective optimization,
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which, by definition models optimization problems with conflicting objectives.
In the spirit of the compromise between objectives and feasibility, we propose
an algorithm that employs biobjective optimization to solve the decomposed problems
and generate the AAO optimal solution. Our algorithm is designed for systems with
a single upper level and a single lower level subproblem. We consider a two level
system with an objective function for only the upper level problem in which we
attempt to minimize the deviation between the vector of upper level objectives, f11,
and a fixed target vector, T. For our work, we use the Euclidean norm to measure
these deviations. Our model results in the AAO problem
min
x11,x22
f (x11, x22) (6.4.8)
= min
x11,r22,x22
‖f11 (x11, r22)− T‖22
subject to
g11 (x11, r22) 5 0, g22 (x22) 5 0,
h11 (x11, r22) = 0, h22 (x22) = 0, and r22 = a22 (x22) .
The bilevel structure and the definition of the response, r22, make the AAO problem
ATC-decomposable. However, the problem is not separable since the response links
the two subproblems together. To make this problem separable, new variables, t22,
are introduced in the form t22− r22 = 0, which are called the consistency constraints.





‖f11 (x11, r22)− T‖22 (6.4.9)
subject to
g11 (x11, r22) 5 0, g22 (x22) 5 0,
h11 (x11, r22) = 0, h22 (x22) = 0
t22 = a22 (x22) , and t22 − r22 = 0.










g11 (x11, r22) 5 0, g22 (x22) 5 0
h11 (x11, r22) = 0, h22 (x22) = 0, and t22 = a22 (x22) .
This problem is then decomposed into two subproblems. Let tk22 be a fixed value of




‖f11 (x11, r22)− T‖22 ,
∥∥r22 − tk22∥∥22) (6.4.11)
subject to g11 (x11, r22) 5 0 and h11 (x11, r22) = 0.




(∥∥t22 − rk22∥∥22) (6.4.12)
subject to g22 (x22) 5 0, h22 (x22) = 0, and t22 = a22 (x22) .
6.4.1 Algorithm
Using subproblems (6.4.11) and (6.4.12), we propose the following algorithm
for two subproblem ATC-decomposable problems with two subproblems on two levels
as given in (6.4.8).
Input: Stopping criterion, problems (6.4.11) and (6.4.12)
Initialization:
Solve the single criterion upper level subproblem derived
from (6.4.11) with objective function ‖f11 (x11, r22)− T‖22.
Set the targets for the lower level subproblem (6.4.12).
Iteration k, k ≥ 1:
Solve the lower level subproblem (6.4.12) by minimizing the
deviation of the responses from the targets.
If the lower level subproblem (6.4.12) achieves the targets,
stop.
Otherwise, generate the closest response to the given target,
and pass it to the biobjective upper level subproblem
(6.4.11).
Solve the upper level subproblem (6.4.11) for the new lower
level targets and iterate.
Output: Solution to the AAO problem
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In general, if the minimization of the objective, ‖f11 (x11, r22)− T‖22, is reached
at a solution feasible to the lower level system, then the algorithm will stop in its first
iteration, and we would say that the lower level problem is capable of achieving the
response that the upper level problem desires. However, if the constraints of the lower
level problem inhibit the desired response, then the algorithm will require multiple
iterations to negotiate a response that is feasible to the lower level and yet acceptable
for the upper level.
Under the assumption that we are unwilling to sacrifice feasibility for a de-
creased objective, it is unnecessary to solve the biobjective problem for more than a
couple of well chosen efficient solutions. We only seek to find the efficient solutions
that place a priority on minimizing ‖t22 − r22‖22 while allowing an increase of the AAO
objective.
We pause for a moment to discuss the biobjective lower level problem. There
are many ways to solve multiobjective problems including the weighted sum scalar-
ization, the epsilon constraint method, and Benson’s method among others (see [22]).
One of the more commonly used techniques is the weighted sum scalarization. Its
common use is due to the ease of its implementation. The weighted sum scalarization
applies a scalar weight to each objective function and sums the objective functions to
form a single objective. The weights are chosen with the simple restriction of nonneg-
ativity. A general practice is to assign larger weights to objectives that are considered
to have higher importance, however, this convention is not proven to generate the de-
sired solutions for problems with more than two objectives. We also observe that the
weighted sum scalarization can be ineffective for finding efficient points of non-convex
problems, and we leave this issue to be addressed in further research.
Since we employ the weighted sum method to solve the biobjective lower level
subproblem, we choose α to be very close to but not equal to 1. If we were to let
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α = 1 and the problem had alternate optimal solutions, then the solution returned by
the optimizer may not be the solution that also minimizes ‖f (x11, r22)− T‖22, hence
we have the restriction α < 1.
The stopping criterion for this algorithm is the amount of infeasibility that is
acceptable between the desired response of the lower level problem and the actual re-
sponse of the lower level problem. It is generally determined by acceptable tolerances
for the problem at hand and the numerical precision of the optimizer.
We propose the following algorithm.
Algorithm 6.4.2. Initialize: Fix the stopping criterion ε > 0.





‖f11 (x11, r22)− T‖22 (6.4.13)
subject to g11 (x11, r22) 5 0 and h11 (x11, r22) = 0.
2. Set k = 1.









∥∥t22 − rk−122 ∥∥22 (6.4.14)
subject to g22 (x22) 5 0, h22 (x22) = 0 and t22 = a22 (x22) .
2. If








with α = 1− δ for 0 < δ ≤ 0.1
min
x11,r22
(1− α) ‖f11 (x11, r22)− T‖22 + α
∥∥r22 − tk22∥∥22 (6.4.15)
subject to g11 (x11, r22) 5 0 and h11 (x11, r22) = 0.
4. Set k = k + 1 and iterate.
Since we are unwilling to sacrifice feasibility to decrease the objective, we are
interested only in the efficient point that minimizes the deviation from the target
values. Therefore we are able to easily select weights that yield the efficient solution
and we are able to efficiently implement the solving of the biobjective problem.
6.4.2 Examples
We experiment with four numerical examples. The first is a nonconvex problem
with quadratic constraints, the second is a quadratic programming problem, and the
third is a geometric programming problem. For each of these three problems we will
simplify the notation as we did in Chapter 5. The fourth problem is the engineering
test problem with nonlinear objective and constraint functions originally found in
[28] and studied again in [30] and [70] which is commonly referred to as the Golinski
speed reducer problem.
6.4.2.1 Nonconvex Problem




− (x1 − 2)2 − (x2 − 3)2 + x3 +
(




(x1 − 2)2 + (x2 − 3)2 + (x3 − 5)2 − 3 ≤ 0
(x1 − 2)2 + (x2 − 3)2 − 4 ≤ 0
This AAO problem has a global optimal solution at
x∗ = (x1, x2, 3.3711) where (x1 − 2)2 + (x2 − 3)2 = 0.3465
with the optimal value of f ∗ = f (x∗) = 3.1446.
Set the responses as follows:
r22 = (x1 − 2)2 + (x2 − 3)2 (6.4.17)
We duplicate the response r22, by introducing the new variable t22 = x4, where
r22 = t22. The algorithm solves this problem as follows
• Initialize: Fix the stopping criterion ε > 0.





−x4 + x3 + x24
subject to x4 + (x3 − 5)2 − 3 ≤ 0
where (x∗3, x
∗













(x1 − 2)2 + (x2 − 3)2 − x04
)2
subject to (x1 − 2)2 + (x2 − 3)2 − 4 ≤ 0
where (x∗1, x
∗
2) = (2.2224, 2.4549). Check
(
(x∗1 − 2)





(2.2224− 2)2 + (2.4549− 3)2 − x04
)2
= 1.5165× 10−15 < ε, stop.
Since the ideal targets for the lower level subproblem are feasible, an optimal solution
for this nonconvex problem is achieved in the first iteration and the algorithm is
terminated.
6.4.2.2 Quadratic Problem







g1 = −x3 + x4 − x5 + 2 ≤ 0, g2 = x5 − x6 − x7 + 1 ≤ 0
g3 = x8 + x9 − x11 + 1 ≤ 0, g4 = −x8 + x10 − x11 + 3 ≤ 0
g5 = x11 − x12 − x13 + 2 ≤ 0, g6 = x11 + x12 − x14 + 1 ≤ 0
h1 = x3 + x4 + x5 − x1 + 1 = 0, h2 = x5 + x6 + x7 − x2 + 1 = 0
h3 = x8 − x9 − x10 + x11 − x3 + 1 = 0, and h4 = x11 + x12 + x13 + x14 − x6 = 0.
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This AAO problem has a global optimal solution at
x∗ = (5, 10, 4, 0, 0, 9, 0, 1, 0, 0, 2, 0, 4, 3)
with the optimal value of f ∗ = f (x∗) = 125.





We duplicate the response r22, by introducing the new variable t22, where r22 = t22.
The algorithm solving the quadratic problem proceeds according to
• Initialize: Fix the stopping criterion ε > 0.








subject to g1, g2 ≤ 0 and h1, h2 = 0
where (x∗1, . . . , x
∗





















+ (x6 − x06)
2





8, . . . , x
∗
14) = (4, 9, 1, 0, 0, 2, 0, 4, 3).
Check (x∗3 − x03)
2
+ (x∗6 − x06)
2
= (4− 2)2 + (9− 0.5)2 = 76.25 > ε, continue.
Set x13 = x
∗






Solve for (x∗1, . . . , x
∗
7) with α = 1− δ = 0.9999 for 0 < δ = 0.0001 ≤ 0.1
min
x3,x6,x8,...,x14




+ (x6 − x16)
2
)
subject to g1, g2 ≤ 0 and h1, h2 = 0
where (x∗1, . . . , x
∗




















+ (x6 − x16)
2





8, . . . , x
∗
14) = (4.00, 9.00, 1.00, 0, 0, 2.00, 0, 4.00, 3.00).
Check (x∗3 − x13)
2
+ (x∗6 − x16)
2
= (4.00− 4.00)2 + (9.00− 9.00)2
= 1.2502× 10−6 < ε, stop.
In this problem the optimal solution is determined by the constraints of the lower
level problem. However the algorithm terminates after the upper level subproblem
has accommodated the responses returned by the lower level subproblem.
6.4.2.3 Geometric Problem








































x−213 − 1 ≤ 0, g6 = (x211 + x212)x−214 − 1 ≤ 0
h1 = −x21 + x23 + x−24 + x25 = 0, h2 = −x22 + x25 + x26 + x27 = 0
h3 = −x23 + x28 + x−29 + x−210 + x211 = 0,
and h4 = −x26 + x211 + x212 + x213 + x214 = 0.
This AAO problem has a global optimal solution at
x∗ = (2.84, 3.09, 2.36, 0.76, 0.87, 2.81, 0.94, 0.97, 0.87, 0.80, 1.30, 0.84, 1.76, 1.55)
with the optimal value of f ∗ = f (x∗) = 17.5887. (6.4.21)
For this problem we chose to calculate the deviation between the square of the
responses and the square of the targets for the lower level problem due to numerical
issues related to computing square roots in MatLab. Since the variables are nonneg-
ative, minimizing the deviation between the squares of the targets and responses is
equivalent to minimizing the deviation between the targets and responses.
Set the responses r22 =
 x3
x6
 and duplicate r22 by introducing the new
variable t22, where r22 = t22. We solve the geometric program as follows.
• Initialize: Fix the stopping criterion ε > 0.
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subject to g1, g2 ≤ 0 and h1, h2 = 0
where (x∗1, . . . , x
∗
7) = (4.6188, 4.3094, 1.3161, 0.7598, 1.0745, 1.0000, 1.4679).
Set x03 = x
∗





























8, . . . , x
∗
14)













= (2.43602 − 1.31612)2 + (2.75962 − 1.00002)2
= 61.4186 > ε, continue.
Set x13 = x
∗





Solve for (x∗1, . . . , x
∗
7) with α = 1− δ = 0.999 for 0 < δ = 0.001 ≤ 0.1
min
x1,...,x7




+ (x6 − x16)
2
)
subject to g1, g2 ≤ 0 and h1, h2 = 0
where (x∗1, . . . , x
∗
7) = (2.8967, 3.0348, 2.4315, 0.7598, 0.8640, 2.7542, 0.9372).
Set x13 = x
∗






























8, . . . , x
∗
14)













= (2.43562 − 2.43152)2 + (2.75982 − 2.75982)2
= 0.0014 < ε, stop.
We observe that the solution achieved is not the stated optimal solution. How-
ever the AAO objective value for the solution found is 17.6009 which is sufficiently
close to the AAO optimal objective value. Similar to the quadratic problem the al-
gorithm terminates in the second iteration since the optimal solution is determined
by the lower level subproblem.
6.4.2.4 Golinski Speed Reducer Problem




f1 (x1, x2, x3) + f2 (x1, x6) + f3 (x1, x7) + f4 (x6) (6.4.22)





















− 1 ≤ 0, g4 = 1.1x7+1.9x5 − 1 ≤ 0, g5 =
27
x1x22x3


















− 1 ≤ 0, g10 = 5x2x1 − 1 ≤ 0, g11 =
x1
12x2
− 1 ≤ 0,
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x4 ≤ 8.3, 7.3 ≤ x5 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9, 5.0 ≤ x7 ≤ 5.5




3 + 14.9335x3 − 43.0934) ,
f2 = −1.5079x1x26, f3 = −1.5079x1x27, f4 = 7.477x36,
f5 = 7.477x
3
7, f6 = 0.7854x4x
2
6, and f7 = 0.7854x5x
2
7.
This AAO problem has a global optimal solution at
x∗ = (3.50, 0.70, 17.00, 7.30, 7.72, 3.35, 5.29)
with the optimal value of f ∗ = f (x∗) = 2994. (6.4.23)








We duplicate the response r22, by introducing the new variable t22, where r22 =
t22.This problem has a lower level subproblem with objectives from the AAO objec-
tive.
Since this is the introduction of this problem in our work, we consider the
following two subproblem decomposition.
Subproblem 1 on the Upper Level:
min
x1,...,x4,x6













subject to g1, g3, g5, g6, g7, g9, g10, g11 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x4 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9
Subproblem 2 on the Lower Level:
min
x1,x2,x3,x5,x7













subject to g2, g4, g8 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x5 ≤ 8.3, 5.0 ≤ x7 ≤ 5.5
For this problem, we have amended Algorithm 6.4.2 to incorporate two biob-
jective problems (one for the upper level and one for the lower level subproblem). Let
k be the current iteration.
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• Initialize: Fix the stopping criterion ε > 0.











f1 (x1, x2, x3) + f2 (x1, x6) + f4 (x6) + f6 (x4, x6)
subject to g1, g3, g5, g6, g7, g9, g10, g11 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,









6) = (3.50, 0.70, 17.00, 7.30, 3.35).
Set x01 = x
∗


























+ (x2 − x02)
2
+ (x3 − x03)
2
)
subject to g2, g4, g8 ≤ 0
2.6 ≤ x8 ≤ 3.6, 0.7 ≤ x9 ≤ 0.8, 17 ≤ x10 ≤ 28,









7) = (3.50, 0.70, 17.00, 7.72, 5.29).
Check (x∗1 − x01)
2
+ (x∗2 − x02)
2
+ (x∗3 − x03)
2
= (3.50− 3.50)2 + (0.70− 0.70)2 + (17.00− 17.00)2 = 4.44× 10−10 < ε, stop.
As in the first nonconvex example, the ideal responses for the lower level subproblem
are feasible and the algorithm terminates with an optimal AAO solution in the first
iteration. It is clear from these examples that this algorithm can quickly and efficiently
286
solve both convex and nonconvex problems with two subproblems.
6.4.3 Immediate Termination
As observed earlier, if the minimization of the objective, ‖f (x11, r21)− T‖22, is
not being constrained by the responses of the lower level problem, then the algorithm
will stop and produce the optimal solution of the AAO problem. The following
proposition presents a proof for this case.
Proposition 6.4.50. If (x∗11, r
∗
22) is an optimal solution for (6.4.13) and x
∗
22 is an op-
timal solution for (6.4.14) where t∗22 = a22 (x
∗
22) and ‖t∗22 − r∗22‖
2
2 < ε for ε sufficiently




22) is an optimal solution for (6.4.8).
Proof. Let (x∗11, r
∗
22) be an optimal solution for the single objective upper level sub-
problem (6.4.13), and let x∗22 be the optimal solution for the lower level subproblem
(6.4.14) where t∗22 = a22 (x
∗
22) and ‖t∗22 − r∗22‖
2










22) is not optimal for the AAO problem (6.4.8), then there
exists (x̃11, r̃22, x̃22) feasible for the AAO problem such that ‖f (x̃11, r̃22)− T‖22 <
‖f (x∗11, r∗22)− T‖
2
2.
Since (x̃11, r̃22) is feasible for AAO, then it must be feasible for (6.4.15),
and since (x∗11, r
∗
22) is an optimal solution for (6.4.15), then ‖f (x∗11, r∗22)− T‖
2
2 ≤
‖f (x̃11, r̃22)− T‖22.
Therefore ‖f (x∗11, r∗22)− T‖
2
2 ≤ ‖f (x̃11, r̃21)− T‖
2
2 < ‖f (x∗11, r∗22)− T‖
2
2 and a




22) is optimal for the AAO problem (6.4.8).
Corollary 6.4.34. Under the assumptions of Proposition 6.4.50, if (x∗11, r
∗
22) is a
unique optimal solution for (6.4.13), then Algorithm 6.4.2 stops in the first iteration.
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Proof. Let (x011, r
0
22) solve (6.4.13) during initialization. According to the assumptions




22 and the algorithm
terminates in iteration k = 1.
As discussed in Section 6.3, to derive convergence properties of the algorithm,
we first develop some theoretical results pertaining to the solution of quadratic pro-
grams. We then continue in Section 6.8 with convergence results for the biobjective
algorithm given in this section.
6.5 Parameterized Quadratic Programs with Lin-
ear Equality Constraints
We proceed by studying a quadratic program that seeks to minimize the de-
viations of the variables from a fixed set of targets. We wish to investigate the
relationship between optimal solutions of the quadratic program when the targets are
changed. Let r ∈ Rn be a vector of targets for the variables, x ∈ Rn. Let D ∈ Rn×n
be a symmetric matrix, and assume that D 6= 0. Let G ∈ Rm×n and g ∈ Rm. We first
consider the following quadratic problem
min
x
q (x) = (x− r)T D (x− r) (6.5.27)
subject to
Gx = g
6.5.1 Parameterization of the Optimal Solution
We continue by determining the optimal solution of (6.5.27) as a function of
the target, or parameter, r, and then relate the optimal solutions when the target
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changes. Given that xk is optimal for (6.5.27) with r = rk, we wish to derive the
solution to (6.5.27) where r = rk+1 without solving the optimization problem again.
We let ∆ ∈ Rn and
rk+1 = rk + ∆. (6.5.28)
6.5.1.1 D is Positive Definite
We first present a lemma establishing the value of optimal solutions for a
quadratic program of the form (6.5.27), then we relate the optimal solution xk to the
solution to (6.5.27) with r = rk+1.
Lemma 6.5.2. Let D be a positive definite n × n matrix and let the rows of G be
linearly independent. Then the optimal solution for (6.5.27) with r = rk is







Proof. Let D be a positive definite n × n matrix and let the rows of G be linearly
independent. Let v ∈ Rm1+m3 . By the KKT conditions for (6.5.27) with r = rk, there




D + vTG = 0 holds. Since D is positive
definite and symmetric then D−1 exists, and solving for x yields
x = rk − 1
2
D−1GTv. (6.5.30)















































Substituting v back into (6.5.30), the optimal solution, xk, for (6.5.27) with r = rk
returns







The following proposition can be found in [73] and is included for completeness.
Proposition 6.5.51. Let D be a positive definite n×n matrix and let the rows of G
be linearly independent. If xk is optimal for (6.5.27) with r = rk,then









is optimal for (6.5.27) with r = rk+1, where ∆ = rk+1 − rk ∈ Rn.
Proof. Let xk be optimal for (6.5.27) with r = rk. By Lemma 6.5.2, the optimal








Substituting rk+1 = rk + ∆, obtains the following


























When D is a positive definite matrix, the change of the optimal solution of
the quadratic program (6.5.27) due to the change of its parameter, r, by ∆ is given
by (6.5.35).
6.5.1.2 D is Positive Semi-Definite
If D is only positive semi-definite then we must modify the previous discussion.
We consider the QR decomposition of the transpose of the gradient matrix, GT ∈
Rn×m where n > m. Let Q ∈ Rn×n be a n×n orthonormal matrix (QTQ = QQT = I)





We partition Q into Q = (Y Z) where Y ∈ Rn×m and Z ∈ Rn×(n−m). Since Q
















Y TGT = R and ZTGT = 0. (6.5.37)
Then Z ∈ Rn×(n−m) is an orthogonal matrix such that ZTGT = 0. We first
define the null space of G, and then continue with a proposition relating xk to the
optimal solution of (6.5.27) with r = rk+1 = rk + ∆.
Definition 6.5.38. The null space of G is the set of all x ∈ Rn such that Gx = 0,
denoted
NS = {x ∈ Rn : Gx = 0} . (6.5.38)
The following proposition can again be found in [73] and is included for com-
pleteness.
Proposition 6.5.52. Let D be a positive semi-definite n × n matrix, let the rows




exist where Z ∈ Rn×(n−m) is an
orthogonal matrix such that ZTGT = 0. If xk is optimal for (6.5.27) with r = rk and
rk+1 = rk + ∆, then





is optimal for (6.5.27) with r = rk+1, where ∆ = rk+1 − rk ∈ Rn.
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exist where Z ∈ Rn×(n−m) is an orthogonal matrix
such that ZTGT = 0. Let xk be optimal for (6.5.27) with r = rk, let rk+1 = rk + ∆.










ZTGT = 0, GZ = 0, and Z is a basis for the null space of G. Consequently any
x ∈ NS can be written as a linear combination of the columns of Z. Therefore there





Since D is a symmetric, positive semi-definite matrix, (x− r)T D (x− r) is
convex, and since (x− r)T D (x− r) is convex and the rows of G are linearly inde-
pendent, the KKT conditions can by applied. Therefore by the KKT conditions for
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xk − rk −∆
)






xk − rk −∆
)






xk − rk −∆
)
(6.5.40)









































When D is a positive semi-definite matrix, the change of the optimal solution
of the quadratic program (6.5.27) due to the change of its parameter, r, by ∆ is given
by (6.5.39).
6.5.2 Parameterization of the Optimal Objective Function
Value
It is of interest to know how the target rk ought to be modified to produce
a new target, rk+1, that generates a decreased objective value of (6.5.27). We will
again study two cases, where the quadratic function is determined by a positive
definite matrix or a positive semi-definite matrix.
6.5.2.1 D is Positive Definite
Let D be positive definite. Then by Proposition 6.5.51 we observe that
























































































































































































and the objective cannot be decreased.







































))T G (rk+1 − rk) < 0.












)T G∆. We state several straightforward observations without proof.









[G∆]i ≤ 0 (6.5.43)







)T G∆ < 0.
Proposition 6.5.54. Let D be a positive definite n× n matrix. If





























[G∆]i ≤ 0. (6.5.44)








, which provides the ∆
that allows the greatest decrease of q in the next iteration.
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)T G − 2∆TG
Therefore any ∆ such that
(
xk − rk
)T G = ∆TG maximizes q (xk) − q (xk+1), and









6.5.2.2 D is Positive Semi-Definite
Let D be positive semi-definite. Then by Proposition 6.5.52 we observe that
















































































































































































































































































































∆TDZ∆. We present two straightforward observations without proof.









[D]ii [Z∆]i ≤ 0









Proposition 6.5.57. Let D be a diagonal positive semi-definite n×n matrix. If one
of the following conditions holds
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1. If [D]ii > 0, and either












2. If [D]ii < 0, and either




















[D]ii [Z∆]i ≤ 0. (6.5.49)








, providing us with
the change required of the target to yield the greatest decreasing in the next iteration.




























































DZ + 2∆TDZ = 0.
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In particular if Z = 0 or DZ = 0, which may occur if D has only a few
diagonal element (this occurs when the objective is a function of only a few of the









We next derive analogous results for a quadratic program with nonlinear con-
straints.
6.6 Parameterized Quadratic Programs with Non-
linear Equality Constraints
Thus far, we have discussed parametrized quadratic programs with linear
equality constraints. Our results rely on the calculation of the matrix of gradients
of equality constraints. The same strategy can be used in the presence of nonlinear
constraints. We use the matrix of gradients of equality constraints at a current fea-
sible point xk. Let r ∈ Rn be a vector of targets for the variables, x ∈ Rn and let




q (x) = (x− r)T D (x− r) (6.6.50)
subject to
h (x) = 0
As required by KKT conditions, we observe that q is differentiable everywhere and
assume that h is continuously differentiable at x∗, and x∗ is regular, where a regular
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solution of (6.6.50) is defined as follows.
Definition 6.6.39. A feasible solution x∗ for (6.6.50) is said to be regular if ∇xhj (x∗)
for j = 1, . . . , ` are linearly independent.
6.6.1 Parameterization of the Optimal Solution
By finding the solution of (6.6.50) dependent upon the targets, we can then
develop the relationship between optimal solutions when the target changes. Given
that xk is optimal for (6.6.50) with r = rk, we wish to find the solution to (6.6.50)
with r = rk+1 without solving the optimization problem again. We let
rk+1 = rk + ∆. (6.6.51)













6.6.1.1 D is Positive Definite
By applying the results of Section 6.5.1.1, we have a lemma establishing the
value of optimal solutions for a quadratic program of the form (6.6.50), then a propo-
sition relating the optimal solution xk to the solution to (6.6.50) with r = rk+1.
Lemma 6.6.3. Let D be a positive definite n × n matrix and let the rows of G be
linearly independent. Then the optimal solution for (6.6.50) with r = rk is










Proposition 6.6.59. Let D be a positive definite n×n matrix and let the rows of G
be linearly independent. If xk is optimal for (6.6.50) with r = rk,then









is optimal for (6.6.50) with r = rk+1, where ∆ = rk+1 − rk ∈ Rn.
6.6.1.2 D is Positive Semi-Definite
If D is only positive semi-definite then we use the modified results of Section
6.5.1.2. We consider the QR decomposition of the transpose of the gradient matrix,
GT ∈ Rn×m where n > m. LetQ ∈ Rn×n be an orthonormal matrix (QTQ = QQT = I)





Partitioning Q into Q = (Y Z) where Y ∈ Rn×m and Z ∈ Rn×(n−m) as done
earlier, where Q is orthonormal, we have the following
Y TGT = R and ZTGT = 0.
Then Z ∈ Rn×(n−m) is an orthogonal matrix such that ZTGT = 0. We now
propose a relationship between xk and the optimal solution of (6.5.27) where r =
rk+1 = rk + ∆.
Proposition 6.6.60. Let D be a positive semi-definite n × n matrix, let the rows




exist where Z ∈ Rn×(n−m) is an
orthogonal matrix such that ZTGT = 0. If xk is optimal for (6.6.50) with r = rk and
304
rk+1 = rk + ∆, then





is optimal for (6.6.50) with r = rk+1, where ∆ = rk+1 − rk ∈ Rn.
6.6.2 Parameterization of the Optimal Objective Function
Value
Again we seek to determine how the target rk ought to be modified to produce
a new target, rk+1, that generates a decreased objective value. Using the newly
defined G given in (6.6.52), the development and results from Section 6.5.2 will hold.
6.7 Parameterized Quadratic Programs with a
Composite Objective Function and Nonlinear
Equality Constraints
Since the problem we wish to solve is unlikely to have an objective func-
tion that is quadratic over the optimization variables, we consider the problem with
an objective function that is quadratic over functions of the design variables. We
introduce the following reformulation in a general sense, which we use to address
our problem of interest, (6.4.8), with the basic formulation min
x∈X
‖f11 (x)− T‖22 =
min
x∈X
(f11 (x)− T)T (f11 (x)− T).
6.7.1 Composite Quadratic Program
Let x ∈ Rn, f : Rn → Rp and r ∈ Rp be a vector of targets, and let D ∈ Rp×p
be a symmetric p× p matrix. Let h : Rn → Rm. We consider the following quadratic
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problem with an optimal solution x∗.
min
x1,...,xn
(f (x1, . . . , xn)− r)T D (f (x1, . . . , xn)− r) (6.7.57)
subject to
h (x1, . . . , xn) = 0.
6.7.2 Equivalent Quadratic Formulation
We can reformulate (6.7.57) as a problem that is quadratic in its variables,
not in its objectives (which is currently how (6.7.57) is formulated).











Let x̄ = (x1, . . . , xn, xn+1, . . . , xn+p) where
xn+i = fi (x1, . . . , xn) for i = 1, . . . , p. (6.7.60)




q (x̄) = min
x̄
(x̄− r̄)T D̄ (x̄− r̄) (6.7.61)
subject to
h (x1, . . . , xn) = 0
xn+i = fi (x1, . . . , xn) for i = 1, . . . , p.
Let x̄∗ be the optimal solution to (6.7.61). We first relate the optimal solutions
of (6.7.57) and (6.7.61).
Proposition 6.7.61. A point x∗ = (x∗1, . . . , x
∗
n) is optimal for (6.7.57) if and only if




1, . . . , x
∗
n) , . . . , fp (x
∗
1, . . . , x
∗
n)) is optimal for (6.7.61).
Proof. x∗ = (x∗1, . . . , x
∗
n) is optimal for (6.7.57) if and only if there does not exist
(x1, . . . , xn) such that
h (x1, . . . , xn) = 0, and
(f (x1, . . . , xn)− r)T D (f (x1, . . . , xn)− r)
< (f (x∗1, . . . , x
∗
n)− r)
T D (f (x∗1, . . . , x
∗
n)− r) .
Which holds if and only if there does not exist x̄ = (x1, . . . , xn, xn+1, . . . , xn+p) such
that
h (x1, . . . , xn) = 0,
xn+i = fi (x1, . . . , xn) for i = 1, . . . , p,
and (x̄− r̄)T D̄ (x̄− r̄) < (x̄∗ − r̄)T D̄ (x̄∗ − r̄) .
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1, . . . , x
∗
n) , . . . , fp (x
∗




Given the semi-definite nature of D, we show the semi-definite nature of D̄.
Proposition 6.7.62. If D is a positive semi-definite p×p matrix, then D̄ is a positive
semi-definite (n+ p)× (n+ p) matrix.
Proof. Let D be positive semi-definite and let x̄ ∈ Rn+p.
x̄T D̄x̄ = x̄T
 0n×n 0n×p
0p×n D
 x̄ = (01×n, (xn+1, . . . , xn+p)D) x̄
Since (xn+1, . . . , xn+p) ∈ Rp and D is positive semi-definite






Let G be the matrix of gradients of the active constraints at x∗, given as
G =

∇xh1 (x∗1, . . . , x∗n)
...
∇xhm (x∗1, . . . , x∗n)
∇x (xn+1 − f1 (x∗1, . . . , x∗n))
...




∇x1,...,xnh1 (x∗1, . . . , x∗n) 01×p
...
∇x1,...,xnhm (x∗1, . . . , x∗n) 01×p
−∇x1,...,xnf1 (x∗1, . . . , x∗n) e1
...









 1 if i = j0 if i 6= j for i = 1, . . . , p. (6.7.62)
Then Propositions 6.5.56, 6.5.57, and 6.5.58 hold for (6.7.61), and we now have
sufficient tools to discuss convergence of the algorithm proposed in Section 6.4.
6.8 Convergence of the Two Subproblem
Algorithm
A discussion of the convergence of the proposed algorithm should address two
distinct components. First, does the algorithm either terminate or converge to an
appropriate output (in our case a point composed of subproblem solutions)? and
second, is the output optimal for the AAO problem being solved?
Now it may be that an algorithm is not guaranteed to terminate or converge
in general, however, in this case, we proceed in Section 6.8.1.1 to show that if the
lower level objective value is generally decreasing then Algorithm 6.4.2 terminates or
the optimal objective value of the lower level subproblem converges to 0.
With the question of termination or convergence resolved, we investigate the
optimality of the output of Algorithm 6.4.2 in Section 6.8.1.2 by showing that the
solution obtained at termination is a KKT point of the AAO problem.
We are now left with the task of determining when the lower level objective
is generally decreasing. We accomplish this by applying KKT conditions and the
methodology of Sections 6.5 through 6.7 to three specific subproblem formulations
in Sections 6.8.2 through 6.8.4. In Section 6.8.2 we begin by studying problems that
are strictly linear in nature. We then continue with a discussion of an approximation
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approach for the upper level subproblem in Section 6.8.3. Finally in Section 6.8.4, we
consider problems with nonlinear, convex objective and constraint functions.
6.8.1 Convergence to the AAO Optimal Solution
In order to show that Algorithm 6.4.2 converges to the AAO solution, we first


















is a KKT solution of (6.4.8), the AAO problem.
6.8.1.1 Algorithm Convergence
The convergence of Algorithm 6.4.2 requires that the sequence of lower level
objective function values be generally decreasing down to 0. The following proposition
states conditions for convergence. When these conditions will hold is discussed and
developed in further sections.
Proposition 6.8.63. Let the AAO problem (6.4.8) be feasible. If
∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 < 0
for all but a finite number of iterations, then Algorithm 6.4.2 terminates in a finite
number of steps or generates an infinite sequence of optimal objective values for the
lower level subproblem that converges to 0.
Proof. If there exists k such that
∥∥tk22 − rk−122 ∥∥22 < ε for a sufficiently small ε, then
Algorithm 6.4.2 terminates in a finite number of steps.
If Algorithm 6.4.2 generates an infinite sequence of optimal objective values
for the lower level subproblem, it is left to show that the sequence converges to 0.
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Let K be the last iteration such that
∥∥tK22 − rK−122 ∥∥22 − ∥∥tK−122 − rK−222 ∥∥22 ≥ 0.
Observe that
0 ≤
∥∥tk+122 − rk22∥∥22 for all k ≥ 1 and ∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 < 0 for all k ≥ K.
Therefore the sequence
{∥∥tk+122 − rk22∥∥22}∞k=K is a decreasing sequence of real
numbers that is bounded below by 0 and must converge to c ∈ R≥.
Suppose that c 6= 0, then there does not exist r22 that is feasible to the upper
level subproblem and a t22 that is feasible to the lower level subproblem such that
r22 = t22. Therefore the AAO problem is infeasible, but since the AAO problem is
feasible, c = 0 must hold. Hence
∥∥tk+122 − rk22∥∥22 → 0, and Algorithm 6.4.2 generates
an infinite sequence of optimal objective values for the lower level subproblem that
converges to 0.
It remains for us to show that the algorithm converges to KKT or optimal
solution of the AAO problem.
6.8.1.2 Convergence to the AAO Optimal Solution
We first state KKT optimality conditions as given in [8] for the AAO problem
(6.4.8), the upper level subproblem (6.4.11), and the lower level subproblem (6.4.12).
We observe that in general the following must also hold to use the KKT optimality
conditions:
1. ‖f11 (x̂11, r̂22)− T‖22 and each gij are differentiable at (x̂11, r̂22, x̂22),
2. each gij is continuous at (x̂11, r̂22, x̂22),
3. each hij is continuously differentiable at (x̂11, r̂22, x̂22).
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We proceed under the assumption that the above conditions of differentiability
and continuity for f11, gij, and hij for i = 1, 2 and j = i hold and we omit them in
the following theorems.
Theorem 6.8.19. KKT Necessary Conditions for the AAO Problem, (6.4.8): Let
(x̂11, r̂22, x̂22) be a regular point for (6.4.8). If (x̂11, r̂22, x̂22) is a local solution to
(6.4.8), then there exist uik ≥ 0 for i = 1, 2 and k = 1, . . . ,mi and vik for i = 1, 2 and
k = 1, . . . , `i such that
∇‖f11 (x̂11, r̂22)− T‖22 +
m1∑
k=1







v1k∇h11k (x̂11, r̂22) +
`2∑
k=1
v2k∇h22k (x̂22) = 0
u1kg11k (x̂11, r̂22) = 0 for k = 1, . . . ,m1
u2kg22k (x̂22) = 0 for k = 1, . . . ,m2
uik ≥ 0 for i = 1, 2 and k = 1, . . . ,mi
Theorem 6.8.20. KKT Necessary Conditions for the Upper Level Subproblem,
(6.4.15): Let (x̂11, r̂22) be a regular point for (6.4.15). If (x̂11, r̂22) is a local solution









ū1k∇g11k (x̂11, r̂22) +
`1∑
k=1
v̄1k∇h11k (x̂11, r̂22) = 0
ū1kg11k (x̂11, r̂22) = 0 for k = 1, . . . ,m1
ū1k ≥ 0 for k = 1, . . . ,m1
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is a local solution
to (6.4.8), then there exist ū2k ≥ 0 for k = 1, . . . ,m2 and v̄2k for k = 1, . . . , `2 such
that
∇





v̄2k∇h22k (x̂22) = 0
ū2kg22k (x̂22) = 0 for k = 1, . . . ,m2
ū2k ≥ 0 for k = 1, . . . ,m2











































solution for the lower level subproblem (6.4.14). Let ū1, v̄1 be the KKT multipliers for
the upper level subproblem (6.4.15) and ū2, v̄2 be the KKT multipliers for the lower
level subproblem (6.4.14).
Let (u1, u2, v1, v2) =
1
1−α (ū1, ū2, v̄1, v̄2). From Theorem 6.8.19, the left hand
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side of the gradient condition for the AAO problem (6.4.8) is
∇










































































































Since the algorithm terminated,
∥∥rk−122 − tk22∥∥22 = 0 or ∥∥rk−122 − tk22∥∥22 < ε for
a sufficiently small ε. Therefore the left hand side of the gradient condition for the





















































is a KKT solution for the lower level subproblem(6.4.14), based on
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Theorems 6.8.20 and 6.8.21 the gradient condition for (6.4.8) holds, and
1
1− α
(0 + 0) = 0
The complementary slackness and non-negativity conditions for the AAO prob-
lem (6.4.8) with u1, u2, v1, v2 hold immediately from the fact that they hold for the
upper level subproblem(6.4.15) with ū1, v̄1 and for the lower level subproblem (6.4.14)
with ū2, v̄2.
We conclude that under the assumptions of Propositions 6.8.63 and 6.8.64
Algorithm 6.4.2 converges to a KKT point of the AAO problem. In the case when
this problem is a convex mathematical program, the KKT point is also its optimal
solution. We next discuss the specific criteria that guarantees the decreasing (or
nonincreasing) nature of the lower level objective values, as required by Proposition
6.8.63.
6.8.2 Convergence for Linear Equality Constraints
Given the problem formulations used in Algorithm 6.4.2, we use KKT condi-
tions for each of the subproblems and the methodology of Sections 6.5 through 6.7
to derive the solutions for each of the subproblems as functions of their respective
targets.
6.8.2.1 Upper Level Solution




(1− α) ‖f11 (x11, r22)− T‖22 + α
∥∥r22 − tk22∥∥22
subject to g11 (x11, r22) 5 0 and h11 (x11, r22) = 0.
Let z11 = f11 (x11, r22), and we can apply the derivation of Section 6.7. Let
x11 ∈ Rn1 and a22 : Rn2 → Rq, then r22 ∈ Rq, and let z11 ∈ Rp. Finally without
loss of generality, we restrict the constraints of the feasible set to strictly equality
constraints, and we let h11 be linear. Since the constraints are linear we can write
them in matrix form. Let
B1x11 ∈ R
`1×n1 , B1r22 ∈ R
`1×q,
Cx11 ∈ Rp×n1 , and Cr22 ∈ Rp×q.
Then







`1×pz11 = g11h11 ,
f11 (x11, r22)− z11 = Cx11x11 + Cr22r22 − Ip×pz11 = g11f11 .




(1− α) ‖z11 − T‖22 + α
































be an optimal solution to (6.8.63). LetGk11 be the matrix of gradients









for (6.8.63). We observe that since the constraints are all linear, the gradients are
constant in every iteration and therefore we will simply write Gk11 as G11. G11 can be


























We prove the following lemma which presents the solution to upper level sub-
problem. Observe that if the targets given by the designer, T, and the targets passed
from the lower level subproblem, tk22 are both feasible to the upper level subproblem,
then the optimal solution is z11 = T and r22 = t
k
22 which yields an optimal objective
value of 0. Targets that are feasible to the upper level problem yields the best possible
objective value since the objective is to minimize the deviation between the solution
and the given targets. We are assuming that one or both of the targets, tk22, T, are
















0 0 (1− α) Iq×q






T be linearly independent. If the targets rk22 or T are
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0 0 (1− α) I
, the rows of 1αGr22 (Gr22)T + 11−αGz11 (Gz11)T
be linearly independent, and v ∈ R`1+p. Given the following Lagrangian for (6.8.63)






+ (1− α) (z11 − T)T (z11 − T)
+vT













+ (1− α) (z11 − T)T (z11 − T)
+vT (Gx11x11 +Gr22r22 +Gz11z11 − g11) , (6.8.65)
and using the KKT conditions for (6.8.63) with targets tk22, there exists v ∈ R`1+p
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= 0 = vTGx11 (6.8.66)
∂L
∂r22




































































T v − g11. (6.8.72)
There are two cases to consider either v = 0 or v 6= 0. If v = 0 then by (6.8.70)
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We now consider some additional notation to simplify the representation of

































(Gz11T− g11) . (6.8.75)
and solution (6.8.64) becomes
rk22 = (I − G11) tk22 + ḡ11. (6.8.76)
6.8.2.2 Lower Level Solution
Let x22 ∈ Rn2 , a22 : Rn2 → Rq such that a22 is linear, and t22 ∈ Rq and without
loss of generality restrict the constraints to equality constraints and let h22 be linear.
Let rk−122 be the target passed from the upper level problem to the lower level problem
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in iteration k of Algorithm 6.4.2. Now we derive the lower level problem
min
x22,t22













h22 (x22) = 0







be an optimal solution to (6.8.77).
Since the constraints are linear we can write the constraints in matrix form.
Let
B2x22 ∈ R
`2×n2 and Ax22 ∈ Rq×n2 .
Then




`2×qt22 = g22h22 , (6.8.78)
a22 (x22)− t22 = Ax22x22 − Iq×qt22 = g22a22 . (6.8.79)
It is of use to eliminate the variable t22 from the lower level problem generating













B2x22x22 = g22h22 .
We prove the following lemma which provides the solution to lower level sub-
problem.







exist. If the target, rk−122 , is infeasible, then the optimal















































exist, and v ∈ R`2 . Given the following Lagrangian for
(6.8.80)
L (x22, v) =
(
Ax22x22 − g22a22 − rk−122
)T (








and using the KKT conditions for (6.8.80) with targets rk−122 , there exists v ∈ R`2 such
that the following hold at an optimal solution for (6.8.80), xk22,
∂L
∂x22
























































































































































Using the solution xk22 derived in Lemma 6.8.5 and (6.8.79), t
k








































g22h22 − g22a22 .
We now consider some additional notation to simplify the representation of our solu-
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g22h22 − g22a22 .
and (6.8.84) becomes
tk22 = G22rk−122 + ḡ22. (6.8.87)
6.8.2.3 Projection Matrices
We pause in our development to recall properties of the projection matrix. We
find it useful to consider the projection matrix of the lower level subproblem. We first
define a projection matrix according to [8] and then present its useful properties.
Definition 6.8.40. An n× n matrix, G, is said to be a projection matrix if G = GT
and GG = G.
Remark 6.8.2. Several useful properties of a general projection matrix G are:
1. G is a projection matrix if and only if (I − G) is a projection matrix.
2. (I − G)G = G − GG = 0.
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Lemma 6.8.6. G22 (given by (6.8.85)) is a projection matrix.




































































































































































Remark 6.8.3. Given an optimal solution of the lower level subproblem (6.8.77), we
have the property that the product of the projection matrix and the gradient of the
objective function evaluated at the optimal solution is zero, which for the lower level







= 0 ∈ Rn×n, (6.8.88)





6.8.2.4 Solutions in Iterations k − 1, k, k + 1
We first determine the optimal solutions for the upper level subproblem in
the (k − 1)st, kth, (k + 1)st iterations and the optimal solutions for the lower level
subproblem in the kth and (k + 1)st iteration. According to Algorithm 6.4.2, (6.8.76),
and (6.8.87) we have the following solutions for the given iterations for k ≥ 1.
k − 1: The upper subproblem yields rk−122 .
k: The lower subproblem yields tk22 where
tk22 = G22rk−122 + ḡ22, (6.8.89)







The upper subproblem yields rk22 where
rk22 = (I − G11) tk22 + ḡ11 (6.8.91)





k + 1: The lower subproblem yields tk+122 where
















Since the lower level objective function is
∥∥t22 − rk22∥∥22, it is of interest to consider the
difference between responses and the targets of the lower subproblem in iterations k
and k + 1:
tk22 − rk−122 = (G22 − I) rk−122 + ḡ22 (6.8.94)
tk+122 − rk22 = (G22 − I) rk22 + ḡ22









6.8.2.5 Lower Level Objective Behavior
We continue by relating the objective function value of the lower level sub-
problem in iteration k + 1 and in iteration k. We consider two cases dependent on
the characteristics of G22. The first case produces the conditions under which the
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algorithm terminates. The second cases investigates when the lower level objective
function is decreasing.
The first possibility studied is when G22 = I. This case yields the most desired
results since the algorithm must terminate in the first iteration. Since Algorithm 6.4.2
terminates in the first iteration, the AAO optimal solution is produced immediately
(as discussed in Section 6.8.1.2).
Proposition 6.8.65. Let G22 = I. Then ‖t122 − r022‖
2
2 = 0, and Algorithm 6.4.2
terminates in the first iteration.
Proof. Let G22 = I. Since G22 is a projection matrix for the lower level subproblem






holds for k = 1, 2, . . .. Substituting G22 = I yields
tk22 − rk−122 = 0 for k = 1, 2, . . . . (6.8.96)
Since (6.8.96) holds for k = 1, the algorithm terminates in the first iteration, and
t122 − r022 = 0 for k = 1, 2, . . . .
We now state conditions under which the algorithm terminates in the (k + 1)st
iteration. For this case the multiplicative property of norms must hold for G22 and
tk+122 − rk22 (i.e., ‖G22‖2
∥∥tk+122 − rk22∥∥2 = ∥∥G22 (tk+122 − rk22)∥∥2).
If G22 6= 0 and the multiplicative property for G22 and tk+122 − rk22 holds and
does not hold for G22 and tk22 − rk−122 , then it is shown that the algorithm terminates.
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Proposition 6.8.66. Let ‖G22‖2 6= 0 and ‖G22‖
2
2
∥∥tk+122 − rk22∥∥22 = ∥∥G22 (tk+122 − rk22)∥∥22,
while ‖G22‖22
∥∥tk22 − rk−122 ∥∥22 6= ∥∥G22 (tk22 − rk−122 )∥∥22. Then ∥∥tk+122 − rk22∥∥22 = 0, and Algo-
rithm 6.4.2 terminates in the (k + 1)st iteration.
Proof. Let ‖G22‖2 6= 0 and ‖G22‖
2
2
∥∥tk+122 − rk22∥∥22 = ∥∥G22 (tk+122 − rk22)∥∥22, while
‖G22‖22
∥∥tk22 − rk122∥∥22 6= ∥∥G22 (tk22 − rk−122 )∥∥22. By (6.8.93) the following holds
‖G22‖22
∥∥tk+122 − rk22∥∥22 = ∥∥G22 (tk+122 − rk22)∥∥22 = 0.
By the properties of real numbers ‖G22‖22
∥∥tk+122 − rk22∥∥22 = 0 if and only if
‖G22‖22 = 0 or
∥∥tk+122 − rk22∥∥22 = 0. By assumption ‖G22‖22 6= 0, therefore ∥∥tk+122 − rk22∥∥22 =
0 and the algorithm terminates in the (k + 1)st iteration.
We apply the results of Section 6.5.2 to the lower level subproblem to produce
conditions under which the lower level objective function decreases from iteration k
to iteration k + 1. According to the formulation of the lower level problem stated in




 , G =
 B2x22 0
Ax22 −I




Observing that D is a positive semi-definite matrix, we apply the content of Section
6.5.2.2. To study the decreasing nature of the lower level objective function, we review
















∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 (6.8.98)
=
2



















where Z is given by the QR decomposition of G found in (6.5.37). We partition












































(ZTt22Zt22)−1 (0, ZTt22)− I. (6.8.100)
Having defined all the pertinent notation, we return to the question of a de-
creasing lower level objective and present the following proposition.
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Proposition 6.8.67. Let the rows of G in (6.8.97) be linearly independent and let(
ZTt22Zt22
)−1
exist where Z and Zt22 are given by (6.8.99) where Z is a an orthogonal
matrix such that ZTGT = 0. Then
∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 < (≤) (=) 0
if and only if
(










((I − G11)G22 − I) rk−122 + (I − G11) ḡ22 + ḡ11
)
< (≤) (=) 0.





where Z and Zt22 are given by (6.8.99) where Z is a an orthogonal matrix such that
ZTGT = 0. Applying Proposition 6.5.52 allows (6.8.98) to hold, which yields
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∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22
=
2














 xk22 − 0
tk22 − rk−122





















































































∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22
=
(










((I − G11)G22 − I) rk−1 + (I − G11) ḡ22 + ḡ11
)
.
If we let the right hand side (the constant terms) of the constraint functions
be 0, then we have the following corollary whose proof is immediate by the previous
proposition.
Corollary 6.8.35. Let the rows of G in (6.8.97) be linearly independent and let(
ZTt22Zt22
)−1
exist where Z and Zt22 are given by (6.8.99) where Z is a an orthogonal
matrix such that ZTGT = 0. Then
∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 < (≤) (=) 0
if and only if
(









((I − G11)G22 − I) rk−122
)
< (≤) (=) 0.
An immediate result of this corollary is that if








((I − G11)G22 − I) (6.8.101)
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is a negative definite matrix for any nonzero target, rk−122 , then Corollary 6.8.35 holds
and the lower level objective function decreases in each iteration.
6.8.3 Convergence for Linear Equality Constraints with an
Upper Level Approximation
We examine the convergence from a different viewpoint by considering an ap-
proximation of the upper level subproblem whose objective contains only the deviation
term. Recall the upper level problem given in (6.8.63)
min
x11,r22,z11
























Cx11x11 + Cr22r22 − Ip×pz11 = g11f11 .
According to Algorithm 6.4.2, the α chosen is very close to 1, and we can con-




















r22 = g11h11 .
This approximation is of a similar form as the lower level subproblem, and we
redevelop the lemma corresponding to Lemma 6.8.5 for the upper level approximation.
Lemma 6.8.7. Let the rows of B1r22 be linearly independent. Then if the target, t
k
22,















Proof. Let the rows of B1r22 be linearly independent and v ∈ R
`1 . Given the following
Lagrangian for (6.8.102)














and using the KKT conditions for (6.8.102) with targets tk22, there exists v ∈ R`1 such










= 0 = vTB1x11 (6.8.103)
∂L
∂r22







































v + g11h11 (6.8.107)
There are two cases to consider, either v = 0 or v 6= 0. If v = 0 then by






















































































rk22 = (I − G11) tk22 + ḡ11, (6.8.112)
which is identical to (6.8.76). Consequently, the difference between responses and the
targets of the lower subproblem in Iterations k and k + 1 are still defined by (6.8.94)
and (6.8.95) and the results in Section 6.8.2.5 still hold with the newly defined G11
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and ḡ11.
6.8.4 Convergence for Nonlinear Equality Constraints
Up to this point, we have discussed problems with linear equality constraints.
As a result the gradients of active constraints were the same in each iteration (ie.
Gkij = G
k+1
ij for i = 1, 2 and k = 1, 2, . . .), and we dropped the iteration notation.
If we consider problems with nonlinear equality constraints, this simplification is
no longer valid. We now consider modifications to the previous developments that
account for the nonlinearity of the constraints.
Using the solutions for rk22 and t
k
22 given by (6.8.76) and (6.8.87) where k is the
iteration number, and considering the upper level subproblem (6.8.63) from Section
6.8.2, we redefine Gk11, ḡk11,Gk22, and ḡk22 and show convergence results for systems with
nonlinear equality constraints.
Define the following matrices
• Let Gkx11 be the gradient with respect to x11 of the equality constraints of the











 ∇x11h11 (x11, r22)





• Let Gkr22 be the gradient with respect to r22 of the equality constraints of the
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 ∇r22h11 (x11, r22)





• Let Gkz11 be the gradient with respect to z11 of the equality constraints of the













• Let Akx22 be the gradient with respect to x22 of the response constraints of the












be the gradient with respect to x22 of the equality constraints of










= ∇x22h22 (x22)|(xk22,tk22) (6.8.117)




stant terms of h22 (x22) = 0. Note, that we do not assume that these constants
are 0 just because the right hand sides are 0.
We also make the following assumptions



























Similar to the definitions previously given (see (6.8.74), (6.8.75), (6.8.85), and


































































































































Under these assumptions, we can generalize solution (6.8.76) and (6.8.87) ob-
tained for the case with linear constraints to the case with nonlinear constraints. The
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and the solution to the lower level subproblem is
tk22 = Gk22rk−122 + ḡk22.
6.8.4.1 Projection Matrices
We again wish to use the properties of projections matrices which were defined
in Section 6.8.2.3. Analogous to the properties of G22 discussed for the problems with
linear equality constraints, we show that Gk22 is also a projection matrix.
Lemma 6.8.8. Gk22 given by (6.8.120) is a projection matrix.




























































































































)T − ((B2x22)k)T B̄−1 (B2x22)k Ā−1 (Akx22)T) = Gk22
Remark 6.8.4. Given an optimal solution of the lower level subproblem (6.8.77), we
have the property that the product of the projection matrix and the gradient of the
objective function evaluated at the optimal solution is zero, which for the lower level







= 0 ∈ Rn×n, (6.8.122)





6.8.4.2 Solutions in Iterations k − 1, k, k + 1
We again seek to determine the relationship between the lower level objective
value from iteration to iteration and we first establish the optimal solutions and
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projection properties in iterations k− 1, k, k+ 1. We observe that these relationships
parallel those presented for problems with linear equality constrains in Section 6.8.2.4.
We state them here for reference.
According to Algorithm 6.4.2, (6.8.76), (6.8.87) and the newly defined Gk11, ḡk11,
Gk22, and ḡk22, we have the following solutions for the given iterations for k ≥ 1.
k − 1: The upper subproblem yields rk−122 .
k: The lower subproblem yields tk22 where
tk22 = Gk22rk−122 + ḡk22, (6.8.123)





















k + 1: The lower subproblem yields tk+122 where

















It is of interest to consider the difference between responses and the targets of the
lower subproblem in Iterations k and k + 1:

























We continue by developing the relationship between the objective function
value of the lower level subproblem in iteration k + 1 and in iteration k. As for the
problems with linear equality constraints, we consider two cases dependent on the
characteristics of G22. The first case again produces the immediate termination of
the algorithm. The second cases investigates when the lower level objective function
is decreasing. For each case we propose sufficient conditions for G22. Several of
these propositions are analogous to those presented for problems with linear equality
constraints with a few minor changes.
6.8.4.3 Lower Level Objective Behavior
The first possibility studied is when Gk22 = I.
Proposition 6.8.68. Let Gk22 = I. Then
∥∥tk22 − rk−122 ∥∥22 = 0, and Algorithm 6.4.2
terminates in the kth iteration.
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holds. Substituting Gk22 = I yields
tk22 − rk−122 = 0. (6.8.130)
Therefore the algorithm terminates in the kth iteration.
This case is not as strong as the corresponding result for linear inequalities,
since the algorithm terminates in the kth iteration where k may or may not be 1. We
now state conditions under which the algorithm terminates in the (k + 1)st iteration.
For this case the multiplicative property of norms must hold for Gk+122 and tk+122 − rk22
(i.e.,
∥∥Gk+122 ∥∥2 ∥∥tk+122 − rk22∥∥2 = ∥∥Gk+122 (tk+122 − rk22)∥∥2).
Proposition 6.8.69. Let
∥∥Gk+122 ∥∥2 6= 0 and
∥∥Gk+122 ∥∥22 ∥∥tk+122 − rk22∥∥22 = ∥∥Gk+122 (tk+122 − rk22)∥∥22 .
Then
∥∥tk+122 − rk22∥∥22 = 0, and Algorithm 6.4.2 terminates in the (k + 1)st iteration.
Proof. Let
∥∥Gk+122 ∥∥2 6= 0 and ∥∥Gk+122 ∥∥22 ∥∥tk+122 − rk22∥∥22 = ∥∥Gk+122 (tk+122 − rk22)∥∥22. By
(6.8.127) the following holds
∥∥Gk+122 ∥∥22 ∥∥tk+122 − rk22∥∥22 = ∥∥Gk+122 (tk+122 − rk22)∥∥22 = 0.
By the properties of real numbers
∥∥Gk+122 ∥∥22 ∥∥tk+122 − rk22∥∥22 = 0 if and only
if
∥∥Gk+122 ∥∥22 = 0 or ∥∥tk+122 − rk22∥∥22 = 0. By assumption ∥∥Gk+122 ∥∥22 6= 0, therefore∥∥tk+122 − rk22∥∥22 = 0 and the algorithm terminates in the (k + 1)st iteration.
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We do not consider the case where
∥∥Gk+122 ∥∥2 6= 0 and the multiplicative property
holds for both Gk+122 and tk+122 − rk22 and for Gk+122 and tk22 − rk−122 as we did for linear










= 0 and the multiplicative property for Gk+122 and tk22−rk−122
holds, then ∥∥Gk+122 ∥∥22 ∥∥tk22 − rk−122 ∥∥22 = ∥∥Gk+122 (tk22 − rk−122 )∥∥22 = 0.
However this is not possible. We assume that
∥∥Gk+122 ∥∥22 6= 0 and since the (k + 1)st
iteration of the algorithm was performed,
∥∥tk22 − rk−122 ∥∥22 6= 0. By the properties
of real number, the product of two nonzero numbers cannot be 0. Therefore the
events





= 0 cannot simultaneously hold, and we need not consider this case.
We apply the conclusion of Section 6.6.2 and then the results of Section 6.5.2
to the lower level subproblem to produce conditions under which the lower level
objective function decreases from iteration k to iteration k + 1 when the constraints
are nonlinear.
According to the formulation of the lower level problem stated in (6.8.77) and
the equations (6.8.116) and (6.8.117), the matrices D and G and the vector g of




 , Gk =
 (B2x22)k 0
Akx22 −I




Observing that D is a positive semi-definite matrix, we apply the content of Section
6.5.2.2. To study the decreasing nature of the lower level objective function, we review
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(6.5.48) and restate the relationship here using the ATC-decomposable notation of
(6.8.77). This derivation follows that done for the linear case, however, here we add














∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 (6.8.132)
=
2













Modifying the definition of Z found in (6.5.45) to account for the changing










where Zk is given by theQR decomposition ofGk found in (6.5.37). We partition Zk ∈
R(n2+q)×(n2+q−m) into two submatrices, Zkx22 ∈ R















































((Zkt22)T Zkt22)−1 (0, (Zkt22)T)− I. (6.8.134)
Having defined all the pertinent notation, we return to the question of a de-
creasing lower level objective and present the following proposition without proof (the
proof is identical to that of Proposition 6.8.67).





exist where Zk and Zkt22 are given by (6.8.133) where Z
k is a an




GT = 0. Then
∥∥tk+122 − rk22∥∥22 − ∥∥tk22 − rk−122 ∥∥22 < (≤) (=) 0




































< (≤) (=) 0.
If we let the right hand side (the constant terms) of the constraint functions be
0, then we immediately have a corollary analogous to Corollary 6.8.35 for the prob-
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lem with nonlinear constraints, and observe that the corresponding negative definite
observation following Corollary 6.8.35 also applies.
6.9 Biobjective Algorithms for Three Subproblem
ATC-decomposable Problems
Having concluded our discussion of the convergence of the two subproblem
algorithm, we proceed by turning our attention to the construction of algorithms
capable of solving systems with three subproblems. We specifically deal with systems
that have an upper and two lower subproblems and modify Algorithm 6.4.2 for these
types of problems. We propose three versions of the algorithm.
The first is a straightforward modification of Algorithm 6.4.2 which is best
suited for problems which have no linking variables between the two lower subprob-
lems. The second version incorporates objective cuts to further improve the speed
of convergence, and the third version allows for communication between the lower
level subproblems to also improve the speed of convergence. This final version is well
suited for systems with linking variables connecting the two lower subproblems. We
present the AAO formulation, decomposition and algorithm for all three cases as well
as some numerical results for each case.
6.9.1 Three Subproblems in Two Levels
Our first algorithm is designed for systems with an upper and two lower sub-
problems. Recall the formulation given in Section 6.1. If we restrict the number
of subproblems to 3, N = 3, with one subproblem on the upper level and two sub-
problems on the lower level, M = 2, and eliminate the objectives of the lower level
352
subproblems, we have the following AAO problem
min
x11,x22,x23
f (x11, x22, x23) (6.9.135)
= min
x11,r22,r23,x22,x23
‖f11 (x11, r22, r23)− T‖22
subject to
g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22) 5 0, h22 (x22) = 0, r22 = a22 (x22) ,
g23 (x23) 5 0, h23 (x23) = 0, r23 = a23 (x23) .
Again we introduce consistency constraints, t22 − r22 = 0 and t23 − r23 = 0,
to allow the system to be decomposed. The AAO problem is then reformulated to a




‖f11 (x11, r22, r23)− T‖22 (6.9.136)
subject to
g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22) 5 0, h22 (x22) = 0, t22 = a22 (x22) , t22 − r22 = 0,
g23 (x23) 5 0, h23 (x23) = 0, t23 = a23 (x23) , t23 − r23 = 0.






‖f11 (x11, r22, r23)− T‖22 , ‖t22 − r22‖
2






g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22) 5 0, h22 (x22) = 0, t22 = a22 (x22) ,
g23 (x23) 5 0, h23 (x23) = 0, t23 = a23 (x23) .
We decompose this problem into three subproblems. Let tk22 be a fixed target
value of t22 and t
k
23 be a fixed target value of t23.




‖f11 (x11, r22, r23)− T‖22 ,
∥∥r22 − tk22∥∥22 + ∥∥r23 − tk23∥∥22) (6.9.138)
subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.
Let rk22 be a fixed value of r22.
Subproblem 2 on the Lower Level:
min
x22,t22
∥∥t22 − rk22∥∥22 (6.9.139)
subject to g22 (x22) 5 0, h22 (x22) = 0, and t22 = a22 (x22) .
Let rk23 be a fixed value of r23.
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Subproblem 3 on the Lower Level:
min
x23,t23
∥∥t23 − rk23∥∥22 (6.9.140)
subject to g23 (x23) 5 0, h23 (x23) = 0, and t23 = a23 (x23) .
6.9.1.1 Algorithm
Using subproblems (6.9.138), (6.9.139), and (6.9.140), we propose the algo-
rithm to solve ATC-decomposable problems with three subproblems on two levels.
Input: Stopping criterion, problems (6.9.138), (6.9.139), and
(6.9.140)
Initialization:
Solve the single criterion upper level subproblem derived from
(6.9.138) with objective function ‖f11 (x11, r22, r23)− T‖22.
Set the targets for the lower level subproblems (6.9.139) and
(6.9.140).
Iteration k, k ≥ 1:
Solve the lower level subproblems (6.9.139) and (6.9.140) by
minimizing the deviation of the responses from the
targets.
If the lower level subproblems (6.9.139) and (6.9.140) achieve
the targets, stop.
Otherwise generate the closest responses to the given targets,
and pass it to the biobjective upper level subproblem
(6.9.138).
Solve the biobjective upper level subproblem (6.9.138) for the
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new lower level targets and iterate.
Output: Solution to the AAO problem
The stopping criterion for this algorithm is the amount of infeasibility that is
acceptable between the desired response of the lower level subproblems and the actual
response of the lower level subproblems. It is generally determined by acceptable
tolerances for the problem at hand and the numerical precision of the optimizer. The
previously discussed algorithm proceeds as follows.
Algorithm 6.9.3. Initialize: Fix the stopping criterion ε > 0.







‖f11 (x11, r22, r23)− T‖22 (6.9.141)
subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.
2. Set k = 1.









∥∥t22 − rk−122 ∥∥22 (6.9.142)









∥∥t23 − rk−123 ∥∥22 (6.9.143)
subject to g23 (x23) 5 0, h23 (x23) = 0 and t23 = a23 (x23) .
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3. If









with α = 1− δ for 0 < δ ≤ 0.1
min
x11,r22,r23
(1− α) ‖f11 (x11, r22, r23)− T‖22 (6.9.144)
+α
(∥∥r22 − tk22∥∥22 + ∥∥r23 − tk23∥∥22)
subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.
5. Set k = k + 1 and iterate.
6.9.1.2 Examples
We test the same two mathematical examples used in Sections 5.6 and 6.4,
the quadratic program (6.4.18) and the geometric program (6.4.20), as well as the
Golinski speed reducer (6.4.22). For the geometric problem, we chose to calculate the
deviation between the square of the responses and the square of the targets for the
lower level problem due to numerical issues related to computing square roots. For








We duplicate the responses r22, r23, by introducing the new variables t22, t23, where
r22 = t22 and r23 = t23.
Figures 6.4 and 6.5 depict the intermediate value of ‖f11 (x11, r22, r23)− T‖22
evaluated at the optimal solutions of (6.9.144) found at the end of iteration k (100
iterations for the quadratic problem and 561 iterations for the geometric problem)
versus the infeasibility of the solution, measured by
∥∥rk22 − tk22∥∥22 + ∥∥rk23 − tk23∥∥22 in
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iterations k = 1, . . . , K.
Figure 6.4: Iterative solutions presenting the AAO objective value versus the infeasibility
of the solution in iteration k for the convex, quadratic system with three subproblems
These graphs represent a tradeoff between the infeasibility of a current solution
and the AAO objective value. Due to the convexity of the quadratic example, the
algorithm produces a very smooth Pareto-like curve as each iteration yields a solution
that is less infeasible. The geometric example generates a smooth curve with family
of anomalous solutions. The inferior intermediate solutions that are generated for
the geometric example are a result of two characteristics of this problem. First,
the constraints of this problem involve division by variables with small numerical
values which can cause complications for the optimizer. Second, solving nonconvex
biobjective problems requires special consideration, since the optimizer may produce
local rather than global solutions.
Both examples require a significant number of iterations to achieve a solution
with a sufficiently small amount of infeasibility, which is due to the structure of these
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Figure 6.5: Iterative solutions presenting the AAO objective value versus the infeasibility
of the solution in iteration k for the nonconvex, geometric system with three subproblems
problems. Both problems are configured with three subproblems, one subproblem at
the upper level and two subproblems at the lower level. There exists a single variable,
called a linking variable, that is shared only by the two subproblems at the lower level.
According to the ATC scheme, this linking variable is governed by the upper level
problem, and since the coordination between the two lower level problems must be
governed by the upper level problem the intermediate solutions progress slowly to the
AAO optimal solution.
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We also present the Golinski speed reducer problem (6.4.22) decomposed into
three subproblems. We first state the following three subproblem decomposition, for
which the solution was immediately found in the first iteration.
Subproblem 1 on the Upper Level:
min
x1,x2,x3













subject to g5, g6, g9, g10, g11 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
Subproblem 2 on the Lower Level:
min
x1,x2,x3,x4,x6













subject to g1, g3, g7 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x4 ≤ 8.3, 2.9 ≤ x6 ≤ 3.9
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Subproblem 3 on the Lower Level:
min
x1,x2,x3,x5,x7













subject to g2, g4, g8 ≤ 0
2.6 ≤ x1 ≤ 3.6, 0.7 ≤ x2 ≤ 0.8, 17 ≤ x3 ≤ 28,
7.3 ≤ x5 ≤ 8.3, 5.0 ≤ x7 ≤ 5.5
Let k be the current iteration.
• Initialize: Fix the stopping criterion ε > 0.







f1 (x1, x2, x3)





3) = (3.50, 0.70, 17.00).
Set x01 = x
∗


























+ (x2 − x02)
2
+ (x3 − x03)
2
)










6) = (3.50, 0.70, 17.00, 7.30, 3.35).
















+ (x2 − x02)
2
+ (x3 − x03)
2
)









7) = (3.50, 0.70, 17.00, 7.72, 5.29).












= (3.50− 3.50)2 + (0.70− 0.70)2 + (17.00− 17.00)2 + (3.50− 3.50)2
+ (0.70− 0.70)2 + (17.00− 17.00)2 = 5.22× 10−10 < ε, stop.
We observe that again the lower level responses that are ideal to minimize
f1 (x1, x2, x3) subject to g5, g6, g9, g10, g11 ≤ 0 are feasible for the lower level subprob-
lems. These responses are the same responses preferred by the AAO problem, even
with the additional impact of the lower level objectives, f2 (x1, x6)+f4 (x6)+f6 (x4, x6)
and f3 (x1, x7) + f5 (x7) + f7 (x5, x7), to the AAO objective.
Our numerical results clearly indicate a slow convergence for both the math-
ematical examples, while for the Golinski speed reducer problem termination occurs
almost immediately. In contrast to the mathematical examples, this problem does
not have linking variables at the lower level that are coordinated through the upper
level. We believe that the slow convergence is due to this coordination.
In an effort to speed up this convergence for systems with linking variables,
we examine two different modifications to the three subproblem algorithm. The first
involves additional constraints in the upper level problem of the form f11 ≥ valuek
where valuek is a constant value in the kth iteration. The second modification allows
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the lower level subproblems to communicate before passing a revised target back up
to the upper level problem.
6.9.2 Three Subproblems in Two Levels With Objective Cuts
The slow convergence of the mathematical examples prompts us to amend
the algorithm in some manner to improve the rate of convergence. Our first attempt
involves objective cuts which artificially increases the AAO objective value in an effort
to gain feasibility more quickly. Modifying the formulation developed in Section 6.9,
we add the constraint
‖f11 (x11, r22, r23)− T‖22 ≥ value
k for a fixed valuek (6.9.149)
to the upper level biobjective problem, (6.9.138), yielding the following subproblems.
Let tk22 be a fixed target value of t22, t
k
23 be a fixed target value of t23 and value
k be a




‖f11 (x11, r22, r23)− T‖22 ,
∥∥r22 − tk22∥∥22 + ∥∥r23 − tk23∥∥22) (6.9.150)
subject to
valuek − ‖f11 (x11, r22, r23)− T‖22 ≤ 0,
g11 (x11, r22, r23) 5 0, and h11 (x11, r22, r23) = 0.
Let rk22 be a fixed target value of r22. The first lower level subproblem is
min
x22,t22
∥∥t22 − rk22∥∥22 (6.9.151)
subject to g22 (x22) 5 0, h22 (x22) = 0, and t22 = a22 (x22) .
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Let rk23 be a fixed target value of r23. The second lower level subproblem is
min
x23,t23
∥∥t23 − rk23∥∥22 (6.9.152)
subject to g23 (x23) 5 0, h23 (x23) = 0, and t23 = a23 (x23) .
6.9.2.1 Algorithm
We propose the following algorithm, which is a modification of Algorithm 6.9.3
incorporating additional constraints.
Input: Stopping criterion, problems (6.9.150), (6.9.151), and
(6.9.152)
Initialization:
Solve the single criterion upper level subproblem derived from
(6.9.150) with value0 = 0 and objective function
‖f11 (x11, r22, r23)− T‖22.
Set the targets for the lower level subproblems (6.9.151) and
(6.9.152).
Iteration k, k ≥ 1:
Solve the lower level subproblems (6.9.151) and (6.9.152) by
minimizing the deviation of the responses from the
targets.
If the lower level subproblems (6.9.151) and (6.9.152) achieve
the targets, stop.
Otherwise generate the closest responses to the given targets,




Solve the upper level subproblem (6.9.150) with valuek for the
new lower level targets, and iterate.
Output: Solution to the AAO problem
We again use the acceptable amount of infeasibility as stopping criteria, which
should be determined by the problem and the optimizer. The previously discussed
Algorithm 6.9.3 with the objective cut constraints proceeds as follows.
Algorithm 6.9.4. Initialize: Fix the stopping criterion ε > 0.







‖f11 (x11, r22, r23)− T‖22 (6.9.153)
subject to
0− ‖f11 (x11, r22, r23)− T‖22 ≤ 0,
g11 (x11, r22, r23) 5 0, and h11 (x11, r22, r23) = 0.
2. Set k = 1.









∥∥t22 − rk−122 ∥∥22 (6.9.154)










∥∥t23 − rk−123 ∥∥22 (6.9.155)
subject to g23 (x23) 5 0, h23 (x23) = 0, and t23 = a23 (x23) .
3. If









with α = 1− δ for 0 < δ ≤ 0.1 and
valuek =
∥∥f11 (xk−111 , rk−122 , rk−123 )− T∥∥22 + β where β ∈ R> is fixed.
min
x11,r22,r23
(1− α) ‖f11 (x11, r22, r23)− T‖22
+α
(∥∥r22 − tk22∥∥22 + ∥∥r23 − tk23∥∥22) (6.9.156)
subject to
valuek − ‖f11 (x11, r22, r23)− T‖22 ≤ 0,
g11 (x11, r22, r23) 5 0, and h11 (x11, r22, r23) = 0.
5. Set k = k + 1 and iterate.
6.9.2.2 Examples
Again we implement Algorithm 6.9.4 on two of the examples previously dis-
cussed, the quadratic problem (6.4.18) and the geometric problem (6.4.20). For the
geometric problem, we again choose to calculate the deviation between the square
of the responses and the square of the targets for the lower level problem due to
numerical issues related to computing square roots. For both problems, again set the
responses as in (6.9.145), and duplicate the responses r22, r23, by introducing the new
variables t22, t23, where r22 = t22 and r23 = t23.
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Figures 6.6 and 6.7 depict the intermediate value of ‖f11 (x11, r22, r23)− T‖22
evaluated at the optimal solutions of (6.9.156) found at the end of iteration k (11
iterations for the quadratic problem and 23 iterations for the geometric problem)
versus the infeasibility of the solution, measured by
∥∥rk22 − tk22∥∥22 + ∥∥rk23 − tk23∥∥22 in
iterations k = 1, . . . , K.
Figure 6.6: Iterative solutions for the convex, quadratic system with three subproblems
The additional cut constraint significantly improves the number of iterations
to achieve a close to optimal objective value for the AAO problem. However, the
algorithm does not eliminate the infeasibility as quickly as it reaches the optimal
objective value. The infeasibility that remains is due to the fact that the targets being
passed are not corrected as often as they were in the previous version of the algorithm
since there are fewer iterations to make adjustments. While this method does reduce
the number of iterations required, it is inadequate to solve the AAO problem, since
the infeasibility is not eliminated. This algorithm would require modification to be
considered useful in practical applications.
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Figure 6.7: Iterative solutions for the nonconvex, geometric system with three subproblems
368
6.9.3 Three Subproblems in Two Levels With Lower Level
Communication
We now propose an algorithm designed for systems with an upper and two
lower subproblems that have linking variables, `ij, between the lower level subprob-
lems. In general these type of problems could be formulated as in Section 6.9.1
where the linking variables are treated as responses from the lower level subproblems
and governed by the upper level subproblem. However, we endeavor to improve the
convergence of this class of problems by allowing the coordination of the linking vari-
ables to occur at the lower level. The following is the AAO problem with the linking
constraint, `22 − `23 = 0,
min
x11,x22,x23
f (x11, x22, x23) (6.9.157)
= min
x11,r22,r23,x22,`22,x23,`23
‖f11 (x11, r22, r23)− T‖22
subject to
g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22, `22) 5 0, h22 (x22, `22) = 0, r22 = a22 (x22, `22) ,
g23 (x23, `23) 5 0, h23 (x23, `23) = 0, r23 = a23 (x23, `23)
`22 − `23 = 0.
ATC allows for linking variables between lower level subproblems, but these
linking variables are generally considered as part of the lower level subproblem re-
sponse and are governed by the upper level subproblem. The problem formulation,
(6.9.157), is not of the traditionally ATC-decomposable form due the linking con-
straint, `22 = `23. However, we proceed with this ATC-like formulation, and again
this problem is not separable since the linking variables couple the two lower level
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subproblems together and the responses link the two lower level subproblems to the
upper level subproblem. In order to make this problem separable, consistency con-
straints are introduced. The AAO problem is then reformulated to a problem we refer





‖f11 (x11, r22, r23)− T‖22 (6.9.158)
subject to
g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22, `22) 5 0, h22 (x22, `22) = 0, t22 = a22 (x22, `22) , t22 − r22 = 0,
g23 (x23, `23) 5 0, h23 (x23, `23) = 0, t23 = a23 (x23, `23) , t23 − r23 = 0
`22 − `23 = 0.






‖f11 (x11, r22, r23)− T‖22 ,
∥∥∥∥∥∥∥






, ‖`22 − `23‖22
(6.9.159)
subject to
g11 (x11, r22, r23) 5 0, h11 (x11, r22, r23) = 0
g22 (x22, `22) 5 0, h22 (x22, `22) = 0, t22 = a22 (x22, `22) ,
g23 (x23, `23) 5 0, h23 (x23, `23) = 0, t23 = a23 (x23, `23) .
We decompose this problem into three subproblems. Let tk22 be a fixed target
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value of t22 and t
k
23 be a fixed target value of t23. The upper level subproblem is
min
x11,r22,r23
‖f11 (x11, r22, r23)− T‖22 ,
∥∥∥∥∥∥∥







subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.
Let rk22 be a fixed target value of r22 and `
k
23 be a fixed target value of `23. The first
lower level subproblem is
min
x22,`22,t22
(∥∥t22 − rk22∥∥22 ,∥∥`22 − `k23∥∥22) (6.9.161)
subject to g22 (x22, `22) 5 0, h22 (x22, `22) = 0, and t22 = a22 (x22, `22) .
Let rk23 be a fixed value of r23 and `
k




(∥∥t23 − rk23∥∥22 ,∥∥`23 − `k22∥∥22) (6.9.162)
subject to g23 (x23, `23) 5 0, h23 (x23, `23) = 0, and t23 = a23 (x23, `23) .
6.9.3.1 Algorithm
We propose a final modification to Algorithm 6.9.3, which allows for commu-
nication between the lower level subproblems before passing targets back to the upper
level subproblem.
Input: Stopping criterion, MOPs (6.9.160), (6.9.161), and (6.9.162)
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Initialization:
Solve the single criterion upper level subproblem derived from
(6.9.160) with objective function ‖f11 (x11, r22, r23)− T‖22.
Set the targets for the lower level subproblems (6.9.161) and
(6.9.162).
Solve the first lower level subproblem (6.9.161) with objective
function
∥∥t22 − rk22∥∥22.
Set the linking variable target for the second lower level
subproblem.
Solve the second lower level subproblem (6.9.162).
Set the linking variable target for the first lower level
subproblem.
Iteration k, k ≥ 1:
Solve the first lower level subproblem (6.9.161) by minimizing
the deviation of the responses from the targets and
minimizing the deviation of the linking variables.
Pass new linking variable targets to the second lower level
subproblem.
Solve the second level subproblem (6.9.162) by minimizing the
deviation of the responses from the targets and
minimizing the deviation of the linking variables.
If the lower level subproblems (6.9.161) and (6.9.162) achieve
the response and linking targets, stop.
Otherwise generate the closest responses to the given targets
and pass the new linking variable targets to the first
lower level subproblem, and the closest responses to
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the biobjective upper level subproblem (6.9.160).
Solve the upper level subproblem (6.9.160) for the new lower
level targets, and iterate.
Output: Solution to the AAO problem
We again use the acceptable amount of infeasibility as stopping criteria, which
should be determined by the problem and the optimizer. The previously discussed
Algorithm 6.9.3 with lower level communication proceeds as follows.
Algorithm 6.9.5. Initialize: Fix the stopping criterion ε > 0.







‖f11 (x11, r22, r23)− T‖22 (6.9.163)
subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.










subject to g22 (x22, `22) 5 0, h22 (x22, `22) = 0, and t22 = a22 (x22, `22) .




23). Set α̂ = [0.5, 1).
min
x23,`23,t23
(1− α̂) ‖t23 − r023‖
2
2 + α̂ ‖`23 − `022‖
2
2 (6.9.165)
subject to g23 (x23, `23) 5 0, h23 (x23, `23) = 0, and t23 = a23 (x23, `23) .
4. If ‖t022 − r022‖2 < ε and (1− α̂) ‖t023 − r023‖
2
2 + α̂ ‖`023 − `022‖
2
2 < ε, stop.
5. Set k = 1.
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Iteration k, k ≥ 1












∥∥t22 − rk−122 ∥∥22 + α̂ ∥∥`22 − `j−123 ∥∥22 (6.9.166)













∥∥t23 − rk−123 ∥∥22 + α̂ ∥∥`23 − `j22∥∥22 (6.9.167)
subject to g23 (x23, `23) 5 0, h23 (x23, `23) = 0, and t23 = a23 (x23, `23) .
(c) If (1− α̂)
∥∥tj22 − rk−122 ∥∥22 + α̂ ∥∥`j22 − `j−123 ∥∥22 < ε̂ and
(1− α̂)
∥∥tj23 − rk−123 ∥∥22 + α̂ ∥∥`j23 − `j22∥∥22 < ε̂, stop.









with α = 1− δ for 0 < δ ≤ 0.1
min
x11,r22,r23
(1− α) ‖f11 (x11, r22, r23)− T‖22 + α
∥∥∥∥∥∥∥







subject to g11 (x11, r22, r23) 5 0 and h11 (x11, r22, r23) = 0.
3. Set k = k + 1 and iterate.
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6.9.3.2 Examples
Again we implement Algorithm 6.9.5 on the quadratic problem (6.4.18) and the
geometric problem (5.6.16). For the geometrc problem, we again choose to calculate
the deviation between the square of the responses and the square of the targets for the
lower level problem due to numerical issues related to computing square roots. For
both problems, again set the responses as in (6.9.145), and duplicate the responses
r22, r23, by introducing the new variables t22, t23, where r22 = t22 and r23 = t23.
The intermediate value of ‖f11 (x11, r22, r23)− T‖22 evaluated at the optimal
solutions of (6.9.156) found at the end of iteration k (10 iterations for the quadratic
problem and 16 iterations for the geometric problem) versus the infeasibility of the
solution, measured by
∥∥rk22 − tk22∥∥22+∥∥rk23 − tk23∥∥22 in iterations k = 1, . . . , K is depicted
in Figures 6.8 and 6.9.
Figure 6.8: Iterative solutions for the convex, quadratic system with three subproblems
Comparing the performance of Algorithm 6.9.5 against Algorithm 6.9.4 with
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Figure 6.9: Iterative solutions for the nonconvex, geometric system with three subproblems
objective cuts, we observe that the convex example converged within a similar number
of iterations while the nonconvex example converged within significantly fewer itera-




The subsequent sections recollect the significant developments of this chapter
and propose further directions of study that will expand this research.
6.10.1 Contributions
In this chapter we undertook an original effort to develop effective algorithms
for solving ATC-decomposable problems within a multiobjective optimization frame-
work.
First, modeling two-level ATC-decomposable problems as one of the multiob-
jective complex systems studied in Chapter 3, we applied the properties derived for
that complex systems to the ATC problem, which gave rise to the development of the
algorithm. While this algorithm is simple because it does not required an iterative
solution process but straightforward calculation of three efficient sets, it produces an
approximation of the efficient set of the AAO problem.
Second, we stayed faithful to the ATC original iterative process, used biobjec-
tive programming to capture its features and proposed four algorithms for two-level
ATC-decomposable problems. These are the two subproblem algorithm, the three
subproblem algorithm, the three subproblem algorithm with cuts, and the three sub-
problem algorithm with communication between lower-level problems.
We studied the convergence of two-subproblem algorithm in detail. To derive
the convergence results, we used auxiliary results from parametric quadratic program-
ming and originally developed results for parametric composite quadratic program-
ming. We first showed that if the targets are feasible for the lower-level problem,
the algorithm terminates in the first iteration and yields a KKT point of the AAO
problem. We also stated conditions under which the algorithm will terminate in the
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kth iteration. For infeasible targets, we found conditions that ensure the algorithm
convergence. We derived these conditions for ATC problems with linear and also
nonlinear constraints. For both the linear and nonlinear case, the conditions require
a certain behavior of a matrix carrying information about the gradient vectors of the
constraints of the lower level problem.
Implementing the two subproblem algorithm on four examples gave us opti-
mal solutions in two or fewer iterations for all four problems, which is an excellent
improvement over subgradient optimization. When solving these problems using a
subgradient optimization algorithm to the same order of magnitude of feasibility error,
these problems, decomposed into two subproblems, are solved in 21 and 75 iterations
for the quadratic problem and the Golinski speed reducer problem, respectively. The
nonconvex example when using the subgradient algorithm converged to a local op-
timum in 63 iterations, and the geometric problem failed to converge to a feasible
solution.
We also applied the three-subproblem algorithm and its two subsequent ver-
sions to three of the four examples. We found that for problems with linking variables,
the version allowing communication between the lower level subproblems converges
to the optimal solution in 10 and 16 iterations for the quadratic and geometric prob-
lems, respectively, which is an excellent improvement over subgradient optimization.
The number of iterations required when using subgradient optimization were 61 and
210 iterations, respectively, to achieve solutions with the same order of magnitude of
feasibility error.
For the Golinski speed reducer problem which has no linking variables, the
original three subproblem algorithm reached the optimal solution in the first iteration.
When we tried to solve this problem with a subgradient optimization algorithm, we
were unable to get the algorithm to converge to a feasible solution.
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Based on the results of this work, we conclude that the multiobjective approach
to solving ATC-decomposable problems is superior to subgradient optimization and
has significant potential for producing optimal solutions quickly.
6.10.2 Future Work
Both directions of research initiated in this chapter can be continued.
The effectiveness of the approximation algorithm against the biobjective algo-
rithms could be examined. Investigation into the quality of the solutions generated
by this algorithm would be also significant. We could also expand the algorithm to
handle ATC problems with lower level objective functions, as well as systems with
two or more subproblems on each level and systems with three or more levels.
Expanding the biobjective approach currently proposed to problems with ob-
jective components for each subproblem on each level and for systems with subprob-
lems on more than two levels are possible avenues of future research that could be
tackled. Additional modifications to the algorithm with objective cuts to decrease
the infeasibility of the solutions generated while maintaining the fast convergence to
the optimal objective value would also provide us with a valuable resource for solving
ATC-decomposable problems.
It is known that the matrix D discussed in Sections 6.5 through 6.8 can affect
the rate of convergence when solving quadratic problems. An investigation into the





This thesis studied multiobjective complex systems that require decomposition
to generate efficient solutions for the overall system. Complex systems are being
recognized in more and more disciplines, ranging from the social sciences to business
and, to product design and development.
We first develop new theory for the decomposition and coordination of multi-
objective complex systems. In Chapter 3, we introduce models that represent various
complex systems and derive relationships between efficient points of the AAO prob-
lem (or original system) and the composite solutions of the decomposed subproblems.
We present relationships for systems ranging from simple, one subproblem systems
with independent variables to systems whose subproblems are interdependent due to
the existence of linking (or coupling) constraints with local and global variables. The
final section of this chapter shows how the relationships of the foundational systems
can be combined to be applied to more complicated composite systems.
In our theoretical developments for multiobjective complex systems, we include
a systematic approach to the foundation of decomposition through the duplication
of variables in Chapter 4. Using weak efficiency and Kuhn-Tucker proper efficiency
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conditions, we show that there exists a one to one relationship between the efficient
solutions of the original system and the efficient solution of the system after the
duplication of global variable has been accomplished.
We also advance the methodology for solving the special class of multiob-
jective complex systems with a hierarchical structure known as ATC-decomposable
problems in Chapter 6. For ATC systems with two subproblems on two levels, we
propose an algorithm, provide a detailed convergence analysis, and develop condi-
tions under which the algorithm converges to the AAO optimal solutions. We then
expand the algorithm, developing a family of biobjective algorithms for systems with
three subproblems on two levels and adapting the initial algorithm to efficiently ac-
commodate systems with lower level linking variables. We also present an alternate
approximation algorithm for ATC problems.
Finally, we support our research with a numerical study of ATC-decomposable
problems. Using a subgradient algorithm, we first investigate elements of the algo-
rithm in Chapter 5 that sped up convergence to a quality solution. We consider a
computational scheme, dual update methods, power of the augmenting term of the
Lagrangian, and decomposition approaches and show how the subgradient optimiza-
tion algorithm elements can be chosen to improve the speed of this algorithm. The
comparison of the performance of the biobjective algorithm and subgradient optimiza-
tion algorithms shows the vast improvement in the speed of the former over the latter
and justifies the effectiveness of applying a multiobjective optimization perspective
for ATC.
Our work, presented in this thesis, expands the understanding of complex
systems and produces additional tools for finding solutions to these systems. We
undertake the task of decomposing systems into subproblems and coordinating the
solutions of the subproblems to yield solutions to the overall system for both gen-
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eral multiobjective complex systems and for ATC-decomposable problems, a specific




The following appendices contain samples of the code used to solve the quad-
ratic problem decomposed into three subproblems with the subgradient optimization
algorithm found in Chapter 5 and the code used to solve the Golinski speed reducer
problem with the biobjective algorithm found in Chapter 6.
Appendix A Sample MatLab Code for the Sub-
gradient Optimization Algorithm
A.1 Code for the quadratic problem with three subproblems
% Set the maximum number of iterations of the subgradient algorithm
to be performed
iter = 200;
% Set the maximum allowable feasibility error
e = 10e-11; %e = precision required
% Set the preferred update method: k, m, o, c
update = ’c’;
% Initialize the value of the dual variables
v0 = [5, 15, 50, 50];
% Set the number of constraints that are relaxed
nrelax = 4;
% Set the number of design variables
n = 18;
% Initialize the design variables (including duplicated variables)
x = zeros(1,n);
% Indicate which indices of the design variables are optimization
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variables of subproblem 11
xsys = [3 4 5 6 7 11];
% Indicate which indices of the design variables are optimization
variables of subproblem 22
xsub1 = [8 9 10 15 16];
% Indicate which indices of the design variables are optimization
variables of subproblem 23
xsub2 = [12 13 14 17 18];
% State the coefficient matrix of the linear inequality constraints
of subproblem 11
A = [-1 1 -1 0 0 0; 0 0 1 -1 -1 0];
% State the right hand sides of the linear inequality constraints
of subproblem 11
b = [-2; -1];
% State the coefficient matrix of the linear equality constraints
of subproblem 11
Aeq = [];
% State the right hand sides of the linear equality constraints
of subproblem 11
beq = [];
% State the coefficient matrix of the linear inequality constraints
of subproblem 22
A1= [ 1 1 0 0 -1; -1 0 1 0 -1];




% State the coefficient matrix of the linear equality constraints
of subproblem 22
Aeq1 = [1 -1 -1 -1 1];
% State the right hand sides of the linear equality constraints
of subproblem 22
beq1 = -1;
% State the coefficient matrix of the linear inequality constraints
of subproblem 23
A2= [-1 -1 0 0 1; 1 0 -1 0 1];
% State the right hand sides of the linear inequality constraints
of subproblem 23
b2= [-2; -1];
% State the coefficient matrix of the linear equality constraints
of subproblem 23
Aeq2 = [ 1 1 1 -1 1];
% State the right hand sides of the linear equality constraints
of subproblem 23
beq2 = 0;
% Set the optimal objective value if known, otherwise set opt = Inf
opt = 125;
% Set the optimal solution if known, otherwise set xopt = Inf
xopt = [5, 10, 4, 0, 0, 9, 0, 1, 0, 0, 2, 0, 4, 3, 4, 2, 9, 2];









% Set the options for fmincon, the optimizer
options = optimset(’MaxFunEvals’,50, ’MaxIter’, 10, ’LargeScale’,
’off’, ’TolFun’, 1e-16,’TolCon’, 1e-16, ’TolX’, 1e-16);
% Set iteration counter to 1
k = 1
% Save the initial value of the dual variables for output
v(k,:) = v0;
% Determine the number of optimization variables of subproblem 11
nsys = size(xsys,2);
% Determine the number of optimization variables of subproblem 22
nsub1 = size(xsub1,2);
% Determine the number of optimization variables of subproblem 23
nsub2 = size(xsub2,2);













% Set the initial values of the optimization variables of subproblem




% Set the initial values of the design variables, a parameter for
the subproblem objective functions
xk = x(k,:);
% Initialize the error of the system to a sufficiently large value
N = 100;
% Set parameters of the m update method
m = 5;





% Initialize values of the error measure reporting routine, which
records the number of iterations required to have the corresponding
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error <= 10^exp**
% expON corresponds to the feasibility error; expPE corresponds to the





% Initialize the number of iterations and number of function
evaluations required to achieve a solution with corresponding
error <= 10^exp**
% The first column corresponds to the feasibility error; the second
column corresponds to the optimal objective error; the third column
corresponds to the optimal solution error
numIter = [0,0,0];
funEval = [0,0,0];
% Perform iterations of the subgradient algorithm until the maximum
allowable feasibility error is reached or the maximum number of
iterations of the algorithm has been performed
while N(k) > e && k <=iter,
% Set the current values of the dual variables, a parameter for
the subproblem objective functions
vk=v(k,:);
% Set the initial values of the optimization variables of





% Solve subproblem 11 and output the optimal solution and
optimal objective value
[y,fval] = fmincon(@Sysf, x0, A, b, Aeq, beq, lb0, ub0, [],
options, vk,xk);
% Update the current design variables and save the optimal









% Set the current values of the design variables, a parameter
for the subproblem objective functions
% Perform this update when using the sequential scheme
xk = x(k+1,:);
% Set the initial values of the optimization variables of




% Set the initial values of the optimization variables of





% Solve subproblem 22 and output the optimal solution and
optimalobjective value
[w,fval] = fmincon(@Sub1f, xs1, A1, b1, Aeq1, beq1, lbs1,
ubs1, [], options, vk,xk);
% Solve subproblem 23 and output the optimal solution and
optimal objective value
[z,fval] = fmincon(@Sub2f, xs2, A2, b2, Aeq2, beq2, lbs2,
ubs2, [], options, vk,xk);
% Update the current design variables and save the optimal
solution of subproblem 22
for j=1:n
for i=1:nsub1





% Update the current design variables and save the optimal
solution of subproblem 23
for j=1:n
for i=1:nsub2






% Set the current values of the design variables, a parameter
for the subproblem objective functions
xk = x(k+1,:);
% Compute the current subgraidents and store them for output
zetak = relConstraints(xk,nrelax);
zeta(k,:) = zetak;
% Compute the current objective value of the AAO relaxed problem
D(k,1) = dualFunc(xk,vk,aug,p);
% Compute the current AAO objective value
f(k,1) = primalFunc(xk);
% Use the appropriate undate method to update the dual variables
if update == ’k’
vk1 = kUpdate(vk,k,zetak,nrelax);
elseif update == ’o’
vk1 = OptUpdate(vk,opt,D(k),zetak,nrelax);
elseif update == ’m’
vk1 = mUpdate(vk,m,k,zetak,nrelax);
elseif update == ’c’
[vk1, Acut, bcut] = cutUpdate(vk,k,f(k),Acut,bcut,zetak,
nrelax,lower,upper,options);
end
% Store the updated dual variables for output
v(k+1,:) = vk1;
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% Compute the current feasibility error
N(k+1,1) = norm(zetak,1);
% Update and store the current design variables that were not





% Update the number of iterations and number of function
evaluations required to achieve a solution with the current
corresponding error <= 10^exp**
% The first column of numIter and funEval corresponds to the
feasibility error; the second column corresponds to the optimal
objective error; the third column corresponds to the optimal
% Increments the corresponding exponent if the the error is




% Increment the subgradient algorithm iteration counter
k = k+1
end
A.3 Subproblem 11 objective function
function [f] = Sysf(x,vk,xk)
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% Name the design variables and the constant parameters
x3 = x(1); x4 = x(2); x5 = x(3); x6 = x(4); x7 = x(5); x11 = x(6);
x1 = x3+x4+x5+1; x2 = x5+x6+x7+1;
x15 = xk(15); x16 = xk(16); x17 = xk(17); x18 = xk(18);
% Compute the objective function for subproblem 11
f = x1^2 + x2^2 + vk(1)*(x15-x3) + vk(2)*(x17-x6)
+ vk(3)*(x16-x11) + vk(4)*(x11-x18) + abs(vk(1))*(x15-x3)^2
+ abs(vk(2))*(x17-x6)^2 + abs(vk(3))*(x16-x11)^2
+ abs(vk(4))*(x11-x18)^2;
A.4 Subproblem 22 objective function
function f = Sub1f(x,vk,xk)
% Name the design variables and the constant parameters
x15 = x(4); x16 = x(5); x3 = xk(3); x11 = xk(11);
% Compute the objective function for subproblem 22
f = vk(1)*(x15-x3) + vk(3)*(x16-x11) + abs(vk(1))*(x15-x3)^2
+ abs(vk(3))*(x16-x11)^2;
A.5 Subproblem 23 objective function
function f = Sub2f(x,vk,xk)
% Name the design variables and the constant parameters
x17 = x(4); x18 = x(5); x6 = xk(6); x11 = xk(11);
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% Compute the objective function for subproblem 23
f = vk(2)*(x17-x6) + vk(4)*(x11-x18) + abs(vk(2))*(x17-x6)^2
+ abs(vk(4))*(x11-x18)^2;
A.6 Subgradients and AAO objective functions
A.6.1 Subgradients
function [zetak]=relConstraints(xk,nrelax)





A.6.2 AAO Dual Function
function D = dualFunc(xk,vk)
% Name the design variables
x1 = xk(3)+xk(4)+xk(5)+1;
x2 = xk(5)+xk(6)+xk(7)+1;
% Compute the objective value at xk of AAO relaxed problem
with dual values vk
D = x1^2 + x2^2 + vk(1)*(xk(15)-xk(3)) + vk(2)*(xk(17)-xk(6))
+ vk(3)*(xk(16)-xk(11)) + vk(4)*(xk(11)-xk(18))
+ abs(vk(1))*(xk(15)-xk(3))^2 + abs(vk(2))*(xk(17)-xk(6))^2
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+ abs(vk(3))*(xk(16)-xk(11))^2 + abs(vk(4))*(xk(11)-xk(18))^2;
A.6.3 AAO Objective Function
function f = primalFunc(xk)
% Name the design variables
x1 = xk(3)+xk(4)+xk(5)+1;
x2 = xk(5)+xk(6)+xk(7)+1;
% Compute the AAO objective value at xk
f = x1^2 + x2^2;
A.7 Dual Variable Update Methods
A.7.1 k Update Method
function vk1 = kUpdate(vk,k,zetak,nrelax)
% Initialize the updated dual variables
vk1 = vk;
% Update the dual variables using 1/(k*norm(subgradient))
for i=1:nrelax
vk1(i) = vk(i) + 1/(k *norm(zetak,1)*zetak(i);
end
A.7.2 m Update Method
function vk1 = mUpdate(vk,m,k,zetak,nrelax)
% Initialize the updated dual variables
vk1 = vk;
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if (i==1 || i == 3) && N1 ~= 0
vk1(i) = vk(i) + (1+m)/((k-1+m)/N1)*zetak(i);
elseif (i==2 || i == 4) && N2 ~= 0
vk1(i) = vk(i) + (1+m)/((k-1+m)/N2)*zetak(i);
end
end
A.7.3 o Update Method
function vk1 = OptUpdate(vk,opt,Dk,zetak,nrelax
% Initialize the updated dual variables
vk1 = vk;
% Update the dual variables using






if (i==1 || i == 3) && N1 ~= 0
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vk1(i) = vk(i) + (opt-Dk)/N1*zetak(i);
elseif (i==2 || i == 4) && N2 ~= 0
vk1(i) = vk(i) + (opt-Dk)/N2*zetak(i);
end
end
A.7.4 c Update Method
function [vk1, Acut, bcut, TotalIter]
= cutUpdate(vk,k,fk,Acut,bcut,zetak,nrelax,lower,upper,options)
% Initialize the updated dual variables
vk1 = vk;
% Update the dual variables using the cutting plane approximation
% Set bounds on the auxilliary variable, gamma
lbvcut(1) = -100000000000;
ubvcut(1) = 100000000000;
% Set the coefficients of the objective function, -gamma,







% Set the initial values of the optimization variable, gamma,
an input for linprog
cut0(1) = 0;
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% Set the coefficient of gamma in the constraint functions
Acut(k,1) = 1;






% Set the constants of the constraints
bcut(k) = fk;













% Check the accuracy of the solution using the one norm of the
subgradientsand store the iteration number if the error is within
the bounds
for ex=-expON:15





expON = expON - (ex+expON + 1);
end
end
% Check the accuracy of the solution using the percent error of the
optimal objective value and store the iteration number if the error
is within the bounds
for ex=-expPE:15
if (10^(-ex-1) <= abs(opt-fk)/opt && abs(opt-fk)/opt <= 10^-ex)
|| abs(opt-fk)/opt == 0















% Check the accuracy of the solution using the solution error of the
current solution value and store the iteration number if the error
is within the bounds
for ex=-expSE:15









Appendix B Sample MatLab Code for the Bicri-
teria Two-level Algorithm
B.1 Code for the Golinski speed reducer problem with two
subproblems








% Set the initial values of the optimization variables of subproblem
11, an input for fmincon
x0 = (ub-lb)/2+lb;
% Solve the single objective subproblem derived from the subproblem 11
and output the optimal solution and optimal objective value
[sol,fval] = fmincon(’top’,x0,[],[],[],[],lb,ub,
’nonlconTop’,options)
% Store the solution to the single objective subproblem derived from
subproblem 11
xsys(1,:) = sol;





% Set the initial values of the optimization variables of subproblem
22, an input for fmincon
x01 = (ub1-lb1)/2+lb1;
% Set the weight, alpha, for solving the biobjective subproblem 11
alpha = 0.999999;
% Set the targets for subproblem 22
point = [sol(1),sol(2),sol(3)];




% Store the solution to subproblem 22
xsub1(1,:) = x;
% Set the current values of the design variables
xcurrent = [xsys(1),xsys(2),xsys(3), xsys(4), xsub1(1),
xsys(5), xsub1(2)];




% Set the number of iterations to be performed
iterations = 2;
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% Set the targets for subproblem 11
point = [xsub1(1,3:5)];
for i=1:iterations




% Set the targets for subproblem 22
point = sol(1:3);
% Store the solution to subproblem 11
xsys(i+1,:) = sol;
% Set the current values of the design variables
xcurrent = [xsys(i+1,1),xsys(i+1,2),xsys(i+1,3),
xsys(i+1,4), xsub1(i,1), xsys(i+1,5), xsub1(i,2)];










% Store the solution to subproblem 22
xsub1(i+1,:) = x;
404
% Set the targets for subproblem 22
point = [xsub1(i+1,3:5)];
end
% Set parameters for the plot and the plot of the AAO objective value





title(’Golinski Reducer with Two Subproblems’)
plot(f1,f2,’.k’)
B.2 Single objective function for the subproblem derived
from subproblem 11
function f = top(x,alpha,point)
% Name the design variables
x1 = x(1); x2 = x(2); x3 = x(3); x4 = x(4); x6 = x(5);







B.3 Subproblem 11 constraint functions
function [g,h] = nonlconTop(x,alpha,point)
% Name the design variables
x1 = x(1); x2 = x(2); x3 = x(3); x4 = x(4); x6 = x(5);
% Compute inequality constraints for subproblem 11
g1 = 1/(110*x6^3)*sqrt((745*x4/(x2*x3))^2 + 1.69*10^7)-1;
g3 = (1.5*x6+1.9)/x4 -1;
g5 = 27/(x1*x2^2*x3) -1;
g6 = 397.5/(x1*x2^2*x3^2) -1;
g7 = (1.93*x4^3)/(x2*x3*x6^4) -1;
g9 = (x2*x3)/40 -1;
g10 = (5*x2)/x1 -1;
g11 = x1/(12*x2) -1;
g = [g1; g3; g5; g6; g7; g9; g10; g11];
% Indicate that subproblem 11 has no equality constraints
h = 0;
B.4 Subproblem 22 objective function
function f = btmObj(x,alpha,point)
% Name the design variables
x5 = x(1); x7 = x(2); x8 = x(3); x9 = x(4); x10 = x(5);







B.5 Subproblem 22 constraint functions
function [g,h] = nonlconBtm(x,alpha,point)
% Name the design variables
x5 = x(1); x7 = x(2); x8 = x(3); x9 = x(4); x10 = x(5);
% Compute inequality constraints for subproblem 11
g2 = 1/(85*x7^3)*sqrt((745*x5/(x9*x10))^2 + 1.575*10^8)-1;
g4 = (1.1*x7+1.9)/x5 -1;
g8 = (1.93*x5^3)/(x9*x10*x7^4) -1;
g = [g2; g4; g8];
% Indicate that subproblem 11 has no equality constraints
h = 0;
B.6 AAO objective function
function f = AAOObj(x)
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