In this paper, we define k-counting automata as recognizers for ω-languages, i.e. languages of infinite words. We prove that the class of ω-languages they recognize is a proper extension of the ω-regular languages. In addition we prove that languages recognized by k-counting automata are closed under Boolean operations. It remains an open problem whether or not emptiness is decidable for k-counting automata. However, we conjecture strongly that it is decidable and give formal reasons why we believe so.
ω-language is decidable, a result that is very important in linear-time temporal verification algorithms [1, 11, [20] [21] [22] .
In this paper, we try to extend the class of regular ω-languages, still keeping the nice properties that regular ω-languages possess (Boolean closure, computable emptiness test). We define a new machine model for representing ω-languages that we call a k-counting automaton. k-counting automata are automata equipped with k-many counters. Their acceptance condition makes statements about the boundedness or unboundedness of the counters in infinite runs of the automaton. We use the name "k-counting automaton" rather than "k-counter automaton" to avoid confusing them with multi-counter machines [14] (cited after [7] , cited after [9] ). In multi-counter machines, the transition function depends on whether or not the counters are zero. Being able to perform a zero test makes them Turingcomplete, and therefore any interesting property of languages recognized by multicounter machines is undecidable (Rice's theorem [17] , cited after [9] ). In contrast, in k-counting automata, the transition function, even though it changes counter values, is independent of the counter values (k-counting automata "do not read" counters). This, in essence, makes them less powerful than Turing machines, and thus interesting properties can remain decidable.
We prove that ω-languages recognized by k-counting-automata properly extend the class of regular ω-languages: we show that all regular ω-languages can be recognized by k-counting automata, but k-counting automata can recognize ω-languages that are not regular. We also show the closure of ω-languages accepted by k-counting automata under Boolean operation. We conjecture that the emptiness test for k-counting automata is decidable. Even though we are not able to prove this fact, we at least give formal arguments that make us believe in the existence of a computable emptiness check.
To our knowledge, there exist very few works in the literature related to ω-automata extended by counters. We shall consider results by Bojańczyk and Colcombet [2, 3] . They also use a (un-)boundedness condition on counter values. Their approach, however, differs from k-counting automata introduced in this paper. Also the work by Fernau and Stiebe on blind counter automata on ω-words [6] is related to our approach. Finally, the problem we study is related to the star height problem for regular languages [8] .
Preliminaries
We review here the notions of ω-languages and ω-automata up to the level needed for presenting the main results of this paper. Let Σ * be the set of all (finitely long) words over an alphabet (finite set of symbols) Σ, and let Σ ω be the set of all infinite words (aka. ω-words) over Σ. Each subset L of Σ * is a language over Σ, and each subset L ω of Σ ω is an ω-language over Σ.
For an ω-word x ∈ Σ ω , let pre(x) = {w ∈ Σ * | ∃y ∈ Σ ω : wy = x} be the set of all finitely long prefixes of x.
An ω-language is called regular if and only if [13] it can be recognized, for instance, by a Muller automaton [15] . Such a Muller automaton A = (Q, Σ, δ, q in , F ) is a deterministic automaton and consists of:
• a finite set Q of states;
• a finite set Σ of symbols;
• a set F of sets of states (i.e. F ⊆ 2 Q ).
A run of automaton A on ω-word x = x 0 x 1 x 2 . . . ∈ Σ ω is an infinite state sequence r = r 0 r 1 r 2 . . . ∈ Q ω such that r 0 = q in and ∀i ≥ 0 : δ(r i , x i ) = r i+1 . For run r, let ω(r) designate its infinitely recurring states: 
When subsequently defining k-counting automata, we will refer to the set of all Boolean (i.e. propositional) formulas that can be constructed over a set P of atomic propositions using the notation B(P ). By [0, k] we designate the set {0, 1, . . . , k} of the first k + 1 non-negative integers.
k-Counting automata
k-counting automata are deterministic finite-state automata equipped with k-many counters. The counters do not control whether or not a transition can be taken (k-counting automata "do not read" the counters), but are used solely to define when an infinite run is accepting or not. If a transition δ(p, a) = (q, C + , C − ) is taken (p, q being states, a being a symbol, and C + , C − being disjoint sets of counters), all counters in C + are increased by 1, all counters in C − are decreased by 1, and all other not in C + or C − are left unchanged. Runs of the automata are not sequences of states anymore, but sequences of state/counter-valuation pairs.
The acceptance condition of a k-counting automaton is a Boolean formula. It is constructed from atomic propositions c + (or c − ) that indicate whether in a run, for each integer m, counter c assumes eventually a value that is greater (or smaller) than m. A
Definition 3.1 (k-counting automaton). We define a k-counting automaton
and, for all j ≥ 0,
For a run to be accepting, the counter values in that run may or may not grow (positively or negatively) beyond any fixed number (the atomic proposition considered in well-formed satisfaction conditions are making such statements about counter values). Boolean formulas on the (un-)boundedness of counters define whether or not a run is accepting: Note that the satisfaction condition for atomic propositions given in the above definition implies
So the satisfaction of an atomic proposition states that a counter is positively unbounded (subscript "+") or negatively unbounded (subscript "−"), and the satisfaction of a negated atomic proposition states that a counter is positively bounded (subscript "+") or negatively bounded (subscript "−"). 
Beyond ω-regularity
We show in this section that the class of regular ω-languages can be recognized by k-counting automata where the contrary is not true: there exist non-regular ω-languages that are recognizable by k-counting automata. Therefore the class of ω-languages recognizable by k-counting automata properly extends the regular ω-languages. 
The next lemma shows that even a single counter is sufficient to recognize ω-languages that are not regular: Lemma 4.2. There exist non-regular ω-languages that can be recognized by a 1-counting automaton.
We show that the ω-language L ω recognized by A is not regular. A is defined in such a way that, for all ω-words x ∈ L ω , there exists m > 0 such that in all prefixes w of x, the number of occurrences of a and the number of occurrences of b in w cannot differ by more than m. Readers who see this fact immediately can skip the next two paragraphs in which we prove formally that ω-words in L ω have the mentioned structure.
For w ∈ {a, b} * , let [w] a be the number of occurrences of symbol a in w, and let [w] b be the number of occurrences of symbol b in w. Then
This observation is true, because an accepting run We assume now that L ω is regular and show a contradiction. If L ω were regular, then it could be recognized by a deterministic Muller automaton M . Let m be the number of states of M , and consider ω-word
The proof idea is pretty simple, using the pigeon-hole principle: whenever M reads the sub-words a m , it will visit m + 1-many states (including the state M starts in when reading a m ). Because M has only m-many states, it must visit a state twice in such a run. Therefore, the recurring state could be revisited twice in a run of M , not changing the acceptance of an ω-word containing as many consecutive symbols a as can be read by repeating the run from the recurring state to itself twice. Hence M also accepts a n0 b m a n1 b m . . ., where all n i are greater than m. Such an ω-word is, however, not accepted by A. In the remainder of this proof, we formalize this argument.
Assume
We subdivide r into infinitely many finitely long runs. For i ≥ 0, let
Note that for i = 2j (i.e. for an even i), r i is the sub-run of r that M executes while reading the (j + 1)st occurrence of sub-word a m in (a m b m ) ω , and that for i = 2j + 1 (i.e. for an odd i), r i is the sub-run of r that M executes while reading the (j + 1)st occurrence of sub-word b m in (a m b m ) ω , for all j ≥ 0. For consecutive sub-runs r i and r i+1 , let r i × r i+1 be their concatenation where the last state of r i is omitted (because it is already the first state of r i+1 ), i.e.
Then, by extending "×" to already concatenated sub-runs, we get
We are considering now the sub-words a m , and the sub-runs r i , for even i, that M executes while reading the sub-words a m . Because M has m-many states, but the r i contain (m+1)-many states, at least one state occurs twice in r i (pigeon-hole principle). Let g i and
We define
i.e. r i is identical to r i , except for the fact that the cycle from q im+gi to q im+hi is duplicated in r i . Because while following r i , M can read a m , while following r i , M can read a m+ni with n i > 0. Then
However, in r when compared to r, the number of occurrences of each state is at most doubled, having no influence on whether a state occurs finitely or infinitely often. Therefore
and because r is an accepting run of M on (a m b m ) ω , r is an accepting run of M on x . Therefore M accepts x , contradicting our assumption that M recognizes L ω .
Completeness
To prove the closure of ω-languages recognizable by k-counting-automata under Boolean operations, it will be convenient that the automaton is complete, i.e. for all states p and all symbols a, δ(p, a) is defined. We show in this section that each incomplete k-counting automaton can be made complete by adding one state and one counter to it.
The proof is a standard construction using an added trap state t.
Each accepting run r of A on x is also a run of A on x. Note that r |= Φ. Because in r the new counter c in A is not changed, we get r |= ¬c + , implying r |= Φ ∧ ¬c + , which itself implies that r is an accepting run of A on x.
On the contrary, let x ∈ Σ ω \ L ω . Then there exists no accepting run of A on x. Therefore, either there exists a run r of A on x such that r |= Φ or no run of A on x exists.
In the first case, r is also a run of A on x, and because r |= Φ, also r |= Φ ∧ c + . Hence A does not accept x.
In the second case, there will be a run r of A on x, because A is complete. However, since there is no run of A on x, r will visit state t and will remain trapped there. Because revisiting t will each time increase the new counter c, r |= c + . Therefore r |= ¬c + and thus r |= Φ ∧ ¬c + . So r is not an accepting run of A on x. Hence also in this case A does not accept x.
Therefore A accepts exactly those ω-words that A accepts and consequently recognizes L ω .
Boolean closure of k-counting automata
In this section, we show that the class of ω-languages recognized by k-counting automata is closed under Boolean operations. From the previous section it follows that we can assume that the automata are complete.
The proof is a standard product construction of automata compatible with the acceptance relation for k-counting automata:
Proof. We assume C 1 ∩ C 2 = ∅ (this can always be achieved by, for instance, renaming the counters in A 2 ). We set
Then there exists an accepting run
Because r is an accepting run, we have
If we restrict r to counters in C 1 , we get run
for which, because of (6.1) and the fact that the v i1 extract the counters of C 1 from r, we get r 1 |= Φ 1 . Therefore r 1 is an accepting run of A 1 on x. With a similar argument, we get that
and let x ∈ L ω2 . Then there exists an accepting run
of A 1 on x and an accepting run
is a run of A A1∩A2 on x. Because r 1 |= Φ 1 , we get r |= Φ 1 , and because r 2 |= Φ 2 , we get r |= Φ 2 . So r |= Φ 1 ∧ Φ 2 and is therefore an accepting run of
In the next step, we prove the closure of the class of ω-languages accepted by k-counting automata under union. We assume that the involved automata use the same alphabet (it is always possible to augment an alphabet, resulting in an incomplete automaton that then can be made complete by adding one state and one counter as discussed in the previous section). A 1 = (Q 1 , C 1 , Σ, δ 1 , q in1 , Φ 1 ) and A 2 = (Q 2 , C 2 , Σ, δ 2 , q in2 , Φ 2 ) be a complete k 1 -counting and a complete k 2 -counting automaton, respectively, recognizing L ω1 and L ω2 , respectively. There exists a complete
Lemma 6.2. Let
Proof. We assume, as in the previous proof, that
if and only if
Let L ω be the ω-language recognized by A A1∪A2 . From the construction it follows immediately that, if
Let x ∈ L ω . Then there exists an accepting run
If we restrict r to counters in C 1 and C 2 , respectively, we get runs
of A 1 and A 2 , for which we get r 1 |= Φ 1 or r 2 |= Φ 2 , implying that r 1 or r 2 is an accepting run of
Finally, we prove that negating the acceptance condition suffices to complement complete k-counting automata.
Lemma 6.3. Let
ω . Because A and thus A ¬A are complete and, except for the acceptance condition, identical, there exists a run r of A and A ¬A on x. If r is an accepting run of A, then r |= Φ and therefore r |= ¬Φ, and thus r is not an accepting run of A ¬A . If r is an accepting run of A ¬A , then r |= ¬Φ and therefore r |= Φ, and thus r is not an accepting run of A. So whenever A accepts x, A ¬A does not, and vice versa.
The following corollary subsumes the lemmas given above (together with the lemma on complete automata):
Corollary 6.4. The class of ω-languages recognized by k-counting-automata is closed under Boolean operations.

An open problem: deciding emptiness
Language containment is a property that one frequently wants to decide for a given language class. In linear-time temporal verification, for instance, the satisfaction relation is based on language containment. If a language class is closed under Boolean operations, then deciding emptiness of a given language is sufficient for the containment test, using the following equivalence:
where Σ is the set of symbols of L ω1 and L ω2 . We believe that testing emptiness is decidable for k-counting automata, but have not yet been able to prove it:
We are going to analyse the problem of testing k-counting automata for emptiness in this section, presenting two approaches that are both candidates for an emptiness decision procedure.
When aiming to decide emptiness, it is probably a good attempt to turn an arbitrary acceptance condition Φ into an equivalent formula Φ in disjunctive normal form, i.e. the disjunction of conjunctive clauses. Then a run r satisfies Φ if and only if it satisfies at least one of the conjunctive clauses in Φ . Hence, finding a decision procedure for acceptance conditions that are single conjunctive clauses is sufficient to get a general decision procedure for emptiness.
A conjunctive clause contains literals c + , c − , ¬c + , and ¬c − , for the different counters c. A sufficient condition for proving non-emptiness is the following: for q Figure 1 . Example 1-counting automaton.
conjunctive clause φ, search for a reachable cyclic path 5 P in A such that the following conditions are all satisfied:
• for each c + in φ, there are more transitions in P that increase counter c than there are transitions decreasing it; • for each c − in φ, there are more transitions in P that decrease counter c than there are transitions increasing it; • for each ¬c + in φ, there are not more transitions in P that increase counter c than there are transitions decreasing it; • for each ¬c − in φ, there are not more transitions in P that decrease counter c than there are transitions increasing it.
If we find such a cyclic path P , then each run of A on an ω-word x that makes A start in the initial state, go to P , and then cycle through P forever, is an accepting run, and thus A is not empty.
This condition is, however, not a necessary condition. We can see this by the following example: let A = ({q}, {c}, {a, b}, δ, q, c + ∧ c − ) with δ(q, a) = (q, {c}, ∅) and δ(q, b) = (q, ∅, {c}). The structure of A is depicted in Figure 1 .
Whenever this automaton reads symbol a, the counter is increased, and whenever it reads symbol b, the counter is decreased. In addition, an ω-word x is accepted whenever, while reading x, the counter can assume arbitrarily large and arbitrarily small values (acceptance condition: c + ∧ c − ). Therefore in each ω-word that is accepted by A, there must be prefixes where, for any m > 0, there are at least m-more occurrences of a than there are occurrences of b (and vice versa). An ω-word accepted by this automaton is, for instance: abbaaabbbbaaaaabbbbbbaaaaaaabbbbbbbb . . ., which can be represented as
Clearly the non-emptiness of A cannot be checked by finding a single cycle in which the same counter is strictly increased and strictly decreased while going once through that cycle as these are contradicting statements. However, there are p q − → q cycle. So the acceptance condition can be satisfied and A is not empty.
Shortest-cycle inequalities
We believe that a generalization of the observation made in the last paragraph of the previous section suffices to handle all unbounded counters (i.e. those that are referred to in the acceptance condition by an unnegated atomic proposition): find a reachable strongly-connected component of A in which for each positively (negatively) unbounded counter a cycle increasing (decreasing) this counter exists. What is missing, however, is handling bounded counters (those that are referenced in the acceptance condition by a negated atomic proposition). We believe that it is possible to integrate bounded counters into the emptiness test by building a system of inequalities based on shortest cycles (i.e. cycles in which, by going from one state to itself, none of the other states appears twice) 6 . We explain this idea by using an example. Consider the 2-counting automaton in Figure 2 together with acceptance condition c + ∧ c − ∧ ¬d + . This automaton has three shortest cycles with the following effects on the counters:
• p a − → p; c and d are both increased by one;
All cycles are then compositions of interconnected shortest cycles:
6 This idea has been refined during various discussions with Carine Poffet who has helped us clarifying several aspects of "cycle inequalities" and who has started working on the problem of effectively testing k-counting automata for emptiness. − → p is needed to connect these shortest cycles). In the procedure that we envisage, all possible combinations of interconnected shortest cycles must be explored. We restrict ourselves in this example to the last case of combining all three shortest cycles as it will serve to illustrate our reasoning.
If we cycle through p 
From the acceptance condition c + ∧ c − ∧ ¬d + , we get that, in order to satisfy it, it must be possible to increase c without increasing d, and that it must be possible to decrease c without increasing d. If we could not increase c, then repeatedly going through the combined cycle cannot make c grow arbitrarily large, and therefore c + could not be satisfied. If we could not decrease c, then repeatedly going through the combined cycle cannot make c grow arbitrarily small, and therefore c − could not be satisfied. If those changes of c would not be possible without increasing d, d would grow arbitrarily large when making c arbitrarily large or arbitrarily small, respectively. Therefore ¬d + could not be satisfied.
So we must check whether or not the system of inequalities
Δd ≤ 0 and the system of inequalities Δc < 0 (7.2)
each has a positive integer solution. Inequalities (7.1) are
Combining the two inequalities, we get
which has infinitely many solutions. Also inequalities (7.2), which are
and can be turned into n 1 < n 3
have infinitely many solutions. Because both systems of inequalities have positive integer solutions, these integers tell us how many times which shortest cycle must be visited to have the desired effect on the counter values. Hence, if the inequalities have positive integer solutions, the k-counting automaton contains a cycle that allows creating an accepting run through the automaton, and thus the k-counting automaton cannot be empty. We believe that by turning all possible interconnected shortest cycles of a k-counting automaton into systems of inequalities as done in the example above, if no such system has positive integer solutions, the automaton is empty, otherwise, if at least one combination of interconnected shortest cycles leads to systems of inequalities that all have a positive integer solution, the automaton accepts a non-empty ω-language.
Vector-addition systems to represent runs
In the theory of Petri nets [16] and their equivalent counterpart [10] , vector addition systems, questions similar to the emptiness problem for k-counting automata can be answered by using the reachability graph [12] of the vector addition system 8 . As this is frequently infinite, a suitable abstraction is the coverability graph [10] of the system. We discuss in this section, how k-counting automata can be interpreted as vector addition systems, hinting also towards the decidability of the emptiness problem.
Let A = (Q, C, Σ, δ, q in , Φ) be a k-counting automaton. Let v be a valuation of the counters in A. We order the counters from c 0 to c k−1 and represent v by an integer-valued k-dimensional vector such that, for counters c, 8 The idea of considering vector-addition systems for representing runs of a k-counting automaton is due to Alain Finkel who, in a personal conversation with the authors, pointed out that the emptiness problem for k-counting automata may be reducible to questions about the coverability graph of a corresponding vector-addition system.
• v 1 )(q 2 , v 2 ) . . . is a run of A on x = x 0 x 1 x 2 . . . if and only if
where "+" is the component-wise vector addition.
Apparently, since there are only finitely many states in a k-counting automaton, also the states can be represented by additional integer (0/1) valued components in the vector. Therefore the automaton itself can be represented fully by a vector addition system. However, an additional acceptance condition is needed that makes statements about the boundedness or unboundedness of some vector components in infinite runs of the vector-addition system. Therefore the emptiness problem cannot be answered simply by investigating the standard coverability graph of the vector-addition system.
Conclusions
We have introduced k-counting automata in this paper as recognizers for ω-languages. We could show that the class of ω-languages recognized by k-counting automata contains all regular ω-languages, but goes beyond ω-regularity. Still the language class is closed under all Boolean operations (union, intersection, and complement), and we believe the emptiness problem to be decidable, which would imply that ω-language containment were decidable.
We are not aware of many papers on related subjects in the literature. Bojańczyk and Colcombet (BC) [2, 3] have extended ω-automata by counters and use a (un)boundedness condition on counter values. It will be up to future research to study the relation of k-counting automata to BC-automata, but important differences exist. In particular, BC-automata do not allow decreasing counters, except for resets of counters, and therefore do not have a notion of "compensation" of actions. But the most important difference, is that BC-automata are nondeterministic, whereas k-counting automata are constructed in a deterministic way. In addition, Fernau and Stiebel (FS) [6] explore ω-automata with blind counters, looking at their Boolean closure and the ω-language hierarchies they create. FS automata are non-deterministic and equipped with accepting states at which certain properties of the counters must be satisfied. Also the relation between blind counter ω-automata and k-counting automata will be subject to further study.
We defined k-counting automata when aiming to express properties that are not expressible by regular ω-languages: we would have liked expressing properties such as "there are never more b than a in a prefix of an ω-word". This is motivated by practical problems arising in temporal verification. Such a mechanism would allow, for example, to express that in an operating system, we cannot kill more processes than we started before, and similar properties. This would require, however, transitions that are only enabled when a counter is not zero (similar to the firing condition in Petri nets that requires places not to be empty). As we want to have the closure under complementation for the language class that we define, such a mechanism would immediately lead to the enablement of a transition also depending on a successful zero test of a counter. Therefore we would get a multicounter machine which is Turing-complete [14] , and all the properties we would like to decide would become undecidable [17] . Therefore, such a mechanism, even though practically desirable, falls through because of its formal properties. Nevertheless, there exist decidable models, which properly extend our construction, but remain closed under Boolean operations [4] .
Future work comprises the emptiness problem for k-counting automata, and the question of whether or not non-deterministic k-counting automata recognize the same class of ω-languages as the deterministic version introduced in this paper. Another open problem is how k-counting-automaton-recognized ω-languages could be represented in an extension to monadic second-order logic [5, 18] . Furthermore, we would like to explore whether or not k-counting automata induce an infinite ω-language hierarchy.
