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Background
Detecting change points in epidemic models has become an interesting topic in recent years. Change-points with epidemic alternatives were originally formulated by Levin and Kline [2] to model the changes over time in the proportion of abortions. Yao [1] summarized several statistical tests for detecting epidemic changes. The shortcoming of the methods summarized in [1] is that all the methods assume the population variance to be known, which is an unrealistic assumption in practice. To solve this problem, a new statistical test will be proposed in this research. The proposed test procedure does not depend on unknown population variance.
Introduction
The epidemic change model used in this research is described as follows.
Let 1 2 , , , n X X X  be a sequence of normally distributed independent random variables. Consider the following model: The thesis is organized as follows. Section 3 reviews several existing test statistics and indicates the problems we concern. Section 4 studies a new test statistic based on the test statistic ( 3 Z ). Section 5 extends the study to power comparison across the two test statistics. Section 6 draws conclusion that the new test statistic supreme over the existing test statistics.
Existing Test Statistics in the literature
The purpose of this research is to detect epidemic changes. It is desired to check if an epidemic change has occurred in an unknown time period. It is assumed that all observations are independent. The hypotheses can be described as follows: 0 H : 1 2 , , , n X X X  are normally distributed with mean µ and standard deviation σ , Yao [1] summarized five existing test statistics in the literature.
Levin & Kline's Statistic
In the test procedure proposed by Levin& Kline [2] , the mean is estimated by MLE
Population variance is unknown and needs to be estimated. The test statistic is formulated as
The unknown parameter, δ , is estimated using the smallest increment in means, say 0
δ . Here m is the observed sample size and m S is the total summation of observed sample data. The estimates of three parameters make applications difficult.
The semi-likelihood ratio statistic
Siegmund [3] considered the likelihood ratio when 0 δ δ = and µ is unknown.
The test statistic is formulated as
The likelihood ratio statistic
For the case that µ and δ are both unknown with δ >0, the square root of a slightly generalized log likelihood ratio statistic is calculated as
The test statistic sheds some light on our interest in parameter-free test. To show the distribution of 3 Z does not depend on µ , note that
Let 1 2 , , , n t t t  be iid random variables from (0,1)
Here n is the observed sample size and n S is the total summation of observed sample data. Clearly, the parameter µ is eliminated inherently in the test.
The score-like statistic
In the general model, δ is unknown. By setting δ =0, the invariant efficient score statistic becomes 4 1 max j
By setting j n ≡ , It is a special form of Pettitt's method testing one change-point hypotheses (Pettitt, 1980[4] ; James et al., 1987[5] ).
The recursive residual statistic
Brown et al. [6] developed the so-called recursive statistic for testing a change-point in a linear model. We considered the standard residual of k y from the mean value ( ) ( )
Define cumulative sum as
Comparison of the existing test statistics
The performance of 2 The test statistics reviewed in Yao [1] assume that the variance of the underlying distribution is known. Practically, this assumption is unrealistic when working with actual data. When the population variance is unknown, it is suggested in Yao's paper that the unknown variance be replaced by its point estimate. However, the point estimation is calculated by using samples that contain the effect of 1 H . It may cause the point estimator to deviate from the true value significantly. The deviation can be seen from the following proposition.
be an iid sample from a population distribution with mean µ and variance 2
Obviously the expected value of the alternative variance is larger than the expected value of the sample variance in the null distribution. The Monte Carlo simulation in Yao(1993) assumed the variance to be known. So the simulations process missed the important division step. We will address the adjustment in later of this thesis. We need to point out the soundness of the  3 Z σ trying to reduce influence from the larger variance.
Let us focus on the nominator of 3 Z .
We can easily observe the parameter mean µ was eliminated. So Yao(1993) skipped the estimation of variance. That makes the results higher power than those of the estimation process. Therefore, we need to find a new approach for detecting epidemic change which can bypass point estimation of the population variance.
Meanwhile we also keep the new test free from depending on population mean.
New Test Statistic
A new test statistic for detecting epidemic changes has been proposed in [8] . The test statistic is described as follows.
Let 1 2 , , , n X X X  be a sequence of independent and normally distributed random variables with unknown variance 2 σ . The mean of i X is determined by the following formula:
. , 1, , , 1,..., 
Here 2
The statistic T is independent of µ and σ . The independency can be seen from the following proposition. , , , n t t t  be iid random variables from (0,1)
From (6),
Then we have 
End of the proof. 
It can be seen that the distribution of the statistic T does not depend on the parameters µ and 2 σ under the null hypothesis 0 H . Therefore, it is unnecessary to assume that the populatin variance 2 σ is known.
Therefore we need to find critical values at significance levels for this proposed test statistic and conduct power comparison. In the present paper, we only consider the one sided test and set the significance level 0.05 α =
. Also we will compare point estimator of the change points obtained by the proposed method with existing methods in the literature.
Critical values and power comparison

Critical values of test statistic T
To obtain the critical values of test statisticT , this research used the Monte Carlo simulation in SAS/IML. The procedure for the critical value calculation of T is summarized as follows: 1) For n=20, 21,  , 100, generate 1 2 , , , n X X X  pseudo random samples from the standard normal distribution (0,1) N .
2) Let (1) (2) ( ) , , , n X X X  be the ordered data set of the generated data 1 2 , , , n X X X  . (1) The critical values are listed in Table 1 at page 25. The first column in the table is for the sample size (from 20 to 100). The critical values corresponding to significance levels α = 0.10, 0.05, 0.025, 0.01, and 0.005 are listed through column 2 to column 6. Table 1 keeps 7 decimal places for the critical values.
3) Calculate max
[ ] [ ] 1 2 2 ( ) ( ) 2 1 1 ( ) 1 j i n n n k k k n k j i j i S S S j i n n X X = + = −  −      − − − −             − ∑ ∑ .
4) Repeat steps
Power comparison at n=60
In my research, Monte Carlo simulation is used to simulate the distribution of the test statistic T described in (8) . Simulation study is also used for test statistic 3 Z described in (3) with the unknown variance replaced by its estimate. For the generated pseudo random standard normal numbers, each number is divided by the sample standard
Then we obtained the new critical values for 3 Z . Table 2 compares the power of 3 Z with the assumption of known variance, 3 Z with unknown variance, and T with 100,000 repetition Monte Carlo experiments. To keep the setting used in Yao(1993) , sample size n=60 and significance level 0.05 α = are considered. To see how the sample size effects the power, sample sizes n=20 is also used with the same significance level. Then the critical value of 3 Z with the assumption of known variance is 3.410, while the one in Yao (1993) is 3.37. The difference is not a major concern because the computers are much more powerful than twenty years ago. However, when the data were standardized with estimated variance, the critical value shifted away. The lower power performance indicates Yao(1993) Monte Carlo simulation did not consider this important step. The estimation process apparently lowers the power. Figure 1 indicates that without the estimation, T outperforms 3 Z with unknown variance when n is 60 and the epidemic duration is 6. That means when epidemic character data moderate, test statistic T is more powerful than test statistic 3 Z . Figure 1 to Figure 4 show that T always have the higher power across δ = 0.8, 1.2, 1.6, and 2.4. The great benefit of T is it can stay away from variance estimation. Therefore, test statistic T is able to detect the epidemic in other unknown distributions of data.
The procedure for the power calculation for T is summarized as follows:
1) Generate 1 2 , , , n X X X  pseudo random samples from the standard normal distribution (0,1) N .
2) Input the δ values in the given duration of generated data set.
3) Calculate the values of the T statistic. In the 3 Z calculation, the data set is divided by the sample standard deviation before calculating the values of test statistic.
4) Let
be the ordered data set of the generated data 1 2 , , , n X X X  . 5) Counting the number of values exceeding the critical value at the given significance level. The percentage of the numbers that are above the critical value is the simulated power. closed to 54 which is closed to n in this case, the power becomes fading away. The 20 q p − = case shows the highest power and is followed by 10 q p − = case. The potential explanation is that when the epidemic duration is too short or too long, the test statistics have has less in detecting epidemic changes. Table 3 .
Power comparison at n=20
In Figure 5 , it shows that the test statistic T is more powerful than over 3 Z when δ =0.8, 1.2, 1.6, and 2.4. Especially when the abnormal data is moderate, such as δ = 0.8, the new test statistic T indicates the advantage of parameter free statistic is very outstanding.
The relative short period of data collection bearing the mid-range of epidemic characteristic data is an ideal condition for the test statistic T . Figure 5 Power with n=20 and q-p=10 process is assumed to be stable initially, and then at an unknown time point it will exhibit an abrupt change in the characteristics, which will continue for an unknown duration before stabilizing again to the initial state. Five test statistics for testing epidemic alternatives were summarized and compared in Yao [1] .
Conclusion
All the summarized test statistics in Yao [1] are based an assumption that the population variance is known. The power comparison on those test statistics presented in Yao's paper was based on that assumption as well. In practice, the population variance is usually unknown and needs to be estimated. This thesis extended the power comparison result using Monte Carlo simulation. It has been shown that the power of the test statistics mentioned in Yao [1] is lowered when the population variance is assumed to be unknown and needs to be estimated.
To stay away from the known variance assumption, a new method for detecting change-points with epidemic alternative is studied in this research. Since this method is independent of the population mean μ and the population standard deviation σ, it is unnecessary to assume that the variance is known. The method can then be used to obtain insight into more general problems. 
