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O tema deste projeto é a localização dos limites de uma estrada off-road através de visão. O
trabalho consiste em duas técnicas diferentes para detectar a representação dos limites da pista. A
primeira técnica usa processamento de imagem para detectar faixas brancas e representa-las em
duas equações de segundo grau. Além disso, essa técnica foi implementada no projeto VERDE
(Veículo Elétrico Robótico com Diferencial Eletrônico), uma plataforma robótica. A segunda
técnica é na área de Aprendizado de Máquina, com a comparação de 3 modelos de Detecção de
Objetos, detectando uma referência que representa os limites da pista. A escolha desses modelos
de detecção foi feita entre um modelo preciso (Faster R-CNN), um modelo rápido (FastYOLOv2)
e um modelo intermediário (SSD300).
Palavras chave: Aprendizado de máquina; Aprendizagem supervisionada (Aprendizado do
computador); Veículos autônomos; Redes neurais (Computação); Visão por computador.
Abstract
The theme of this project is the localization of the track boundary from a vehicle view in an
off-road environment. The work consists of two different techniques to detect a representation of
the road limits. The first technique uses image processing to detect white lanes and represent
them in two second degree equations. Furthermore, this technique was implemented in the
VERDE project ("Veículo Elétrico Robótico com Diferencial Eletrônico", in Portuguese), a
robotic platform. The second technique is in Machine Learning field with a comparison of three
Object Detection models, detecting a reference that represents the track boundary. The choice
of detection models was made between a precise model (Faster R-CNN), a fast model (Fast
YOLOv2) and an intermediary model (SSD300).
Keywords: Machine learnig; Supervised learning (Machine learning); Autonomous vehicles;
Neural networks (Computer); Computer vision.
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The autonomous drive in signposted roads is a problem that uses different sensors to map and
identify traffic signs, traffic lights, obstacles, pedestrians and cars on the street. Nowadays, this
question has many solutions and strategies to provide the right information and actions to make
a robot drive like a human. However, off-road environments still have details that need attention.
In the absence of lane lines and traffic signs, an imperfect ground and the presence of animals,
off-road environments result in careful driving that requires different approaches to extract the
information of the road and take the right decisions.
The main issue of this work is the search for a solution to vehicle localization in off-road
environments using a low cost sensor. It deals with different vision-based techniques to identify
landmarks on the track.
1.1 Overview
The problem to identify the track boundary of a street is that it cannot be detected using
laser or radar sensors. The best choice to detect it is using cameras, a cheap sensor that
extracts information of lane lines, traffic lights, traffic signs, pedestrian and many other details.
Nowadays, cameras can estimate some distances with a high resolution, comparable to other
sensors. Furthermore, cameras represent the eyes of a human driver, the main sensor that we use
to drive for many years.
The development of perception techniques using cameras allows the mapping of urban areas:
from detecting lanes on the road [13, 14], until the identification of people crossing the street [15].
Despite the urban methods provide detailed information based in signposted roads, the absence
of signs and structures in off-road environment make the autonomous driving a challenge.
The main feature of autonomous navigation is to locate the vehicle globally and locally. With
this information, it can be stipulated the beginning and the end of the route and keep the vehicle
inside the track. In general, the global localization extract the measurements of the sensors to
locate the vehicle in a global view. On that way, it is used the sensor fusion to measure the global
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localization of the vehicle. With Global sensors (GPS) and velocity sensors (Odometry and
IMU), the application of Kalman Filters (Extended Kalman Filter and Unscented Kalman Filter)
allows to determine the localization of the vehicle in the world with a great precision [16].
The accuracy of global localization do not provide a secure navigation to keep the vehicle
in its lane, once that the measurements errors cannot distinguish if the vehicle is in one lane or
another.
To avoid this problem, it is necessary to measure the locally localization of the vehicle on the
street. For this, it is used a different approach. There are some works that use laser and radar
sensors to measure the localization in indoor and outdoor places with lateral obstructions [17].
However, these sensors do not work in off-road environments without walls reference. In this
case, computer vision presents itself as the most effective and low-cost way to identify lanes and
landmarks to locate the vehicle in the extensions of the road.
1.2 Autonomous Navigation
Autonomous vehicle is defined as a vehicle that can drive without any human intervention by
sensing the local environment, detecting objects, classifying them and identifying navigation
paths with information, while obeying transportation rules. The field of autonomous driving was
originated in the 1980s and 1990s, where it was demonstrated the viability of building cars that
can control their own motion in urban streets [18, 19].
With the advance in autonomous technology, The Society of Automotive Engineers (SAE)
proposed a categorization for "levels of automation" in vehicular automation [20]. The SAE
J3016 defines six levels of automation for cars, where Level 0 represents no automation, Levels 1
to 3 are such that the driver has primary control over the vehicle and automation is partially used,
and finally, Levels 4 and 5 are met when the vehicle can be controlled autonomously (Figure
1.1).
This work aims methods of autonomous localization of vehicles to be applied in levels 4
and 5. However, for safety drive with a driver, the work can be applied as a safety system of the
vehicle, taking a second control over the vehicle in levels 1 to 3.
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Figure 1.1: SAE Levels of Automation.
Automation is not a new concept in off-road environment. Since 1994, the study of range
finder sensors already proposes applications in autonomous driving field [21]. Later on, the
advance of sensor resolution and techniques allowed D. Coombs, in 2000, to provide a vehicle to
drive autonomously up to 35km/h avoiding obstacles [22].
The fusion of sensors and the application of Machine Learning, provided an exponential
advance in autonomous driving, with better results and a fast response. These improvements
allowed Yunpeng Pan et al., in 2017, to present an agile off-road autonomous driving, an
algorithm that uses imitation learning system to drive fast (≈ 120km/h ) in an off-road circle
circuit [23].
1.3 Objectives
In this context, the main objectives of this work are the development of low-cost techniques
based on computer vision to detect references in off-road environments and seek methods to
apply in real autonomous driving situations.
Specific objectives include:
• Implementation and evaluation of the Lane Detection method in off-road places.
• The application of the Lane Detection technique in a vehicle, making it drives using only
the vision measurements and image processing.
• Train Object Detection models using Deep Learning and analyze these methods to an
off-road application according with their accuracy, robustness and processing speed.
1.4 VERDE Project
In this work, it was used an electric vehicle to test one of the detection methods (4.1.2). This ve-
hicle named as VERDE ("Veículo Elétrico Robótico com Diferencial Eletrônico", in Portuguese)
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is an electric robotic vehicle with electrical differential that aims to use sensors (encoders, laser,
radar, GPS and camera) to develop methodologies for autonomous navigation in off-road envi-
ronments (Figure 1.2). The VERDE project is a cooperation between FEM-UNICAMP and the
Information Technology Center Renato Archer (CTI-Campinas).
Figure 1.2: Vehicle of VERDE Project.
The vehicle presents an actuator composed of three electric motors, where two motors
control each rear wheel independently. This configuration allows the implementation of an
electronic differential to distribute different torques and velocities in each wheel. Furthermore,
the computing subsystem is composed of an Intense PC with an Intel Core-i7 processor and a
Ubuntu 16.04 operational system.
The Laboratory of Studies of Robotic Outdoor Vehicles, LEVE ("Laboratório de Estudos em
Veículos roboticos de Exterior", in Portuguese) seeks to use VERDE as a way to find scientific
solutions for autonomous vehicles in non-urban situations, with poor road structures, as a
consequence making the vehicle subject to slip or pass in bumpy terrains [24].
1.5 Results and Organization
In this section, it will be presented a short description about the methods and the respective results,
which will determine the organization of the dissertation. The related literature is referenced
along with the respective chapters.
• Lane Identification: This method uses a sequence of image processing to extract and
identify white lanes in the image. The result of this technique is a robust system to
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identify two lanes on the road and stipulate a second-degree equation to represent each
one. The experiment was performed in trails between coffee rows and implemented in
the VERDE project, which used the detection to navigate autonomously in a route. The
lanes identification presented good results, however, the process had a delay of 2 seconds
to identify and send action to the vehicle. This item is shown in Chapter 2 and the results
are in Section 4.1.
• Object Detection: In the Machine Learning field, this approach uses an object as a reference
to train a machine to detect it in other input images. It was used three different object
detection techniques, Faster R-CNN, Fast YOLOv2 and SSD300, to compare their results.
With around 300 training images of white cones in an off-road, spaced at 3 meters between
them, the Faster R-CNN showed a good performance in the identification of the references,
spending almost 3.2 seconds in the detection process. On the other hand, Fast YOLOv2
had a worse accuracy to detect the cones, but spent 0.07 seconds to process each image, a
real-time detection. Finally, the SSD300 model showed itself the intermediary technique
between these 3 evaluated algorithms, with a similar accuracy of Faster R-CNN and a





People can find lane lines on the road fairly easily, even in severe weather conditions, in the
morning or at night. While some pilots use all the length of the speedway to be faster, people
without any drive experience can see and understand the lane lines of a road. Computers, on the
other hand, need to process the image to distinguish the lane line from the rest of the view. From
this perspective, the lane detection technique uses a sequence of image processing to detect a
lane of a road.
A large amount of research has effectively addressed the lane detection problem for highway
driving. However, suburban roads present a different situation. While the highway consists of
typically straight roads, the outskirts is designed with tight curves and surfaces badly identifiable
[25].
There are many operators that can be used to filter the desired information of an image
to detect lanes on the road, such as Canny, Sobel Operator, Magnitude of the Gradient and
Color Thresholding. This Lane Detection model can use any of these operators for different
applications. For example, while the Canny and Sobel Operators give a satisfactory result in the
identification of lanes in urban streets [14], in off-road trails, this work observed that the Color
Threshold operator was highlighted as the best technique for identifying lanes on a trail.
Searching for a different technique to detect lanes, Shehan Fernando et al., in 2014, promoted
a novel lane boundary detection algorithm by integration of two visual cues. First, based on
stripe-like features found on lane lines extracted using a two-dimentional symmetric Gabor filter
[26]. The second visual cue is based on a texture characteristic determined using the entropy
measure of the predefined neighborhood around a lane boundary line. As a result, the work
demonstrated that this algorithm is capable of extracting lanes boundaries from a 640× 48 image
in less than 90ms [27].
Nowadays, the use of Machine Learning methods presents the best choice for detecting
lanes in a fast way using only cameras. For this reason, Davy Neven et al., in 2018, presented
an End-to-End method that uses Semantic Segmentation to detect the lanes and return a 3rd
order polynomial. Their method proposes a fast lane detection, running at 50 frames per second,
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handling a variable number of lanes [28].
Different from the Davy Neven article, this work approximated the lanes to a second-degree
equation, this result well describes the curves present in the experiments.
This dissertation presents a method that use Color Thresholding Operator to filter the lines and
after a perspective transform to identify them. This detection method brings an approximation of
each lane (right and left lanes) for a two second-degree equation. That allows to calculate the
radius of the curve and the distance of the vehicle from one of the lanes.
2.1 Methodology
The application of the method was done by Python programming using OpenCV and Numpy
packages.
2.1.1 Calibration
Real cameras use curved lenses to form an image, these lenses create an effect that distorts
the edges of images, so the lines and objects appear different than they actually are. To cor-
rect these distortions it uses a chessboard as reference (Fig. 2.1). Using OpenCV functions
(cv2.findChessboardCorners() and cv2.calibrateCamera()) the camera image (1240× 720) was
calibrated (Fig. 2.2). As can be observed the example image presents a slight distortion.
Figure 2.1: The distortion correction.
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(a) Initial image. (b) Undistorted image.
Figure 2.2: Correction of camera distortion.
2.1.2 Color Thresholding
With an image without distortion, the lane pixels of it are then filtered. For this, it is applied The
Color Threshold Operator. This step needs to be calibrated based on the environment that the
camera will be present.
It is possible to use any different operators to extract the best information about the lane
pixels. Canny, Sobel Operator or different color channels thresholding. In the Image example
(Fig. 2.2a), despite the RBG channels show the lane as different pixel from the background,
the texture of the ground pass by this filter, producing noise in the final image. Therefore,
it was used a cv2 function (cv2.cvtColor()) to transform the RGB channels of image. This
transformation can be done from RGB to GRAY, YCrCb, HSV and HLS channels. Each channel
extract different information from the image. As the Figure 2.3 showed below, the transformation
of the RGB(Red, Green and Blue Channels) to HLS (Hue, Lightning and Saturation) provide a
clean detection of the lanes in the Hue Channel. Each application provides a better result with a
specific transformation, highlighting the lanes or interest points of the image.
For this project, the HLS was found as the best choice for filtering the lanes of the image.
First, it can be observed in the example image of a laboratory experiment (Section 4.1.2) that the
ground texture disappears in the Hue channel (Figure 2.3a). Similarly, in a different experiment
(Section 4.1.1), the HLS transform provides a better filter of the lanes in a coffee trail. However,
in this case, the Saturation channel (Figure 2.4d) provides a better filter to highlight the white
lanes of the original image (Figure 2.4a).
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(a) Hue Channel. (b) Lightning Channel. (c) Saturation Channel.
Figure 2.3: HLS channels of the Image Example.
(a) Original Image.
(b) Hue Channel. (c) Lightning Channel. (d) Saturation Channel.
Figure 2.4: HLS channels of the experiment in a coffee trail.
The Sobel Operator has great results to detect lanes in urban areas, detecting edges of gray
images by the gradient of the pixels. In other words, the operator highlights the variation of
pixels values (Figure 2.5a). Although, the process did not show a good strategy for uncontrolled
places (Figure 2.5b).
This method can be combined with the Color Thresholding to aim a better filter of the lane
in the image. This process is known as Combined Thresholding and can be useful for filtering
eventually bad filters of other operators. However, when the results of different thresholding
operators produce a good filter (as observed in Figure 2.3a), the Combined Thresholding becomes
useless.
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(a) Sobel Operator from the Image Exam-
ple.
(b) Sobel Operator from the Coffee Trail
Experiment.
Figure 2.5: Sobel Operator
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With the lanes highlighted, filtering was done separating the lane color with the others. In
this process, it is picked the mean values of the lane pixels in the 3 channels and filtered it from
the rest, resulting in a binary image with the mean values of the lane pixels (Fig. 2.6).
Figure 2.6: Image binary with features in white.
2.1.3 Bird Eye View
After the treatment process of the image, the pixels that represent the lane became highlighted
and it can be set as the Region of Interest (RoI) and change its perspective to a "Bird Eye View".
This new view was done using cv2.warpPerspective(), function from OpenCV. After the warp
transformation, the inclined line of the view (Figure 2.6) became two parallel lines in the new
image (Fig.2.7). This transformation represents a top view of the tracks and the path in front of
the vehicle.
Figure 2.7: Warped image.
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2.1.4 Lane Detection
A histogram function allows splitting the image in left and right places, with the peak of pixel
distribution on both sides. Then, dividing the image into n horizontal sub-images (n = 25 in this
work) and running a sliding window whose center is in a mean value of a predefined number of
pixels, the 2 parallel lines became represented by a sequence of windows (Fig.2.8a ) [29].
With a sequence of windows center points, it is possible to apply a Polynomial Regression
using a Numpy function np.polyfit()) to characterize each lane to a second-degree equation (Fig.
2.8b)(Equation 2.1).
(a) Sliding windows representing the lines. (b) Lane detection.
Figure 2.8: Lane detection process.
f(y) = Ay2 +By + C (2.1)
Where A,B,C represent characteristic constants and y the variable of the second-degree
equation.
With the equation (Equation 2.1) it is possible to determine the radius of the curve represented
by f(y) = x.

































Where θ is the tangential angle and s is the arc length.
The dθ
dt
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Finally, by the inverse perspective of the warp process (Section 2.1.3) it can be observed
the result of the Lane Detection in the initial image (Fig. 2.9), where the red area of the image
represents the safety place for the vehicle ride. The Lane Detection flowchart is presented in
Figure 2.10.
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Figure 2.9: Final image.




There are many methods and techniques to identify and represent the limits of a road. In the
previous chapter, it was shown one of these techniques, detecting white lanes in an off-road
environment. In a search of a different approach of the problem, the machine learning showed
itself the best choice for these detection.
Nowadays, the use of Deep Learning in Autonomous Vehicles is essential, and become the
state-of-the-art approach for a host of problems in perception area, such as image classification
and semantic segmentation [30]. Based on how humans accelerate, brake, identify the signs and
the limits of the road, the machine can learn and respond in the same fashion. Some articles
address different ways to train the machine on how to detect the line lanes [31] or the road itself
[32, 33]. Other projects with a focus in off-road places used Semantic Segmentation to identify
tracks in the middle of a forest [34, 35, 36].
The Semantic Segmentation method presents a perfect choice to train a robot how to drive
in an off-road track, once the method do not use any kind of line or reference on the road. The
technique uses a mask as a reference to train the machine for identifying each place or object
in the scene [37]. Nowadays, there are some techniques that can achieve more than 70% of
accuracy processing more than 70 frames per second [38, 39]. However, it requires a powerful
GPU (e.g. Nvidia GTX 1080ti) to train the machine. Consequently, this work used a different
approach for reference detection.
Object Detection is a fast method to train a robot to detect specific objects (car, dog, cat,
person, etc.). Many models, with different architectures, compete to be the fastest and most
accurate method [40]. The evolution of object detection allows the use of these models to train
and identify specific objects, increasing its application in autonomous systems.
In the next sections, it will be explained the principle of Machine Learning, Convolution
Neural Network and the Detection Models that were applied in this work.
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3.1 Machine Learning
Artificial Intelligence (AI) has found important applications in the world, such as the widespread
deployment of practical speech recognition, machine translation and autonomous vehicles. With
the advance of CPU’s and GPU’s, the AI aims to become a system that thinks and acts rationally,
like or better than humans [41].
Machine Learning (ML) is a subset of Artificial Intelligence. In this area, there are two main
types of tasks: supervised and unsupervised. The main difference between the types is that
the supervised learning is done using a ground truth in the training step. In other words, the
trainer says what is the right output. Therefore, the goal of Supervised learning is, with a given
sample data and desired output, learn a function that best approximates the input data and output.
Unsupervised learning, on the other hand, does not have labeled or classified output, allowing
the algorithm to act on the input data without guidance.
Supervised Learning is classified into two categories of tasks. Classification, where the
algorithm means to group the output inside a category (e.g. "Red" or "Blue") and the Regression
problem occurs when the method search to map the input to a continuous output, seeking to find
how one variable behaves as other variable oscillates.
On the other side, Unsupervised learning has the Clustering as the most common task. It
mainly deals with finding a structure or pattern in a collection of uncategorized data. Clustering
algorithms will process the input data and are intent to find natural clusters (groups) if they exist
in the dataset.
In Supervised or Unsupervised learning, the ML builds a mathematical model based on
sample data (Training data) to predict the expected output. For example, in pattern recognition,
ML algorithms have made it possible to train computer systems to be more accurate and more
capable than those that we can manually program [42].
To design an algorithm to make the computer ’learn’ from a dataset, it needs to be imple-
mented by fitting models. There are many types of models that can be used in Machine Learning.
One of these models is called Artificial Neural Networks (ANN), an information processing
structure that is inspired by the way that the biological nervous system process the information.
It is composed of a large number of interconnected processing elements (neurons) working
together to solve a specific problem.
When the ANN uses multiple layers between the input and output layers (hidden layers,
represented by the column of neurons in Figure 3.1) it is called Deep Neural Network (DNN)
[43] (Figure 3.1). The types of DNNs can be made by each architecture of layers and its
function, each structure characterizes a different Neural Network. For example, Recurrent Neural
Network (RNN), Restricted Boltzmann Machines (RBMs), Autoencoders and Convolutional
Neural Network (CNN), represents DNN for different applications. For instance, RNN is
used for applications that the historical data influence the next predicted output (applied in
language modeling, market price, weather change, etc), while CNN is used in computer vision
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by characterizing signs [44], identifying objects in an image and reconstruct images [45].
Figure 3.1: Illustration of a Deep Neural Network.
3.1.1 Underfitting and Overfitting
The main importance of the application of Machine Learning algorithms is to understand the
model fitting, detecting the root cause for a poor model accuracy. To avoid this problem, its
necessary to determine if the model is presenting underfitting or overfitting.
Figure 3.2: Graph of underfitting vs overfitting.
By looking the regression problem in the Figure 3.2 on the left side, the graph shows that the
predicted line does not cover all the points. That occurs when a model is too simple, processing
just a few parameters, which makes it inflexible in learning from dataset.
On the other side (right side), it shows that the predicted line covers all the points. In this case,
the model takes in the data too meticulously, so the features of the noise data are additionally
learned. This results in a failure to recognize the data in the last test.
As expected, the center graph of Figure 3.2 represents a good predicted line. It covers the
majority of the points in the graph and also maintains robust for variations.
In the next section, it will be explained the architecture of a Convolutional Neural Network and
how it works.
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3.2 Convolutional Neural Network
Convolutional Neural Network (ConvNets or CNN) represents a category of Deep Learning that
is one of the main categories for images and face recognition, image classification, detection of
objects, and so on. The structure of CNN consists of an input and output layers, with multiple
hidden layers between them. The hidden layers are composed of a series of Convolutional layers
(where the name of the network comes from), Pooling layers, and a Fully-connected layer in the
end.
The structure of a CNN are divided into two steps, the Feature Learning step, with a series of
Convolutional and Pooling layers and the Classification step, where Flatten and Fully Connected
Layers use the weights of the previous steps to classify the input image (Fig. 3.3).
Figure 3.3: Example of a Convolutional Neural Network [1].
3.2.1 Convolutional Layer
The Convolution is the first step to extract features from an input image. The layer represents a
mathematical operation that takes two inputs, an image matrix and a filter (Kernel), giving as
output the feature map of the image (Fig. 3.4). Different filters can lead to distinct operations
such as edge detection, blur and sharpen of the image (Fig. 3.5).
Figure 3.4: Convolutional Layer with the input image and the Filter(Kernel) representation [2].
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Figure 3.5: Common Filters and each results.
There are some parameters in the convolution method that can be changed for a better
performance of the layer operation. The Stride value represents the number of pixels that the
filter moves over the input matrix (Fig. 3.6). Additionally, the Padding variable is important when
the filter does not fit perfectly in the input image and it is defined by 2 options. Zero-Padding, to
pad the input matrix with zeros around the border, so that it can be applied the filter to bordering
elements of the input and Valid-Padding, where the convolution drop the part of the image where
the filter did not fit.
Figure 3.6: Stride of 2 pixels.






h[j, k]f [m− j, n− k] (3.1)
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Where f represents the matrix of the input image and h the matrix of the Kernel. The indexes
of rows and columns of the result matrix are marked with m and n respectively.
To complete the Convolutional Layer, the result of the convolution method goes to an
activation function, such as ReLU, ELU, Sigmoid, tanh, etc. The ReLU function, Rectified
Linear Unit, is the most used activation in neural networks (P. Ramachandran et al. presented a
comparison between the activation functions [46]). The importance of this activation occurs in
order to introduce non-linearity in CNN and to return a non-negative values f(x) = max(0, x).
3.2.2 Pooling Layer
The Pooling Layer is common to be periodically inserted in-between successive convolutional
layers in ConvNet. It is a function to reduce the number of parameters of large images and
hence to control overfitting. Spatial pooling reduces the dimension of the image, although ideally
retains the important information. Furthermore, this layer reduces the detachment sensitivity and
different distortion changes, making the convolution invariant to translation, rotation and shifting
[47].
It can be done by different types: Max Pooling, taking the largest number from the filter size
(In 2010, Sherer et al. suggests that max-pooling provides stronger task performances [48]);
Average Pooling, taking the average of all pixels in map size; Sum Pooling, summing of all
elements in the feature map (Fig. 3.7).
Figure 3.7: Max Pooling representation.
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3.2.3 Flatten Layer
Once the pooled feature map is obtained by the previous layers, the next step is to classify the
result of the Feature Learning step (Figure 3.3). The Classification step is started with a Flatten
layer, as the name says, flat the input map. It involves transforming the entire feature map matrix
into a single column.
Figure 3.8: Flatten process.
3.2.4 Fully-Connected Layer
The Fully-Connected (FC) Layer is commonly the last layer of a CNN, this is the main step
to classify images. It is a traditional Multi-Layer Perceptron (MLP), a class of artificial neural
network (ANN) that consists at least of an input layer, a hidden layer and an output layer. The
hidden layer usually have as activation function Tanh (Equation 3.2) or Sigmoid (Equation 3.3)
function while the output layer is a Softmax (Equation 3.4) layer that use the previous results
to classify the output as the labels (e.g. cat, dog, car, chair, etc.) [49].
The MLP uses a technique called backpropagation for training [50]. This method computes
the gradient of the loss function with respect to the weights of the network. It has this name
because the process starts from the output layer and propagates backwards, updating weights
and biases for each layer.
The fully connected layer goes through its backpropagation process to determine the most
accurate weights. Each neuron receives the correction values of the weights that prioritize the
appropriate classification. In other words, the FC layer looks at what high level features most
strongly correlate to a particular class.
Finally, the best probability, from the softmax function, results in the category decision (Fig.
3.9b).
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(a) MLP with one hidden layer [49]. (b) Fully-Connected Layer representation.
Figure 3.9: Fully Connected Layer.
Activation functions used in FC layer:












for i = 1, ..., J (3.4)
3.3 Object Detection Models
A human eye can look, for a second, identify all the objects around and make decisions. These
decisions can be made by sensors, lasers and wave radars systems. However, these sensors have
some disadvantages, for example, the high price and limited information that can be extracted
from them. In contrast, cameras, with a low-cost can simulate the eye view and with a system its
interprets the information as humans do.
When it comes to Autonomous vehicles, the fast identification of a lane line or a traffic sign
becomes essential for a safe drive. Consequently, Object Detection is the best choice to simulate
the eye view and extract the necessary information.
The concept of detecting patterns by images has been studied along many years, detecting
faces, people and simple objects [51]. Nowadays, with the advantage of CPU’s and GPU’s, the
complexity of artificial intelligence allows us to train a machine to detect and classify any pattern
with a predetermined data set. Furthermore, new techniques, such as transfer learning (Section
3.3.3), allow us to use a small amount of data to achieve great results.
Many algorithms have been developed to increase the performance and speed of detection.
In 2015, Ross Girshick presented the Fast Region-based Convolutional Neural Network (Fast
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R-CNN)[5], a method that shows itself faster and more accurate among the latest techniques,
which process images in 0.3s and has a mean average precision (mAP) of 66% on PASCAL
VOC 2012[40].
At the same year Joseph Redmon, presented the YOLO (You Only Look Once)[7], an
algorithm that promised to be much faster than Fast R-CNN with a great mAP. In this paper, J.
Redmon shows that YOLO has a 63.4% mAP at 45 frames per second (FPS), number of images
processed in one second, and Fast(Tiny) YOLO has 52.7% mAP at 155 FPS, compared to the
Fast R-CNN that achieved 70% mAP at 0.5 FPS in the same conditions. Fast YOLO shows itself
the fastest detector on the Pascal VOC detection [52] and YOLO presents at least 10 mAP higher
than this technique while still above the real-time speed.
In the beginning of 2016, Shaoqing Ren showed a new version of the Fast R-CNN, the Faster
R-CNN. This change worked in the time-process of the last technique without compromise
its precision. Furthermore, this model achieved state-of-the-art object detection accuracy on
PASCAL VOC 2007, 2012 and MS COCO datasets [6].
At the end of 2016, two models became highlighted. Redmon introduced the sequence of
YOLO, the YOLO version 2 (YOLOv2). An algorithm that increases the achievements of the first
version with detection of over 9000 object categories [3]. On the other hand, Wei Liu presented a
new object detection, called Single Shot Multibox Detector (SSD), a model with an architecture
that provides better results compared to the YOLO and Faster R-CNN. The Redmon article[3]
provides a comparison of the results between the methods (Fig. 3.10).
Figure 3.10: Comparative of models. It was used the Pascal 2007+2012 images to train and
compare [3].
The fast detection framework of SSD model was combined with a state-of-art classifier
(Residual-101)[53] and then it was designed the Deconvolutional Single Shot Detector(DSSD).
This model, presented in 2017 by Cheng-Yang Fu, showed a small increase in accuracy and
slower detection time, compared to the SSD model on Pascal VOC2007 [54].
Finally, in 2018, Redmon showed the third version of YOLO [55], a Linux application
method with better accuracy than the other versions. Elseways, it had a small decrease in the
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time process of each image. Based on DarkNet (platform of YOLO), the Fast(Tiny) YOLOv3
processes at 220 FPS and Fast(Tiny) YOLOv2 at 244 FPS [56].
3.3.1 Pascal VOC Challenge
Pascal VOC[40] was an annual challenge and workshop from 2005 to 2012, which provided
the vision and machine learning communities a publicly available dataset of images together
with ground truth annotation and a standardized evaluation program. There were five challenges
included in this program: classification , detection(Figure 3.11a), segmentation(Figure 3.11b),
action classification (Figure 3.11c) and person layout(Figure 3.11d).
The classification and detection dataset are divided into training-validation and test, where
the models needed to detect and classify 20 classes of objects (including "person"). Every year
the dataset increases in size, achieving in 2012 the total number of images 11540, with 31561
objects. Some examples of Pascal VOC dataset are presented in Figure 3.11.




Figure 3.11: Sample images from Pascal VOC dataset.
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The dataset and evaluation process of Pascal VOC is still used to compare the Object
Detection models. The different techniques use the dataset of one year (e.g. Pascal VOC 2007)
or a dataset combination of more years (e.g. Pascal VOC 2007 trainval+test and Pascal VOC
2012 trainval). The use of more dataset allows the models to have better training and, therefore,
achieving better results.
3.3.2 Intersection over Union (IoU)
Intersection over Union (IoU)(sometimes referred to as Jaccard index) is an evaluation metric
used to measure the accuracy of an object detector on a particular dataset. This evaluation
metric is used in object detection challenges such as the previous topic Pascal VOC Challenge.
Therefore, any algorithm that provides predicted bounding boxes as output, can be evaluated
using IoU.
The Deep Learning models predict a bounding box around the object and compare the
prediction to the ground truth bounding box (Figure 3.12a).
(a) Boundary Box Representation (b) Area of Intersection and Area of Union
Figure 3.12: Intersection over Union.





In Multibox, system with multiple detection, researchers created the anchors (Faster R-CNN
terminology (Section 3.4.1)), which fixed size bounding boxes that closely match the distribution
of the original ground truth boxes. Those anchors are selected when their IoU values are greater
than 0.5. Those value represent a "good" prediction (Figure 3.13b), however, for accuracy
detection, those values can be used only for a starting point. This avoids the model to start
the prediction with random coordinates. Figure 3.13 shows the IoU values of different box
predictions.
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(a) Poor prediction (b) Good Prediction (c) Excellent Prediction




Transfer learning is a popular method in computer vision because it allows building accurate
models in a timesaving way. With transfer learning, instead of starting the learning process from
scratch, it is started from patterns that have been learned when solving different problems.
In computer vision, transfer learning is usually expressed through the use of pre-trained
models. Pre-trained models are neural networks that were trained on a large dataset to provide
accurate outputs. These pre-trained models can help a new training that has insufficient data to
gain a lot of features definitions. For example, training with 1000 images of horses can be started
from a pre-trained model such as ResNet, that was trained with more than 1 million images, and
obtain a fast learning process in the horse characterization.
It’s observed that a several state-of-art results in image classification based on transfer
learning solutions such as presented by Alex Krizhevsky et al. with the ImageNet [30](Used in
many Object detection models), VGG-16 showed by Karen Simonyan et al [57] and the ResNet
presented in 2015 by Kaiming He et al. [58].
3.3.4 Loss
These models present a math operation that determines the error between the output values of its
algorithm and the given target value, named Loss. The loss function expresses how far off the
predictions are to the ground truth. Therefore, this value will be used to compare the accuracy
of each model. The models present different loss functions to measure the error value and, in
Section 3.4, it will be presented the characteristic loss equation of each one.
In the next section (Section 3.4) it will be explained the architecture and loss function of 3
methods, Faster R-CNN, Fast(Tiny) YOLOv2 and SSD300. In addition, this work will compare
the accuracy and speed of their detection with a new image on an off-road street (Section 4.2).
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3.4 Models
3.4.1 Faster R-CNN (Faster Region-based Convolutional Neural
Network )
Architecture
In 2014 Ross Girshick proposed a simple and scalable detection algorithm, an approach that
combines the high-capacity of convolutional neural networks and proposes regions to localize
and segment objects [4]. The model called R-CNN(Regions with CNNs features) receives the
input image and extracts around 2000 region proposals. Each region is warped to a fixed-size
and computed by a large CNN, where it is classified by label probabilities (Fig. 3.14).
Figure 3.14: R-CNN architecture [4].
The R-CNN method presents some problems in real-time implementation. It takes a huge
amount of time to train the network by classifying 2000 region proposals per image, taking
around 47 seconds for each image. So, in 2015 Girshick presented the Fast R-CNN, a model
built on previous work to be faster and more accurate.
The approach of Fast R-CNN is similar to the R-CNN algorithm, however, instead of feeding
the region proposals to the CNN, it inputs the image into the CNN to generate a convolutional
feature map. From this map, it is identified the regions of proposals and they are warped into
bounding boxes. Using a region of interest (RoI) pooling layer the regions are reshaped into
a fixed size to be fed into a sequence of fully connected (FC) layers. These FC layers have
2 outputs. The first is a sofmax classification layer, where it decides which object class was
founded in the prediction. The second is the Bounding Box Regressor (BBox Regressor), a
popular technique to refine or predict localization boxes in recent object detection approaches.
This technique is trained to regress from either region proposals(or anchors) to nearby bounding
boxes [59]. In other words, the BBox Regressor output the bounding box coordinates for each
object class (Fig. 3.15) [5].
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Figure 3.15: Fast R-CNN architecture[5].
Both algorithms (R-CNN and Fast R-CNN ) use Selective Search. This involves sliding a
window over the image to generate region proposals, areas where objects could possibly be found
[60]. However, this method is a slow and time-consuming process that affects the performance
of the network. For this reason, in 2017 Shaoqing Ren et al. came up with a different object
detection design, called Faster R-CNN, that eliminates the selective search algorithm and lets a
network learn the regions proposals [6].
Faster R-CNN is composed of two modules. First, a deep fully convolutional neural network
that proposes regions, the Region Proposal Network (RPN), and second, a network that uses
these proposals of RPN to detect an objects (Fig. 3.16). The second module works with the same
detector used in Fast R-CNN.
Figure 3.16: Faster R-CNN [6].
The Region proposal Network takes an image of any size, inputs to a Convolutional Neural
Network (VGG-16 used in Ren paper [6]) and by the feature map returned from the CNN, the
RPN proposes a set of region boxes (Anchors) with an "objectness" score, probability of the
containing box is an object class or a background. To generate these regions, a n× n window
is slid over the feature map (Figure 3.17a). Each sliding-window location its simultaneously
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predicts multiple region proposals (Anchors), which the number of maximum possible regions is
denoted by k (k = 9 [6]) (Figure 3.17b).
(a) Sliding-window generating k
(k = 9) Anchors.
(b) 800× 600 Image with 9 anchors
at the position (320,320).
Figure 3.17: Anchors.
As a final point, the model unifies the RPN with the Fast R-CNN detector, where the algorithm
applies a Region of Interest (RoI), to reduce all anchors (Figure 3.18) to the same size and for
each region proposal, the model flattens the input, passing it through two fully-connected layers
(FC) with ReLU activation and then with two different FC it generates the prediction of the class
and the box of each object (Figure 3.19).
Figure 3.18: Example of the Region of Interest(RoI) process.
Figure 3.19: Example of the Fast R-CNN Classification process.
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Loss
Faster R-CNN presents a combination of localization loss (Lloc) and classification loss (Lcls).
















Lsmooth1 (ti − t∗i ) (3.8)
in which
Lsmooth1 (x) =
0.5x2 if |x| < 1|x| − 0.5 otherwise (3.9)
where,
pi: Predicted probability of anchor i being an object.
p∗i : Ground truth label of whether anchor i is an object.
Ncls: Mini-batch size (Ncls = 256 [6]).
Nreg: Number of anchor localizations (Nreg ∼ 2400 [6] ).
λ: Balancing parameter (λ = 10 [6])
ti: Predicted four parameterized coordinates (x, y, w, h).



























Where x, y, w and h represents the box’s center coordinates and its width and height,
respectively. Variables x, xa and x∗ are for predicted box,anchor box and ground truth box
respectively (likewise for y, w, h).
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3.4.2 YOLO (You Only Look Once)
Architecture
YOLO architecture, different from Faster R-CNN, has no RPN, it uses a single feed-forward
convolutional network to predict classes and bounding boxes.
The YOLO system divides the input image into a S × S grid, each grid cell is responsible
for detecting the object in its area. Each one predicts B bounding boxes and it scores the
confidence to be an object or not. The confidence score reflects the probability of the predicted
box containing an object Pr(Object), as well as how accurate is the predicted box by evaluating
its Intersection over Union IoU truthpred . In this sense, the confidence score becomes the Equation
3.10.
Confidence Score = Pr(Obj) ∗ IoU truthpred (3.10)
Pr =
1 If object exist0 Otherwise (3.11)
Each bounding box consist of 5 values, 4 representing its coordinates (x,y,w,h) and one with
the confidence score.
Looking to the grid cell, each one also predicts number of C conditional class probabilities,
which C represents the number of classes and the Conditional Class Probabilities represent the
chance of an object be long to class i (Equation 3.12).
Conditional Class Probabilities = Pr(Classi|Object) (3.12)
At the test time, the model multiplies the Conditional Class Probabilities and the individual
box Confidence score (Equation 3.13).
Pr(Classi|Object) ∗ Pr(Obj) ∗ IoU truthpred = Pr(Classi) ∗ IoU truthpred (3.13)
Consequently, the result of Equation 3.13 gives the score of the probability of the class
appearing in the box and how the predicted box fits the object (Fig. 3.20)[7].
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Figure 3.20: The representation of the two YOLO steps, identifying the objects and defining the
probabilities of the classes in each grid [7].
Figure 3.21: The output from YOLO.
The predictions results into a S × S × (B ∗ 5 + C) tensor. For example, in the figure 3.22
it takes S = 7, B = 2 and C = 20, that results in a (7, 7, 2 ∗ 5 + 20)→ (7, 7, 30) tensor. This
tensor provides the information about the Bounding Boxes and each class probabilities.
YOLO has basically two model types: Regular YOLO and Fast(Tiny) YOLO. The Regular
model consists of 24 convolutional layers followed by 2 fully connected layers (Fig. 3.22). On
the other side, the Tiny model has 11 layers, 9 convolutional and 2 fully connected (Fig. 3.23).
As this architecture is much smaller compared to other detecting methods, it presents a fast
response in object predictions, allowing the detection in real-time speed.
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Figure 3.22: YOLO architecture [7].
Figure 3.23: Fast YOLO architecture[8].
The YOLOv2 represents the second version of YOLO with the objective of improving the
accuracy while making it faster. To achieve these characteristics, the second model opted for
adding new ideas to improve the previous model performance. Among them, there are the adding
of batch normalization (BN) in convolution layers, the high resolution classifier, convolutional
with anchors boxes, dimension clusters, direct location prediction, fine-grained features and a
multi-scale training.
As can be observed in the Figure 3.24 [3], each step added improve the accuracy of the
previous step.
Figure 3.24: Accuracy improvements of YOLOv2 compare with YOLO [3]
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Loss
YOLO loss consists of two parts, the localization loss (Lloc ) for bounding box prediction and
the classification loss (Lcls ) for conditional class probabilities (Equation 3.14).
L = Lloc + Lcls (3.14)
The localization loss measures errors in the predicted boundary box location and sizes. To
calculate this loss it is used a parameter to control the weight for the loss in bounding box
coordinate predictions (λcoord). As a result, the equation that measure the localization loss is



















Where 1objij = 1 if the jth boundary box predictor in cell i is responsible for that prediction,
otherwise 1objij = 0. Furthermore, the variables with hat (xˆ, yˆ, wˆ, hˆ) represents the ground true
values of the bounding box.
On the other side, the classification loss evaluate if an object is detected in the prediction.
This equation used a parameter to control the confidence score predictions for boxes without

















i = 1 if an object appears in cell i, otherwise 1
obj
i = 0.
Ci: The confidence score of cell i, Pr(Containing an object) ∗IoU(pred, truth).
Cˆi: The confidence score of the box j in cell i.
pi(c): Conditional probability of whether cell i contains an object of class c∈Classes.
pˆi(c): Predicted conditional class probability.
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3.4.3 SSD (Single Shot Detection)
Architecture
Single Shot Detector, like YOLO, takes only one shot to detect multiple objects present in an
image using multibox. Furthermore, similar to Faster R-CNN, SSD model is build on a network
architecture, e.g. the VGG-16 architecture [57](Fig. 3.25), a high quality image classification
model, without the final classification layers (fully connected layers). Instead of that, a set of
convolutional layers are added, decreasing the size of the input to each subsequent layer enabling
to extract features at multiple scales.Thus, predictions for bounding boxes and confidence for
different objects is done by multiple feature maps of different sizes (Fig. 3.26).
Figure 3.25: VGG architecture.
Figure 3.26: SSD architecture [9].
The main Single Shot Detection uses VGG-16 network to extract features of images. How-
ever, different bases (GoogleNet, MobileNet, AlexNet, Inception, etc.) can be used for better
performance. In this work, searching for a high speed detection, it was used the second version
of MobileNet. The first MobileNet, presented by Howard in 2017, shows itself as a network
faster and nearly as accurate as VGG-16 network [10](Fig. 3.27) and in 2018 the second version
of MobileNet has shown to be faster and more accurate than the last network [11](Fig. 3.28).
Figure 3.29 shows the architecture off MobileNetv2 - SSD.
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Figure 3.27: Comparison of the principals networks [10].
Figure 3.28: Performance on ImageNet, comparison for different networks [11]. MAdds
represents the counting of total number of Multiply-Adds.
Figure 3.29: MobileNetv2 - SSD architecture [12].
In the training process of SSD model, each added feature layer produce a detection prediction
using convolutional filters (see "Extra Feature Layers" in Figure 3.26). For a layer of size m× n
(number of locations) with p channels, the element for predicting is a 3 × 3 × p kernel that
produces a score for a category. For each location, the element for predicting got k bounding
boxes. These boxes have different sizes (e.g. a 4 size box as in Figure 3.30). Furthermore, for
each bounding box, it will be computed c class score and 4 offsets relative to the original default
box shape. At the training time, it is matched these default boxes to the ground truth boxes, the
boxes that matched with the expected are treated as positives and the remaining as negatives.
In that way, it results in a (c+ 4)k filters that are applied around each location in feature map,
resulting in a (c+4)kmn outputs for a m× n map. Using the Figure 3.26 as example, its results
in a 8732 bounding boxes.
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During the training, it is needed to determine which boxes correspond to a ground truth
detection. For this, The SSD model match each ground truth box to the default box by their
Intersection over Union ratio (IoU), and the boxes with a IoU over than 0.5 are selected,
simplifying the learning problem and allowing the network to predict high scores for multiple
overlapping boxes.
Figure 3.30: SSD Framework [9].
To conclude, the SSD model is distinguished by 2 categories SSD512 and SSD300, working
with images 512 × 512 and 300 × 300 respectively. SSD512 provides the best accuracy by
detecting objects in large images, however the SSD300 model process the image almost twice
faster than SSD512 (Fig. 3.31) [9].
Figure 3.31: Comparative of SSD models [9].
Loss
As the aforementioned models, SSD loss function consists in the sum of the localization loss




(Lcls + αLloc) (3.17)
where N represents the number of matched bounding boxes; if N = 0 the loss is set to 0,
and α balances the localization loss weight.
Similar to Faster R-CNN, the localization loss is a Smooth L1 loss(Equation 3.9) between
the predicted box(l) and the ground truth box parameters(g) (Equation 3.18). SSD loss function



























1 If IoU > 0.5 between default box i and ground true box j on class p0 Otherwise
The classification loss (Equation 3.19) is a softmax (Equation 3.20 ) loss over multiple
classes confidences c (classes scores). The positive (Pos) represent the set of matched bounding





















To validate the method, it was tested in two experiments. The First test was done by a manual
video to observe the robustness of detection and in the second test, the model was applied in an
electric vehicle to control the steering using only the detection measurements.
4.1.1 Experiment 1
The first experiment was done by a manual video, walking in the middle of two coffee plant rows
with two white lanes following the base of these plants (Fig. 4.1).
Figure 4.1: Coffee trail with white lanes.
The experiment proposed a lane detection with an unstable camera, a normal condition of an
off-road ride. To apply the method, it was done a post-processing image from the manual video,
implementing the detection frame by frame.
The technique from the Chapter 2 detected correctly all the track path. Even with the vibration
of the camera the method found and estimated correctly the position of the track. However,
the calculus of radius and vehicle distance from one of the lanes was compromised by the
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non-parallel coffee rows (Fig. 4.2). Figure 4.3 shows 6 frames (second by second) of the video
result.
Figure 4.2: Lane Detection in a coffee trail.
Figure 4.3: 6 Frames of the detection in the video.
4.1.2 Experiment 2
In the second experiment, an Electric Vehicle (VERDE) was used to control autonomously its
steering in a simple indoor track, by the measurements returned from the program.
The algorithm was implemented in a notebook with an Intel i3-4005u processor and Ubuntu
16.04 operational system, to process the lane detection algorithm and, by a robot programming
language (ROS), communicate by wifi with the vehicle sending the steering and velocity actions.
The control system could be done by a navigation based in second-degree equations, resulted
from the detection algorithm. However, to evaluate the accuracy of detection, it was applied a
simple control that keeps the vehicle in the middle of the track.
The strategy was done by sending a constant velocity to the robot and controlling the variation
of the vehicle distance from the right lane. First, the control was calibrated to determine the
center of the track and its distance from the right lane. Consequently, the control algorithm
increased the steering based on the distance from the right lane to the center. In other words,
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when the vehicle approximates to the right lane the program sends an action to the robot steer
to the opposite direction, and vice-versa (Fig. 4.4a). The flowchart of the control system is
presented in Figure 4.4b.
The percent variation of the steering action was calibrated by +100% representing the
maximum vehicle steering to the left, occurring when the robot was too close to the right lane,
and the negative percent values when VERDE was near to the left lane.
(a) Control System.
(b) Control Block di-
agram.
Figure 4.4: Control Process.
The track was planned by decreasing the radius of the curve to increase the difficulty of the
system. It started with a 3 meters radius curve and ended with 1.8 meters, the vehicle turnover
limit (Fig. 4.5).
The vehicle detected the lanes correctly, with great accuracy; in the first and biggest curve
it drove properly, but in the second curve, the vehicle misses the track. The algorithm showed
a response frequency of 4 Hz (0.25 seconds to process each image) in the notebook. This
processing time with a delay of sending information to the robot, caused a 2 seconds delay to
command the steering of the vehicle. Because of that, it misses the track during the previous
detection (Fig. 4.5).
Figure 4.5: Illustration of the track and the VERDE trajectory. The "X" in the illustration
represents where the vehicle stopped.
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The experiment showed that the delay of this lane detection algorithm cannot be implemented
in tracks that need fast responses. If the robot was adjusted to take a brief linear velocity when
it detects the lane and after that stopped, the vehicle probably would not had lost the track.
However, different from a laboratory test, for an autonomous vehicle application in off-road
environments this lane detection algorithm showed not useful.
The lane detection technique showed a great method in controlled places that do not need
fast actions. On the other hand, the method needs a calibration by the environment that the
camera is presented (as showed in Section 2.1.2), and a change of the ambient color could
result in a bad lane identification. For example, a simple weather change is capable to produce
wrong measurements. As shown in Figure 4.6, the Coffee trail view using a Laboratory color
thresholding calibration results in a polluted image, where the white pixels should represent the
lane (Figure 4.6b). Consequently, the program would not identify the track boundary.
(a) Laboratory view. (b) Coffee Trail view.
Figure 4.6: Laboratory color thresholding calibration.
4.2 Object Detection
The training and detection process was done with a GPU Nvidia Geforce 1060 3GB and CPU
Intel i5 8500u on Windows 10 operational system.
4.2.1 Training Stage
To start the training process, it was chosen a white cone as a reference detection to represent
the limits of the road (Fig. 4.7a). The training of this object was presented in Dhall work (June
2019), a monocular camera was used to detect and estimate the localization of a traffic cone in
3D world coordinates [61].
As the work is aimed to use any reference for the application, the models were trained and
tested to detect a new object. This work was done by using transfer learning from existing
models configurations (Faster R-CNN, Fast YOLOv2 and SSD300) to train the detection of a
reference.
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The training was diversified from images with a single cone in different backgrounds and
off-road tracks with cones spaced by 3 meters, which makes up most of the dataset (Fig. 4.7).
(a) Object reference. (b) Training example image.
Figure 4.7: Training process.
To provide a fair comparison between the accuracy of the models, all object detection
methods were adapted to train with the same dataset, 296 images (608× 608 pixels).
The models were trained until the convergence of the Localization Loss value of each model.
The Loss represents the quantitative measure of how much the predictions differ from the actual
output (label) (Section 3.3.2). As an evaluation method, the localization loss value shows the
accuracy difference of each model.
As shown in the description of each model (Section 3.4), the loss represents different math
equations, depending on the design of each one. To compare the predicted box localization
accuracy, it will be used only the Localization Loss, which shows the error of the predicted box
localization with the ground truth (Table 4.1).
Table 4.1: Model Loss comparative
Model Loss Training images
Faster R-CNN 0.017 296
MobileNetv2 SSD300 0.258 296
Fast YOLOv2 1.500 296
It is possible to observe in Table 4.1 that the Fast Yolov2 presents a bigger error between
the predictions and the real label with 1.5 of loss value. Elseways, the Faster R-CNN and




The first experiment was done by post-processing of an off-road ride video with similar char-
acteristics of the dataset training. The experiment resulted in object detection to all models in
any frame of the video. In that way, to compare the results of each model, it was chosen video
frames of the off-road ride (Fig. 4.8).
(a) Faster R-CNN Model. (b) SSD300 Model. (c) Fast YOLOv2 Model.
Figure 4.8: Comparative of 3 Detections Methods.
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Figure 4.9: Comparative of the number of detections in a sequence of 50 video frames.
As can be observed in Figure 4.8 and Figure 4.9, the Faster R-CNN model and the SSD300
presented comparable detections. The Faster R-CNN presents an advantage in accuracy, de-
tecting the reference 12 meters distance of the car (Figure 4.8a), while the SSD300 keeps the
identification around 9 meters from the car (Figure 4.8b).
On the other hand, the Fast YOLOv2, which presented the biggest Localization loss value,
showed itself the worst detector accuracy among the three models. The model resulted in a
maximum detection of ∼ 4 meters distance from the car during all trajectory, failing sometimes
to detect near references (Figure 4.8c and Figure 4.9).
Looking at the accuracy of each model, the Faster R-CNN showed itself the best choice for
an autonomous driving application in off-road environments. However, besides a high precision
in its detection, it is necessary a fast response of the reference identification. To estimate this it
was tested 10 images, with different angles of the reference on the off-road street, and calculated
the Mean Time Process (MTP) of each method (Table 4.2). Normally, the object detection
models estimate the processing speed by the number of images that the model detects in 1 second
(Frames per Second (FPS)).
Table 4.2: Comparative of models. MTP: Mean Time Processing; FPS: Frames per Second
Model Loss Training images MTP (seconds) FPS
Faster R-CNN 0.017 296 3.14 00.3
MobileNetv2 SSD300 0.258 296 1.41 00.7
Fast YOLOv2 1.500 296 0.07 14.3
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By the result, it is possible to observe that the Faster R-CNN proved to be the slowest detector.
Even with the highest accuracy, it takes around 3 seconds to process each image, resulting in
an unfeasible application for autonomous driving. On the other hand, the Fast YOLOv2, which
demonstrated a low precision in the detection, identified the references in less than 0.1 seconds.
For this reason, it showed a good detector for prevention moments, detecting nearby warnings,
like animals or holes, or tight curves.
Finally, The MobileNetv2 SSD300 had an intermediary MTP. It detects all references in an
image at around 1.4 seconds. The advantage of this model it that its accuracy was near to the
Faster R-CNN, though SSD processes the image twice faster. For Autonomous application, 1.4
seconds to detect the limits of a road in a curve presumably resulted in a car off the track. In




For the purpose of observing eventually overfitting in the models, in the second experiment, the
detection architectures were tested to identify the same reference in a different background from
what they were trained.
The experiment was done by post-processing video of a car ride in a different environment
from the training step.
(a) Faster R-CNN Model. (b) SSD300 Model. (c) Fast YOLOv2 Model.
Figure 4.10: Comparative of 3 Detections Methods in a different environment.
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The experiment presented a decrease in the accuracy of the Faster R-CNN and SSD300
detection, where the models presented some failures in some near detection. However, even with
a small number of training images (296) from a different background, the methods presented the
correct detection of the cones.
The Fast YOLOv2 had the smallest accuracy decrease. As the first experiment, the model
could only detect near references, failing sometimes to recognize them.
It was used 10 images of the new background to observe the change in time detection.
However, the models provided the same time process that was found in the first experiment.
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Chapter 5
Final Conclusion and Perspectives
This work covered different techniques to detect the road boundary for a localization of an au-
tonomous vehicle. The main contribution of the work was to test existing object detection models
for a new reference, training the models with a few images and comparing the results. Another
contribution occurs in the implementation of lane detection in off-road areas. Furthermore, the
identification allows an estimation of the lane by a second-degree equation.
5.1 Lane Detection
In Chapter 2, it was introduced a method to identify white lanes by image processing. Not only,
but also an estimation of a second-degree equation of lanes based in the front view perspective
of the vehicle. The technique was tested in a coffee tree trail with a non-regular lane line and
with an unstable camera. As result, it was shown very robust and precise in identifying the
lanes. In addition, an experiment using the detection system was implemented in an electric
robot vehicle (VERDE) to make it drive in a track autonomously using only the vision to keep
itself between the lanes. This experiment showed a response frequency of 4 Hz and with a
non-embedded system it had a 2 seconds delay of the real-time image and the vehicle action,
what as consequence, made the robot lose itself on the tight curves of the track.
The method spent a lot of time filtering the correct lane pixels and estimating the second-
degree equation, resulting in a slower alternative for a real autonomous driving application.
Another problem found was the necessity of a low variance of the lane color. When the method
is calibrated to find the lanes by filtering the color of the pixels, even if a small color change of
these pixels would result in the wrong filtering of the image. For example, weather changes,
different locations and illuminations of the lane, result in different calibrations to find the lane.
In short, the method needs to be re-calibrated every time that a different illumination represents
the lane.
It was found that this approach to identify the limits of an off-road is not useful. Although
the technique had great and stable results in controlled places, closed places with constant
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illumination and outdoor places during a few hours of the day, when the program is used to find
lanes during all day or running in different places it becomes ineffective.
5.2 Object Detection
In Chapter 3, it was shown the introduction of Machine Learning to solve the detection problem.
This approach uses the Object Detection models to identify references on a road, representing
the limits of a track. The technique was done by training three existing Object Detection models
with transfer learning, to identify a new object as a reference and comparing their results, Faster
R-CNN, Fast YOLOv2 and MobileNetv2 SSD300.
While Faster R-CNN and SSD300 showed similar accuracy, detecting references in close and
long distances, Fast YOLOv2 model did not detect references when it was more than 4 meters
away. Despite the precision of Fast YOLOv2, it processes the detection in less than 0.1 seconds,
providing itself the faster detection among the three models.
As long as the Fast YOLOv2 presented a fast detection, the Faster R-CNN showed the
slowest detector. It spent more than 3 seconds to detect the references in each image. On the
other hand, the SSD300 with an accuracy similar to the Faster R-CNN process the image twice
faster, detecting objects in around 1.5 seconds.
Each model presented a particularity in accuracy and speed that is necessary for autonomous
cars to drive safely on a road without line lanes. The Faster R-CNN presented the best accuracy
of all, though it is considerably slow for an autonomous drive application. The SSD300 with a
similar precision was proven to be a good model to identify the limits on straight roads. With a
low process time to detect references, the model only analyses and determines the action to keep
the vehicle in the middle of the road in every 1.5 seconds.
Elseways, the Fast YOLOv2 only detected near references what can be useful for fast
detections, e.g. tight curves or emergency situations, allowing the machine to make fast decisions
on a drive.
For an autonomous driving application, that uses a powerful GPU and CPU, the implementa-
tion of SSD and Fast YOLOv2 models results in a safe drive. The first on detecting the main
limits of the road and the second as a warning system for fast actions.
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5.3 Perspectives
This work studied the precision and the speed of different methods for implementation in real
autonomous navigation. First, a Lane Detection and second an Object Detection. Besides that,
there are some questions to be investigated in future works in each field:
5.3.1 Lane Detection
• The Kalman Filters can be used to predict the position of the lane in the next frame,
resulting in an stable method without "bad curves".
• The implementation of a Convolutional Neural Network to classify the lanes of the image
into the parameters of a second-degree equation.
• With the combination of the vision sensor with the kinematic and dynamic measurements
of the vehicle, it is possible to achieve an improvement in the accuracy at a long distance.
• The implementation of an End-to-End Lane Detection, using a Semantic Segmentation
model to detect each lane line. With a differentiable least-squares fitting module, it is
possible to find the parameters for the best-fitting curve.
• The application of a Deep Imitation Learning based in the second-degree equations of the
Lane Detector method, aiming to drive the VERDE vehicle in a track.
5.3.2 Object Detection
• In a search of a track identification without references or traffic signs. The Semantic
Segmentation provides the training of the image based in mask locations. However, the
high GPU memory dependence makes the method not easily accessible to train new tracks.
• The application of new Object Detection models. With the decreasing costs and develop-
ment of the GPUs, it’s possible to achieve great accuracy in a fast speed process to achieve
better results in the identification.
• The training of Object Detection models to identify natural references on an off-road street.
That will allow the vehicle to ride in non-urban streets that do not have any kind of track
boundary sign.
• The application of the Object Detection method in the VERDE project, providing an
autonomous ride using only the references detected to keep the vehicle in the middle of
the track.
• The implementation of the Perspective n-Point algorithm allows an estimate of the object
distance using an image as a reference. This system mixed with the Object Detector model
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should result in a Simultaneous Location and Mapping (SLAM) process of the vehicle
using only computer vision.
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