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We study the oscillatory behavior of radial solutions of the nonlinear partial
 .  < < . ndifferential equation Du q f u q g x , u s 0 in R , where f and g are continu-
 .  < < .ous restoring functions, uf u ) 0 and ug x , u ) 0 for u / 0. We assume that
 <  . < < < q.  .for fixed q lim f u r u s B ) 0, for 1 - q - nr n y 2 , and, additionally,uª 0
 .  .  .  .  .  .that 2 F u G 1 y 2rn uf u when nr n y 2 F q - n q 2 r n y 2 , where
 . u  .F u s H f s ds. We give conditions that guarantee that the solution oscillates0
infinitely and tends to zero as r ª `. Finally, we give bounds for the amplitude of
the oscillations and show that the period of the oscillations increases as r ª `.
Q 1997 Academic Press
1. INTRODUCTION
 w x.Numerous authors see DN, DN2, L, LN1, LN2, LN3, N2, NY, P, Po
have given substantial attention to the existence, nonexistence, uniqueness,
and nonuniqueness of positive solutions of semilinear elliptic equations of
the form
Du q K x uq s 0, 1.1 .  .
< < n  .on the ball x F R or in R . Equation 1.1 is said to involve critical
 .  .Sobolev exponents if q s n* ' n q 2 r n y 2 , and is then known to
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  . . nhave a one parameter family of positive solutions u x ) 0 in R when
w xK ' 1. Berestycki et al. BLP have shown that if K ' 1 and q ) n* then
 .  .  . p1.1 has a positive solution provided u 0 ) 0. For radial K r ) Cr ,
w xC ) 0, p G y2, near infinity, and n G 3, Ni N2, Theorem 3.35 has shown
 . nthat if u is a positive solution to 1.1 on R , then
cr  pq2.r1yq. G u r G cr 2yn , 1.2 .  .
for large r. Hence for constant K ) 0, so that p s 0, the existence of a
 . n  .positive solution to 1.1 in R requires that q G nr n y 2 . A compre-
 .  .hensive treatment of 1.1 for a wide range of functions K x is given in
w xLN1 .
 w x.It is well known see DN, DN2, G, L, LN1, LN2, LN3, N2 that, under
 .suitable conditions, the analysis of positive solutions of 1.1 extends to the
more general equation
Du q f x , u s 0, in Rn . 1.3 .  .
 .  < <. q < <If f x, u behaves like K x u for large x and small u ) 0, then it is
 .reasonable to expect that a solution to 1.3 may behave like a solution to
 . w x1.1 . Gui G has established several comparison theorems for solutions of
 .  .1.1 and 1.3 .
In this paper we shall study the radial solutions of the nonlinear partial
differential equation
< < nDu q f u q g x , u s 0, in R , .  .
 .where f and g are continuous restoring functions; that is, where uf u ) 0
 < < .and ug x , u ) 0 whenever u / 0. Such equations arise in many areas of
 w x.applied mathematics see BN, JK, KNY, N2, NY, Po2 ; positive solutions
n  . < <that exist in R and satisfy u x ª 0 as x ª ` are called ground states.
Since we consider only radial solutions, our problem reduces to studying
the singular initial-value problem
n y 1
u0 q u9 q f u q g r , u s 0 .  .
r
for 0 - r - `, u 0 s u / 0 s u9 0 , 1.4 .  .  .0
where f and g are continuous restoring functions. At various times we
 .shall assume that g r, u ' 0, so our results will then apply to solutions of
n y 1
u0 q u9 q f u s 0, for 0 - r - `, u 0 s u / 0 s u9 0 . .  .  .0r
1.5 .
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Suppose
< < < < qlim f u r u s B ) 0, 1.6 .  .
uª0
 .for fixed q, 1 - q - nr n y 2 . It is not hard to show for restoring
 .functions f and g that 1.4 will have no positive or negative solutions in
 .a F r - `, a G 0. Consequently, under these conditions, solutions to 1.4
must oscillate about 0 infinitely often. But what is the nature of these
oscillations? Do the solutions converge to 0 or oscillate but have no limit
as r ª `? In Section 3 we prove.
 .  .THEOREM 1.7. Let u be the solution to 1.5 with f u a continuous
 .restoring function. Suppose that 1.6 holds for fixed q, 1 - q - n*, and that
2
2 F u G 1 y uf u for u / 0, 1.8 .  .  . /n
where
u
F u s f s ds. 1.9 .  .  .H
0
Then u will oscillate infinitely and tend to 0 as r ª `.
Having shown that the solution oscillates to zero, it is interesting to
examine the decay of the solution as r ª ` and the period between
consecutive zeros of the solution. In Section 4 we prove:
THEOREM 1.10. Let t be the jth local extremum of the solution u ofj
n y 1 qy1 py1< < < <u0 q u9 q b u q u u s 0, u 0 / 0 s u9 0 , 1.11 .  .  . .
r
1 - q - p F n*. Then there is a positi¨ e constant c such that
2 ny1.rqq3. < <lim t u t s c. .j j
jª`
<  . < y2 ny1.rqq3.Thus, the decay rate is of the order u r F cr , as r ª `.
Finally, we prove:
 .THEOREM 1.12. Let r be the jth zero of the solution of 1.11 . Then therej
is a positi¨ e constant c such that
r y r G cr ny1. qy1.rqq3. .jq1 j j
Hence, the period between zeros increases as r ª `.
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 .Although Section 4 is limited to solutions of 1.11 , it is not hard to find
conditions that extend these results to more general restoring functions.
2. ELEMENTARY RESULTS
In what follows, we shall need some elementary facts concerning solu-
 .tions of the initial value problem 1.4 . Suppose f and g are continuous.
Then
ny1 ny1r u9 9 s yr f u q g r , u . .  .  .
Integration of this equality from 0 to r yields
r1
ny1u9 r s y f u s q g s, u s s ds. 2.1 .  .  .  . .  .Hny1r 0
 .  .LEMMA 2.2. If f u and g r, u are continuous restoring functions, and u
 .is a positi¨ e solution of the equation 1.4 , then u is strictly decreasing and
tends to 0 as r ª `.
 .Proof. Since the integrand in 2.1 is positive, u9 - 0 so the solution is
 .strictly decreasing. Hence, there is a number c G 0 such that u r de-
 .creases to c as r ª ` and u9 r ª 0 as r ª `. Suppose c ) 0, then since
w xf is continuous on the interval c, u it has a minimum f ) 0 on this0 min
interval. Hence,
r nr
ny1 ny1yr u9 r s f u s q g s, u s s ds G f , .  .  . .  .H min n0
 .  .implying that u9 r F yf rrn ª y`. This is a contradiction and hencemin
u tends to zero as r ª `.
 .Suppose the solution u of 1.4 oscillates about zero a finite number of
 .times and has a local maximum at r for which u r ) 0 for all r G r . We0 0
 .call such solutions e¨entually positi¨ e solutions. Then, because u9 r s 0,0
r1
ny1u9 r s y f u s q g s, u s s ds, 2.3 .  .  .  . .  .Hny1r r0
so that again u is strictly decreasing for r G r , and the same proof as0
above shows that u and u9 converge to 0 as r ª `. A similar argument
holds for e¨entually negati¨ e solutions.
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 .LEMMA 2.4. Let u be a positi¨ e solution of the initial ¨alue problem 1.4 ,
 .and suppose 1.6 holds for q ) 1. Then, for sufficiently large r,
u r F cry2rqy1. . 2.5 .  .
Proof. Since u decreases to 0 by Lemma 2.2, some r exists for which0
<  . < < < q  .f u r u ) Br2 for r G r . By 2.1 and Lemma 2.20
rdu 1
ny1F y f u s q g s, u s s ds .  . .  .Hny1dr r r0
r1
ny1F y f u s s ds . .Hny1r r0
r q rB Bu r .
q ny1 ny1F y u s s ds F y s ds. .H Hny1 ny12 r 2 rr r0 0
Integrating the resulting inequality:
ryc .u r yq n 1ynu du F r y r r drH H 0n .u r r0 0
yields an inequality from which the result follows for r G 2 r .0
 .Inequality 2.5 also holds for eventually positive or eventually negative
 .solutions of 1.4 by applying the argument above at the last value r# at
 .  .which u9 r# s 0. For positive solutions, 2.5 corresponds to the upper
 .half of 1.2 .
Unless otherwise stated, assume from now on in this section that
 .g r, u ' 0. By the uniqueness theorem for solutions of initial value
 .  .   ..problems, a solution of 1.5 cannot satisfy both u9 r s 0 and f u r s 0,
unless u is constant. Thus, except for such cases, the critical points of any
 .   ..solution of 1.5 are isolated, and are minima whenever f u r - 0 and
  ..  .  .maxima whenever f u r ) 0. Let u r be a solution of 1.5 and define
w xthe ``energy function'' of MTW :
2u9 r . .
Q u r s q F u r . 2.6 .  .  . .  .
2
 .If 1.5 is multiplied by u9, one obtains
2 9dQ u9 n y 1 . 2s q F u s y u9 F 0. .  . /dr 2 r
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This implies that the ``energy'' function Q is strictly decreasing because the
critical points of u are isolated.
 .LEMMA 2.7. Let u ha¨e a critical point at r . If u r is a local maximum,0 0
 .  .  .then u r - u r for all r ) r , and if u r is a local minimum, then0 0 0
 .  .u r ) u r for all r ) r .0 0
 .  .Proof. Suppose u r s u r for r ) r . Then1 0 1 0
2u9 r .1
Q u r s q F u r G F u r s Q u r , .  .  .  . .  .  .  .1 1 0 02
contradicting the fact that Q is strictly decreasing.
We also need the following ``energy'' version of Pokhozhaev's second
2 n.identity valid for continuous f and functions u that are C R and radial
 w x.see Po :
r
kDu q f u su9 q a u s ds .  . .H
0
s r kq1Q u r q a r k u r u9 r .  .  . .
a
ky1 2q n y 1 y k r u r .  .
2
r
kq 2n y 3 y k y 2a Q u s s ds .  . .H
0
rn y 1 y k k y 1 .  .
2 ky2y a u s s ds .H2 0
r
kq a uf u y 2 n y 1 y a F u s ds .  .  .H
0
for integers k ) 1, and a real. 2.8 .
 .  .Here u s u s inside the integrals. If Du q f u s 0, then the left side of
 .  .2.8 is zero. Verification of this identity is a routine task by using 1.5
 .instead of Du q f u .
 .LEMMA 2.9. Let u be a solution of 1.5 and let
J r , u s r nu92 r q n y 2 r ny1u r u9 r q 2 r nF u . 2.10 .  .  .  .  .  .  .
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 .If u9 r s 0 for some r G 0, then for all r G r ,0 0 0
r
ny1 nJ r , u s 2nF u s y n y 2 u s f u s s ds q 2 r F u r . .  .  .  .  .  . .  .  .H 0 0
r0
2.11 .
 .  .Proof. Differentiate 2.10 with respect to r and substitute 1.5 into
the resulting equation to obtain
dJ
ny1s 2nF u y n y 2 uf u r . .  .  .
dr
An integration yields the desired result.
 .   ..LEMMA 2.12. If u is a solution of 1.5 and lim Q u r s b , then,r ª`
for any r0
r1
lim F u s ds s b . 2.13 .  . .Hrrª` r0
 .Proof. Equation 2.8 also holds when k s a s 0, yielding
r r
rQ u r q 2n y 3 Q u s ds s 2 n y 1 F u s ds. 2.14 .  .  .  .  .  . .  .  .H H
0 0
 .  .Evaluating 2.14 at r and subtracting from 2.14 yields0
r r
rQ u r y r Q u r q 2n y 3 Q u s ds s 2 n y 1 F u s ds. .  .  .  .  .  . .  .  . . H H0 0
r r0 0
Dividing by r and taking the limit as r ª ` yields
r r1 1
b q 2n y 3 lim Q u s ds s 2 n y 1 lim F u s ds. .  .  .  . .  .H Hr rrª` rª`r r0 0
 .Using L'Hopital's rule, we obtain 2.13 .
 .As mentioned in Section 1, problem 1.5 does not have positive radial
 .solutions if the order of growth q of f u to zero as u ª 0 q is in the
 .interval 1 - q - nr n y 2 . For q outside this interval, positive solutions
 .may exist: for example, if n s 3 and q G nr n y 2 s 3, then
2 qy12 4qu u0
u0 q u9 q 2  /r uq y 1 . 0
q2 q y 3 u u . 0q s 0,2  /uq y 1 . 0
u 0 s u ) 0, u9 0 s 0, .  .0
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 .  2 .1r1yq.has the positive solution u r s u 1 q r . The following result0
provides an elementary proof of the nonexistence of positive or eventually
.  .positive solutions for problem 1.4 , and is included for completeness.
 .LEMMA 2.15. If f and g are continuous restoring functions and 1.6 holds
 .  .for 1 - q - nr n y 2 , then problem 1.4 has no positi¨ e or negati¨ e
solutions in a F r - `, a G 0.
Proof. We prove the result for positive solutions; the case for negative
solutions follows immediately by setting ¨ s yu and applying the positive
case. Suppose a local maximum of the solution exists at r such that0
 .u r ) 0 for all r G r . By Lemma 2.2 and the remark following its proof,0
it follows that u ª 0 and u9 ª 0 as r ª `.
 .By L'Hopital's rule and 2.3 we have
r ny1H f u s q g s, u s s dsu r u9 r  .  . .  . .  . r0lim s lim s lim .2yn 1yn n y 2r 2 y n rrª` rª` rª` .
2.16 .
 .Since the integral in 2.16 is positive, some constant c ) 0 exists so that0
u r G c r 2yn for all r G r . 2.17 .  .0 0
 .  .  . .This proves the bottom half of 1.2 . Using 1.2 , 2 F n y 2 q y 1 or
 .n F n y 2 q, contradicting the hypothesis. Hence no positive solution
exists in r F r - `.0
 .Remark 2.18. A similar result can be obtained for problem 1.5 when
 .nr n y 2 F q - n*, provided the restoring function f satisfies a
 .Pokhozaev inequality 1.8 . Suppose that the conclusion is not true. Then
 .there exists a point r# ) 0 such that u r ) 0 for all r ) r# G 0. Using
 .  .2.3 with g r, u ' 0 and Lemma 2.4, we get
r1
ny1< <u9 r s f u s s ds .  . .Hny1r 0
q rC 2 Bc C
ny1y2 qrqy1. yqq1.rqy1.F q s ds F q C r ,H 1ny1 ny1 ny1r r rr0
  .. q .where we choose r G r#, such that 0 - f u r ru r F 2 B for r G r .0 0
 .  .  .Since q G nr n y 2 , it follows that n y 1 G q q 1 r q y 1 and
< < y qq1.rqy1.u9 r F c r for large r . 2.19 .  .2
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 .By L'Hopital's rule, we have from 1.6
F u r H u r . f u du f u r B .  .  . .  .0
lim s lim s lim s .qqq1 qq1 q q 1 u r q q 1u r u rrª` rª` rª`  .  . .  .
2.20 .
 .  .  .  .  .Now, using 2.5 , 2.19 , and 2.20 and a s 2 q q 1 r q y 1 y n ) 0, we
get
F u r . . qq1n n y2rqy1. yaw xr F u r F r cr F cr , . . qq1u r .
and both
ny1 < < yar u r u9 r F cr , .  .
n < < 2 yar u9 r F cr , .
 .for large r. Let r be the first maximum point such that u r ) 0 for all1
 .  .r G r . Then u9 r s 0. Using Lemma 2.9 and 1.8 we get1 1
< < n < < 2 ny1 < < < <J r , u F r u9 r q n y 2 r u r u9 r .  .  .  .  .
q 2 r nF u F n q 1 crya 2.21 .  .  .
and
r
ny1 nJ r , u s 2nF u s y n y 2 u s f u s s ds q 2 r F u r .  .  .  .  .  . .  .  .H 1 1
r1
G 2 r nF u r ) 0. 2.22 .  . .1 1
 .  .Letting r ª `, we see that 2.21 contradicts 2.22 , so the remark is
proved. The result also holds for negative solutions by a similar argument.
5 3 2’ .EXAMPLE 2.23. The function f u s u q u 1 q u satisfies the hy-
 .potheses of Remark 2.18, so 1.5 has no eventually positive or negative
3  . 5 4solutions in R for this function. The function f u s u q u satisfies
 .  .2.18 except that f is not restoring since f u ) 0 in y1 - u - 0. Thus,
 .  w x.1.5 has no eventually positive solution, but may and does; see CCD
have an eventually negative solution.
3. OSCILLATORY BEHAVIOR
 .  .As was mentioned in Section 1, a solution to 1.4 or 1.5 satisfying the
hypotheses of Lemma 2.15 or Remark 2.18, respectively, must oscillate
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infinitely as r ª `. In this section we will give conditions guaranteeing
that the solution converges to 0 as r ª `. For simplicity, we will assume
 .that g r, u ' 0.
First we show that with a stronger condition than Remark 2.18 we can
prove that the solution converges to zero as r ª `.
 .  .LEMMA 3.1. Let f u be a continuous restoring function satisfying 1.6
for 1 - q - n*, and assume that
2
n y 2 uf u G 2 F u G 1 y uf u ) 0 for u / 0. 3.2 .  .  .  .  . /n
 .Then, if u is a solution of the initial-¨ alue problem 1.5 ,
< < y2rqq1.u r F cr for large r . 3.3 .  .
w xProof. Pokhozhaev's first identity Po with a s n y 2 can be rewritten
as
212r F u r q ru9 r q n y 2 u r .  .  .  . . 2
2 2r n y 2 u 0 .  .
q n y 2 u s f u s y 2 F u s s ds s . .  .  .  . .  .H 20
Since the second and third terms on the left side of this equation are
 .nonnegative, we have by 3.2
2 2n y 2 u r f u r n y 2 u 0 .  .  .  .  . .
0 - F 2 F u r F . . . 2n r
  ..Thus, F u r ª 0 as r ª `, and by the first inequality, F is only zero at
u s 0. Hence, u ª 0 as r ª `. Then
< < qq1 < < 2u f u n n y 2 u 0 .  .  .
F ,q 2< <u r
 .  .and using 1.6 the conclusion in 3.3 follows.
 . 5 3 3Observe that the function f u s u q u in R satisfies the hypotheses
 .of Lemma 3.1 with q s 3. Hence, the solution to 1.5 with this f will
<  . < y1r2  .  decay as u r F cr as r ª `. On the other hand, f u s ur 1 q
2 ..3  .u satisfies only the second inequality in 3.2 for u / 0, so the conclu-
 .sion 3.3 cannot be assumed.
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 .Lemma 3.4. Let u be the solution of the initial ¨alue problem 1.5 .
Suppose that u oscillates infinitely about the ¨alue b and con¨erges to b as
 .r ª `. Then f b s 0.
 .   ..Proof. Assume f b / 0. By continuity it follows that f u r does not
change sign for r sufficiently large. Without loss of generality assume
  ..f u r - 0 for r ) r#. Let r ) r# be the value of the first local maximum0
 .  .of u r after r#. Then by 2.3 , for all r ) r ,0
r1
ny1u9 r s y f u s s ds ) 0, .  . .Hny1r r0
 .  .which is impossible, since u r is a local maximum. Thus f b s 0.0
 .Next we show that for certain functions f u , we need not assume
 .convergence of u to b, as r ª `, in order to get that f b s 0.
 .  .   .LEMMA 3.5. Let f u be continuous and suppose F b s inf F u : u g
4  .R . Suppose the solution of 1.5 oscillates about b as r ª `, and assumes no
 .  .other root of f u s 0 for large r. Then lim u r s b.r ª`
 .  .Proof. Since f is continuous, f b s F9 b s 0, so b is a root of f.
Suppose
lim sup u r / lim inf u r . .  .
rª`rª`
 .Let the local minimums of u r occur at r and the local maximums at2 jy1
r . Then, by Lemma 2.7,2 j
u r - u r - u r - ??? - u r - u r - u r . .  .  .  .  .  .1 3 5 6 4 2
Thus, the maximums are bounded below, while the minimums are bounded
above, so both sequences converge, say to u and u , respectively, withq y
  ..u ) u . The energy function Q u r decreases and is bounded belowq y
since
F u s lim F u r s lim Q u r s lim Q u r .  .  .  . . .  .q 2 j 2 j
rª`jª` jª`
s lim Q u r s lim F u r s F u . .  .  . .  .2 jy1 2 jy1 y
jª` jª`
 .By Lemma 2.12, with b s F u ,q
r1
lim F u y F u s ds s 0. 3.6 .  .  . .H qrrª` r0
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 .  .   ..  .Let g s s F u y F u s . Then g s oscillates between the maximumsq
 .  .  .  .   ..g t s b y F b at u t s b, and local minimums g r s b y F u ri i i i
 .ª 0 as i ª `, with t - r . Select i sufficiently large so that g r ) ydi i 0 i
w  .x  .for i G i , where d - b y F b r5 and the only root of f u s 0 is u s b0
<  . <for r G r . Then f u F N and, by the mean value theorem for j ) i ,i 00
jy11 1t tj iq1g s ds s g s ds .  .H Ht tt tj ji iisi0 0
jy1 t1 i0U Us g s t y t G inf g s 1 y . .  .  . i iq1 i i  /t tij jisi0
 U .If we can show that inf g s ) 0, theni i
1 tjlim g s ds ) 0, .Htjª` tj i0
 .which will be a contradiction of 3.6 .
  . <  . < 4  .Set A s s g t , t : g s - d and B s t , t _ A . Denote thei i iq1 i i iq1 i
 .Lebesgue measure of a set A by meas A . Then
1 tiq1Ug s s g s ds .  .Hi t y t tiq1 i i
1
s g s ds q g s ds .  .H H /meas A q meas B .  . A Bi i i i
d meas B d meas A .  .i iG y .
meas A q meas B meas A q meas B .  .  .  .i i i i
1 .  .If we can prove that meas A F t y t , then it will follow thati iq1 i4
U 3 1 1 .  .g s G d y d s d . From 2.6 , since Q and F are bounded, it followsi 4 4 2
< <that u9 F M - `. By applying the mean value theorem,
< <0 - F u y F b F g r y g t .  .  .  .q i iq1
< < < < < <s f u* u9 t* r y t F NM t y r . .  .  .i iq1 iq1 i
 .  .  .  .Similarly, F u y F b - NM r y t , so it follows that t y t G a )q i i iq1 i
 .0 for all i see Fig. 1 .
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< <Since u0 F M for all r ) 0, we have0
r
< < < <u9 r s u0 s ds F M r y r for all i . .  .H 0 i
ri
<  . <For every « ) 0, we can find an h independent of i such that u9 r F «
< < 2  ..when r y r F h. Since f u r G « ) 0, for all i, andi i 0
n y 1 f u r .  . .
2g 0 r s f u r q y f 9 u r u9 r u9 r , 3.7 .  .  .  .  .  . .  . 5r
1 . < <there is an h independent of i such that g 0 r G « , for r y r F h.0 i2
1<  . < < <Then g 9 r G « r y r , so that0 i2
1 12 2g r " h y g r G « h , or g r " h G « h , 3.8 .  .  .  .i i 0 i 04 8
1 U2  .  .for i sufficiently large. Choose d - « h , and let d s g p s g p .0 i i8
U 1Then p y p F 2h and h can be chosen less than a, so thati i 8
U 1 1meas A s p y p F 2h F a F t y t . 3.9 .  .  .i i i iq1 i4 4
 .THEOREM 3.10. Let f u be a continuous restoring function satisfying
 .  .  .1.8 and assume that 1.6 holds for 1 - q - n*. Then the solution of 1.5
will oscillate infinitely and tend to 0 as r ª `.
 .  .Proof. From 1.6 and 1.8 it follows that the hypotheses of Remark
 .2.18 are satisfied, so the solution u of 1.5 must oscillate infinitely about
 .  .0. By 1.8 and continuity, it follows that u s 0 is the only root of f u s 0
 .  .and F u G F 0 s 0. The conclusion follows from Lemma 3.5.
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 . 5EXAMPLE 3.11. From Example 2.23 it follows that f u s u q
3 2’u 1 q u satisfies the hypotheses of Theorem 3.10. Hence, the solution
 .to 1.5 with this function and u / 0 oscillates infinitely and tends to 0 as0
r ª `. A similar conclusion holds in Rn for
< < n*y1 < < qy1f u s u u q a u , 1 - q - n*. 3.12 .  . .
3  .However, Theorem 3.10 does not hold in R for solutions u of 1.5 when
 . 5 4  .  .f u s u q u , since inequality 1.8 fails to be satisfied because f u ) 0
 .in y1 - u - 0. The behavior in this case, where f u is not restoring, is
substantially more complicated and will be explored in another paper
w xCCD .
w xIt is worthwhile to comment on Theorem 2.B of J , where he points out
 . < < s < < rthat nonlinearities of the form f u s u u q u u, 0 - r - s , arise in
the study of stationary or standing waves and in the Klein]Gordon or
Schrodinger equations. Our Theorem 3.10 shows that for many choices ofÈ
 .s and r e.g., n s 3, s s 4, r s 3 a solution exists which oscillates to
w x  .zero. Theorem 2.B of J states that for s s 4r n y 2 , n ) 2, and for
0 - r - s y 1, the problem
n y 1
s r< < < <u0 q u9 q u u q u u s 0, u R s 0, u9 0 s 0, .  .
r
 .has no solutions with zeros in 0 - R < 1, which means that u r is
w xpositive in 0 F r - R. The statements in J about positive solutions are
w . w .relative to some bounded interval 0, R and not to 0, ` .
4. AMPLITUDES AND PERIODS OF OSCILLATION
In this section we will study the amplitude and period of the oscillations
of the singular initial-value problem
n y 1 qy1 py1< < < <u0 q u9 q b u q u u s 0, u 0 / 0 s u9 0 , 4.1 .  .  . .
r
 .  .with b ) 0 and 1 - q - p F n* s n q 2 r n y 2 . While our proof will
 .be limited to this binomial expression for f u , it is not difficult to extend
 .our technique to more general f u . Following our results on the ampli-
 .tude and period of the oscillations of 4.1 , we will indicate some condi-
tions that can be used in proving a more general result.
 .Theorem 3.10 guarantees that the solution u of 4.1 oscillates infinitely
often and that u converges to 0 as r ª `. However, it does not provide a
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< < y2rqq1.rate of convergence. Lemma 3.1 provides such a rate: u F cr , but
requires additional hypotheses. However, this rate is far too coarse and
can be improved on substantially.
 .  .Let r be the zeros of u r and t be the local extremum points of u rj j
with r - t - r . Then the zeros and extrema of u satisfy the followingj j jq1
result.
THEOREM 4.2. There exists a positi¨ e constant c , such that1
lim r 2 ny1. qq1.rqq3.Q u r s c , 4.3 .  . . 1
rª`
implying that
 .1r qq12ny1.rqq3. < <lim t u t s q q 1 c rb , . .j j 1
jª`
1r2ny1. qq1.rqq3. < <lim r u9 r s 2c . 4.4 .  .  .j j 1
jª`
 .Proof. Applying Pokhozhaev's second identity with a s 2 n y 1 r
 .q q 3 and
2 q q 1 n y 2 y 4 2 q q 1 n y 1 .  .  .  .
1 - k s q 1 s y 1
q q 3 q q 3
n q 2 y n y 2 q .
s n y 1 y - n y 1, 4.5 .
q q 3
we have
r
pq1kq1 k ky1 2 k< <r Q u r q a r u r u9 r q c r u r q c u s s ds .  .  .  .  . . H2 3
0
r
2 ky2s c u s s ds, 4.6 .  .H4
0
or
< < qq1 < < pq1b u r u r 1 .  .
kq1 kq1 2r q q r u9 r . /q q 1 p q 1 4
r1 2 pq1ky1 k< <q r ru9 r q 2a u r q c u s s ds .  .  .H34 0
r
2 ky2 2 ky1 2F c u s s ds q a r u r , 4.7 .  .  .H4
0
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where
n y 1 n q 2 y q n y 2 2 n y 1 p y q .  .  .  .
c s , c s ,2 32 q q 3 p q 1 .  .q q 3 .
c s c k y 1 ) 0. .4 2
 .  .  .By Young's inequality with p9 s p q 1 r2 and q9 s p q 1 r p y 1 ,
we have
2 ky2 2 2 k r pq1. ky2y2 k r pq1. < < pq1 k mc u s s s u s s c s Fc u s s qcs , .  .  . .  .4 4 3
4.8 .
where
2k p q 1 4
m s k y 2 y s k y 2 y /p q 1 p y 1 p y 1
2 q q 1 n y 1 4 .  .
s y 3 y
q q 3 p y 1
2 q q 1 n q 2 y p n y 2 q 4 p y q .  .  .  .
s y y 1 - y1. 4.9 .
p y 1 q q 3 .  .
 . 2 ky1 2 . w 2 ky2 2 .x w  .. k <  . < pq1Also, by 4.8 , a r u r s r a r u r F r 1r2 p q 1 r u r
mx  .  .q cr , so substituting this inequality and 4.8 into 4.7 yields
< < qq1 < < pq1 rb u r u r 1 .  . pq1kq1 kq1 2 k< <r q q r u9 r q c u s s ds .  .H3 /q q 1 p q 1 4 0
r r1 pq12 ky2 k m< <F c u s s ds q c u s s ds q c s ds .  .H H H4 3
0 1 1
< < pq1u r .
kq1 mq1q r q cr . 4.10 .
2 p q 1 .
Thus we have proved simultaneously that
kq1 < < y2 ny1.rqq3.r Q u r F c, u r F cr , .  . .
< < y qq1.ny1.rqq3.u9 r F cr . 4.11 .  .
 .Consequently we have, from 4.11 ,
< k < k y2ny1.rqq3. yqq1.ny1.rqq3.a r u r u9 r F cr r r .  .
F cry nq2.yqny2..rqq3. , 4.12 .
r ky1u2 r F cry2 wnq2.yqny2.xrqq3. . 4.13 .  .
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 .  .  .Letting r ª ` in 4.6 and using 4.12 and 4.13 , we have
` `
pq1kq1 2 ky2 k< <lim r Q u r s c u s s ds y c u s s ds. 4.14 .  .  .  . . H H4 3
rª` 0 0
We claim that
lim r kq1Q u r ) 0. 4.15 .  . .
rª`
kq1   ..   ..Suppose otherwise, then lim r Q u r s 0, since Q u r ) 0 forr ª`
all r ) 0. Set
nq2y ny2 q 2 ny1 pyq .  .  .
lsmin , y« ) 2 qq1 « ) 0, .0 0 5q q 3 q q 3
 .  .for small « . By L'Hopital's rule, 4.11 ] 4.14 , we get0
r r
pq12 ky2 k< <c u s s ds y c u s s ds .  .H H4 3
0 0lim ylrrª`
c pq12 lqky1 lq1qk< <F lim u r r q lim u r r .  .
l rª` rª`
c
ly2w nq2yny2.q xrqq3. ly2 pyq.ny1.rqq3.F lim r q lim r s 0.
l rª` rª`
4.16 .
 . l  .  .Hence, multiplying 4.6 by r and using 4.12 and 4.13 , we have
kq1ql < < y2 ny1.rqq3.ylqq1.lim r Q u r s 0, or u r F cr . 4.17 .  .  . .
rª`
 .  .Consequently, we have from 4.11 and 4.17 ,
< < pq1 kq1 y2ny1. pyq.rqq3.yl pq1.rqq1.u r r F cr , 4.18 .  .
and
< k <a r u r u9 r .  .
F cry nq2.yqny2..r qq3.ylrqq1.Fcry nq2.yqny2..rqq3.y2 « 0 .
4.19 .
 .We can repeat the process in 4.16 using
n q 2yq ny2 2 ny1 pyq l p q 1 .  .  .  .
l smin q 2« , q1 0 5q q 3 q q 3 q q 1
y« ) 2 q q 1 « ) 0, .0 0
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to obtain
kq1ql1 < < y2 ny1.rqq3.yl1 r qq1.lim r Q u r s 0, or u r F cr . .  . .
rª`
4.20 .
If
n q 2 y q n y 2 2 n y 1 p y q l p q 1 .  .  .  .
q 2« F q ,0q q 3 q q 3 q q 1
then, by Lemma 2.9,
2 r nQ u r . .j j
r n q 2 y q n y 2 .j qq1< <s b u s .H q q 10
n q 2 y p n y 2 . pq1 ny1< < <q u s s ds G « ) 0, 4.21 .  .1p q 1
 .contradicting 4.20 , since k q 1 q l s n q « ) n. If1 0
n q 2 y q n y 2 2 n y 1 p y q l p q 1 .  .  .  .
q 2« ) q ,0q q 3 q q 3 q q 1 .  .
 .then, from 4.20 ,
< < pq1 kq1u r r .
F cry2ny1.pyq.rqq3 .y2ny1.pyq.pq1.r qq3.qq1 .ylpq1.2r qq1.2q« 0pq1.rqq1.
F cry2 ny1. pyq.rqq3.yl pq1.2 r qq1.2 .
 .Repeating the process in 4.16 with
lsl2
2nq2yq ny2 2 ny1 pyq l pq1 .  .  .  .
smin q 2« , q y« ,0 02 5qq3 q q 3 .  . qq1 .
yields
lim r kq1ql2 Q u r s 0. . .
rª`
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Continue in this fashion until there is an i such that
i2 n y 1 p y q l p q 1 n q 2 y q n y 2 .  .  .  .
q G q 2« .0iq q 3 q q 3 .  .q q 1 .
 .  .Then repeat the process in 4.21 to get a contradiction. Hence 4.15 is
always true. The rest of the assertions follow immediately from the
definition of the energy function.
 .We now show that the period between zeros of 4.1 grows longer as
r ª `.
THEOREM 4.22. There exits a positi¨ e constant c, such that
r y rjq1 j G c. 4.23 .ny1. qy1.rqq3.rj
Proof. Since
1
kq1 kq1 2r Q u r s r u9 r , .  . .j j j j2
r1 qy1 py1 ny1< < < <u9 r s y b u s q u s u s s ds .  .  .  .Hny1r tj
 .  .  .for t - r and since u9 t s 0, it follows from 4.4 and 4.11 that, for jj j
large enough,
rjq1 q pkq1.r2 y2ny1.rqq3. ny1< < < < < <c F r u9 r F r b u s q u s s ds .  .  .’ H1 jq1 jq1 jq1
tj
rjq1y2 ny1.rqq3. ny1y2 qny1.rqq3.F cr s dsHjq1
tj
rjq1y2 ny1.rqq3. 3yq.ny1.rqq3.s cr s ds. 4.24 .Hjq1
tj
If q F 3 then the integrand is monotone increasing so that
rjq1y qy1.ny1.rqq3. yqy1.ny1.rqq3.c F cr ds F cr r y r . .’ H1 jq1 jq1 jq1 j
t j
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 .If q ) 3, then the integrand in 4.24 is monotone decreasing and
rjq1y2 ny1.rqq3. 3yq.ny1.rqq3.c F cr t ds’ H1 jq1 j
t j
F cty qy1.ny1.rqq3. r y r . .j jq1 j
The rest of the proof is immediate.
Remark 4.25. Theorems 4.2 and 4.22 can be extended, with very minor
 .  .modifications in their proofs, to restoring functions f u satisfying 1.6 ,
 .1.8 for all u, and the condition:
< < pq1 < < qq1uf u y q q 1 F u G c min u , 1 , F u G c min u , 1 .  .  .  . .  .1 2
4.26 .
for all u, for 1 - q - p F n*. For large r, it follows, since u ª 0, that
kq1 <  . < qq1 kq1   ..  .  .  .c r u r F r F u r and the integrand uf u y q q 1 F u G2
< < pq1  .c u , so we can replace 4.7 by
1 1 2qq1kq1 kq1 2 ky1< <c r u r q r u9 r q r ru9 r q 2a u r .  .  .  .2 4 4
r r0pq1 k k< <qac u s s dsqa u s f u s y qq1 F u s s ds .  .  .  .  . .  .H H1
r 00
r
2 ky2 2 ky1 2F c u s s ds q a r u r . 4.27 .  .  .H3
0
Using Young's inequality on the two terms on the right involving u2, we
 .bound the right side of 4.27 by
r r0 pq1 qq12 ky2 k kq1< < < <c u s s ds q « u s s ds q « r u r q c, .  .  .H H3
0 r0
 .with « sufficiently small so that 4.11 applies. Minor adjustments to the
 .  .proof also need to be made in 4.16 and 4.21 . Note that Theorem 4.22
implies that the period between zeros is bounded by a constant when
q s 1.
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