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Abstract—The design and location of error detection mech-
anisms (EDMs) is fundamental to the design of a dependable
software system. The application of machine learning algo-
rithms to fault injection data has been shown to be an effective
approach for the generation of efficient EDMs. However,
the complexity of the generated models and initial cost of
generation represent barriers to the adoption of the approach.
Addressing these challenges directly, this paper demonstrates
that genetic programming can be used as an approach to
reduce the complexity of the models generated and obviate the
computational cost associated with the sampling and refinement
stages of EDM generation. More specifically, it is shown that
(i) genetic programming can be used to project the instance
space of fault injection data sets into a space more amenable to
learning, (ii) machine learning algorithms can be applied to the
resultant projection to permit the generation of efficient EDMs
with reduced model complexity, and (iii) the cost of generating
efficient EDMs can be reduced by the approach because it
obviates the need for data set sampling methods and model
refinement.
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I. INTRODUCTION
The design and location of error detection mechanisms
(EDMs) and error recovery mechanisms (ERMs) is a nec-
essary activity in the development of dependable software
systems, regardless of whether it is done implicitly or ex-
plicitly. EDMs are abstract components that are responsible
for the detection of erroneous software states, such that
these states can be addressed by ERMs before the erroneous
state can lead to a violation of specification [1], [2]. It
is known that error recovery is made substantially more
difficult and potentially more costly if erroneous state is
allowed to propagate through a software system [3].
The effectiveness of a particular EDM depends on the
error detection predicate that it implements and its location
in a software system [4]. Indeed, the interaction of the error
detection predicate implemented and the software location
can severely impact the efficiency properties of an EDM [5].
Concrete examples of EDMs include runtime assertions and
parity codes, the former being the most direct realisation of
the abstract component because the error detection predicate
is made explicit by the implementation. The efficiency of
an EDM can be measured by evaluating its accuracy and
completeness properties. The accuracy of an EDM measures
the rate at which it incorrectly flags erroneous software
states. The completeness of an EDM measures the rate
at which it correctly flags erroneous software states [4].
Hence, we can evaluate the accuracy and completeness of
an implemented EDM experimentally by using software
fault injection to consider its false positive rate (FPR) and
true positive rate (TPR). In this context, an EDM that is
entirely complete and entirely accurate is known as a perfect
detector. In general it is not possible to generate or guarantee
the existence of a perfect detector for a specified software
location, primarily because of the read and write restrictions
that are imposed on program variables, either implicitly or
explicitly, during software implementation [6].
A. Learning Error Detection Predicates
It has been established that the error detection predicates for
efficient EDMs can be designed by applying machine learn-
ing algorithms to the data sets generated during software
fault injection [7]. Since software fault injection is a routine
part of the development cycle for many dependable software
systems, such data sets are often readily available at a point
in development when EDMs can be incorporated. Further,
the approach for generating efficient EDMs demonstrated
that it was possible to produce error detection predicates
for EDMs at specified software locations with near perfect
accuracy and completeness. This capability has the potential
to lower the reliance of software engineers on their own
experience and formal specifications in the design of EDMs.
The process of generating error detection predicates for
EDMs using this machine learning approach comprises four
stages, where these would typically be followed by the
evaluation of the efficiency properties of the resultant EDMs.
The stages of the process are: data collection, data prepro-
cessing, model generation, and model refinement [8]. The
EDM generation process produces first-order predicates over
the set of all program variables, permitting their immediate
incorporation at the prescribed locations within a software
system.
Although it is not possible to generate or even guarantee
the existence of a perfect detector for a specified software
location, relaxing the read and write constraints on program
variables can allow for EDM detection efficiencies to be
improved [6]. This benefit can be realised under various fault
models and mechanisms for the implementation of software
fault injection [9]. However, there are other costs associated
with the generation and incorporation of efficient EDMs.
More specifically, the development effort and runtime cost
of incorporating a generated EDM at a specified software
location increases as a function of model complexity [9]. It
would therefore be desirable to reduce the model complexity
of the error detection predicates generated for efficient
EDMs. Further, the computational cost of the generation
process depends on the data set sampling, machine learning
algorithm and model refinements applied. However, the data
set sampling methods, machine learning algorithms and
model refinements that have been shown to be effective are
adversely affected by high dimensional data sets. In response
to these issues, this paper employs genetic programming to
reduce the model complexity and computational cost asso-
ciated with applying machine learning algorithms to high
dimensional data sets in the generation of error detection
predicates for efficient EDMs.
B. Contributions
This paper makes several specific contributions to the design
of efficient EDMs. In particular, the research presented in
this paper demonstrates that:
• Genetic programming can be used to project the in-
stance space of fault injection data sets to a space
more amenable to learning, overcoming inherent class
imbalance;
• Machine learning algorithms can be applied to resultant
projections to allow for the generation of efficient
EDMs with reduced model complexity;
• The computational cost of generating efficient EDMs is
reduced by the genetic programming approach because
it obviates the need for data set sampling methods and
model refinement.
The overarching contribution of this paper is to demonstrate
that genetic programming can be used to reduce the model
complexity and computational cost associated with applying
machine learning algorithms to high dimensional data sets in
the design of efficient EDMs. This is notable in the domain
of software dependability, given the inherent imbalance of
the data sets associated with software fault injection and
the resultant challenges for the generation of error detection
predicates for efficient EDMs.
II. RELATED WORK
In this section we provide an overview of research relating to
the generation of predicates for efficient EDMs. This cover-
age focuses on alternative mechanisms for model generation
and approaches that could be adopted in order to reduce the
complexity of the resultant models.
A. Generating Error Detection Predicates
The application of machine learning in the context of EDM
design is appealing because it does not presume the avail-
ability of a formal specification or rely on the experience
of software engineers, especially since the latter has been
shown to provide inadequate detection efficiency [7], [10].
This approach has also been shown to complement metric-
based approaches, since the variable incorporated by the
resultant predicates are consistent with those identified by
software metrics as necessary and sufficient for the detection
of errors [11], [12]. In extending the approach to account
for a wider variety of fault models, the experimental cost
of producing the data sets that serve as input to machine
learning algorithms was reduced [9]. However, the cost of
generating predicates based on those data sets and the cost
of incorporating predicates, particularly with regard to the
associated runtime penalty, remain barriers to the adoption
of the approach, particularly in a commercial context.
The runtime cost of incorporating a generated EDM at a
specified software location increases as a function of model
complexity [9], [13]. In the context of learning error detec-
tion predicates for efficient EDMs, the data sets collected
during software fault injection will typically comprise a
large number of attributes because each attribute corresponds
to precisely one program variable. Moreover, the innate
dependability of the software system under test and the
quality of test cases considered mean that instance counts
in these data sets will be necessarily large, due to the
requirement for a sufficient number of examples relating to
each class / outcome. In other words, it is necessary to have
a viable number of instances to exemplify failure to enable
the approach operate but deriving these is likely to yield
data sets with many more instance of successful executions
compared to failed executions.
B. Addressing Class Imbalance
The issue of class imbalance is an established problem
in machine learning, not least because it makes it more
difficult for algorithms to produce effective predictive mod-
els [14]. Class imbalance is commonly addressed by over-
sampling the minority class [15], undersampling the majority
class [16], or assigning increased costs to the misclassifica-
tion of the minority class [17]. It can be difficult to estab-
lish meaningful misclassification costs and greedy selection
criteria do not guarantee a minimum cost model following
the application of a machine learning algorithm [18], hence
sampling methods are often a preferred approach when
addressing the issue of class imbalance. It is typically the
case that cross-validation is used to identify the extent of the
sampling that should be applied to individual data sets, since
this is further parameter that can not be easily specified in
all situations [16].
Any undersampling process results in a loss of informa-
tion because negative instances are not used in learning,
potentially impacting model quality. Despite the fact that
oversampling can result in overfitting and an increase in
learning time, the latter due to the necessarily larger data
sets, approaches such as Synthetic Minority Oversampling
Technique (SMOTE) [19] are among the most effective
sampling methods. Indeed, SMOTE has been shown to be
an effective technique for addressing class imbalance when
learning error detection predicates for efficient EDMs.
The approach presented in this paper obviates the need
for sampling methods. Instead the proposed approach uses
genetic programming to create a projection of the original
data set that is more amenable to the application of a
machine learning algorithm, despite inherent class imbal-
ance. Not only does this support the aim of reducing the
complexity of the models generated, it also avoids the
substantial computational costs associated with sampling
methods that are used to support sampling-reliant machine
learning algorithms.
C. Genetic Programming
Genetic programming has been shown to be an effective,
and occasionally essential, precursor to the application of
machine learning algorithms. It has been shown that features
can be randomly constructed based on an initial set of
attributes and successively evolved for fitness [20]. A genetic
programming approach constructs variable length genes
randomly from the set of all attributes, before randomly
selecting three genes to create a chromosome to represent
a possible projection of the original data set. Following the
establishment of a population of chromosomes that all have
a length of three, the fitness value of each chromosome is
computed using a decision tree wrapper. A set of genetic
operators are then applied to select the parent chromosome
pairs to be used for evolution, mutation and crossover.
Where it can be shown that attribute values are distributed
according to a Gaussian density function, it is possible to
adopt a filter-based genetic programming approach [21].
These methods provide the same reduced model complexity
sought in this paper, as well as desirable levels of accuracy
where attributes are distributed according to a Gaussian
density function. However, the assumption that attribute
values, which correspond to the values of program variables
in this context of this paper, are distributed according to
a Gaussian density function makes filter-based approaches
impractical in the generation of error detection predicates
for efficient EDMs.
A range of constructive genetic programming approaches
aim to learn multiple interacting features rather than building
from a single feature [22], [23]. These approaches can
provide models with improved accuracy and complexity,
particularly compared to single feature approaches that are
based on a greedy search, even in the context of high
dimensional data sets [24]. However, as they generally rely
on some form of combinatorial analysis, the computational
cost of application discourages adoption in domains where
high accuracy is readily achievable, as is the case in the
generations of error detection predicates for efficient EDMs.
III. MODELS
This section details the adopted system, fault and data
models, including relevant motivating assumptions.
A. System and Fault Model
The system model is identical to the modular, compositional
model used in [7] and [9] to ensure consistency of approach
and comparability of results. The fault injection approach
introduced a single bit flip fault into the representation of
a single program variable in the execution of each fault
injection experiment, incorporating a single-fault assumption
for the purpose of comparison with existing results relating
to EDM efficiency. All variables in scope at the location
under test were subject to exhaustive experimentation under
this fault model. This is an established model for software
fault injection, being consistent with fault models used in
previous work on the application of machine learning for
the generation of efficient EDMs [7], [9], [25], [26].
B. Data Model
All data collected was stored under the relational data model,
where data relating to a system is modelled as a set of enti-
ties, known attributes and relationships to other entities. Data
stored within the relational data model is a sample of all the
data that may be generated by a system under observation.
Rather than being interested in the retrieval of stored data,
it is often more useful to be able to forecast behaviours of
the system not previously encountered or derive knowledge
about the system if it is not well understood.
IV. GENETIC PROGRAMMING FOR THE GENERATION OF
EFFICIENT ERROR DETECTION PREDICATES
This section provides an overview of how efficient EDMs
can be generated using machine learning and how genetic
programming approaches operates. The coverage of the latter
includes an explanation of chromosomes, fitness functions
and genetic operators.
A. Generating Error Detection Predicates
Data sets collected during software fault injection provides
an indication of whether a sampled system state resulted
in a failure. Hence, the generation of a predicate for an
EDM from that data is a supervised learning problem.
Commensurate with the data model described in Section III,
data comprises of a set of n input attributes that define an n-
dimensional space called the Instance Space, I . Every point
in I is a potential state of the system modelled. Machine
learning algorithms can then be tasked with learning an
approximation, f̂ , of a target function f . This is done given
a training data set, T ⊆ I , consisting of the N pairs
〈xi, f(xi)〉. In the case of learning a function from data
sets generated during software fault injection, the function
is binary because a system state will either lead to a
system failure or it will not. A methodology for EDM
generation using machine learning on fault injection data
was first described in [8]. The stages of the methodology
are Data Collection, Data Preprocessing, Model Generation
and Model Refinement.
B. Genetic Programming
Genetic programming operates by creating a population of
candidate programs to solve a specified task [27]. An initial
population is created at random, with future generation being
evolved by measuring candidate fitness and selecting the
most suitable candidates for reproduction. These candidate
parent chromosomes generate offspring using standard ge-
netic operators, termed crossover and mutation. As new
generations are produced, assuming the absence of excessive
mutation, the population converges to a solution that pro-
vides better fitness than the average of the initial population.
As the approach performs a heuristic search of the space
of possible solutions, the choice of how to the measure
fitness of candidates is critical. Approaches for determining
fitness can be categorised as belonging to wrapper meth-
ods, embedded methods or filter methods [28]. Embedded
methods measure the fitness of features based on classifier
performance, which generally makes them more computa-
tionally expensive than other methods. Embedded methods
share the property that they measure the fitness of features
based on classifier performance but go further than wrapper
methods, applying the model building metric as part of the
learning process. In contrast, filter methods seek to measure
the intrinsic properties of the candidates, typically using
univariate statistics.
The premise of using genetic programming in this paper
is to create a projection of an original fault injection data
set to a lower dimensional space, such that the projection
can be used to learn models with lower complexity and
similar detection efficiency. By obviating the need to run
sampling procedures or model refinements, this approach
can also reduce the computational cost of model generation.
The genetic programming used in this paper adapts the
single feature approach provided in [22]. This is done
to provide an experimental lower bound for what can be
achieved when using genetic programming to reduce the
complexity of the models generated. The adaptation of the
approach removed all restrictions on the size of the expres-
sions that can be produced. In order to develop the genetic
programming approach for this purpose, it is necessary
to specify the chromosomes, fitness function and genetic
operators, the latter being the mutation and crossover genetic
operators in this case.
Chromosomes: Given a training data set, D ⊂ Rn,
defined using a set of n attributes, A, and labelled using
one of two class labels, {L1, L2}, the aim of the proposed
Figure 1: An example expression created from program
variables in an original data set and the function set.
approach is to learn a set of k expressions, where each
expression is a function of a subset of attributes of A
and constants within a continuous range. Fig. 1 shows a
simple example of such an expression. The function set
F = {+,−,×, /}, noting that the division operator returns
1 when the denominator is 0.
Fitness Function: Two filter fitness functions are ex-
plored to generate the results presented in this paper. Filter
methods are less computationally expensive than wrapper-
based method, since they do not use a learning algorithm in
measuring chromosome fitness. Filter methods also remain
independent of the learning algorithm used to generate a
model from the training data set, once the genetic program-
ming approach has selected a projection for the data. These
characteristics are appealing in the context of reducing EDM
model complexity and computational cost, since these aims
could be realised but negated by the relocation, as opposed to
obviation, of the computationally expensive aspects of model
generation. This paper uses information gain and chi-squared
as fitness measures for each of the expressions created. The
fitness value for a chromosome is then the sum of the fitness
values of each of its constituent expressions.
Crossover Operator: The mutation and crossover genetic
operators are applied to candidate parent chromosomes to
create a new generation. The crossover genetic operator
selects a random location in each of two parent chro-
mosomes and either exchanges the subtrees rooted at the
locations or exchanges the entire expression between the two
chromosomes. A crossover probability is used to decide on
whether crossover should occur or whether the chosen parent
chromosomes should be cloned in the next generation.
Mutation Operator: Each expression within a chromo-
somes are candidates for mutation. Mutation randomly
selects a location within the expression and replaces the
subtree rooted at that location with a randomly generated
expression. The length of the randomly generated expression
inserted into the mutated expression is determined by a
user-defined binomial distribution. A mutation probability
is used to determine the likelihood of mutation occurring in
a chromosome.
V. EXPERIMENTAL APPROACH
In this section we describe the experimental setup used to
assess the efficacy of the proposed approach. Commensurate
with the generation approach, the coverage addresses data
collection, data preprocessing, model generation and model
refinement.
A. Data Set Collection
Four target software systems were subject to experimen-
tation: 7-Zip (7Z) compression utility [29], FlightGear
(FG) flight simulator [30], MP3Gain (MG) volume nor-
maliser [31], and ImageMagick editing suite (IM) [32]. Each
target system is open source, modular and written in C/C++.
The exit points of five randomly chosen modules in each
system were selected as locations. All variables in scope at
the location under test were subject to exhaustive experimen-
tation. Failures were identified through comparison with a
fault-free execution, where any discrepancy in output or the
completion of the test case was deemed a failure.
B. Data Set Preprocessing
Although genetic programming obviated the need to address
class imbalance for the proposed approach, data preprocess-
ing was integral for the methods that provided a baseline
for comparison. As such, SMOTE was used to address class
imbalance [19]. SMOTE generated synthetic examples from
positive instances along the line segment joining them to
one of their k-nearest positive instances. Synthetic examples
were generated from each positive instance, ti+. The k
nearest neighbours, nit’s of ti+ were retrieved before r
of these were chosen through sampling with replacement,
where r was the number of synthetic examples that each
of the positive training instances contributed to the new
data set. A synthetic data instance sij was generated as
~sij = ~ti+ + q.(~nij − ~ti+), where q was a random number
between 0 and 1.
C. Model Generation
The decision tree induction algorithm used to generate
models was C4.5 [33]. The rule induction algorithm used
to generate models was Repeated Incremental Pruning to
Produce Error Reduction [34]. The implementation of each
algorithm was based on Weka [35].
Decision Tree Induction: Decision tree induction learns a
disjunction of conjunctive rules. A decision tree comprises
two types of node, these being decision nodes and leaf
nodes. A decision node represents an input attribute. Each
edge emanating from a decision node is labelled with one of
the unique values in the domain of the attribute represented
Figure 2: An example decision tree with program variables at
nodes, values at edges and instance counts at leaf nodes. [7].
by the decision node. A leaf node represents a classification
label. Each path from the root node to a leaf node can be
interpreted as a set of conjunctive expressions that lead to the
classification label at the leaf node. Decision tree induction is
essentially a greedy search, where the algorithm repeatedly
splits on the attribute that maximises the reduction in entropy
at each stage of execution.
Fig. 2. shows an example decision tree with program
variables at nodes, values at edges and instance counts at
leaf nodes. In Fig. 2 the root node represents program
variable V1. Hence, each edge emanating from the root
node represents a set of values for the program variable V1.
Tracing edges from V1 results in a conjunctive expression
that captures values, i.e., (V1 ≤ 43.32) ∧ ((V2 > 523)). If
edges are followed from the root node to a leaf node then
a complete conjunctive expression will be associated with a
class label and the number of instances that are captured by
that conjunctive expression. For example, consistently taking
the rightmost edges from the root yields the expression
(V1 ≥ 43.32) ∧ ((V3 ≤ −0.99)) ∧ (V 6 ≤ 522), where
this expression accounts for 119 positive instances. The
disjunction of all the conjunctive rules associated with the
class label representing failure can be considered to be the
predicate that has been generated for an efficient EDM.
Rule Induction: Rule Induction operates in distinct
phases. Starting with with the minority class label, rule
induction iteratively grows and prunes rules until there are
no positive examples left or the overall error rate is greater
than 0.5. A rule is grown by adding greedy conditions until
the rule is accurate. This is done by attempting to incorporate
every possible value of each attribute and selecting the
condition providing most information gain with regard to
the class label. A rule is pruned by removing any sequences
of antecedents according to a pruning metric.
Further to their efficacy as machine learning algorithms
for the generation of efficient EDMs, decision tree induction
and rule induction are symbolic pattern learning algorithms
that produce models with first order predicate representa-
tions [7], [9]. This makes them suitable for the purposes
of this paper, since they can be directly implemented as
runtime assertions and admit meaningful measures of model
complexity. More specifically, the complexity of a model
generated by decision tree induction can be given by the
number of nodes in the decision tree. Similarly, the complex-
ity of a model generated by rule induction can be given by
the number of program variable usages in the rules generated
by rule induction.
D. Model Refinement and Evaluation
The EDMs generated from data sets resulting from genetic
programming were not subject to refinement, as the approach
is based on creating a projection of the data set that is more
amenable to the application of machine learning. The EDMs
generated by methods that provided a baseline for compari-
son were subject to refinement. As in [7] and [9], the EDM
refinement stage used 20 levels of sampling. These levels
were uniformly distributed over [5,100] and [100,1500] for
undersampling and oversampling respectively.
Following the execution of each learning algorithm to
each fault injection data set, the efficiency of every generated
model was computed. This included the number of true
positives, the number of false negatives, the number of false
positives and the number of true negatives. These values
allowed for accuracy and completeness to be considered for
each model generated. The area under the ROC curve (AUC)
is used as a balanced measure of EDM efficiency.
Misclassification costs vary across the domains in which
dependable software systems are deployed. Favourable AUC
values must not achieved through the neglect of accuracy or
completeness, hence FPR and TPR must also be considered
for each model, since these rates directly correspond to the
notions of accuracy and completeness respectively.
VI. RESULTS
Tables I and II summarise the results presented in this paper.
FPR and TPR give the mean false positive and true positive
rates taken across ten cross-validation runs respectively. Var
gives the AUC variance in cross-validation to confirm that
genetic programming is not impairing model quality or the
consistency of generation when reducing model complexity.
Comp shows the average complexity of the model in cross-
validation. Model complexity is characterised by the number
of nodes in the decision tree in the case of decision tree
induction and the number of program variable instances in
the rules generated by rule induction.
A. Original Data Sets - Efficiency
Table I shows the efficiency and complexity of error detec-
tion predicates generated using original data sets according
to the approach outlined in [7]. This table, with the exception
of the model complexity column, can also be found in [9].
The efficiencies shown are consistent with those observed
when using decision tree induction and rule induction al-
gorithms to generate error detection predicates [7], [9]. The
AUC values observed under the original data sets ranges
from 0.89161 to 0.99991 for decision tree induction. The
AUC values observed under the original data sets ranges
from 0.88873 to 0.99780 for rule induction. A model with an
AUC value in excess of 0.90 is available for every software
module. Some generated EDMs were perfect with respect
to accuracy, i.e., TPR = 1, and some perfect with respect
to completeness, i.e., FPR = 0 but none were perfect
detectors, i.e., TRP = 1, FPR = 0). It should be noted
that, despite being derived using established means, these
values represent state-of-the-art levels of efficiency.
B. Original Data Sets - Model Complexity
Although model complexity values are less meaningful
when taken in isolation, it can be seen that rule induction
has generally produced lower complexity models. Despite
being the worst performing of the two machine learning
algorithms with regard to efficiency, rule induction produced
lower complexity models for all but two software modules.
For instance, the predicates generated for EDMs in 7Z5
under rule induction, which incorporate an average of four
fewer program variables than those generated under decision
tree induction. However, this is the largest difference in
model complexity between the two machine learning
algorithms. The mean difference in model complexity
between decision tree induction and rule induction is 1.21.
Table II shows the efficiency and complexity of the models
generated using the genetic programming approach to data
set projection. In particular, the table shows the best results
achieved under either of the information gain and chi-
squared fitness functions.
C. Projected Data Sets - Efficiency
The AUC values in Table II range from 0.87476 to 0.99987
for decision tree induction and from 0.87187 to 0.99731
for rule induction. An AUC of 0.88615 or higher can be
found for every software module under a combination of
the machine learning algorithms, an indication that the pred-
icates generated using projected data sets remain effective
classifiers for failure inducing states. Indeed, despite some
reduced levels of efficiency in several software modules,
the values still represent state-of-the-art levels of EDM
efficiency. The AUC of the error detection predicates for
EDMs in ten software modules for decision tree induction
and ten software modules for rule induction were unchanged
when using projected data sets, though these were not
identical sets of software modules.
Table I: The efficiency and complexity of error detection predicates generated using original data sets.
Decision Tree Induction Rule Induction
Software Module TPR FPR AUC Var Comp TPR FPR AUC Var Comp
7Z 1 0.99849 0.00100 0.99875 6E-07 17.0 0.96456 0.00157 0.98150 7E-04 15.0
2 0.99914 0.00009 0.99953 8E-08 19.2 0.98554 0.01241 0.98657 1E-05 18.1
3 0.99826 0.00002 0.99912 2E-09 20.1 0.93912 0.07671 0.93120 6E-06 17.8
4 0.95422 0.00210 0.97606 5E-04 22.6 0.94685 0.06631 0.94027 5E-05 21.2
5 0.96010 0.00090 0.97960 5E-07 15.8 0.93022 0.06467 0.93278 1E-04 11.8
FG 1 0.79633 0.01311 0.89161 2E-05 19.2 0.94151 0.09568 0.92291 5E-04 17.7
2 0.99982 0.00000 0.99991 2E-10 11.9 0.98244 0.00420 0.98912 5E-05 12.8
3 0.99662 0.00111 0.99776 8E-08 09.0 0.98786 0.00033 0.99376 8E-05 08.0
4 0.93889 0.00235 0.96827 4E-06 10.8 0.87776 0.00677 0.93550 4E-02 10.4
5 0.94427 0.04322 0.94350 4E-04 13.2 0.92419 0.01097 0.95661 8E-04 11.3
IM 1 0.83867 0.00633 0.91617 7E-04 16.1 0.81423 0.00766 0.90329 9E-03 14.7
2 0.86937 0.02012 0.92463 9E-05 13.0 0.82677 0.02657 0.90010 4E-03 13.0
3 0.94789 0.00091 0.97349 1E-04 17.7 0.86754 0.00675 0.93040 5E-02 17.1
4 0.93159 0.00459 0.96350 1E-03 16.3 0.82377 0.00950 0.90714 1E-05 17.0
5 0.91831 0.00842 0.95495 5E-03 13.0 0.84434 0.00905 0.91765 4E-02 16.2
MG 1 1.00000 0.00990 0.99505 1E-12 15.8 0.97130 0.00001 0.98565 4E-05 14.2
2 0.97403 0.00000 0.98702 1E-32 14.8 0.99559 0.00000 0.99780 9E-06 13.9
3 0.99380 0.00000 0.99690 1E-32 12.0 0.90587 0.04206 0.93190 7E-07 10.2
4 0.82290 0.01469 0.90411 3E-07 15.7 0.81036 0.00177 0.90430 2E-05 15.3
5 0.85073 0.00349 0.92362 1E-04 11.2 0.79360 0.01614 0.88873 7E-02 09.8
Table II: The efficiency and complexity of error detection predicates generated using projected data sets.
Decision Tree Induction Rule Induction
Software Module TPR FPR AUC Var Comp TPR FPR AUC Var Comp
7Z 1 0.99120 0.00102 0.99509 4E-07 11.9 0.96287 0.00317 0.97985 9E-04 10.9
2 0.99914 0.00009 0.99509 8E-07 18.1 0.98554 0.01241 0.98657 1E-04 14.4
3 0.99826 0.00002 0.99912 1E-08 19.0 0.93858 0.08095 0.92881 3E-05 14.1
4 0.95422 0.00210 0.97606 6E-04 22.6 0.94685 0.06631 0.94027 4E-04 17.3
5 0.95577 0.01313 0.97132 4E-07 13.7 0.92178 0.17805 0.87187 2E-04 09.9
FG 1 0.79633 0.01311 0.89161 1E-04 19.2 0.94151 0.09568 0.92292 6E-04 11.4
2 0.99974 0.00001 0.99987 1E-08 09.4 0.98244 0.00420 0.98912 5E-05 09.2
3 0.99662 0.00111 0.99776 2E-06 06.2 0.98770 0.02321 0.98224 7E-04 06.2
4 0.92711 0.03768 0.94471 1E-04 10.1 0.87674 0.01389 0.93142 4E-02 05.9
5 0.94302 0.06314 0.93994 5E-05 09.7 0.91262 0.02303 0.94480 9E-04 08.2
IM 1 0.83867 0.00633 0.91617 6E-04 14.2 0.81423 0.00766 0.90329 3E-02 11.1
2 0.86937 0.02012 0.92463 7E-05 09.7 0.82677 0.02657 0.90010 6E-03 09.6
3 0.94789 0.00091 0.97349 9E-05 17.7 0.85122 0.01241 0.91941 6E-02 16.9
4 0.93159 0.00462 0.96349 2E-04 11.8 0.82185 0.03161 0.89512 2E-04 08.1
5 0.91831 0.00855 0.95488 1E-03 12.0 0.84434 0.00905 0.91765 5E-02 10.7
MG 1 1.00000 0.00990 0.99505 8E-10 15.8 0.97130 0.00001 0.98565 1E-04 14.8
2 0.97403 0.00002 0.98701 2E-14 09.8 0.99550 0.00088 0.99731 2E-06 09.6
3 0.99380 0.00000 0.99690 1E-18 09.6 0.90587 0.04206 0.93191 1E-05 06.6
4 0.82290 0.01472 0.90409 3E-06 13.2 0.81036 0.00177 0.90430 1E-04 12.2
5 0.85019 0.10067 0.87476 3E-04 07.4 0.78924 0.01693 0.88615 8E-02 07.3
D. Projected Data Sets - Model Complexity
The results presented in Table II demonstrate that the use
of the genetic programming approach impacts but does not
impair the performance of the models generated beyond
application. As such it can be expected that, in at least some
domains, the benefits of reducing the model complexity
and computational cost would justify a potential, and likely
marginal, reduction in detection efficiency. The reduction in
model complexity for decision tree induction ranges from
0 to 6.2, with a mean of 2.42. The reduction in model
complexity for rule induction ranges from 0 to 8.9, with
a mean of 3.58. The mean difference in model complexity
between decision tree induction and rule induction is 2.37,
a reduction that is potentially due to the rule induction ap-
pearing to generate models that are inherently less complex
despite having poorer efficiencies.
The use of genetic programming reduced model complex-
ity in all but three cases, where those cases account for just
two software modules. More specifically, two models could
not be made simpler by decisions tree induction and one
model could not be made simpler by rule induction. It is
notable that MG1, the case where both algorithms failed to
reduce model complexity, is a software module with near-
perfect detection efficiency (AUC = 0.99505) based on
original data sets.
The low variance of the models generated using genetic
programming demonstrates that efficient EDMs can still be
consistently designed using the proposed approach. Despite
this, the variance values for these models are consistently
higher than those of models generated using original data
sets. Nonetheless, even the highest variance for a model
generated using the proposed approach (0.8 for MG5)
is indicative of a consistent and repeatable model. This
consistency of model generation is most pronounced in the
case of decision tree induction.
The results presented demonstrate that the projected data sets
produced by the proposed approach can be used to generate
predicates for efficient EDMs with reduced model complex-
ity. In many cases this reduction in model complexity was
achieved with no loss of detection efficiency. This is despite
the fact that the genetic programming approach does not
require the computationally expensive sampling or model
refinement steps that have been intrinsic to previous EDM
generation methodologies [7]. The removal of these obsta-
cles addresses two barriers to the adoption of a software fault
injection, data-driven approach for efficient EDM design.
Moreover, the results presented is this paper have applied a
comparatively elementary projection approach. It is possible
that applying more sophisticated approaches, such as deep
learning [36] or combined feature selection [37] techniques,
could further improve model complexity and reduce gener-
ation cost without compromising detection efficiency.
VII. CONCLUSION
This paper demonstrated the efficacy of genetic program-
ming as a means to reduce the model complexity and com-
putational cost associated with applying machine learning
algorithms to high dimensional data sets in order to generate
efficient EDMs. The proposed approach obviates the need
to address the class imbalance that is inherent to fault
injection data, whilst yielding detection efficiencies that are
commensurate with those achieved using original data sets.
The results presented pave the way for the consideration
of more advanced evolutionary approaches to data set projec-
tion for EDM design. The genetic programming used in this
paper focused on the creation of a projection by construction
using single features of variable length. This represents a
promising lower bound on what can be achieved with regard
to the use of genetic programming in this domain but does
not account for the use of genetic programming approaches
that account for multiple features with complex interactions,
this being a significant area for future research. Similarly,
the fitness functions explored in this paper are limited to
filter methods, leaving opportunities for the consideration of
wrapper methods to improve on the efficiency of the lower
complexity models learnt from projected data sets.
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