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The superconducting transition leads to a sharp resistance drop in a temperature interval that
can be a small fraction of the critical temperature Tc. A superconductor exactly at Tc is thus very
sensitive to all kinds of thermal perturbations, including the heat dissipated by the measurement
current. We show that the interaction between electrical and thermal currents leads to a sizeable
imaginary impedance at frequencies of order of tens of Hz at the resistive transition of single crystals
of the layered material 2H-NbSe2. We explain the result using models developed for transition edge
sensors. By measuring under magnetic fields and at high currents, we find that the imaginary
impedance is strongly influenced by the heat associated with vortex motion and out-of-equilibrium
quasiparticles.
INTRODUCTION
Since the discovery of superconductivity by H.
Kamerling-Onnes over a century ago, the resistive tran-
sition continues to fascinate researchers, in spite of be-
ing now a routine measurement in many laboratories all
over the world. The transition is often very sharp, which
allows to build extremely sensitive thermometers from
superconductors stabilized at Tc. These are called tran-
sition edge sensors (TES) and are used in X-ray and γ-ray
detection[1–3].
However, this implies that heat dissipation has to be
considered very carefully at the transition. There is usu-
ally no imaginary component in the impedance of a su-
perconductor at low frequencies. But an AC signal in-
evitably produces a time varying temperature in the su-
perconductor when its resistance is finite close to Tc.
This leads to an imaginary component in the impedance
which depends on thermal circuit describing the con-
nection of the superconductor with its environment[1].
While this has been known since long and is routinely
used to characterize TES[1, 4–6], it has not been re-
marked nor used (to our knowledge) in studies of the
resistive transition in superconducting compounds[7, 8].
Techniques to study the resistive transition in a su-
perconductor are numerous, but are mostly restricted to
electrical measurements[7, 8]. There are however rele-
vant open questions, which require an additional tool
providing access to thermal properties. Close to the tran-
sition, Cooper pairs coexist with normal quasiparticles
in an out-of-equilibrium quantum liquid whose thermal
behavior is still largely unknown[9–12]. Usual specific
heat measurements are made with zero applied current
through the sample and an external heater and ther-
mometer. When applying a current through the sample
close to Tc, the sample dissipates heat itself and it can be
quite difficult to measure the temperature by an external
thermometer. But at the resistive transition, the sample
is itself heater and thermometer. We hereafter show that
impedance measurements can be used as a thermal probe
of the superconducting transition.
We make detailed real and imaginary impedance mea-
surements of a 2H-NbSe2 single crystal. We study a large
imaginary component in the impedance at the transition
and measure the temperature dependence of the imagi-
nary component as a function of frequency, magnetic field
and applied current. We take expressions for heat and
current flow developed for TES and use these successfully
to reproduce our result. We show that He exchange gas
modifies the thermal connection and characterize it using
the imaginary component. We also obtain the tempera-
ture dependence of the specific heat close to the transi-
tion. For small applied currents, we find a result com-
patible with macroscopic specific heat experiments, with
a peak at Tc of order of the electronic contribution to
the specific heat. Under magnetic fields and with large
currents, we find an increased peak, suggesting that vor-
tex motion and out-of-equilibrium quasiparticles influ-
ence the heat balance.
EXPERIMENT AND METHODS
2H-NbSe2 crystals were grown by iodine vapor trans-
port, the crystals display the usual 2H-NbSe2 properties:
a feature at the charge density wave transition in the re-
sistivity, a Tc of about 7.2 K and a residual resistance
ratio above 30, which gives an electronic mean free path
above 100 nm (well above the superconducting coherence
length of ≈ 10 nm)[13]. We thinned down a 2H-NbSe2
single crystal by exfoliation to about 14 µm thickness and
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FIG. 1. We show in (a) the electrical scheme of our setup. A
current source (Isource) is connected to the 2H-NbSe2 sample
with impedance Z through wiring which has a finite resistance
Rcirc and an inductance Lcirc. I(t) follows eqn.1 in the text.
In (b) we show the thermal scheme. An electrical power Pelec
is introduced as an electrical current in the 2H-NbSe2 sample
(box). This produces heat that flows to the thermal bath
(Pth) through the thermal connection G. T (t) follows eqn.2
and is connected to I(t) through Pelec = RI(t)
2.
glued the sample onto a Copper sample holder. The sam-
ple was 1.6 mm long and 0.8 mm wide and we used a thin
layer of Kapton to separate it electrically from the sam-
ple holder. We used carefully thermalized twisted pair
wires on a pumped helium bath cryostat equipped with
a superconducting coil and a temperature controller. We
measured the impedance using a lock-in amplifier and
carefully monitored the phase shift and its temperature
dependence. The highest applied currents correspond to
a current density of about 2 × 106 A/m2, which is five
orders of magnitude below the depairing current density
Jd ≈ 1011 A/m2[14]. The power used is of about 50 µW
at the largest currents.
We describe schematically our electrical and thermal
circuits in Fig 1. The current flows through the resistance
and the wires (with resistance Rcir and inductance Lcir,
Fig 1(a)). The inductance Lcir is of the order of a few
µH and Rcir is much smaller than the samples’ resistance.
The voltage induced by the oscillatory current is given by
LdIdt (L is the sum of the inductance of the wiring and
of the kinetic inductance LK of the sample). This equals
the voltage drop at the sample, ZI plus the voltage drop
at the resistances of the circuit[1–3, 15, 16]:
− LdI
dt
= (RSource +Rcir)I + ZI, (1)
A time dependent current in the sample produces a
time dependent temperature in the sample too. The
Joule power Pelec = RI
2 released in the sample, minus
the power leaking through the thermal link to the bath,
Pth (Fig. 1(b)), is equal to the power that the sample ab-
sorbs, which is the heat capacity C of the sample times
dT
dt [1–3, 15, 16]:
C
dT
dt
= RI2 − Pth, (2)
We can introduce the parameters α = TR
∂R
∂T and β =
I
R
∂R
∂I , which are the logarithmic derivatives of R = Re(Z)
with temperature and current [1–3, 15, 16], and perform
a local linearization to write the impedance versus fre-
quency Z(ω):
Z(ω) = iωL+Rcir +R(1 + β)+
2 + β
1 + iω CTGT−I2Rα
R2I2α/(GT )
1− I2RαGT
.
(3)
The reactance is the imaginary part of Z, Im(Z):
Im(Z)(ω) = ωL− ω CT (2 + β)
1 +
∣∣∣ω CTGT−I2Rα ∣∣∣2
R2I2α/(GT )2(
1− I2RαGT
)2 .
(4)
The parameters T , R, I and α are measured, whereas
β, G and C are determined by comparing the measured
Im(Z)(ω) to this expression. The reactance has a max-
imum at a frequency of GT−I
2Rα
CT =
G
C − I
2dR
CdT , which is
the difference between the inverse of the thermal time
constant of the system GC and the ratio between the dif-
ferential Joule power Pelec = I
2dR and the differential
power admitted by the sample CdT .
RESULTS AND DISCUSSION
In Fig. 2(a,b) we show the real and imaginary
impedance. At zero magnetic field (blue curve) we ob-
serve a really sharp transition in the real impedance. We
observe, at the same time, a strong and sharp peak in
the imaginary impedance. The magnetic field reduces
the superconducting critical temperature and broadens
the resitive transition (Fig. 2(a)). The decay of the real
impedance with temperature is exponential for low values
of the impedance. The imaginary impedance decreases
and is broader than at zero field.
In Fig. 2(d,e) we show the effect of increasing the cur-
rent at zero field. We observe that the transition in the
real impedance broadens. The peak in the imaginary
impedance, however, strongly increases in size, reaching
approximately 30% of the value of the real impedance.
The temperature range with a high real impedance re-
sults in a broad peak in the imaginary impedance. The
imaginary impedance vanishes exponentially at low tem-
peratures, following the real impedance.
In Fig. 2(g,h), we show the effect of modifying the fre-
quency at a fixed current and for zero magnetic field.
The real impedance remains unaffected, but the imag-
inary impedance first increases up to about 70 Hz and
then decreases when approaching 1 kHz. Thus, there is a
frequency range, of the order of a few tens of Hz, where
the imaginary impedance is largest. In the Appendix A
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FIG. 2. In (a) we show the real impedance vs temperature for different magnetic fields (lines from blue to red: 0 Oe, 152
Oe, 304 Oe, 759 Oe, 1519 Oe, 2278 Oe, and 3038 Oe). In (b) we show the imaginary impedance vs temperature for the same
magnetic fields. Data in (a,b) are taken at 20 mA and a frequency of 70 Hz. In (d) we show the real impedance for different
values of the current (from blue to red: 5 mA, 10 mA, 15 mA, 20 mA, 25 mA, 30 mA, 40 mA and 50 mA). In (e) we show
the imaginary impedance vs temperature for the same current values. Data in (d,e) are taken at zero magnetic field and a
frequency of 70 Hz. In (g) we show the real impedance vs temperature for different frequencies (from blue to red: 7 Hz, 32
Hz, 64 Hz, 89 Hz, 289 Hz, 689 Hz, 989 Hz). In (h) we show the imaginary impedance for the same frequencies. Data in (g,h)
are taken at zero magnetic field and a current of 20 mA. In (c,f,i) we show the imaginary impedance using Eqn.4 and the
approximations described in the text. For clarity, we show the color scale in each set of figures as bars on the right.
we provide the imaginary part of the impedance at a fixed
point at the transition as a function of frequency.
Let us start by discussing the usual electrodynamic
frequency response of superconductors. The kinetic in-
ductance LK provides a finite reactance in the supercon-
ducting phase[17]. We can estimate the kinetic induc-
tance LK using LK = (4piλ
2)/d = 3.6 × 10−8 H with
λ = 200 nm the penetration depth of 2H-NbSe2[18] and
d the thickness of the sample. This provides a contri-
bution to the reactance three orders of magnitude below
our observations of 3.6 × 10−3 mΩ at 100 Hz. Further-
more, the maximum of the kinetic impedance occurs at
frequencies in the GHz range, whereas we work here at
frequencies well below a kHz and the maximum in the
reactance occurs at merely 70 Hz (Fig. 2(h,i)). Thus, the
kinetic inductance does not explain the observed behav-
ior.
We can also calculate the thermal diffusion length scale
Lthermal =
κ
Cτρ (where κ is the samples’ thermal conduc-
tivity, τ the time scale for the variations in the current
and ρ the density) and see that it is much larger than
the sample size (about 3 mm at 70 Hz and a cm at 1
Hz). Thus, there are no temperature induced gradients
induced within the sample by the applied current.
We now consider the coupling between electronic and
heat transport, using the model described previously and
the Eqn.4. We start with a temperature independent
heat capacity of C ≈ 1.7 × 10−7 J/K, a temperature
independent thermal conductance of G ≈ 1.5 × 10−5
J/K, we assume a temperature independent parameter
β ≈ 1.5. In most of the temperature and current range
we are considering, the I-V characteristics of NbSe2 is
in the vortex liquid or flux-flow regimes, which leads to
a smooth, non-exponential behavior. Furthermore, we
start by taking for dRe(Z)dT vs temperature a Gaussian
form centered at the midpoint of the transition. We re-
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FIG. 3. (a) We show the thermal conductance vs exchange
gas pressure curve deduced from Eqn.4. In inset (b) we show
the imaginary impedance as a function at frequency at about
7.2K. The exchange gas pressure goes from 0.01 mbar to 5
mbar. The lines color in (b) and (c) correspond to the values
shown in the insets (a). In inset (c) we show the result of the
calculation described in the text that uses Eqn.4.
place R in Eqn.4 with the measured impedance Re(Z).
We can then calculate the reactance using Eqn.4. We
obtain the results shown in Fig. 2(c,f,i). The order of
magnitude of the imaginary impedance and of its tem-
perature dependence is similar than the ones observed in
the experiment Fig. 2(b,e,h).
We thus see that the broadening of the transition ob-
tained as a function of the magnetic field in the real
impedance Re(Z) (Fig. 2(a)) results in a strong decrease
of the imaginary impedance Im(Z) (Fig. 2(b)) at the
transition. On the other hand, the increase of the cur-
rent I, with the concomitant broadening of the transi-
tion in the real impedance Re(Z), produces the opposite
in the imaginary impedance Im(Z). Im(Z) (Fig. 2(e))
strongly increases with current. Finally, as a function of
frequency, we find that the imaginary impedance Im(Z)
shows a peak at about 70 Hz and that it vanishes for low
and high frequencies, as also discussed in more detail in
Appendix A. Thus, the order of magnitude of the effect
is very well captured by the thermal model, in spite of
the approximations used.
Let us now discuss the dependence as a function of the
exchange gas pressure, shown in Fig. 3. Usually, exchange
gas improves the coupling of the sample to its thermal
environment. It thus primarily increases the thermal
conductivity G. Interestingly, the imaginary component
Im(Z)(ω) provides a rather accurate account of the ex-
change gas present in the experiment. To see this, we
have measured Im(Z)(ω) as a function of the frequency
for different exchange gas residual pressures. The fre-
quency dependence for vanishing exchange gas pressure
follows the one observed in Fig. 2(g,h) and discussed in
Appendix A. We use our model to obtain G for each ex-
change gas pressure.
Fig. 3(a) displays the obtained thermal conductance G
vs the He exchange gas pressure. In Fig. 3(b) we show
Im(Z)(ω) for different exchange gas pressures. We ob-
serve that Im(Z)(ω) strongly decreases with increasing
exchange gas pressure. It is thus a good measurement
of the residual exchange gas present in the experiment.
The frequency dependence Im(Z)(ω) calculated using
our model, changing the value of G, is shown in Fig. 3(c).
We see that the calculations provide a good account of
the observed overall decrease in Im(Z)(ω). There are
some aspects, like the dependence of the position of the
maximum with frequency, which are not precisely cap-
tured by the model. Nevertheless, it is quite remarkable
that the values of G as well as its dependence on the
residual exchange gas pressure are in agreement with di-
rect measurements of the thermal conductance of He ex-
change gas[19]. Thus, the improved heat transport with
the thermal bath through convection by the exchange gas
clearly leads to a thermal behavior of the sample which
is less influenced by small oscillations in temperature.
We also see that there are slight differences between
the calculated (Fig. 2(c,f,i)) and measured (Fig. 2(b,e,h))
imaginary impedances as a function of the magnetic field
and current, for vanishing residual exchange gas. Assum-
ing that these differences are just due to the temperature
variation of C in Eqn.4, we calculate C as a function of
temperature. For this, we use the temperature depen-
dence of Re(Z) obtained from the experiment to numeri-
cally calculate dRe(Z)dT . We compute Im(Z) starting with
an uniform Ansatz curve for C(T ) and vary it numeri-
cally until we obtain the measured temperature depen-
dence of Im(Z). In Fig. 4 we show the result for a three
characteristic situations.
It is useful to discuss the obtained C(T ) together with
the temperature dependence of the resistance and of its
derivative. At zero magnetic field and with a small cur-
rent (Fig. 4(a)), we observe that the resistance drops con-
tinuously with decreasing temperature. But dRe(Z)dT does
not increase smoothly until it diverges at the transition,
it shows a peak at approximately 7.15 K. This leads to a
small peak in C(T ). The value we find for C is compa-
rable to the estimated heat capacity of our sample. Its
temperature dependence is similar as the one observed in
the heat capacity of 2H-NbSe2 using macroscopic mea-
5surements. The heat capacity of the sample increases
by the same amount in the temperature range shown in
Fig. 4(a) [20, 21]. The peak in C can be related to the
peak in C at the superconducting transition and is of
roughly the same order.
When applying a magnetic field, the temperature
range with a finite dRe(Z)dT inside the superconducting
phase becomes considerably larger (Fig. 4(b)). The peak
in C also becomes larger.
When applying a current at zero magnetic field,
(Fig. 4(c)), the peak in C becomes even larger and there
is a small but finite C over a substantial temperature
range.
This temperature independent C well within the super-
conducting phase in presence of a large current (at low
temperatures in Fig. 4(c)) is quite remarkable. It corre-
sponds roughly to the temperature range where Im(Z)
shows a broad maximum. Thus, there is a mechanism
for heat production that develops in presence of large
currents well within the superconducting phase. This is
related to vortex motion and the associated generation
of quasiparticles.
First we should realize that in Fig. 4(c) the temper-
ature is close to Tc and the current above the critical
current for the onset of vortex motion. In this range, the
transition is very broad and parameters such as α and β
have a small and smooth temperature dependence. When
applying a current, vortices enter the sample. Vortices
are pinned at defects and are mobile in between pinning
centers in presence of a current[22]. In this temperature
range, and in presence of such large currents, vortices are
mobile. During vortex motion, the Lorentz force is com-
pensated by a drag force which is dissipative[9, 23–27].
Moving vortex cores requires transforming normal quasi-
particles into Cooper pairs and produces out of equilib-
rium quasiparticles along their path[28]. At large driv-
ing currents, vortices move at very high velocities, even
higher than the speed of sound[29–31]. They can be un-
stable at high driving velocities, leading to additional
quasiparticles[29, 32–36]. The observed increase in the
imaginary impedance under magnetic fields shows the
contribution from fluctuating vortices to the supercon-
ducting transition.
The value of C we find is of order of the electronic con-
tribution to the specific heat at zero current. Thus, the
amount of excitations created by the current remains ap-
proximately constant in the temperature range when the
real component of the impedance is finite, in spite of a
strongly decreasing real impedance. The real impedance
measures the voltag induced by current flow, which re-
sults from vortex motion between pinning centers. The
imaginary impedance measures instead the heat created
in this process.
10 mA
2300 Oe
40 mA
0 Oe
10 mA
0 Oe
(a)
(b)
(c)
FIG. 4. In the top panels of each figure we show the tem-
perature dependence of the resistance (left y-axis, red color)
and of dR
dT
(right y-axis, blue color). In the bottom panel we
show the value of C obtained as discussed in the text (black
line). Notice that the temperature range shown in each figure
corresponds to the range where the reactance is finite. In (a)
we show results obtained at 10 mA and zero magnetic field
(blue curve in Fig.2(a,b)), in (b) at 10 mA and 2300 Oe (or-
ange curve in Fig.2(a,b)) and in (c) results at 40 mA and zero
magnetic field (orange curve in in Fig.2(d,e)). Green shaded
temperature range corresponds to the temperature region cor-
responds to the temperature region where at least part of the
sample is superconducting and rosa shading to the normal
region dominated by fluctuation and dissipation.
6CONCLUSION AND OUTLOOK
In conclusion, we observe a strong mutual influence
between heat and electronic transport in the supercon-
ducting transition of 2H-NbSe2. The frequency for the
appearance of the coupling is in the tens of Hz regime.
We use a model which traces back the behavior of the re-
actance from the resistance, taking into account heating
effects.
Our results suggest that both real and imaginary
impedance measurements are fundamental to determine
the effect of temperature on a sharp superconducting
transition. As we discuss in more detail in Appendix B,
the measurement of the imaginary impedance should be
very useful to characterize superconducting transitions,
because it highlights overheating effects or the presence
of residual exchange gas. More than that, as we show
with the data as a function of current, it also provides
precise information for the heat capacity of the sample.
For example, a fundamental aspect in two-dimensional
systems is the presence of out of equilibrium dissipation
and coherence at the same time, as a consequence of
a continous, Kosterlitz-Thouless type of transition into
the normal state[12]. Very recent measurements suggest
thermally driven vortex blockade in ultra thin devices
of 2H-NbSe2[37]. Measurements of the critical current
in 2H-NbSe2 contacted with graphene show strongly re-
duced values with respect to a metallic electrode, suggest-
ing that electron flow in graphene generates heat that is
transferred to 2H-NbSe2[38]. These measurements con-
sider only the real impedance, which just shows electronic
transport. The imaginary impedance should be much
larger in thin films in the limit of small currents than we
observe here and can serve as a new method to charac-
terize the thermal behavior in these and similar systems.
Our results also show the highly non-linear effect of
the exchange gas (Fig. 3). The measured dependence of
the thermal conductance G due to mass flow (convection)
of gas in vacuum as a function of the pressure shows a
similar increase as we observe here[39, 40]. The order of
magnitude of G corresponds to a distance of the order of
a cm, which is comparable to the size of our set-up. Re-
cent measurements of the dissipation in quantum systems
have been made by connecting the temperature sensor to
the sample through exchange gas[41, 42]. The measure-
ment of real and imaginary components of the resistive
superconducting transition can be used to independently
characterize this link.
One might expect at first sight that thermal effects are
just a consequence of having a sharp transition. Our work
shows that the broadening of the transition by the appli-
cation of current does not lead to a vanishing imaginary
component. We reveal a strong increase of the imaginary
impedance when applying large currents. This increase
is due to an additional contribution to the specific heat
from the quasiparticles generated during vortex motion.
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APPENDIX A: IMAGINARY IMPEDANCE VS
FREQUENCY
We present here measurement of the impedance at a
fixed temperature while varying the frequency. To ob-
tain the green line in Fig. 5 we use C = 4.09 × 10−8
J/K, G = 1.5 × 10−5 W/K, α = 65, β = 15 which are
the values obtained by fitting the imaginary part of the
impedance with Eqn.4. The heat capacity C of our sam-
ple can be estimated through the sample size (1.6 mm×
0.8 mm × 14 µm) and the molar heat capacity of 2H-
NbSe2 400 mJ/(mol K) [20], we obtain C ≈ 1.7 × 10−7
J/K. With the value of G used we can estimate the dT
produced by the Joule power in the sample and obtain
about 20 mK. Using α, we can again estimate dT and
obtain approximately the same value. The obtained α
and β are compatible with usual values at the transi-
tion in 2H-NbSe2. The agreement between calculations
and experiment (Fig. 5) and the values obtained for the
different parameters show that the linearized equations
account well for the behavior obtained in a large part of
the superconducting transition.
APPENDIX B: COMMENTS ON THE
MEASUREMENT OF THE RESISTIVE
TRANSITION
Our result implies that the resistive transition cannot
be understood solely on the basis of measurements of the
real impedance. The resistive transition of superconduc-
tors has been studied in depth in the limit of vanishing
current, or when heat dissipation in the sample can be
neglected[7, 8, 43, 44]. The discussion has focused on the
influence of fluctuations on the conductivity. When ap-
proaching the transition from higher temperatures, fluc-
tuations modify the conductance gradually from the nor-
70 100 200 300 400
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FIG. 5. We show (blue points) the reactance vs frequency,
the fits to the model described in the text is shown in green.
The measurement temperature is 7.2 K and the exchange gas
residual pressure is below 0.01 mbar.
mal state value until it diverges at some point. The tem-
perature range for influence of fluctuations in thermody-
namic properties is approximately given by T−TcTc > Gi,
which in 2H-NbSe2 is practically negligible[45]. How-
ever, in the conductivity, fluctuations appear much ear-
lier due to nonlinear effects, at about T−TcTc >
√
Gi, which
leads to a temperature range that can cover a few tens
of mK[46]. Indeed, at the smallest currents we observe
that the resistance starts to drop a few tens of mK before
the actual transition. Different contributions might mod-
ify the conductivity at zero magnetic field and zero fre-
quency around the superconducting transition in a super-
conductor. First, strongly time dependent fluctuations
of the superconducting order parameter, that lead, aver-
aged over time, to bubbles with higher conductance due
to time fluctuating preformed Cooper pairs and is termed
the Aslamazov-Larkin contribution[8]. Second, the nor-
mal state density of states might show a dip already
above Tc[8]. Third, the Maki-Thompson contribution,
due to the formation of Cooper pairs at self-interfering
trajectories caused by scattering at impurities[47–49]. In
the clean limit (as we mention above, ` >> ξ in 2H-
NbSe2), only the Aslamazov-Larkin contribution is rele-
vant and leads to the observed decrease in the resistance
above Tc. Our results show that there is an imaginary
impedance which remained unnoticed in the fluctuation
range. The result at low currents and zero magnetic field
seems to follow well the specific heat of the sample, sug-
gesting that these mechanisms have a minor contribution
to the heat balance in the sample. However, this changes
when applying a magnetic field or a current, as we discuss
in the main text.
On more experimental grounds, we should note that
the imaginary impedance appears at low frequencies and
thus in transport experiments that are not made exactly
in DC conditions. All kinds of electronic measurements
imply a change of the parameters with time, either to
remove thermoelectric voltages in a usual four-wire mea-
surement [50, 51] or simply to vary the temperature in
regular steps. Through the power used to measure, there
is a connection between the resistance and temperature,
which induces a reactance when the resistance is strongly
temperature dependent.
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