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Abstract
Killing of supports along subsets U of a group G and regradings along certain maps of groups
ϕ :G′ → G are studied, in the context of group-graded algebras. We show that, under precise con-
ditions on U and ϕ, the module theories over the initial and the final algebras are functorially
well-connected. Special attention is paid to G = Z, in which case the results can be applied to
n-Koszul algebras.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In a recent paper ([5], see also [3]), the authors showed that if Λ is a n-Koszul graded
algebra and Λ! is its n-homogeneous dual, then the Yoneda algebra E = E(Λ) of Λ is
obtained as follows. One takes U = nZ ∪ (nZ + 1), kills the part of the support of Λ! in
Z \ U and then obtains a new Z-graded algebra Λ!U by keeping the same multiplication of
homogeneous elements, when its degree falls into U , and making it zero otherwise. Then
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Im(δ) = U .
Motivated by the above fact, we consider an arbitrary subset U of a group G and define
a multiplication of nonzero homogeneous elements on AU =
⊕
u∈U Au by the rule a · b =
ab, in case deg(a)deg(b) ∈ U , and a · b = 0 otherwise. We then extend by linearity and
call this operation the support-restricted multiplication on AU . In this situation, we try to
answer the following:
Question 1.1. When is it true that, for every G-graded algebra A =⊕g∈G Ag , the subspace
AU =
⊕
u∈U Au inherites a structure of G-graded algebra with the support-restricted mul-
tiplication? For such a U , how are connected the graded module theories of A and AU ?
Also, concerning regradings, we try to answer the following:
Question 1.2. Let G′,G be groups and ϕ :G′ → G be a map. When is it true that, for every
G-graded algebra B =⊕g∈GBg with support contained in Im(ϕ), taking B˜σ = Bϕ(σ), for
every σ ∈ G′, gives rise to a G′-graded algebra B˜ which coincides with B as ungraded
algebra? In that case, how are connected the graded module theories of B and the (re-
graded) B˜?
The structure of the paper goes as follows. In Section 2, we show that the answer to
Question 1.1 is: ‘when U is a ring-supporting subset (see definition below) of G’ (cf.
Proposition 2.2). We then introduce the concept of (right) modular pair of subsets (see
Definition 1) of G. If (S,U) is such a pair, in which case U is ring-supporting, then the
assignment M  MS gives an exact functor (−)S : GrA → GrAU , which is fully faith-
ful when restricted to a well-described subcategory G(S,U) (Theorem 2.7). The essential
image of G(S,U) by (−)S , denoted L(S,U), contains all the graded AU -modules pre-
sented in degrees belonging to (S : U) = {g ∈ G: gU = S}. In Section 3, we show that
the answer to Question 1.2 is: ‘when ϕ is a pseudomorphism of groups.’ Then we show
that there is an equivalence between the category ΣIm(ϕ) of G-graded B-modules X with
support Supp(X) ⊆ Im(ϕ) and the category Σ˜Im(ϕ) of G′-graded B˜-modules V such that
Vσ B˜τ = 0 whenever ϕ(σ)ϕ(τ) /∈ Im(ϕ) (cf. Proposition 3.1). We then mix both questions,
namely, study the case when U is a ring-supporting subset of G which is the image of
a pseudomorphism ϕ :G′ → G. Then, passing from A to B = AU and from B to B˜ , we
obtain an equivalence of categories between the subcategory G(S,U) of GrA and a full
subcategory L
B˜
of Gr
B˜
(Proposition 3.2).
In Section 4, we study the ring-supporting subsets U ⊆ Z of the integers, giving essen-
tially their structure (Theorem 4.2). Then precise criteria are given for a graded AU -module
to belong to L(S,U), criteria which are specially simple when U is the translation of an
interval (cf. Corollary 4.7). In addition, in this last case, U is the image of a precise pseudo-
morphism Z → Z. Then, for a positively Z-graded algebra A =⊕n0An, taking B = AU
and then the regraded B˜ , we obtain a precise description of the subcategories G(S,U) and
L
B˜
mentioned above. In case Λ is a n-Koszul algebra and A = Λ!, the results can be ap-
plied to show equivalences between appropriate full subcategories of GrΛ! and GrE (cf.
Remark 4.11).
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explicitly said otherwise. Our basic reference for graded rings and modules will be [6],
while the terminology concerning torsion theories in Grothendieck categories can be found
in [7]. The few definitions and properties that we need about n-Koszul algebras can be
found in [2,5]. For the nondefined terms concerning algebras and modules, we refer to [1].
2. Killing of supports and induced equivalences
In this and next section, we assume that R is a commutative ring, G is a group and
A =⊕g∈G Ag is a G-graded R-algebra. Let us fix a subset S of G and, for every graded
A-module M =⊕g∈G Mg , put MS =
⊕
s∈S Ms , letting M∅ = 0. We take T =: TS ={M ∈ GrA: Supp(M) ⊆ G \ S}, where Supp(M) = {g ∈ G: Mg 	= 0} is the support of M .
It is a hereditary torsion class closed for products in GrA. We can view R as a G-graded
ring, with R1 = R and Rg = 0 for g 	= 1, and then an object of GrR is just a family (Mg)g∈G
of R-modules. We view MS as an object of GrR , with (MS)g = 0 when g ∈ G \ S .
Proposition 2.1. The assignment M → MS gives an exact functor, (−)S : GrA → GrR with
kernel T . Moreover, the induced functor GrA /T → GrR is faithful and identifies GrA /T
with a (not necessarily full) subcategory of GrR .
Proof. As a functor GrA → ModR , MMs , is exact, for every s ∈ S . Consequently, the
assignment MMS yields an exact functor: GrA → GrR .
The kernel of (−)S is {M ∈ GrA: MS = 0} = T . Then the universal property of the
quotient category (cf. [4]) yields a unique R-linear functor F : GrA /T → GrR such that
the diagram:
GrA  GrR
GrA /T






 






(−)S
p F
is commutative, where p is the canonical projection. All we need to check is that F is
faithful. By [4], we have
HomGrA /T (M,N) = lim−→
N ′,M/M ′∈T
HomGrA(M
′,N/N ′).
Here the order in the index set is: (M ′,N ′) (M ′′,N ′′) iff M ′′ ⊆ M ′ and N ′ ⊆ N ′′. In our
situation we have a unique maximum in that set. Indeed, since T is closed for products
and subobjects in GrA, we have that
⋂
M ′M,M/M ′∈T M ′ = M˜ is a graded submodule of
M such that M/M˜ ∈ T . On the other hand, N ′ ⊆ t (N), where t (N) is by definition the
largest submodule of N belonging to T .
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HomGrA /T (M,N) = HomGrA
(
M˜,N/t (N)
)
.
In order to prove the faithful condition of F we need a more precise description of M˜
and t (N). Notice that if M ′ M is a graded submodule, then M/M ′ ∈ T iff Ms = M ′s for
every s ∈ S iff MS ⊆ M ′. As a consequence, M˜ = MSA is the graded A-submodule of
M generated by MS . On the other hand, in case N ′ N , we have that N ′ ∈ T iff N ′s = 0
for all s ∈ S. As a consequence, t (N) is the largest graded submodule of N contained in
NG\S . In particular, this implies that NS = (N/t (N))S .
Now the canonical map HomGrA(MSA,N/t(N)) → HomGrR (MS ,NS) maps f ∈
HomGrA(MSA,N/t(N)) onto f |MS . If F(f ) = 0, then f |MS = 0 and, since MSA is
generated by MS as A-module, f = 0. That proves the faithful condition of F . 
An arbitrary killing of supports will not lead to a reasonably good module theory over
a new graded algebra. We need to impose some restrictions.
Definition 1. Let G be a group and (S,U) a pair of nonempty subsets of G such that 1 ∈ U .
We shall say that (S,U) is a right premodular pair if whenever (s, u, v) ∈ S × U × U is
a triple, with suv ∈ S , one has that su ∈ S if and only if uv ∈ U . By symmetry we get the
notion of left premodular pair.
A subset U ⊆ G containing 1 will be called ring-supporting in case (U,U) is a (left or
right) premodular pair. A right (respectively left) modular pair is a right (respectively left)
premodular pair such that U is ring-supporting.
The terms above are justified by the following results.
Proposition 2.2. Let U ⊆ G be a subset of the group G. The following assertions are
equivalent:
(1) U is ring-supporting;
(2) for every G-graded algebra A =⊕g∈G Ag , the sub-bimodule AU =
⊕
u∈U Au has a
structure of G-graded R-algebra by putting (AU )g = 0, when g ∈ G \ U , and consid-
ering the support-restricted multiplication.
Proof. (1) ⇒ (2) The ring-supporting condition of U guarantees that the given multipli-
cation in AU is associative and, from that, it follows easily that AU becomes a G-graded
algebra.
(2) ⇒ (1) Take the group algebra A = RG. Then AU = RU =
⊕
u∈U Ru. Denote
by · the support-restricted multiplication on RU . Since RU has an identity, necessarily
1 ∈ U . On the other hand, in case u,v,w ∈ U and uvw ∈ U , one has (u · v) · w = uvw ex-
actly when uv ∈ U , and uvw = u · (v · w) exactly when vw ∈ U . The associative property
of · then gives that uv ∈ U if and only if vw ∈ U . 
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The following assertions are equivalent:
(1) (S,U) is right modular;
(2) for every G-graded algebra and every M ∈ GrA, the sub-bimodule MS =
⊕
s∈S Ms
has a structure of graded right AU -module by putting (MS)g = 0, when g ∈ G \ S ,
and defining the exterior multiplication of nonzero homogeneous elements by:
x · a =
{
xa if deg(x)deg(a) ∈ S,
0 otherwise.
In the above situation, the functor (−)S of Proposition 2.1 may be viewed as an R-lin-
ear functor GrA → GrAU .
Proof. Along the lines of the previous proposition. 
We now give some properties of the just introduced subsets of a group. In case (S,U)
is a pair of subsets of the group G, we shall put (S : U) = {g ∈ G: gU = S}. If 1 ∈ U then
(S : U) is a (possibly empty) subset of S .
Proposition 2.4. Let G be a group and S,U be nonempty subsets of G. The following
assertions hold:
(1) If U is ring-supporting, then U−1 is also ring-supporting.
(2) The pair (S,U) is right modular if and only if (U−1,S−1) is left modular.
(3) (U,S) is left modular if and only if (S−1,U) is right modular.
(4) If U is ring-supporting then (U,U−1) is left and right modular.
(5) If 1 ∈ U then (U : U) is a subgroup of G contained in U which, in case U is ring-
supporting, coincides with U ∩ U−1.
(6) If (S,U) is a right modular pair and g ∈ (S : U), then S = gU and (S : U) = g(U : U)
Proof. We leave to the reader the easy verification of (1) and (2). In (3), by symmetry it
will be enough to check one of the implications. Suppose then that (U,S) is a left modular
pair. We consider elements s ∈ S and u,v ∈ U such that s−1uv ∈ S−1 or, equivalently,
v−1u−1s ∈ S . We want to prove that uv ∈ U if and only if s−1u ∈ S−1. That is, we want to
prove that uv ∈ U if and only if u−1s ∈ S . But we have elements u, v in U and v−1u−1s ∈ S
with product uvv−1u−1s = s ∈ S . The left modularity of (U,S) gives that uv ∈ U if and
only if vv−1u−1s = u−1s ∈ S , as desired.
Assertion (4) follows from (2) and (3).
We prove now assertion (5). Clearly, (U : U) is a subgroup of G contained in U . Then
(U : U) ⊆ U ∩U−1. For the reverse inclusion in case U is ring-supporting, take u ∈ U ∩U−1
and suppose that u /∈ (U : U). Then we have two possibilities:
(i) there exists a v ∈ U such that uv /∈ U ;
(ii) there exists w ∈ U such that w /∈ uU .
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1 ∈ U , but uv /∈ U . That contradicts the ring-supporting condition of U . In case (ii), we have
that u−1w /∈ U and again we get elements u,u−1,w ∈ U with product uu−1w = w ∈ U
such that uu−1 = 1 ∈ U , but u−1w /∈ U . That is a contradiction. Then u cannot exist, so
that U ∩ U−1 ⊆ (U : U) as desired.
The proof of assertion (6) is left to the reader. 
Lemma 2.5. Let A = ⊕g∈G Ag be a G-graded algebra, S ⊆ G be a subset and put
T = TS . The following assertions are equivalent for a graded A-module M :
(1) M is T -torsionfree (i.e., HomGrA(T ,M) = 0, for all T ∈ T ).
(2) For every nonzero graded submodule N of M , one has NS 	= 0.
Proof. If T ∈ T then Supp(T ) ⊆ G \S . Hence M is T -torsionfree if and only if for every
nonzero graded submodule N of M , one has Supp(N)G \ S . 
If M ∈ GrA satisfies the conditions of the above lemma, we shall indistinctly say that
M is T -torsionfree or that M is cogenerated in degrees belonging to S . In case (S,U) is a
right modular pair of subsets of G, the induced functor F : GrA /T → GrAU is not full. We
shall see that it is full when restricted to an appropriate full subcategory of GrA /T .
Lemma 2.6. Let (S,U) be a right modular pair of subsets of the group G and A =⊕
σ∈G Aσ be a G-graded algebra. Suppose that g ∈ (S : U). Then we have a commutative
diagram of functors:
GrA
∼=
(−)U
GrA
(−)S
GrAU ∼=
GrAU
where the horizontal arrows are the shifting equivalences ?[g−1] :V  V [g−1].
Proof. We just need to prove that M[g−1]S = MU [g−1], for every M ∈ GrA. Indeed
Supp(MU [g−1]) = {h ∈ G: g−1h ∈ Supp(MU )}, which is clearly contained in gU = S .
Now if s ∈ S then M[g−1]s = Mg−1s while MU [g−1]s = (MU )g−1s . But (MU )g−1s =
Mg−1s since g−1s ∈ U . 
In order to give our next result we consider the full subcategory G(S,U) of GrA with
objects the graded A-modules generated in degrees belonging to (S : U) and cogener-
ated in degrees belonging to S (i.e., TS -torsionfree). On the other hand, the objects of
the essential image of the functor (−)S : GrA → GrAU will be called liftable graded AU -
modules with respect to (−)S . We shall denote by L(S,U) the full subcategory of GrAU
with objects the liftable AU -modules generated in degrees belonging to (S : U). A graded
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to X ⊆ G, when there is an exact sequence of graded modules P → Q  M → 0,
with P,Q gr-projective and generated in degrees belonging to X . We are now ready to
prove:
Theorem 2.7. Let (S,U) be a right modular pair of subsets of G and T = TS . The follow-
ing assertions hold:
(1) The composition G(S,U) ↪→ GrA p−→ GrA /T is fully faithful.
(2) The restriction of (−)S to G(S,U) is a fully faithful functor which induces an equiva-
lence of categories G(S,U) ∼=−→ L(S,U).
(3) For every g ∈ (S : U), there is a commutative diagram of equivalences of categories:
G(U,U)
∼=
(−)U ∼=
G(S,U)
(−)S∼=
L(U,U) ∼= L(S,U)
where the horizontal arrows are the shifting equivalences ?[g−1].
Moreover, L(S,U) contains all the graded AU -modules presented in degrees belonging
to (S : U)
Proof. Let us take M,N ∈ G(S,U). By the proof of Proposition 2.1, we know that
HomGrA /T (M,N) = HomGrA(M˜,N/t (N)), where M˜ is the A-submodule of M gener-
ated by MS . Since (S : U) ⊆ S and M is generated in degrees belonging to (S : U), we
conclude that M˜ = M . On the other hand, since N is torsionfree we get t (N) = 0 and,
hence, HomGrA /T (M,N) = HomGrA(M,N), which proves assertion (1).
By assertion (1), we can view G(S,U) as a full subcategory of GrA /T , and then the
restriction of (−)S to G(S,U), which we denote by H in the sequel, can be identified
with the restriction of F : GrA /T → GrAU to G(S,U). Since F is faithful (cf. Proposi-
tion 2.1) H is faithful. We next prove that it is full. Let M,N ∈ G(S,U) and MS g−→ NS
be a morphism in GrAU . Notice that we have epimorphisms
⊕
i∈I A[s−1i ]
εM−→ M and⊕
j∈J A[t−1j ]
εN−→ N in GrA, where (si)i∈I and (tj )j∈J are families in (S : U). From the
proof of Lemma 2.6 we get that A[g−1]S = AU [g−1], for every g ∈ (S : U). Then, by ap-
plying (−)S , we get epimorphisms
⊕
i∈I AU [s−1i ]
ε˜M−→ MS and
⊕
j∈J AU [t−1j ]
ε˜N−→ NS
in GrAU . By the projective condition of
⊕
i∈I AU [s−1i ] in GrAU we get a commutative
diagram in this latter category:
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i∈I
AU
[
s−1i
]
ε˜M
φ
MS
g
⊕
j∈J
AU
[
t−1j
]
ε˜N
NS
Recall that
⊕
i∈I AU [s−1i ] = A(I)U as ungraded right AU -module, with the grading
obtained by assigning degree si to the ith element ei of the canonical basis of A(I)U
as AU -module. Then φ(ei) is an element of
⊕
j∈J AU [t−1j ] of degree si , i.e., φ(ei) ∈⊕
j∈J AU [t−1j ]si =
⊕
j∈J At−1j si . We define now φ¯ :
⊕
i∈I A[s−1i ] →
⊕
j∈J A[t−1j ] as the
only homomorphism of (graded) right A-modules such that φ¯(ei) = φ(ei) for all i.
This yields a diagram in GrA:
⊕
i∈I
A
[
s−1i
]
εM
φ¯
M
⊕
j∈J
A
[
t−1j
]
εN
N
We claim that εN φ¯ vanishes on Ker εM, which implies the existence of a unique mor-
phism f :M → N in GrA such that εN φ¯ = f εM. From that one easily gets that fS = g
and the full condition for H will follow. In order to prove our claim, let x ∈ Ker M be
a homogeneous element. If deg(x) ∈ S , then x ∈ Ker(ε˜M), so that εN φ¯(x) = ε˜Nφ(x) =
gε˜M(x) = 0. In case deg(x) /∈ S , we have deg((εN φ¯)(x)) = deg(x) /∈ S . In either case,
every element in (εN φ¯)(Ker εM) has support in G \ S . This implies (εN φ¯)(Ker εM) ⊆
t (N) = 0 as desired.
In order to end the proof of assertion (2), it only remains to prove that if X ∈ L(S,U)
then there is a M ∈ GrA such that MS = X and M is generated in degrees belonging
to (S : U). In that case, we could always assume that M is T -torsionfree, so that M ∈
G(S,U). Since X is liftable, we can fix an N ∈ GrA such that NS = X. We take a family
(xi)i∈I of homogeneous generators of X, where deg(xi) =: si ∈ (S : U) for all i ∈ I . Then
xi ∈ Xsi = Nsi and we can consider M =
∑
i∈I xiA, i.e., the graded A-submodule of N
generated by the xi . Then X =∑i∈I xiAU ⊆ MS , due to the fact that si ∈ (S : U) for all
i ∈ I . From that we get that X ⊆ MS ⊆ NS = X and, hence, equalities. Then MS = X as
desired.
Assertion (3) follows directly from Lemma 2.6. For the final statement, notice that every
gr-projective AU -module P generated in degrees belonging to (S : U) is a direct sum-
mand of
⊕
AU [g−1], where (gi)i∈I is a family of elements of (S : U). The proof ofi∈I i
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tion (2) and the exactness of (−)S , the class L(S,U) is closed for cokernels. 
Example 2.8. Let G be a group, A =⊕g∈G Ag be a G-graded algebra and H < G be a
subgroup. We put S = U = H . Then AH =⊕h∈H Ah is in this case a subalgebra of A.
Moreover, (S : U) = (H : H) = {g ∈ G: gH = H } = H . In this case, G(H,H) is the full
subcategory of GrA with objects those graded A-modules M such that M = MHA and
M contains no nonzero graded submodule with support in G \ H . Our Theorem 2.7 says
that the functor (−)H : GrA → GrAH establishes equivalences of categories G(H,H)
∼=−→
GrA /T
∼=−→ GrAH , understanding GrAH as the category of G-graded AH -modules with
support in H . The reason is that every graded AH -module X is liftable, because M =:
X ⊗AH A is a graded A-module generated in degrees belonging to H such that MH ∼= X.
3. Pseudomorphisms of groups and regradings
In this section we answer Question 1.2 (see the introduction).
Definition 2. Let G,G′ be groups. A pseudomorphism ϕ :G′ → G is an injective map
satisfying the following two properties:
(1) ϕ(1) = 1;
(2) if σ, τ ∈ G′ and ϕ(σ)ϕ(τ) ∈ Im(ϕ), then ϕ(στ) = ϕ(σ)ϕ(τ).
Proposition 3.1. Let G′,G be groups and ϕ :G′ → G be a map. The following assertions
are equivalent:
(a) ϕ is a pseudomorphism of groups;
(b) 1 ∈ Im(ϕ) and, for every G-graded algebra B =⊕g∈G Bg with support contained in
Im(ϕ), putting B˜ = B and B˜σ = Bϕ(σ), for every σ ∈ G′, one obtains a G′-graded
algebra B˜ coinciding with B as an ungraded algebra.
If B and B˜ are G-graded and G′-graded algebras as in (b), then, for every element
g ∈ G, there is an equivalence of (abelian) categories between:
(1) The full subcategory Σg Im(ϕ) of GrB with objects the graded B-modules X such that
Supp(X) ⊆ g Im(ϕ).
(2) The full subcategory Σ˜Im(ϕ) of GrB˜ with objects the graded B˜-modules V such that
Vσ B˜τ = 0 whenever ϕ(σ)ϕ(τ) /∈ Im(ϕ).
Proof. (a) ⇒ (b) Let B =⊕g∈G Bg be any G-graded algebra with Supp(B) ⊆ Im(ϕ),
and put B˜ = B and B˜σ = Bϕ(σ), for all σ ∈ G′. Then B˜σ B˜τ = Bϕ(σ)Bϕ(τ) is zero, in case
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Hence we always have B˜σ B˜τ ⊆ B˜στ , so that B˜ is a G′-graded algebra.
(b) ⇒ (a) Since 1 ∈ Im(ϕ), by taking G-graded algebras concentrated in degree 1, we
can ensure that there exist graded G-algebras with support contained in Im(ϕ). More-
over, for any such algebra B =⊕g∈G Bg , the hypothesis says that putting B˜ = B and
B˜σ = Bϕ(σ), for every σ ∈ G′, we get a G′-graded algebra B˜ coinciding with B as an un-
graded algebra. Since the identity of B˜ = B is always a homogeneous element of degree 1,
we conclude that 1 ∈ B˜1 = Bϕ(1) and 1 ∈ B1. But, by definition of G-grading, the sum⊕
g∈G Bg is direct. It follows that ϕ(1) = 1.
On the other hand, if 1 	= g ∈ Im(ϕ) then we can always find a G-graded algebra B ,
with Supp(B) ⊆ Im(ϕ), such that Bg 	= 0. Indeed, take the algebra B = R[x]/(x2) with G-
grading given by putting B1 = R and deg(x¯) = g. Suppose now that σ, τ ∈ G′ are elements
such that ϕ(σ) = ϕ(τ). Then we consider any G-graded algebra B , with Supp(B) ⊆ Im(ϕ),
such that Bϕ(σ) 	= 0. Then we have that B˜σ = Bϕ(σ) = Bϕ(τ) = B˜τ is nonzero. Then, by
definition of G′-grading, we necessarily have σ = τ . That proves that ϕ is injective.
Finally, if σ, τ ∈ G′ and ϕ(σ)ϕ(τ) ∈ Im(ϕ), then we have B˜σ B˜τ = Bϕ(σ)Bϕ(τ) ⊆
Bϕ(σ)ϕ(τ) and, since B˜ is a G′-graded algebra, we also have B˜σ B˜τ ⊆ B˜στ = Bϕ(στ). It fol-
lows that ϕ(στ) = ϕ(σ)ϕ(τ) unless Bϕ(σ)Bϕ(τ) = 0, for every graded G-algebra B with
Supp(B) ⊆ Im(ϕ). We should then discard this last possibility, for which we prove that if
g,h ∈ G \ 1 are elements such that g,h,gh ∈ Im(ϕ), then there exists a G-graded alge-
bra B , with Supp(B) ⊆ Im(ϕ), such that BgBh 	= 0. We consider all the possibilities:
(i) g = h and gh = 1: take the group algebra B = RC, where C = 〈g〉 is the subgroup of
G generated by g with the obvious G-grading;
(ii) g = h and gh 	= 1: take B = R[x]/(x3), B1 = R and deg(x¯) = g;
(iii) g 	= h and gh = 1: take B = R〈x, y〉/(x2, y2, yx), with B1 = R + Rx¯y¯, deg(x¯) = g
and deg(y¯) = h;
(iv) g 	= h and gh 	= 1: take B = R〈x, y〉/(x2, y2, yx), with B1 = R, deg(x¯) = g and
deg(y¯) = h.
For the final part, given a subset X ⊆ G, we denote by ΣX the full subcategory of GrB
with objects those M ∈ GrB such that Supp(M) ⊆ X . It is clear that, for every g ∈ G, the
shifting equivalence ?[g] : GrB
∼=−→ GrB induces by restriction an equivalence Σg Im(ϕ) ∼=
ΣIm(ϕ). So it is not restrictive to assume, something that we do in the rest of the proof,
that g = 1. Let then X =⊕g∈G Xg be a graded B-module with Supp(X) ⊆ Im(ϕ). Then
we define X˜ = X as ungraded B˜- (or B-)module and give it a structure of G′-graded
B˜-module by putting X˜σ = Xϕ(σ), for all σ ∈ G′. It is a mere routine to check that the
assignment X X˜ defines a fully faithful exact functor F :ΣIm(ϕ) → GrB˜ . Moreover, if
σ, τ ∈ G′ are elements such that ϕ(σ)ϕ(τ) /∈ Im(ϕ), in which case Xϕ(σ)ϕ(τ) = 0, then we
have X˜σ B˜τ = Xϕ(σ)Bϕ(τ) ⊆ Xϕ(σ)ϕ(τ) = 0, thus proving that Im(F ) ⊆ Σ˜Im(ϕ). Conversely,
if V ∈ Σ˜Im(ϕ) then we can form a G-graded B-module X as follows. We put X = V as
ungraded B- (or B˜-)module and define Xg = 0, when g /∈ Im(ϕ), and Xg = Vσ provided
g = ϕ(σ). The injective condition of ϕ implies that the given G-grading on X is well-
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From that it follows that F induces the desired equivalence ΣIm(ϕ)
∼=−→ Σ˜Im(ϕ). 
It turns out that some of the most interesting ring-supporting subsets of Z are the image
of a pseudomorphism (see next section). It is then of interest to consider the case when U ⊆
G is a ring-supporting subset such that, for some pseudomorphism ϕ :G′ → G, one has
Im(ϕ) = U . In that situation, starting with any G-graded algebra A, we can take B = AU in
the above proposition, so that we get a G′-graded algebra B˜ = A˜U . If now (S,U) is a right
modular pair of subsets of G such that (S : U) 	= ∅ then, according to Proposition 2.4(6),
we have S = gU = g Im(ϕ), where g ∈ (S : U). Moreover, since the objects in the image
of the functor (−)S : GrA → GrAU are graded AU -modules with support in S , we get a
well-defined R-linear exact functor Φ : GrA → GrB˜ , which is the following composition
GrA
(−)S−→ ΣS
∼=−→ Σ˜U ↪→ GrB˜ , where the central equivalence is that of Proposition 3.1.
We now have:
Proposition 3.2. In the above situation, the following assertions hold:
(1) H ′ = ϕ−1[(U : U)] is a subgroup of G′.
(2) The functor Φ induces an equivalence of categories between G(S,U) and the full
subcategory L
B˜
of Gr
B˜
consisting of those V ∈ Gr
B˜
such that V ∼= X˜, for some X ∈
L(S,U).
(3) All V ∈ L
B˜
are graded B˜-modules generated in degrees belonging to H ′ and L
B˜
contains all the graded B˜-modules presented in degrees belonging to H ′.
Proof. (1) We prove, more generally, that if ϕ :G′ → G is a pseudomorphism and H < G
is a subgroup contained in Im(ϕ), then H ′ = ϕ−1(H) is a subgroup of G′.
If σ, τ ∈ H ′ then ϕ(σ),ϕ(τ) ∈ H . Since H is a subgroup of G, we have that ϕ(σ)ϕ(τ) ∈
H ⊆ Im(ϕ). The fact that ϕ is a pseudomorphism implies that ϕ(στ) = ϕ(σ)ϕ(τ) and,
hence, στ ∈ ϕ−1(H) = H ′.
On the other hand, if σ ∈ H ′ then ϕ(σ)−1 ∈ H ⊆ Im(ϕ) due to the fact that H
is a subgroup of G. Then we can choose τ ∈ G′ such that ϕ(σ)−1 = ϕ(τ). But since
ϕ(σ)ϕ(τ) = 1 ∈ Im(ϕ), we get that ϕ(1) = 1 = ϕ(σ)ϕ(τ) = ϕ(στ). The fact that ϕ is
injective implies that 1 = στ . Then τ = σ−1 and hence σ−1 ∈ H ′ = ϕ−1(H). That proves
that H ′ is a subgroup of G′.
(2) According to the definition of Φ and Theorem 2.7, we get equivalences G(S,U) ∼=−→
L(S,U) ∼=−→ L
B˜
.
(3) Put B = AU . Then, as shown in the proof of Proposition 3.1, the equivalence
ΣS = Σg Im(ϕ)
∼=−→ Σ˜Im(ϕ) = Σ˜U is a composition ΣS [g]−→ ΣU
∼=−→ Σ˜U , where the sec-
ond equivalence takes graded B-modules generated (respectively presented) in degrees
belonging to (U : U) to graded B˜-modules generated (respectively presented) in degrees
belonging to H ′ = ϕ−1[(U : U)]. On the other hand, the first equivalence [g] :ΣS
∼=−→ ΣU
takes graded B-modules generated (respectively presented) in degrees belonging to (S : U)
to graded B-modules generated (respectively presented) in degrees belonging to (U : U).
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(S : U)} ⊆ L(S : U) ⊆ {X ∈ GrB : X generated in degrees belonging to (S : U)} ⊆ ΣS (cf.
Theorem 2.7), assertion (3) follows. 
4. The case G= Z
In this section we particularize the previous arguments to G = Z, the additive group of
integers. We thereby shift from multiplicative to additive notation, and our algebra will be
a Z-graded algebra A =⊕i∈Z Ai . Our first goal is to get as much information as possible
on ring-supporting subsets U ⊆ Z and hence, by Proposition 2.4, on modular pairs (S,U)
such that ∅ 	= (S : U) =: {m ∈ Z: m + U = S}. Those modular pairs will be of the form
(m + U,U), for some integer m.
Lemma 4.1. Let U ⊆ Z be a subset containing 0 such that (U : U) = nZ, and let
p : Z → Zn be the canonical projection. The following assertions are equivalent:
(1) U is a ring-supporting subset of Z;
(2) U¯ = p(U) is a ring-supporting subset of Zn such that (U¯ : U¯) = {0¯}.
In that case U =⋃i∈U¯ (nZ + i), viewing U¯ as a subset of [0, n) in case n > 0.
Proof. We put m¯ = p(m), for every m ∈ Z. Let us first notice that p−1(m¯ + U¯) = m + U .
Indeed, if v ∈ p−1(m¯ + U¯) then v¯ = p(v) = m¯ + u¯, for some u ∈ U , which implies that
v − m − u ∈ nZ = (U : U). Then v = m + u + (v − m − u) ∈ m + (v − m − u) + U .
But (v − m − u) + U = U , and then v ∈ m + U as desired. In particular, m + U = U iff
m¯+ U¯ = U¯ . In other words, m ∈ (U : U) iff m¯ ∈ (U¯ : U¯). That gives that (U¯ : U¯) = {0¯}.
(1) ⇒ (2) If u,v,w ∈ U are elements such that u¯+ v¯ + w¯ ∈ U¯ or, equivalently, u+ v +
w ∈ U then u¯+ v¯ = u+ v ∈ U¯ iff u+ v ∈ U . Since U is ring-supporting, the latter happens
iff v + w ∈ U iff v +w = v¯ + w¯ ∈ U¯ . Therefore U¯ is a ring-supporting subset of Zn.
(2) ⇒ (1) Go backward in the other implication.
Since p−1(U¯) = U , we immediately get U =⋃i∈U¯ (nZ + i), thus ending the proof. 
Theorem 4.2. Let U be a ring-supporting subset of Z such that (U : U) = nZ. Then
U = ⋃j∈J (nZ + j), where J is a ring-supporting subset of Zn such that (J : J ) =
J ∩ (−J ) = {0¯}. Moreover, the following assertions hold:
(1) If U contains an infinite interval then exactly one of the following conditions hold:
(a) U = Z = (U : U),
(b) U is an additive submonoid of N,
(c) U is an additive submonoid of −N.
(2) If U does not contain an infinite interval, then U is a union U =⋃i∈I [ai, bi] of finite
intervals such that ai  bi < ai+1 − 1 for all i ∈ I , where the index set I is an interval
of Z. Moreover, the interval [ai0, bi0] containing 0 is either [0, r] or [−r,0], for some
natural number r which, in case n > 1, satisfies that 2r < n.
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sertion (1), notice that, since (U : U) is a subgroup of Z contained in U , one has that
(U : U) = Z if and only if U = Z. So in the rest of the proof we assume that U is a proper
subset of Z. Suppose that U contains an infinite interval [m,+∝). If m < 0 then the sub-
group (U : U) = U ∩ (−U) contains the interval [m,−m], which contains 1. That implies
that (U : U) = Z = U , which is a contradiction. Therefore m 0 and we choose m mini-
mal with the property that [m,+∝) ⊆ U . Notice that if m > 0 then m > 1, because 0 ∈ U .
We also have (U : U) = 0, for otherwise the subgroup (U : U) would be lower and upper
unbounded and then Z = (U : U)+[m,+∝) ⊆ (U : U)+U = U , which contradicts the fact
that U is proper. Then U∩(−U) = (U : U) = 0 and, in particular, (−∝,−m]∩U = ∅ unless
m = 0, in which case that intersection is {0}. Then U ⊆ [−m,+∝). In order to prove that
U ⊂ N it will be enough to consider the case m > 1 and prove that (−m,0)∩U = ∅. Indeed,
if that intersection is nonempty, then we can take k > 0 such that −k = Inf[(−m,0) ∩ U].
We choose now u = v = −k and w = m+2k. Then u,v,w and u+v+w = m belong to U .
However v+w = m+ k ∈ U while u+ v = −2k /∈ U . That contradicts the ring-supporting
condition of U . Therefore, U ⊆ N. We finally check that U is an additive submonoid of N.
Suppose that it is not the case, so that there are u,v ∈ U such that u + v /∈ U . Then, taking
w = m, we get that u,v,w ∈ U and u + v + w  m, so that also u + v + w ∈ U . But
now v + w = m + v ∈ [m,+∝) ⊆ U and u + v /∈ U . That contradicts the ring-supporting
condition of U .
Since −U is a ring-supporting subset whenever so is U (cf. Proposition 2.4), the above
paragraph also gives that if (−∝,−m] ⊆ U , for some m ∈ Z, then U is an additive sub-
monoid of −N.
Suppose now that U does not contain infinite intervals. We can always express it as a
union U =⋃i∈I [ai, bi] of finite intervals such that ai  bi < ai+1 − 1 for all i ∈ I , where
the index set I is an interval of the integers which we convene that contains 0 and, in
addition 0 ∈ [a0, b0]. Suppose now that a0 < 0 and b0 > 0. We then take u = a0, v = −1,
w = 1. Then u,v,w ∈ [a0, b0] ⊂ U , and also u + v + w = u ∈ U . Now v + w = 0 ∈ U but
u + v = a0 − 1 /∈ U . That contradicts the ring-supporting condition of U . Therefore either
a0 = 0 or b0 = 0, so that we can assume that [a0, b0] = [0, r] or [a0, b0] = [−r,0], for
some natural number r . It only remains to prove that, in case n > 1, we have 2r < n. We
do it when [a0, b0] = [0, r], leaving the dualization when [a0, b0] = [−r,0] for the reader.
Since U¯ is a proper subset of Zn ∼= [0, n), we necessarily have r < n − 1. Suppose now
that 2r  n. Then we take u = n − r , v = r and w = 1. Since 0 < n − r  2r − r = r , and
u+v+w = n+1, we conclude that u,v,w and u+v+w belong to U . Now u+v = n ∈ U ,
but v + w = r + 1 /∈ U because r = b0 < a1 − 1. That contradicts the fact that U is ring-
supporting and, hence, we necessarily have 2r < n. 
Remark 4.3. From the above result we deduce that, in order to classify all the ring-
supporting subsets of Z, one should classify all the ring-supporting subsets U such that
(U : U) = 0 and, for every n > 0, all the ring-supporting subsets J ⊂ Zn such that
(J : J ) = {0¯}. It seems to be a very difficult task, and the only reasonable expectation
is to tackle the case when n > 0 is not large. The following is a sample. We leave the
verification to the reader.
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nZ, with 0 < n 5.
(1) If n = 1 then U = Z.
(2) If n = 2 then U = 2Z =⋃k∈Z[2k,2k].
(3) If n = 3 then U is one of the subsets 3Z = ⋃k∈Z[3k,3k], 3Z ∪ (3Z + 1) =⋃
k∈Z[3k,3k + 1] or 3Z ∪ (3Z + 2) =
⋃
k∈Z[3k − 1,3k].
(4) If n = 4 then U is one of the subsets 4Z = ⋃k∈Z[4k,4k], 4Z ∪ (4Z + 1) =⋃
k∈Z[4k,4k + 1] or 4Z ∪ (4Z + 3) =
⋃
k∈Z[4k − 1,4k].
(5) If n = 5 then U is one of the subsets of the following list:
(a) 5Z =⋃k∈Z[5k,5k],
(b) 5Z ∪ (5Z + 1) =⋃k∈Z[5k,5k + 1],
(b∗) 5Z ∪ (5Z + 4) =⋃k∈Z[5k − 1,5k],
(c) 5Z ∪ (5Z + 1) ∪ (5Z + 2) =⋃k∈Z[5k,5k + 2],
(c∗) 5Z ∪ (5Z + 3) ∪ (5Z + 4) =⋃k∈Z[5k − 2,5k],
(d) 5Z ∪ (5Z + 2) =⋃k∈Z([5k,5k] ∪ [5k + 2,5k + 2]),
(d∗) 5Z ∪ (5Z + 3) =⋃k∈Z([5k,5k] ∪ [5k + 3,5k + 3]),
(e) 5Z ∪ (5Z + 1) ∪ (5Z + 3) =⋃k∈Z([5k,5k + 1] ∪ [5k + 3,5k + 3]),
(e∗) 5Z ∪ (5Z + 2) ∪ (5Z + 4) =⋃k∈Z([5k − 1,5k] ∪ [5k + 2,5k + 2]).
The last part of Theorem 4.2 gives the following peculiar ring-supporting subset, which
will be called translation of an interval in the sequel:
Corollary 4.5. Let U be a subset of Z containing 0 such that (U : U) = nZ, with n 	= 0,1.
The following assertions are equivalent:
(1) U is ring-supporting and U = I + nZ, for some finite interval I ⊂ Z;
(2) U =⋃k∈Z[nk,nk+ r] or U =
⋃
k∈Z[nk− r, nk], for some natural number r such that
2r < n.
Proof. Theorem 4.2 gives the implication (1) ⇒ (2). For the converse, it will enough to
check that U =⋃k∈Z[nk,nk + r] is ring-supporting and, for that, we will check that U¯ is
a ring-supporting subset of Zn. Indeed, if u,v,w are natural numbers such that u,v,w 
r and we assume that u¯ + v¯ + w¯ ∈ U¯ , then, since u + v  2r < n, we have that either
u + v + w  r or n u + v + w  n + r . In the first case, both u + v  r and v + w  r .
In the second case, both u + v > r and v + w > r for if, say, u + v  r then u + v + w 
r + r = 2r < n, against the assumption that u + v + w ∈ [n,n + r]. Therefore, u¯ + v¯ ∈ U¯
if and only if v¯ + w¯ ∈ U¯ , as desired. 
In the rest of the section, we assume that our algebra is a positively graded algebra
A =⊕i0 Ai over a field K , which is generated in degrees 0,1 and has the property that
A0 is semisimple. The symbol ⊗ will always mean tensor product over A0.
In case (S,U) is a right modular pair of subsets of Z and X ∈ GrAU has Supp(X) ⊆ S ,
we denote by μs,u :Xs ⊗ Au → Xs+u the multiplication map, whenever (s, u) ∈ S × U
and s + u ∈ S . Since X ⊗ A is a graded right A-module, Ker(μs,u)Ai is a well-defined
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criteria for X to be liftable.
Proposition 4.6. Let A =⊕i0 Ai be a positively graded algebra generated in degrees
0,1, with A0 semisimple, (S,U) be a right modular pair of subsets of Z and consider
an X ∈ GrAU generated in degrees belonging to (S : U). The following assertions are
equivalent:
(1) X is liftable with respect to the functor (−)S : GrA → GrAU ;
(2) Ker(μm,u)Av−u ⊆ Ker(μm,v) whenever (m,u, v) ∈ (S : U) × U × U is a triple such
that 0 u < v and v − u /∈ U .
Proof. (1) ⇒ (2) Take M ∈ GrA such that MS = X. Then, for all (m,u) ∈ (S : U)×U , the
multiplication maps μm,u :Xm ⊗ Au = Mm ⊗ Au → Mm+u = Xm+u are those of the A-
module M . Now condition (2) follows from the associative property of the multiplication
for the A-module M .
(2) ⇒ (1) When (S : U) = ∅ there is nothing to prove. Hence, we assume that
(S : U) 	= ∅. Since X is generated in degrees belonging to (S : U), the multiplica-
tion map μ :X(S:U) ⊗ AU → X is surjective and Supp(X) ⊆ S . We then consider the
graded A-module M = X(S:U)⊗A
(Kerμ)A . Then MS = (X(S:U)⊗A)S[(Kerμ)A]S =
X(S:U)⊗AU
[(Kerμ)A]S . We shall prove
that [(Kerμ)A]S = Kerμ and the result will follow, for X(S:U)⊗AUKerμ is isomorphic to
X in GrAU . Let us fix t ∈ S . Then the t-homogeneous component of (Kerμ)A is∑
s∈S, st (Kerμ)sAt−s . The task is whence reduced to prove that if s  t are elements
of S then (Kerμ)sAt−s ⊆ (Kerμ)t . That inclusion is clear in case t − s ∈ U due to
the associative property of the multiplication in the AU -module X. So we assume that
t − s /∈ U . Let ∑1ir xi ⊗ ai belong to (Kerμ)s , where deg(xi) = mi ∈ (S : U) and
ai ∈ As−mi for i = 1, . . . , r . We take p = max{m ∈ (S : U): m  s}. The hypothesis on
A implies that As−mi = Ap−mi · As−p , so that ai =
∑
j bij cij , where bij ∈ Ap−mi and
cij ∈ As−p , for all i, j . Then 0 =∑i xiai =
∑
i,j xi(bij cij ) =
∑
i,j (xibij )cij , using the
associative property of X again (notice that deg(bij ) = p − mi and deg(cij ) = s − p
belong to U ). Then ∑i,j (xibij ) ⊗ cij belongs to the kernel of the multiplication map
μp,s−p :Xp ⊗ As−p → As . Since p ∈ (S : U), we have that u = s − p and v = t − p
are elements of U such that 0  u < v and v − u = t − s /∈ U . Our hypothesis says that
Ker(μp,s−p)At−s ⊆ Ker(μp,t−p). Then, if d ∈ At−s the element ∑i,j (xibij ) ⊗ (cij d) be-
longs to Ker(μp,t−p). That gives 0 =∑i,j (xibij )(cij d) =
∑
i,j xi[bij (cij d)], using the
associative property of the multiplication in X. But the associative property of A gives
that bij (cij d) = (bij cij )d . Hence we have 0 =∑i,j xi[(bij cij )d] =
∑
i xi(aid), which im-
plies that the element (
∑
i xi ⊗ ai)d belongs to (Kerμ)t . That proves that (Kerμs)At−s ⊆
(Kerμ)t , as desired. 
The conditions get much simpler in the case that we are more interested in, namely, the
translation of an interval (cf. Corollary 4.5).
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suppose that U is the translation of an interval. Then the following assertions hold for a
graded AU -module X generated in degrees belonging to (S : U):
(1) If U = ⋃k∈Z[kn, kn + r] (0  2r < n), then X is liftable if and only if
Ker(μm,r )An−r ⊆ Ker(μm,n), for all m ∈ (S : U).
(2) If U = ⋃k∈Z[kn − r, kn] (0  2r < n), then X is liftable if and only if
Ker(μm,u)Av−u ⊆ Ker(μm,v), for all m ∈ (S : U) and all n − r  u < v  n.
Proof. We prove (1), for which we only need to check the ‘if’ part. The proof of asser-
tion (2) follows a similar pattern. We first prove by induction on k  0 that
Ker(μm,kn+r )An−r ⊆ Ker(μm,(k+1)n) (∗)
for all m ∈ (S : U). The case k = 0 is just the hypothesis. Suppose now that k > 0
and
∑
i xi ⊗ ai ∈ Ker(μm,kn+r ), where xi ∈ Xm and ai ∈ Akn+r for all indices i. Since
Akn+r = An · A(k−1)n+r , we can decompose ai =∑j bij cij , where bij ∈ An and cij ∈
A(k−1)n+r . With an argument similar to that in the proof of Proposition 4.6, we see that∑
i,j (xibij ) ⊗ cij belongs to Ker(μm+n,(k−1)n+r ). If now d ∈ An−r then the induction hy-
pothesis says that (
∑
i,j (xibij ) ⊗ cij )d =
∑
i,j (xibij ) ⊗ (cij d) belongs to Ker(μm+n,kn)
and, as in the proof of Proposition 4.6 again, one sees that (
∑
i xi ⊗ai)d =
∑
i xi ⊗ (aid) ∈
Ker(μm,(k+1)n).
Let (m,u, v) ∈ (S : U)×U ×U be a triple such that 0 u < v and v − u /∈ U . Then we
have u ∈ [ai, bi] = [in, in+ r] and v ∈ [aj , bj ] = [jn, jn+ r], for some indices 0 i < j .
Since A is generated in degrees 0,1, we have that Av−u = Abi−u ·Aai+1−bi · . . . ·Aaj−bj−1 ·
Av−aj . Each of the factors of this product is of the form Av′−u′ , where either u′, v′ ∈
[ak, bk] = [kn, kn+ r] or u′ = bk = kn+ r , v′ = ak+1 = (k + 1)n, for some index k. In the
first case 0 v′ − u′  r and, hence, v′ − u′ ∈ U . In the second case, v′ − u′ = n− r . One
then obtains that Ker(μm,u)Av−u ⊆ Ker(μm,v) by recursive use of the associative property
of the AU -module X and the above condition (∗). 
Using Theorem 2.7, we have the following straightforward consequence:
Corollary 4.8. Let A =⊕i0 Ai be a positively graded algebra generated in degrees 0,1
such that A0 is semisimple. We consider U =⋃k∈Z[nk,nk + r] and S = m + U , where
n > 1, 0 2r < n and m ∈ Z. The functor (−)S : GrA → GrAU establishes an equivalence
between the following categories:
(1) The full subcategory G(S,U) of GrA whose objects are the graded modules generated
in degrees belonging to m + nZ and cogenerated in degrees belonging to S .
(2) The full subcategory L(S,U) of GrAU whose objects are those X generated in degrees
belonging to m + nZ and satisfying that (Kerμm+kn,r )An−r ⊆ Kerμm+kn,n for all
k ∈ Z.
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bounded, and a fixed element s0 ∈ S , there is a unique strictly increasing map δ =
δ(S,s0) : Z → Z such that δ(0) = s0 and Im(δ) = S .
Let (S,U) be a right modular pair of subsets of Z such that 0 	= (U : U) = nZ and
m ∈ (S : U). We want to identify δ(S,m). As in Lemma 4.1, we can think of U¯ as a subset
of [0, n), in which case we can write U¯ = {i0, i1, . . . , it−1}, with t = |U¯ | and 0 = i0 < i1 <
· · · < it−1 < n.
Lemma 4.9. In the above situation, the following assertions hold:
(1) δ(S,m) = m + δ(U ,0).
(2) δ(S,m) : Z → Z maps tj + km+ nj + ik , for all j ∈ Z and all k ∈ [0, t).
(3) If U is the translation of an interval, then δ(U ,0) is a pseudomorphism of groups.
Proof. (1) Clearly, m+ δ(U ,0) : j m+ δ(U ,0)(j) is strictly increasing and maps 0m+
δ(U ,0)(0) = m. Moreover, Im(m + δ(U ,0)) = m + Im(δ(U ,0)) = m + U = S . Then δ(S,m) =
m + δ(U ,0).
(2) Use an argument as in (1).
(3) We then prove that δ =: δ(U ,0) is a pseudomorphism in case U =
⋃
k∈Z[nk,nk + r]
or U =⋃k∈Z[nk − r, nk], where r and n are natural numbers such that 0  2r < n. We
consider the second possibility, leaving the first one as an exercise. Notice that t = |U¯ | =
r +1 in this case. Then, according to assertion (2), we have δ[(r +1)j − i] = nj − i, for all
j ∈ Z and i ∈ [0, r]. If m = (r + 1)j − i and m′ = (r + 1)j ′ − i′, where i, i′ ∈ [0, r], then
δ(m) + δ(m′) = n(j + j ′) − i − i′ belongs to U = Im(δ) if and only if i + i′ ∈ [0, r]. In
that case, δ(m+m′) = δ[(r + 1)(j + j ′)− (i + i′)] = n(j + j ′)− (i + i′) = δ(m)+ δ(m′).
Then δ is a pseudomorphism of groups. 
We can now combine the general results of Sections 2 and 3 with those of this section. If
U =⋃k∈Z[nk,nk + r], with 0 < 2r < n, then we consider the graded algebra B˜ obtained
from B =: AU by regrading along the pseudomorphism δ = δ(U ,0). If now V ∈ GrB˜ , then
we have a multiplication maps μ˜(r+1)k,r :V(r+1)k ⊗ B˜r = V(r+1)k ⊗ Ar → V(r+1)(k+1)−1
and μ˜(r+1)k,r+1 :V(r+1)k ⊗ B˜r+1 = V(r+1)k ⊗ An → V(r+1)(k+1), so that, working in the
right A-module V(r+1)Z ⊗ A, it makes sense to consider Ker(μ˜)(r+1)k,rAn−r , which will
be an A0-submodule of V(r+1)k ⊗ B˜r+1 = V(r+1)k ⊗ An. We then get the following:
Corollary 4.10. Let A =⊕n0 An be a positively graded algebra generated in degrees
0,1 such that A0 is semisimple, (S,U) = (m + U,U) be a right modular pair, where U =⋃
k∈Z[nk,nk + r], with 0 2r < n, and B˜ be the graded algebra obtained from B = AU
by regrading along the pseudomorphism δ = δ(U ,0) : Z → Z. The functor Φ : GrA → GrB˜
of Proposition 3.2 gives an equivalence of categories between:
(1) The full subcategory G(S,U) of GrA whose objects are the graded A-modules gener-
ated in degrees belonging to (S : U) = m + nZ and cogenerated in degrees belonging
to S .
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B˜
of Gr
B˜
consisting of those V generated in degrees belonging
to (r + 1)Z such that Ker(μ˜(r+1)k,r )An−r ⊆ Ker(μ˜(r+1)k,r+1), for all k ∈ Z.
Moreover, L
B˜
contains all the graded B˜-modules presented in degrees belonging to
(r + 1)Z.
Proof. It is a direct consequence of Proposition 3.2 and Corollary 4.8, after checking that
the equivalence ΣS = Σm+Im(δ)
∼=−→ Σ˜Im(δ) = Σ˜U of Proposition 3.1 restricts to an equiv-
alence between L(S,U) and L
B˜
. 
Remark 4.11. If Λ is a n-Koszul algebra, with n > 2, then we can apply the above corollary
to A = Λ!, with r = 1, so that B˜ ∼= E = E(Λ) is the Yoneda algebra of Λ (cf. [5, Theo-
rem 9.1], see also [3, Proposition 3.1]) and (S,U) = (m+U,U), with U = nZ ∪ (nZ + 1).
Hence, if V ∈ GrE , we have multiplication maps μ˜2k,1 :V2k ⊗ E1 = V2k ⊗ Λ!1 → V2k+1
and μ˜2k,2 :V2k ⊗ E2 = V2k ⊗ Λ!n → V2k+2 and we can take Ker(μ˜2k,1)Λ!n−1, which is a
Λ0-submodule of V2k ⊗ Λ!n = V2k ⊗ E2. The last corollary gives then an equivalence of
categories between:
(1) The full subcategory G(S,U) of GrΛ! consisting of those M such that M = Mm+nZΛ!
and, for every graded submodule 0 	= N < M , one has NS 	= 0.
(2) The full subcategory LE of GrE consisting of those V ∈ GrE which are generated in
even degrees and satisfy that Ker(μ˜2k,1)Λ!n−1 ⊆ Ker(μ˜2k,2), for all k ∈ Z.
Moreover, LE contains all the graded E-modules presented in even degrees.
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