modelled sea ice state and surface radiative fluxes, and to use as reference datasets for the induced surface flux 1 framework, using the small number of in situ validation studies to set results in context as far as possible.
2
To evaluate modelled sea ice fraction, we use the HadISST1.2 dataset (Rayner et al, 2003) , derived from passive 3 microwave observations. To evaluate modelled sea ice thickness Arctic-wide, we use the ice-ocean model 4 PIOMAS (Schweiger et al, 2011) , which is forced with the NCEP reanalysis and assimilates ice concentration 
12
To evaluate modelled surface radiative fluxes across the whole Arctic Ocean, three datasets are used. Firstly, we 
21
To the authors' knowledge, in-situ validation of these datasets in the Arctic has been quite limited, but 
30
In addition to the datasets above, in section 4 we make use of satellite estimates of date of melt onset over sea 31 ice (Anderson et al, 2012), also derived from passive microwave sensors; and in section 5, the CERES-SYN 32 dataset (Rutan et al, 2015) , similar to CERES-EBAF but available at higher temporal resolution, is used to 33 examine modelled surface radiation evolution during May in more detail.
35

Calculating induced surface flux anomaly
36
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Because the latent heat of sea ice is an order of magnitude greater than the sensible heat required to raise the ice 1 to the melting temperature, ice volume is very nearly proportional to the heat required to melt the ice. Ice 2 volume therefore acts to integrate the surface and basal energy balance, and is largely determined by the fluxes 3 at these interfaces. Across much of the Arctic the sea ice is insulated from the main source of heat energy from controlling the evolution of sea ice volume.
10
The surface energy balance is composed of four radiative fluxes (downwelling and upwelling SW and LW), two 
16
We express the net radiative flux 
10
(Here the SW flux is neglected for clarity).
11
In a similar way, given a model anomaly of melting surface fraction for any point in space and time, an induced 12 surface flux anomaly can be calculated in a similar way to above, by multiplying the model anomaly in melt 13 onset occurrence by the partial derivative of (7) with respect to melt onset occurrence: (1) HadISST1.2 dataset. Over the reference period, therefore, modelled September sea ice extent is systematically 1 lower than that observed ( Figure 3a ).
2
Mean ice thickness is consistently lower than that estimated by PIOMAS for the Arctic Ocean region ( May. Hence it is very likely that ice thickness in HadGEM2-ES is biased low in the annual mean, with 8 anomalies tending to be higher when ice thickness is lower. In other words, the ice thickness annual cycle of
9
HadGEM2-ES is likely to be too amplified, with both anomalously high ice melt during the summer and ice
10
growth during the winter.
11
Maps of the ice thickness bias in April and October (Figure 3b thickness is biased low, and areas where the modelled seasonal cycle is overamplified, and vice versa.
19
In the following discussion of radiative fluxes, the convention is that positive numbers denote a downwards Siberian side.
5
In summary, there is evidence of a low bias in net downward LW during the winter, and a high bias in net 6 downward SW during the summer, each of order of magnitude ~10 Wm -2 . This is consistent with surface 7 radiation fluxes being the likely first-order cause of the amplified sea ice thickness seasonal cycle. In the next 8 section we attempt to attribute the surface radiation biases to particular processes using the methodology 9 described in Section 2. the true net effect of the combined LW and SW anomalies, as these will tend to be opposite in sign and of 6 similar orders of magnitude. It is concluded that it is not possible to determine the net effect of downwelling 7 radiative anomalies on surface flux during the summer with current observational data.
8
As the surface of the Arctic Ocean begins to cool in early autumn, a growing negative anomaly due to the now 
17
The sum of the induced surface flux anomalies is of a similar shape and order of magnitude to the sea ice latent 
22
This may be due to the 'missing process' of surface albedo anomaly due to the presence of snow on sea ice.
23
Early surface melt onset, and sea ice fraction loss, as modelled by HadGEM2-ES, would be expected to be 24 associated also with early loss of snow on sea ice, with an associated surface albedo anomaly, with this process 25 reaching its maximum influence at a time between that of the surface melt onset (June) and that of the sea ice 26 fraction loss (August).
27
In winter the sum of the induced anomalies is consistently lower in magnitude than the sea ice latent heat flux 
12
The surface flux anomalies produced by ice fraction anomalies in August, and ice thickness anomalies in 
15
Ice which is thinner in the annual mean will tend to melt faster in summer, due to the net SW anomalies 
11
Acting together, the ice thickness-growth feedback and surface albedo feedback create a strong association 12 between lower ice thicknesses and amplified seasonal cycles, because ice which tends to be thinner will both 13 grow faster during the winter, and melt faster during the summer. Hence the melt onset anomaly, acting alone,
14
would induce a seasonal cycle of sea ice thickness both lower, and more amplified, than that observed, while the 26 that such a bias could be reduced by introducing a more realistic sea ice rheology.
27
The study would be incomplete without a discussion of possible causes of the two external drivers identified by Here we concludethat a similar mechanism is likely to be at work in HadGEM2-ES, and that insufficient cloud 1 liquid water is the principal driver of the anomalously low downwelling LW fluxes.
2
The causes of the early melt onset bias of HadGEM2-ES are harder to determine. For most of the spring, 
Conclusions 21
HadGEM2-ES simulates a sea ice cover which is not extensive enough at annual minimum. Comparison to 22 various ice thickness datasets shows that it also has too low an annual mean ice thickness, and that its ice 23 thickness seasonal cycle is likely to be overamplified. Evidence of a positive net SW bias during the ice melt 24 season, and a negative net LW bias during the ice freezing season is apparent from evaluations using multiple 25 radiation datasets.
26
An evaluation of processes influencing surface radiation, combined with simple models to estimate their effect,
27
produces results consistent with the evaluation of the sea ice state and surface radiation; processes tend to cause 28 anomalous ice melt during the melting season, and anomalous ice growth during the freezing season.
29
Consequently model anomalies in sea ice growth and melt rate can be attributed in detail to different causes; in 30 particular, the roles played by the sea ice albedo feedback, by the sea ice thickness-growth feedback, and by 31 external forcings, can be quantified. The analysis reveals how the melt onset anomaly of HadGEM2-ES tends to 32 make model ice thickness both low in the annual mean, and too amplified in the seasonal cycle, with the 
2
The analysis also makes explicit the link between the spatial pattern of anomalies in annual mean ice thickness,
3
and anomalies in the April-October ice thickness difference. Regions where ice thickness tends to be biased 4 particularly low in the annual mean also display higher amplification in the seasonal cycle, due to the direct 5 action of the thickness-growth and ice albedo feedbacks, despite the initiating factors of melt onset occurrence 6 and downwelling LW anomaly being comparatively spatially uniform. However, the reasons for the underlying 7 spatial distribution of the annual mean ice thickness anomalies in HadGEM2-ES are likely to lie in ice dynamics 8 rather than thermodynamics.
9
The method is limited by the current inability to evaluate the impact of anomalies in modelled snow cover, as 
16
In the case study presented here, the analysis provides mechanisms behind a model bias in sea ice simulation.
17
However, the analysis could also be used to investigate a sea ice simulation that was ostensibly more consistent
18
with observations, to determine whether or not the correct simulation was the consequence of model biases that 
21
Secondly, error will occur due to covariance in time between variables being multiplied. As both melt onset occurrence and ice fraction observations were available on daily timescales, the effect of this covariance was 
30
In addition, the routine used to create the monthly induced surface flux anomaly fields used in Figures 6&7 from   31 The Cryosphere Discuss. 
