Variational inequalities have extensively been studied to formulate equilibrium problems which arise in many fields including economics and operations research. Also, various numerical methods such as projection method and diagonalization method have recently been developed for the solution of variational inequalities. This paper considers modified variational inequalities which allow the constraint set to be non-convex and therefore contain classical variational inequalities as a special case. First, a solution method is presented for unconstrained problems and conditions for global convergence are established. Then, for inequality constrained variational inequalities, a solution method is proposed by modifying the multiplier methods for constrained optimization, and its convergence property is examined. When this method is applied to a dual formulation of the asymmetric traffic equilibrium problem, in which variables are travel costs and all constraints are inequalities, path flows can be obtained as the optimal Lagrange multipliers of the variational inequality problem. Finally, some numerical examples containing traffic equilibrium problems of medium size are solved to exhibit the effectiveness of the proposed methods.
Introduction
Many equilibrium problems in operations research and economics can be formulated as variational inequalities and numerical methods for solving them have also been extensively studied [3, 4, 10] .
Most of the existing methods such as projection methods [3, 4] and diagonalization methods [5, 7] find a solution of variational inequalities by successively solving symmetric variational inequalities, for which equivalent minimization problems exist. Thus, these methoQs are doubly iterative, because they require at each major itera-tion solving a minimization subprob1em by another suitable iterative method.
Also, the amount of computation may considerably increase as problems become large.
Recently, a singly iterative method called the relaxed projection method [8] was proposed for asymmetric variational inequalities. Unlike the above mentioned methods, this method generates a sequence of points converging to a solution by a very simple iterative scheme, but the generated sequence is not necessari ly contained in the constraint set. Also, Hammond and Magnanti [12] consider systems of non1inear equations from the viewpoint of variational inequalities, and present a singly iterative solution method which is a modification of the steepest descent method in unconstrained optimization. But this method can only solve unconstrained problems and requires the mapping involved to satisfy more restrictive conditions than those for existence and uniqueness of a solution.
In this paper, we first present a formulation of modified variational inequalities which may contain unlike the classical variational inequalities non-convex constraint sets. Such modified variational inequalities are also considered in Fukushima [9] and may be reduced to the usual variational inequalities, when constraint sets are convex.
Next, we consider unconstrained variational inequalities and present a method of steepest descent type. This method differs from the one proposed by
Hammond and Magnanti [12] only in the line search criterion and this difference yields weaker convergence conditions than those of [12] .
For the modified variational inequalities with inequality constraints, we then propose a solution method which is a modification of the multiplier methods for constrained optimization. This method updates solutions and
Lagrange multipliers alternatively and can be implemented very easily. We give some updating schema for Lagrange multipliers and establish convergence conditions for the method with a particular multiplier updating scheme.
As an application, the last method is used to solve the dual formulation of the traffic equilibrium problem in which variables are arc costs and costs for origin-destination (O/D) pairs and Lagrange multipliers correspond to path flows [10] . Since this problem may contain an enormous number of constraints, we also incorporate a technique based on a shortest path algorithm which generates only needed constraints at each iteration.
Finally, we report numerical results for some examples including a traffic equilibrium problems of medium size. These results indicate that the proposed methods are practical and effective in solving asymmetric variational inequality problems.
Throughout the paper, <. , . > and 11' 11 denote the inner product and
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the ordinary Euclidean norm in Rn, respectively. Also, transposition of a matrix is denoted by T.
Modified Variational Inequalities
The classical variational inequality problem is to find a point x E S such that However, this formulation is adequate only when the constraint is convex.
Here we consider, as in [9] a modification of (2.1) which allows the constraint set S to be non-convex.
Specifically, the problem is to find a point x E S such that Of course, when the set S is convex, problem (2.1) and (2.2) are equivalent.
From now on, we assume that the mapping F is continuously differen':' tiable and the set S consists of points x satisfying
Si(x) :;; 0, 4) where Si: Rn + R are twice continuously differentiable.
Let us consider the next problem: 
i=l (2.6) where 0 solution is a positive penalty parameter. It may easily be shown that any * * (x .u) of (2.5) also solves the equation
We shall prove that under some assumptions the augmented mapping H(x.u) is locally monotone with respect to x rrear the solution.
To establish this result. we need the next lemma. 
be the solution of (2.7) Then for all o large enough. the matrix 
Method for Unconstrained Problems
In this section, we present a solution method for unconstrained variational inequality problems, which are actually systems of nonlinear equations 
Algorithm 1
Step 0. Choose an n by n nonsingular matrix G and an initial point xO.
Set k := 0.
Step 1. Calculate a search direction J< = -G' F(,t<). If 11 Jc 11 is small enough, then terminate.
Step 2. Determine a step length a, such that We establish a global convergence theorem for the above method.
Theorem 2. Suppose that G is chosen such that Go F(x) is strongly monotone or uniformly monotone, that is, there exists a > ° such that
Then, {xk} generated by Algorithm 1 globally converges to the unique solution of (3.1).
Proof:
and (3.6) implies that ilF(x)'G T and G are both nonsingu1ar, the system of equation (3.1) 
, it then follows from (3.7) and (3.9) that
Consequently, we conclude that the search direction ~ is a direction of sufficient decrease of the objective function hex) of (3.8). Moreover, by (3.7), we see that (3.5) is a restatement of the condition
that is, the line search in Step 2 is the exact minimization of the function h(xk +~) with respect to a. We define the level set T by then strong monotonicity condition (3.6) implies that T is compact set. In view of Theorem 14.3.2 of [14] , global convergence of the algorithm follows form (3.10) and (3.11). 0
Method for Inequality Constrained Problems
In this section, we propose a solution method for the modified variational inequality problem (2.2) in which the set S is specified by the system of inequalities (2.4). For this problem, we also consider a modification of methods for optimization problems. Specifically, we focus upon the Step 2.
Step 3.
terminate. are all small enough, then Obtain the step length ak' and set ,t<+1 := ,t< + ak~.
Update ~ to get ~+1, set k:= k + 1, and return to Step 1. [] In this algorithm, several choices are possible in the way of selecting the step length ak and updating the Lagrange multiplier estimate ~. Concerning the step length, we may either simply use a fixed step length or perform the line search using the same criterion as in Algorithm 1.
As far as the update of ~ is concerned, we may choose one of the following schemes:
(1) First order iteration: This is a generalization of the first order iteration scheme used in the multiplier method for constrained optimization [2] . In the presented context, this scheme is explicitly stated as
which, in the case of optimization, corresponds to the steepest descent method for the dual problem. 
(Similar schemes are also considered in [18] .)
Among these three schemes, the second order estimate (4.3) is the most expensi ve to compute, and the first order iteration (4.1) is the least. From a practical viewpoint, (4.1) is most favorab1e and is therefore used in the numerical experiments of Section 6. Now, we establish a convergence theorem for Algorithm 2. The assumption (i) reveals the congestion effect which may lead to the monotonicity property of the cost mappings. Similarly, in the case of elastic demand, the traffic demand between an OlD pair would usually decrease as the travel cost between that pair increases [1] .
(The reader may recall demand curves in economics.) In general, the negative of the demand mappings may thus be considered monotone with respect to travel costs.
In the classical traffic equilibrium model, it is usually assumed that the travel cost on each arc is dependent only on the traffic volume on that arc and, in the elastic demand case, the traffic demand between each OlD pair is dependent only on the travel cost between that pair. Under these assumptions, the traffic equilibrium problem can be formulated as an eqUivalent non linear programming problem [1] . However, when interactions between different arcs and DID pairs are present, the travel cost of each arc and the traffic demand of each OlD pair should be treated as functions of the entire flow pattern and travel costs of all DID pairs, respectively, and hence the traffic eqUilibrium problem may not be reduced to an eqUivalent optimization problem unless the Jacobian matrices of those functions satisfy the symmetry conditions. To deal with the traffic equilibrium problems containing asymmetric cost and demand functions, the variational inequality formulations have been proposed and studied extensively (see [3, 7, 17] for the fixed demand case and [4, 5] for the elastic demand case). In those models, the variables are flows on arcs and demands for OlD pairs. Recently, from the viewpoint of duality, an alternative variational inequality formulation was proposed [10] , in which costs for travel on each arc and between each OlD pair were involved as variables. In the latter formulation, the constraint set is specified by inequality constrains only, and hence, we may obtain the equilibrium solution by applying the method described in the previous section.
We summarize the dual formulation of the traffic equilibrium problem with elastic demand. Let us introduce the following: 
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if arc a is contained in path P.
otherwise. 93 We suppose that every arc flow fa depends on travel costs of all arcs and every travel demand d ik is determined by travel costs of all OlD pairs.
i.e •• there exist mappings £:Rq + Rq and d:R s + R S such that
and
respectively. Then. the traffic equilibrium conditions may be formulated as the variational inequality problem of finding a vector (c,v) E S such that
where S is the set of (c,v) satisfying At the equilibrium solution, each active constraint corresponds to a shortest path for some OlD pair. Hence, at each iteration, we may generate needed constraints by using a shortest path algorithm such as Dijkstra and Warsha1l-Floyd methods [6] , and add them to the list. say M. of constraints currently considered to be active. Also the multiplier estimate .;c associated with those constraints are updated using the first order iteration scheme described in Section 4, i.e., for p E P ik , we put
where 0 is a penalty constant used in the definition (2.6) of the augmented mapping H. To be more specifiC, if path p is generated by the shortest path calculation and was not included in the list M at the previous iteration, then we append such p to the list M and update It is worth pointing out that since Lagrange multipliers in problem (S.l) represent path flows, we are able to predict not only the flow on each arc and the demand between each OlD pair but also the distribution of the demand into shortest paths at equilibrium.
Computational Results
In this section, we present computational results for several problems.
Computer programs were coded in PASCAL and the run was executed on a personal computer called NEC PC-980l. Firstly, we solve the next unconstrained problem using the method described in Section 3. Algorithm 1 in which G is set to be the unit matrix, Case 2 Algorithm 1 in which G is set to be the inverse of the diagonal part of VF(x O ), and Case 3 : The method of [12] in which G is set to be the unit matrix.
Note that VF(x*) is positive definite and VF(x*) 2 is not so. Therefore, convergence of the method proposed in [12] is not guaranteed as long as the unit matrix is used as a scaling matrix, while convergence of the method of Section 3 is guaranteed. In all cases, starting point x O is chosen to be (0,0,0,0,0). The results are summarized in Table 1 , where· ACC is the relative error calculated by 11 ,t< -x* 11 I 11 x* 11. Now, we proceed to solve inequality constrained variational inequality problems by Algorithm 2. Recall that the following two rules may be used to select the step length ak: We shall primarily employ rule (a) in solving the following examples, and the both rules will be compared for Problem 4. As to the update of ok, we gave three schema in Section 4. In the present numerical experiments, we prefer to use the first order iteration scheme (4.1) because of its simplicity of imple- -------- Table 2 For each case, the scaling matrix G is chosen to be the unit matrix, the parameter a is set at 0.500, and the step length (J.k is determined by rule (a). 
= (c,v) and F(x) (f(c), -d(v)).
Since this example contains a convex constraint set, earlier methods for solving the ordinary variational inequalities may also be used to obtain eqUilibrium solutions. Among the existing methods, the relaxed projection method [8, 10] seems to be appropriate as a measure of evaluating Algorithm 2, since they are both singly iterative methods. Table 3 Arc Costs
c .. where a controlling parameter is adjusted in the same manner as in [10] .
In Table 3 , comparison is made in terms of the number of iterations to obtain approximate solutions with various degrees of accuracy (ACC) evaluated by ACC = max( 11 d< -c * 11 I 11 c * 11 , 11 0 -v * 11 I 11 v * 11 }.
Since the two methods require almost the same CPU time per iteration, the number of iterations seems to be a good measure of estimating the computational efficiency. Table 3 shows that Algorithm 2 exhibits faster convergence.
Moreover, to see how convergence of Algorithm 2 is affected by the choice of the parameter 0, the same problem is solved using various parameter values.
The results, which are summarized in Figure 4 , suggest that the choice of the parameter 0 considerably influences convergence properties of Algorithm 2. However, since suitable parameter value actually depends on the problem to be solved, we have to resort. to an ad hoc method to determine a desirable value of o. Also it is noted that the algorithm may fail to converge if the fixed step length is too large. In fact, Figure 6 shows that convergence is not obtained for ~ = 0.018.
Conclusion
The proposed method for unconstrained variational inequality problems is constructed by modifying the line search criterion of the algorithm due to
Hammond and Magnanti [12] . We have shown that the present method is convergent under weaker conditions than those for the method of [12] . The numerical result given in Section 6 also indicates this.
For the inequality constrained problems, a new solution method is also presented, which is a modification of the multiplier methods in nonlinear programming. This method may deal with problems containing non-convex constraints and can be shown to converge under appropriate conditions. Moreover, this method can be applied to the traffic equilibrium problems by using a shortest path calculation.
The numerical results of Section 6 are quite satisfactory and would en~ourage further study of solution methods for variational_inequalities form optimization viewpoints. [1] : 0= 0.0040 [2] : 0=0.0060 [3] : 0= 0.0080 [4] : 0= 0.0120 [2] ----..
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