Abstruct.l It has recently been claimed that a class of filter banks called the principal component filter banks (PCFB) is optimal for digital communication using discrete multitone modulation. In this paper we revisit this result and examine the origin of this optimality. We provide illustrative examples comparing the PCFB with traditional filters. We also provide a rigorous proof of the claim that the bit rate is maximized by the PCFB.
I. INTRODUCTION
Principal component filter banks (PCFB) were first introduced for progressive data transmission in [12] . Their usefulness for various applications has been observed by many authors in the signal processing community (see references cited in [ 2 ] ) . The optimality of the PCFB for many applications has been proved in 121, [3] , and its role in the design of discrete multitone systems has been a topic of recent interest [8] , [16] .
It has recently been claimed that the PCFB is optimal for digital communication using discrete multitone modulation (DMT). In this paper we revisit this result and examine the origin of this optimality. We provide illustrative examples comparing the PCFB with traditional filters. A rigorous proof of the bit rate optimality of the PCFB is presented in Sec. VI. ppvnat h@syst ems .calt ech. edu shifted versions [14] . In general the filters are allowed to be ideal (e.g., brickwall lowpass, etc.). So the 2-transforms do not necessarily exist. The notation H ( z ) should be regarded as an abbreviation for the Fourier transform H(ej"). In actual practice the channel is a continuous-time system preceded by D I A conversion and followed by A I D conversion. We have replaced this with discrete equivalents C ( z ) and e(n).
THE DMT SYSTEM
The received signal y(n) is a distorted and noisy version of ~( n ) .
The receiving filter bank { H~( z ) } separates this signal into the components yk(n) which are distorted and noisy versions of the symbols Xk(n). The task at this point is t o correctly detect the value of xk(n) from yk(n). There is a probability of error in this detection which depends on the signal and noise levels. Ignoring noise for a moment, the path between xk(n) and y,(n) is actually a linear time invariant system with transfer function Fk(z)C(z)Hm(z)lLtI. If this is zero for k # m we say that there is no znterchannel interference. If this quantity is unity for k = m we say that there is no intrachannel interference. Thus all IS1 is eliminated if
The filter bank { F k , H,} is said t o be biorthogonal if In order t o obtain the IS1 free condition, we can start from a biorthogonal filter bank and then insert the zero-forcing equalizer l/C(z) at the receiver, so that the effective receiving filters are Hk(z)/C(z). In practice there are ways t o satisfy this condition approximately with the use of time domain equalizers and cyclic prefixes [5] or their generalizat,ions [8] . For the purpose of noise calculation, the model for the noise q k ( n ) a t the detector input can therefore be taken as in 
Orthonormal D M T systems.
In this paper we consider orthonormal DMT systems which use orthonormal filter banks. The filter bank { H k } is said t o be orthonormal if
In this case, the transmitting filters are chosen as F k ( e j w ) = H,* (ej'") t o satisfy biorthogonality. Setting k = m, the orthonormality (4) yields
This means that the impulse response g k ( n ) of the magnitude square IHk(eJW)I2 is Nyquist(M), that is,
It can be shown that an orthonormal filter bank satisfies the power complementary property
From this it follows that (7) k regardles of how the filters { H k } are chosen.
THE AVERAGE TRANSMITTED POWER
For simplicity we assume that xk(n) are PAM symbols [9] . Assuming that xk(n) is a random variable with 2bk equiprobable levels, its variance represents the average power Pk in the symbol xk(n). The Gaussian channel noise e ( n ) is filtered through Hk(z)/C(z) and decimated by Ad. Let u :~ be the variance of the noise q,+(n). Then the probability of error in detecting the
where Qi:v)=S, e /2du/v% (area of the normalized Gaussian tail). Since the Q-function can be inverted for any nonnegative argument, we can invert (8) to obtain
where the exact nature of the function P(., .) is not of immediate interest. This expression says that if the probability of error has t o be P e ( k ) or less a t the bit rate b k , then the power in xk(n) has to be at least as large as J'k. The power complementary property (6) Consider a two channel DMT system ( M = 2 ) . One choice of the orthonormal filter bank, called the brickwall stacking, is shown in Fig. 3(c) . With the effective psd Sqq(ej") as in Fig. 3(b) we can now calculate the variances atk. Let us pick some values for the remaining parameters.
1.
2.
Error probabilities Pe(0) = Pe(l) = lo-'. bo = 6 and bl = 2. These are the bits in the PAM constellations. It makes sense to use smaller value for bl because there is more noise in the region covered by Hl(e3'") . Since the average of b k ' s is 4, the average bit rate for 2 MHz sampling rate is 8 Mbits/sec. The average power P needed to meet these requirements can be calculated from (10) and the result turns out to be 56 mW. Instead of using the brickwall filter bank suppose we use the filter bank shown in Fig. 3(d) and (e). We still have two channels ( M = 2) but each filter now has two passband regions. It can be verified that this filter bank still satisfies orthonormality (4).
We can recalculate the variances ai, now and compute the average power. The result is 5.67 mW. Thus savings in total power = 56/5.67 = 9.9 or about 10 dB. In summary, the modified filter bank achieves the bit rate of 8 Mb/s and error probability of lo-' using almost 10 dB less power! The difference between the two filter banks in the example is that the variances ai, (whose sum is fixed 0-7803-7097-1/01/$10.00 02001 IEEE by orthonormality) are distributed differently depending on the shape of the effective noise psd Snn(ej"). The natural question then is: given an effective noise psd and an arbitrary M , how do we choose the orthonormal filter bank { H k ( e j " ) } to minimize the transmitted power for fixed specifications? The answer is that { H k ( e j " ) } should be chosen as a princzpal component filter bank for the effective noise psd. 
V. PRINCIPAL COMPONENT FILTER BANKS
To define a PCFB first consider two sets of M nonnegative numbers {a,} and {&}. .
is minimized by a PCFB when one exists. Similarly, any convex function is maximized. According to the PCFB definition, any permutation of the filters still remains a PCFB. So the correct perniutation has to be chosen to find the optimum PCFB. In all discussions, this step will be taken for granted. Whenever we say that the PCFB is optimal for a problem, the implicit assumption is that the class of filter banks searched is such that a PCFB exists. It is possible that PCFBs do not exist for certain classes, e.g., the cosine modulated class 121.
Examples
Consider the transform coder class Ct, where the filters H k ( Z ) are FIR with length 5 M . The DFT filter bank traditionally used in DMT systems is an example belonging to this class. The M x M KLT matrix of the filter bank input q(n) can be used to define the PCFB.
For the ideal filter bank class Czdeal, there is a systematic method to construct a PCFB by designing a sequence of compaction filters [15] .2 For example, the filter bank defined by the two filters in Fig.   3(d) and (e) is a PCFB for the power spectrum in Fig. 3(b) .
For a monotone decreasing or increasing psd, the traditional brickwall filter bank is also the PCFB [15] . For power spectra with more variation (several bumps and dips) the PCFB is significantly different. The twisted pair channel for ADSL downstream service is a candidate with such an effective Mazimizing Total Bit Rate. Returning to the error probability expression (8) let us now invert it to obtain a formula for the bit rate bk. This is tricky because of the way bk occurs in two places. The factor (1 -2-br) however is a weak function of bk in the sense that it varies from 0.5 to 1 as bk changes from one to infinity. Replacing (1 -2-bk) with unity in Eq. (8)) we can find bk and obtain b = ck bk. The result is
The nuniber of bits per second achieved by the DMT system without channel coding is proportional to this.
this b is convex in the variance vector (11). Thus the PCFB for See(ej")/lC(ejw)12 maximizes total bit rate.
Without the approximation 1 -2-bk = 1 the closed form expression (12) is not possible, but the convexity of b can be proved in a more elaborate way as shown below.
VI.l. Proof Of Convexity of Bit Rate
Consider Eqn. (8) and delete all dependence on k for simplicity. Without using the approximation 1 -2-' 1 we will show that b is convex in at. such an efficient implementation. Moreover the PCFB depends on the channel and therefore needs to be computed for the given channel, and then approximated with digital filters. The main attraction of the PCFB is that it yields a useful bound for performance comparisons for fixed number of bands M . In spirit the role of a PCFB is similar to that of the KLT in transform coding. If the performance gap between a practical system and the PCFB solution is small in a particular application, this gives the assurance that we are not very far from optimality.
