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ABSTRACT 
This paper deals with monotone iterative methods for the computation of the 
steady-state probability vector of irreducible Markov chains. The emphasis is laid on 
verification techniques aiming at deriving, from an approximation, true bounds on the 
solution. 
1. INTRODUCTION 
The Markov approach for the steady-state analysis of a stochastic process 
leads to a system of the form 1 
xQ =x,  (1) 
where the stochastic system matrix Q is assumed irreducible and where the 
steady-state probability vector x that is searched for satisfies the normaliza- 
tion equation x l T = 1. The main advantage of the Markov approach comes 
from the simplicity of the system (1). Its main limitation results from its 
possible large size. 
1In this work, y denotes arow vector and yT denotes acolumn vector. 
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Iterative methods for the problem (1) have received lots of attention in 
recent years. Refer to [4] for a recent review or to [2, 6] for collections of 
papers on iterative methods. The methods are especially attractive when Q is 
sparse. They take advantage of this sparseness to reduce both their memory 
and computational requirements. Problems [5] with up to 10 6. states and 10 s 
transitions were successfully solved by these methods. 
This work deals with monotone iterative methods, that is, methods which 
converge towards the solution from below (or from above). Contrary to 
nonmonotone iterative methods, they can be stopped at any time while 
providing true bounds on the solution. Monotone iterative methods therefore 
have applications in problems where strict guarantees on steady-state p rfor- 
mance are required. 
Our contribution consists first, in Section 2, in extensions of some results 
established by Berman and Plemmons [1] for nonsingular systems. It is then 
shown in Section 3 how the system (1)can be transformed to guarantee that 
the basic iterative methods (Power, Jaeobi, and Gauss-Seidel) converge 
monotonely. Unfortunately, these methods may converge very slowly. Fur- 
thermore, in order to guarantee the monotonicity of the sequence of iterates, 
they are required to start with a predefined starting uess which is far from 
the solution. We improve these techniques by allowing more general starting 
guesses; typically, starting guesses derived from an approximation of the 
solution. The monotone iterative approach becomes then a verification tech- 
nique aiming at proving that a selected starting uess is a true bound on the 
solution or aiming at deriving a true bound from this starting guess. The 
verification technique is introduced in Section 4. Section 5 illustrates the use 
of the verification technique to bound the availability of a repairable fault- 
tolerant system. 
2. BASIC RESULT 
Consider the nonsingular system 
xB = b (2)  
and a splitting B = M - N of B with M nonsingular. The system (2) can 
then be rewritten as 
x =xNM -1 +bM -1, 
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which leads to the iterative process 
x (k+l) = x(k)A + c, 
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(3) 
where A~fNM -1 and c~fbM -1. The following theorem gives different 
conditions for the iterative process (3) to converge monotonely. 
THEOREM 1. Consider the nonsingular system (2) and the iterative 
process (3). Assume A >~ O. 
(i) (Berman and Plemmons [1]) I f  there exist vectors v ~°) and w ~°) 
such that 
then 
v(°) ~< v (1), 
v(°) ~< w (°), 
W (1) .~< W (0),  
v (°)~<v (1)~ ... ~<v (k)~< ... <bB -~ ~< ... ~<w (k)~< ... <w (1)~<w (°), 
l imv  (k )=bB -1 = l imw (k). 
k---~ oo k-- .  oo 
(ii.a) I f  there exists a vector v ~°) such that v ~°) <~ v (1) and 
then 
v ~°~ <~ bB -1 or p(A)  < 1, 
v (o).<<v (1).<< ... ~<v (k )¢  ... ~<bB -1, 
lim v (k) = bB -1. 
k--* oo 
(ii.b) I f  there exists a vector w ~°) such that w ~1) <,< w (°) and 
bB -1 <~ w ~°) or p(A)  < 1, 
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bB -1 ~< ... ~<w (k)~< ... ~<w (~)~<w (°), 
lim w (k) = bB -1. 
k---~ o0 
(iii.a) I f  there exists a vector v (°) and an integer r such that v (°) <~ v ~), 
and i f  
p(A) < 1, 
then 
I) (0) ~ 7) (r) ~ ""  ~ V (kr) ~ . . .  ~ bB -1, 
lim v ~kr) = bB -1. 
k---, oo 
(iii.b) I f  there exists a vector w (°) and an integer r such that w fr~ <<. w (°), 
and i f  
p(A) < 1, 
then 
bB -1 <~ . . .  <<. w (kr) ~ . . .  ~ w (r) ~ w (0) ,  
lim w (kr) = bB -1.  
k---, ~ 
Proof. 
theorem was established by Berman and Plemmons [1]. 
The complete proof is given in Appendix A. Part (i) of the 
3. APPLICATION TO MARKOV CHAINS 
In order to apply Theorem 1 to the computation of the steady-state 
distribution of a Markov chain, three steps are needed: 
1. transform the singular system (1) into a nonsingular system of the form 
(2); 
2. find an iterative method with a nonnegative iteration matrix A; 
3. fulfill one of the conditions of Theorem 1. 
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A first approach to transforming (1) into a nonsingular system consists in 
introducing the normalization equation x 1T = 1 into the singular system. This 
yields 
x( I  Q) *lr (0 . . .  01)  def - = = en, (4) 
where Z* ..T denotes the matrix Z whose last column has been replaced by the 
column vector z r. We could not find an iteration matrix which is nonnegative 
and convergent for the system (4). Intuitively, the requirement hat the 
sequence of iterates must be monotone and the requirement that each iterate 
must sum to a constant seem in contradiction. In Appendix B, we show that 
the Power, the Jacobi and the Gauss-Seidel method, when applied to (4), do 
not lead to a nonnegative and convergent i eration matrix. 
A successful transformation of the singular system (1) has been obtained 
by normalizing exactly one component of the solution, say x n. This leads to 
the nonsingular system 
T . def yBd--efy(I -- Q) *en = (0 . . .01)  = en, (5) 
where y is defined as Yk = ~¢k//Xn , 1 ~< k ~ n. A very important property of 
the system (5) is the nonnegativity of the inverse of the system matrix B, 
which can be stated as follows: 
B-1 ~r[(I _ Q),~I-1 
oo 
= [ I -Q*°~]  -1 = E (Q*°~) k >to, (6) 
k=0 
since the irreducibility of Q implies p(Q *°~) < 1. This nonnegativity allows 
the following theorem to be applied. 
THEOREM 9, (VARGA [7]). Let B = M - N be a weak regular splitting of 
B, i.e., a splitting which satisfies M -1 >1 0 and Ad=-efNM -1 >/0. I f  B -1 >1 O, 
then p(A) < 1. 
Proof. Varga [7] (see also Theorem 7.5.6 of Berman and Plemmons [1]). 
Summarizing these results leads to the final result. 
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THEOREM 3. Consider the system 
y( I  - Q) *er = en, 
where Q is an irreducible stochastic matrix, and any weak regular splitting 
M - N = (I - Q)* e"~. The sequence of iterates generated by the correspond- 
ing iterative scheme 
v (k+l) = v(k~NM -1 + e.M -1, k >/O, 
contains a converging nondecreasing subsequence {v ~*+ kr)}k ~ 0 
(ii.a) i fv  (°) = 0 (in this case, i = 0 and r = 1) or 
(iii.b) if 3i, r such that v ~i) <~ v0+r); 
and contains a converging nonincreasing subsequence { v~ ~ ÷ k r)}k ~ 0 
(iii.b) if 3i, r such that v ~0 >1 v ~i+r) 
Proof. By definition of a weak regular splitting, the iteration matrix 
A = NM-1  is nonnegative. By Equation (6), Theorem 2 applies and p(A) < 
1. This result and Theorem l(iii.a) and (iii.b) yield Theorem 3(iii.a) and (iii.b) 
respectively. Using v (°) = 0 ~< enM -1 = v ~1) and Theorem l(ii.a) leads to 
Theorem 3(ii.a). • 
This theorem provides us with great flexibility for the choice of a 
particular iterative scheme. Indeed, point or block iterative methods like the 
Power, the Jacobi, and Gauss-Seidel, or the SOR (for some range of the 
relaxation factor) method all correspond to weak regular splittings of the 
iteration matrix. 
4. VERIFICATION ALGORITHM 
The first problem we are faced with in practice is the rather slow 
convergence of the monotone iterative methods. This slow convergence is all 
the worse as the iterative process has to be started far away from the solution 
(with v (°~ = 0, for example). Improving the convergence rate while keeping 
monotonicity is a very hard problem which is beyond the scope of this work. 
We suggest instead reducing the amount of work which has to be done by 
starting with an initial guess v (°) as close to the solution as possible. If this 
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initial guess satisfies 
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v (°) < en B - l ,  (7) 
then, since the iterative process is convergent, a subsequent iterate of 
{v(k~}k ~0 which satisfies v (°~ ~ v ~k~ will be found. This inequality immedi- 
ately allows part (ill.a) of Theorem 3 to be applied. This leads to the following 
algorithm: 
Step 1. Compute an approximation ~ of the solution of the system 
xQ = x, x l  T = 1. 
Step 2. Select a weak regular splitting of the matrix (I - Q)* e~. 
Step 3a. Select a positive scalar T, and set v (°) = 2(1 - T) /x , .  
Use the iterative algorithm corresponding to the selected splitting 
to build (~) the sequence of iterates {v }k/> 0 until condition (ill.a) of 
Theorem 3 is satisfied. 
This algorithm calls for the following comments: 
1. The construction of v (°) aims at satisfying (7). The choice of T is 
crucial in this respect. If it is chosen too small, then the condition (7) may not 
be satisfied. In this case, there is no hope of detecting monotonicity. If 3' is 
too large, the initial guess and the subsequent iterates may remain poor lower 
bounds of the solution. The selection of 3' must thus be related to the 
accuracy of the approximation ~ and to the tightness of the bounds which are 
required. 
2. In order to check condition (iii.a) of Theorem 3, each new iterate v (k) 
could be compared to all previous iterates. This would however equire all 
these iterates to be memorized. This is not realistic. We suggest, in practice, 
keeping v (°) and v (k- 1) only. 
3. The iterative process could be continued after monotonicity has been 
detected. However, because of the slow convergence of the monotone 
iterative methods, this is not recommended. The monotone iterative process 
should better be used as a verification technique, i.e. a technique aiming at 
guaranteeing that some iterate satisfies v (k) ~< enB -1. 
The detection of a lower bound v (k) on y does not immediately lead to 
bounds on x. Since 
Yi 
xi ~n ' 
j=~Yj 
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the relation v (k) ~< y leads to an upper bound on the last component of x 
only 
X n 
y. 1 1 
~n ~ S~n ,~(k) "
J=l Yj 2~=1Yj ~' j :  l~j 
In order to obtain bounds on the whole vector x, an upper bound on y must 
be found. This means that a nonincreasing sequence {w(k)} k ~ 0 needs to be 
found. The arguments which were developed for the series {v(k)} k >~ 0 apply to 
the series {w(~)} k >/0 too. This leads to a similar algorithm: 
Step 3b. Select a positive scalar T, and set w (°) = ~(1 + T) /~ n. 
Use the iterative algorithm corresponding to the selected splitting 
to build the sequence of iterates {w(k)} k >/0 until condition (iii.b) of 
Theorem 3 is satisfied. 
All the comments made on step 3a similarly apply to step 3b. The detection 
of a lower bound (v (k) ~< y) and of an upper bound (y ~< w (l)) allows the 
steady-state probabilities x i to be bounded as follows: 
v~ k) w~ l) 
~n lW(1) ~ Xi ~ - - "  ~,= ~ i v(k) 
This algorithm is used in the next section to bound the availability of a 
repairable fault-tolerant system. 
5. A REPAIRABLE FAULT-TOLERANT SYSTEM 
Let us consider the database system studied by Lui and Muntz [3] and 
depicted in Figure 1. This system is a typical example of a repairable 
fault-tolerant system. 
The system is composed of one front end, two databases, and three 
processing units, each consisting of a switch, a memory, and two processors. 
All these components are subject o failure and repair. The time between two 
consecutive failures of the same component and the repair times of each 
component are exponentially distributed. Other distributions, uch as Coxian 
distributions, can be considered at the cost of an increased number of states. 
The components are repaired by a single facility which gives preemptive 
priority to components in the order: front end, databases, witches, proces- 
sors, and lastly the memories. The system is operational if the front end, at 
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FIG. 1. 
Database 1 I Database 2 I 
A fault-tolerant distributed atabase system. 
least one processing unit, and one database are operational. It is assumed that 
components may fail even when the system is not operational. The analysis of 
this system aims at evaluating its availability, i.e. the probability that the 
system is operational. 
The system can be modeled by a Markov chain with 215 = 32,768 states 
representing the status (up or down) of the various components. The steady- 
state distribution x of such a system would be product-form if both the repair 
and the failure rates were independent of the type and number of failed 
components. In our database model, the unique repair facility follows a 
preemptive priority policy and therefore prevents the system from being 
product-form. 
The verification algorithm described in the previous section was used to 
obtain bounds on the steady-state vector x. An approximated solution ~ was 
computed using a classical (nonmonotone) Gauss-Seidel iterative technique. 
This iterative process was stopped when the largest relative difference 
between two successive iterates dropped below a specified threshold t~ 2. The 
Gauss-Seidel scheme was also selected for theverification algorithm. That 
allowed the same code to be used again (only one equation had to be 
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TABLE 1 
PERFORMANCE OF VERIFICATION ALGORITHM 
Maximum relative rror ~2 10- 6 10- 8 10 - 10 10- lZ 
Iterations to obtain £ 20 22 23 25 
3' 10 -4 10-5 10-6 10-r 10-s 10-9 10-10 10-11 
Iterations for Step 3a (v) 10 9 8 8 7 6 8 4 
Iterations for Step 3b (w) 7 8 5 5 4 4 2 3 
modified). Table 1 summarizes the algorithm performances for different Sz 
and T values. Table 2 gives the bounds on the system availability which were 
then derived. 
APPENDIX A. PROOF OF THEOREM 1 
Let us first prove, in all three cases, that the ser ies  {1)(kr)} k >10 and 
{w(kr)}k ~ 0 are monotone [set r to 1 for (i) and (ii)]. The nonnegativity of the 
matrix A leads to the following inequalities: 
15 (k r+r )  - -  I) (kr )  = ( I )  (r)  - -  I)(O))tlk kr  >1 0, 
W (kr+r )  - -  W (kr )  = (W (r)  - -  w(° ) )A  k r  <~ 0, 
which establish the monotonicity. Let us then prove that the series converge 
towards the unique solution bB -1. For (i), the inequality 
w Ck> - v Ck~ = (w ¢°~ - v¢°>)A  k 1> 0 
shows that both series are bounded. Since they are monotone, they are then 
convergent. I f v (®) denotes the limiting solution of the series {v(k)} k~ 0, then 
TABLE 2 
AVAILABILITY MEASURES 
Lower bound (3' = 10-11) 0.99993745633364 
Estimation based on ~ (32 = 10-12) 0.99993745635364 
Upper bound ( 3' = 10-11) 0.99993745637365 
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the development 
v (~) = v(~A + c, 
v~)M = v~)N + b, 
- N)  = b, 
(8)  
v (~) = bB-1  
gives the desired result. A similar development applies to the series {w~k)} k ;~ 0. 
The proof for cases (ii) and (iii) is derived from the following equations 
bB-1 _ I)(kr) = (bB  -1 - v(0))A kr, (9) 
bB- l  _ w(kr) = (bB  -1 - w(O) )A  kr.  (1o)  
For (ii.a), if v (°) ~< bB-1 ,  the equation (9) shows (for r = 1) that the series 
{v(k)}k ~0 is bounded by bB -1. It must therefore converge, and its limiting 
solution v (~) satisfies the development (8). For (ii.a) and (iii.a), if p(A) < 1, 
then the equation (9) shows that the error vector bB -1 - v (kr) converges 
towards 0. A similar proof holds for the series {w ~k r)} k ~ 0. 
APPENDIX  B 
Let us assume that a splitting M - N of (I - Q)* 1~ leads to a convergent 
nonnegative iteration matrix A. Then the equation 
x = xA + enM -1 
can be transformed (using 0 < x < 1) into 
1 > en M-1.  
However, the splittings of (I - Q)* 1~ corresponding to the Power, the Jaeobi, 
and the Gauss-Seidel method all satisfy 
(M- l ) . .  = 1, 
46 PIERRE SEMAL 
which is the desired contradiction. In other words, none of these methods do 
lead to a convergent i erative process with a nonnegative iteration matrix. 
Note that this result holds for any normalization equation of the form 
x( a l  T) = a 
with a ~ 0. 
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