This paper studies the role of credit supply shocks in Brazil, through Bayesian Vector Autoregressions (BVARs) with sign restrictions. It is found that credit supply shocks, either standalone or associated with the bank lending channel of monetary policy, lead to relatively mild effects on output growth. Despite this low sensitivity, credit supply shocks played a significant role during the 2008-2009 recession, and contributed negatively to the 2014-2016 recession.
Introduction
This paper studies the impact of credit supply shocks on the Brazilian economy, following a growing empirical literature for other countries on the role of financial frictions in economic fluctuations since the Global Financial Crisis (GFC) of 2008. Although far from the epicenter of the crisis, credit spreads in Brazil increased substantially during that event, and have remained more or less stable in the last years. Considering the global nature of credit shocks (HELBLING et al., 2011) , the concurrent sharp fall in real GDP at the time of the crisis suggest that credit supply shocks can lead to substantial decline in economic activity, despite the specificities of the Brazilian economy.
A better understanding of the effects of credit supply shocks can also be of interest due to the credit deepening that Brazil experienced over the last decade, with total credit to GDP climbing from 30% in March 2007 to 47% in August 2017, becoming more relevant for economic fluctuations. In addition to the credit deepening observed in the country, there are several reasons to seek to understand the role of credit supply shocks, since the banking system is characterized by a strong influence of earmarked credit, 1 large presence of government banks, significant market concentration and limited access to external sources of funding.
A large and growing body of research documents that adverse credit supply shocks lead to sizeable and long negative effects in economic activity across countries. This paper seeks to provide evidence of such shocks for Brazil, in light of the increasing research on this topic for other countries. Empirical works for Brazil employing the same methodology of this paper are unavailable, with somehow related studies for the credit market relying on the DSGE methodology (KANCZUK, 2013; CARVALHO et al. 2018) . Other studies of credit markets for Brazil have focused on the bank lending channel of monetary policy, as in Souza Sobrinho (2003) , Takeda et al. (2005) , Oliveira and Neto (2008) , Mello and Pisu (2010) , Coelho et al. (2010) and Ramos-Tallada (2015) . In turn, this paper focuses on the consequences of shocks originating in the credit market for the whole economy, based on a Bayesian Vector Autoregression (BVAR) with sign restrictions, in line with related literature.
For the United States (US), Gilchrist and Zakrajsek (2012a) find that shocks in the excess bond premium -the portion of credit spreads that is not due to default risk -lead to pronounced fall in real activity, fall in bank lending and a decline in nominal interest rates in the United States. Based on a New Keynesian model augmented by the financial accelerator of Bernanke and Gertler (1999) , Gilchrist and Zakrajsek (2012b) find that movements in credit spreads account well for US business cycles over the period 1985-2009. Also for the US, Caldara and Herbst (2016) find that VARs that include credit spreads lead to a much sharper drop in real activity after a monetary policy shock relative to models that do not include credit spreads. This happens because on impact a monetary policy tightening shock induce a rise in credit spreads, which amplify the negative effect on real activity, despite the negative endogenous response of monetary policy to the rise in credit spreads. Peersman (2012) studies the effects of bank lending shocks for the euro area, distinguishing three types of shocks: i) demand shocks to bank lending, ii) supply shocks to bank lending driven by monetary policy actions and iii) pure bank lending supply shocks, that are independent of monetary policy actions. He finds that this latter type of shocks exerts the largest impact in economic activity, explaining one-third of the forecast error variance decomposition of industrial production. As for inflation, the impact of bank lending shocks is more relevant in the long run, while negligible in the short run.
Also for the euro area, Aldasoro and Unger (2017) find that adverse bank loan supply shocks have sizeable negative consequences for economic activity, accounting for around 20% of the forecast error variance decomposition of GDP and 15% of inflation over the long run. They also find that other financing supply shocks have negligible effects on output and inflation. Hristov et al. (2012) investigate the role of loan supply shocks in the euro area during the GFC using a panel VAR with sign restrictions. A negative loan supply shock, represented by a shock to the credit spread, leads to a fall in real GDP and in the loan volume. Loan supply shocks account for up to 10% of GDP and inflation variability in their model. Halvorsen and Jacobsen (2014) study the role of bank lending shocks for Norway and the UK. They find that these shocks produce sizeable consequences for real activity, more specifically for 20 and 25% of GDP volatility in Norway and UK, respectively, considering the forecast error variance decomposition in the estimated models. Barnett and Thomas (2014) examine the role of credit supply shocks in the United Kingdom. A shock that induce a rise in credit spreads lead to a fall in GDP growth, real lending growth and an increase in inflation, which they associate with credit supply shocks being more alike aggregate supply than demand shocks. They also find that credit supply shocks in the UK account for up to half of the fall of UK GDP relative to trend since 2007. Duchi and Elbourne (2015) study the effects of credit supply shocks in the Netherlands. They find that credit supply shocks exerted a positive contribution to GDP growth prior to the GFC, and negatively affected the economy in 2008 and 2011, around the GFC and the sovereign debt crisis in Europe, respectively.
For Canada, Atta-Mensah and Dib (2008) develop a model where lending is modeled as endogenously depending on the state of real activity. Shocks to bank lending produce a persistent fall in economic activity in Canada. The credit supply shock negatively affects the aggregate supply, inducing a rise in inflation. This is also helped by monetary policy accommodation due to drop in output. Credit supply shocks account for 10 to 17% of GDP volatility according to their findings. Gambetti and Musso (2016) analyze the role of loan supply shocks and business cycles for the euro area, UK and US through a time-varying parameter VAR with stochastic volatility. They find a significant effect of loan supply shocks on economic activity in these areas. Loan supply shocks respond for 20% of the decline in real GDP from 2007 to 2009 in the euro area and US, and 10% in the UK. Bijsterbosch and Falagiarday (2014) also employ a time-varying VAR for many European countries, finding that positive credit supply shocks contributed positively to eco-nomic growth before the GFC, negatively in 2008-2009 and with mixed outcomes after the crisis.
Following most of the aforementioned papers, the analysis for Brazil is based on VAR models under the sign restrictions identification (UHLIG, 2005) . This method is particularly suitable to study the effects of credit supply shocks since it is possible to simultaneously restrict the impact of prices and quantities, i.e., a credit supply shocks is characterized by an increase in credit spreads and a fall in bank lending.
The rest of the paper is organized as follows. Section 2 presents the data used in the estimations. Section 3 describes the econometric model. Section 4 shows the results of the impulse response functions for quarterly and monthly data. Section 5 discusses the role of credit supply shocks to economic activity. Section 6 concludes.
Data
As a measure of credit spread, it is used the spread of the prime rate over the Selic policy rate. The prime rate is based on transactions with customers of large size and low credit risk, and is available since 2005, while other measures of credit spreads are available only from 2011 onwards. In addition to being the longest interest rate for credit markets available for Brazil, the prime rate has the advantage of including transactions with similar risk profile. The methodology of the prime rate was presented in the September 2011 Financial Stability Report of the Central Bank of Brazil (CBB). 2 As a measure of economic activity, it is used quarterly GDP growth rates, downloaded from the CBB database (code 22109). Other variables used are the quarterly non-regulated inflation rate from IPCA (code 11428), and the Selic policy rate of the CBB (code 4189). The option for market prices inflation is due to the fact that an econometric analysis that include regulated prices can be misleading. Finally, as a measure of volume of credit, it is used the outstanding volume of credit to corporations, available since 2007 (code 20543). I first deflate the series, putting on prices of December 2016 and then apply the log to the real series. I then use the real credit volume outstanding at the end of each quarter. The prime rate also come from the CBB database (code 20019). The models were estimated on quarterly frequency. Figure 1 shows each series. Since the prime spread is computed based on transactions with corporations, it is only analyzed credit shocks on corporations, represented by an increase in the prime spread and fall in the outstanding credit to corporations with market interest rates. Hence, it is not analyzed the consequences of credit shocks on the outstanding credit to households, as credit spreads to households are not available on the same way as the prime spread. 3
Model
In line with most of the aforementioned papers, the empirical strategy relies on a BVAR with sign restrictions. The reduced form is:
where y t is a n x 1 vector containing the endogenous variables in the model and u t are reduced form residuals with zero mean and variance-covariance matrix given by Σ . The reduced form can be expressed as:
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Despite the absence of a household spread series similar to the prime rate, the appendix show the results considering the average corporate and household spreads, which are available since 2011. y t =Bx t +u t (2) where B=[c A 0 A 1 A 2 …A p ] and x t =[1 y' t-1 y' t-2 …y' t-p ]. The structural form is given by:
where A 0 is an n x n matrix with the contemporaneous reactions of the variables to the structural shocks, A * p are n x n matrices of structural coefficients of the system, ϵ t is a n x 1 vector of shocks with E(ϵ t ϵ t ')=I . The structural form and the reduced form are related through A 0 -1 A 0 -1' =∑. The standard technique for imposing sign restrictions is to randomly draw orthogonal matrices Q, such that A 0 -1 Q' QA 0 -1' =∑. By replacing A 0 with QA 0 in the structural form of the model, the researcher has another model that is observationally equivalent to the reduced form but with different impulse responses. If the responses from the new model satisfy the sign restrictions, the model is kept, otherwise it is discarded. The algorithm consists in drawing the reduced form parameters B and Σ from the posterior distribution of the reduced forms, draw a rotation matrix Q and keep the draw if the sign restrictions are met. These steps are repeated until a sufficient number of draws from the posterior distributions are collected, conditional on the sign restrictions.
Results
This section presents the results of the estimated models, for quarterly and monthly data.
Quarterly Data
This section presents the results using quarterly data. The sample period is 2007Q1 to 2017Q2, 42 observations. Even though the prime rate is available from 2005 onwards, it was necessary to begin the sample in 2007, when the outstanding credit volume series begins.
The model was estimated with 2 lags and Normal-diffuse priors. Estimations were performed on the BEAR toolbox (DIEPPE et al., 2016) . Each shock lasts for 2 quarters (on impact and the subsequent quarter). 95% posterior intervals are reported in each impulse response. Figure 2 shows the impulse response functions of a credit supply shock on the Brazilian economy, represented by a simultaneously increase in credit spreads and decline in real credit volume: A shock lead to a persistent fall in real credit, dissipating very slowly. GDP growth falls by less than 0.5% on impact, while the endogenous response of monetary policy to the shock is a modest cut in the Selic policy rate. Inflation remains almost steady. Considering the 95% confidence bands around the median, the responses of inflation, GDP and Selic rate cannot be considered statistically significant. Figure 3 shows the impulse response functions of a monetary policy shock that is accompanied by the bank lending channel. This is done imposing the restriction that after a policy tightening credit spreads increase and real credit volume declines. As in the case of pure credit supply shocks analyzed before, the restrictions are imposed only on impact and the subsequent quarter, allowing the data to speak to a maximum degree. Real credit volume falls by around 0.5% after the shock, with a protracted response to the shock, gradually dissipating. Real GDP growth does not show a strong response to the shock. The impact of the shock on inflation is negligible.
Credit Supply Shocks

Monetary Policy Shock with Bank Lending Channel
Additional Shocks
This section extends the analysis by identifying a larger number of shocks. In the previous models restrictions were placed only on the response of a shock to the prime spread and the Selic rate, in order to identify a credit supply and a monetary policy shock with bank lending channel, while the other variables in the model, namely the real credit, inflation and GDP growth, were restricted only to react positively to a shock to themselves. Here the model is estimated with additional restrictions, in order to identify aggregate demand and supply shocks, credit supply and demand shocks and monetary policy shocks. The sign restrictions placed in each variable to identify the shocks are shown on Table 1 . Aggregate demand shocks move inflation and GDP in the same direction, with the opposite happening for aggregate supply shocks. Conversily, credit demand shocks lead to a positive comovement between spreads and credit volume, with the opposite happening for credit supply. Finally, monetary policy shocks are identified with a negative response of inflation and GDP growth to a shock on the Selic rate. Figure 4 shows the impulse responses of this model, which was again estimated from 2007Q1 to 2017Q2, with 2 lags.
An aggregate demand shock, shown in the first column, is followed by an increase in real credit. The Selic rate increases endogenously, as in a Taylor rule. There is a fall in the prime rate, for which there is no clear explanation. An aggregate supply shock, presented in the second column, is followed by a gradual increase in the credit to corporations. The response of the Selic and the prime rate is negligible. The impulse response after a credit supply shock, on the fourth column, is quite similar to that presented earlier. Finally, a monetary policy shock, shown in the last column, induce a modest increase in the prime rate, with the credit volume slowly declining. 
Figure 4 -Impulse Responses
Source: Author's elaboration. Note: AgDem: aggregate demand shock, AgSup: aggregate supply shock, CreDem: credit demand shock, CreSup: credit supply shock, MonPol: monetary policy shock
Monthly Data
The results present in the previous sections could be influenced by the short sample period. To try to overcome this issue, this section shows the results on a monthly frequency. The sample period now runs from March 2007 to July 2017, 125 observations. The monthly activity index of the Central Bank is used to replace the real GDP growth series. All other variables are the same as in Figure 1 , although at the monthly frequency.
In this case, each model was estimated with 4 lags. Each shock lasts for 6 months, in the same way as in the quarterly frequency models.
Credit Supply Shocks
The impulse response is shown on Figure 5 . A credit supply shock is represented by an increase in the prime spread and fall in real corporate credit volume. Economic activity, proxied by the IBC-BR index, remains almost flat after the shock. Inflation also shows a negligible response. Monetary policy reacts endogenously through a cut in the Selic rate. 
Monetary Policy Shock with Bank Lending Channel
This shock, presented on Figure 6 is represented by a hike in the Selic rate followed by an increase in the prime spread and fall in the outstanding credit. Again the responses of inflation and economic activity are quite small. 
Probability of Negative GDP growth
Rather than showing the impulse response functions, this section presents the probability of observing negative GDP growth after a standard shock that lasts for 2 quarters. To answer this question, the impulse response of GDP growth is restricted to negative for a given number of quarters, and the acceptance rate is computed for several models. This exercise was motivated by the fact the identification method (BVAR with sign restrictions) produce a set of impulse responses that can be compatible with different models, so that the median impulse response cannot be produced by a single set of model parameters (FRY; PAGAN, 2007) .
Results are presented on Table 2 . The probability of observing negative GDP growth after these kind of shocks is around 5% at the one year horizon. 
The Role of Credit Supply Shocks in Economic Fluctuations in Brazil
This section shows the role of credit supply shows in Brazilian business cycles. For this end, it is presented both the forecast error variance decomposition and the historical decomposition of output growth of the model in section 4.1.3 that include aggregate demand and supply shocks, supply and demand credit shocks and monetary policy shocks.
While the forecast error variance decomposition shows the average contribution over the sample period, the historical decomposition traces the contribution of each shock to GDP growth over time. Table 3 shows the forecast error variance decomposition of GDP growth. Credit supply shocks respond to roughly 12% of GDP growth variability after the first quarter. But these shocks gain importance over time, reaching 22% of the forecast error variance of GDP growth after 3 years, larger than the other shocks. In turn, credit demand shocks account for around 12% of GDP variability over time. Aggregate demand and supply shocks respond for around 20% of GDP variability in the long run. Monetary policy shocks show an increased role over time, with its share almost doubling from 8% to 15% in the long run. This is a closed-economy model, so exogenous shocks may capture terms of trade and world economy shocks, and also numerous non-economic shocks that hit the economy since 2014, as anticorruption investigations and political shocks more generally.
from 2008Q4 to 2009Q4. The contribution turned to positive between 2010Q1 and 2011Q4, in the aftermath of the GFC. The period between 2012 and 2013 marked a small, overall negative contribution of prime spreads to GDP growth. Shocks on the prime spread contributed to the slowdown of the economy since 2010, but it is unlikely to have been the main factor. Since 2014Q2, the contribution of credit spread shocks to GDP growth has been negative, with the long deterioration of the credit market after the recession, with a different dynamics than the 2008/2009 recession, which was much shorter. The historical contribution of GDP growth shows that the GFC was transmitted to Brazil mainly through negative aggregate demand shocks. Credit supply and to a lesser extent monetary policy shocks also contributed negatively to the recession.
In turn, the model interprets the 2014-2016 recession predominantly with negative aggregate supply and monetary policy shocks. The onset of the recession was driven by negative supply shocks, with negative contributions since the end of 2013. The model explains the gradual recovery through a positive contribution of aggregate supply shocks since 2016Q4 and monetary policy shocks since 2017Q2, while the other shocks are still contributing negatively, although less than in the trough of the recession. The estimated structural shocks are on Figure 9 . 
Final Considerations
This paper studied the role of credit supply shocks in Brazil, using a BVAR with sign restrictions. It therefore contributes to the literature, in light of the growing research on this topic for other countries. Since Brazil experienced a substantial process of credit deepening over the last decade, a natural question that arises is how the economy would respond to a credit supply shock.
It was found that negative credit supply shocks, both pure or in association with the bank lending channel of monetary policy, produce mild responses in output growth and inflation, in contrast to the findings for other countries. Considering the impulse responses, credit supply shocks were found to be relatively less important in Brazil relative to the results obtained for other countries. For instance, Duchi and Elbourne (2015) for the Netherlands, Barnett and Thomas (2014) for the UK, Halvorsen and Jacobsen (2014) for Norway and UK, Peersman (2012), Bijsterbosch and Falagiarday (2014) and Aldasoro and Unger (2017) for the euro area, Gilchrist and Zakrajsek (2012b) for the US, Gambetti and Musso (2016) for the US, UK and euro area, all found sizeable declines of real GDP after a standard credit supply shock in the respective countries.
The forecast error variance decomposition of GDP growth shows that these type of shocks respond each for little more than 12% of the short term variance decomposition of GDP growth in Brazil, although in the long run prime spread shocks become more important, responding for 22% of GDP growth variability. This figure compares with the 20-25% found for Norway and UK in Halvorsen and Jacobsen (2014) , 20% for the US in Meeks (2012) and also 20% for the euro area in Aldasoro and Unger (2017) , showing the importance in the long run of shocks stemming from the financial intermediation sector in Brazil, in line with that of developed countries.
The related literature generally reports a major role for positive credit supply shocks in the run up to and overall negative credit supply shocks in the aftermath of the GFC. For Brazil, the historical decomposition of GDP growth shows that credit supply shocks exerted a substantial negative contribution to GDP growth around the time of the GFC, consistent with the results for other countries. Prime spread shocks contributed to the slowdown of the economy after 2010. Between 2012 and 2013, the contribution was small, in the context of expansionary policies, and has shifted to negative since 2014Q2, with the deterioration of the credit market brought by the recession. These results are consistent with the view that credit shocks do no matter in normal times but in extreme periods it can matter a lot, and that when recessions coincides with substantial declines in credit, they tend to become deeper (HELBLING et al., 2011) .
A possible explanation for the low sensitivity of output to credit supply shocks in Brazil in the impulse responses is the presence of a dual credit market in Brazil, with half of the credit market not subject to oscillations in market credit spreads considered in the econometric analysis presented in this paper. If this interpretation is correct, the ongoing unification of parts of the credit market in Brazil will likely result in an increased role of credit supply shocks as drivers of the business cycles in the country. 
