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vResumo
A seleção dos parâmetros de (Meta-) Heurísticas é um processo complexo e por vezes
trabalhoso, havendo casos em que abordagens baseadas em modelos de Aprendizagem Au-
tomática permitem melhorar esse processo por forma a obter combinações de parâmetros
adequadas de modo automático, eficaz e eficiente.
Neste trabalho é proposta uma abordagem que integra uma heurística, Elitist Particle Swarm
Algorithm (EPSA), com uma camada de Clustering e outra de Classificação, com o intuito
de prever as combinações de parâmetros mais promissoras para a heurística, tendo em conta
a instância do problema que se pretende resolver.
A heurística, EPSA, baseada no conceito das Meta-Heurísticas Particle Swarm Optimization
(PSO) aplicadas a problemas de otimização discreta, é também apresentada. Esta heurística
exibe duas características que, em conjunto, a diferenciam de grande parte das abordagens
PSO: a existência de um grupo especial de partículas, Elite, com um comportamento distinto
das restantes partículas e uma velocidade que depende apenas da qualidade das soluções.
À abordagem integrada da heurística EPSA com as camadas de Clustering e Classificação
foi dado o nome Auto Tuned Elitist Particle Swarm Algorithm (ATEPSA). Esta abordagem
baseia-se no uso de histórico de resolução de determinadas instâncias de um problema,
com diferentes combinações de parâmetros, para proceder a uma afinação de cariz off-line,
servindo-se da experiência anterior de resolução de instâncias semelhantes à que se quer
resolver. A abordagem é aplicada ao problema de escalonamento Single Machine Total
Weighted Tardiness que é um NP-Difícil bem conhecido.
A abordagem ATEPSA apresenta resultados promissores, conseguindo prever boas combi-
nações de parâmetros para uma parte considerável dos casos estudados. A heurística EPSA
mostra resultados bastante satisfatórios em tempos de resolução baixos e exibe uma vari-
abilidade baixa numa grande gama de instâncias, o que indica que tende a ter resultados
consistentes.
Palavras-chave: Afinação de parâmetros, Particle Swarm Optimization, Classificação, Clus-
tering, Escalonamento
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Abstract
The Metaheuristics' parameter tuning is a complex and hardworking process that, in some
cases, is approached with Machine Learning based models which grant improvements to this
process so that suitable parameters' combinations are obtained in an automatic, effective
and efficient manner.
In this work, an approach that integrates a heuristic, Elitist Particle Swarm Algorithm
(EPSA), with a Clustering layer and a Classification layer, aiming to predict the most pro-
mising parameter combinations for the heuristic, considering the instance of the problem to
be solved is proposed.
The EPSA heuristic, based on the concept of Particle Swarm Optimization (PSO) for dis-
crete optimization problems, is also presented. This heuristic has two characteristics that,
together, make it different from most of the PSO approaches: the existence of a special
group of particles, Elite, with a behavior that is different from the rest of the particles and
a velocity that only depends on the quality of the solutions.
The integration of EPSA, Clustering layer and Classification layer was given the name Auto
Tuned Elitist Particle Swarm Algorithm (ATEPSA). This approach is based on the usage
of the history of solving certain instances of the problem, with different parameter combi-
nations, to proceed with the tuning process in an off-line mode, taking advantage of the
experience in previously solved instances that are similar to the one to be solved. This ap-
proach is applied to the Single Machine Total Weighted Tardiness scheduling problem which
is a well-known NP-Hard.
The ATEPSA approach shows promising results, being able to predict good parameter com-
binations for a substantial portion of the studied cases. The EPSA heuristics shows good
results with low running times and exhibits a low variability in a wide range of instances,
which indicates that it tends to have consistent results.
Keywords: Parameter tuning, Particle Swarm Optimization, Classification, Clustering, Sche-
duling
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1Capítulo 1
Introdução
1.1 Motivação e Contexto
A otimização nas aplicações atuais assume um carácter fortemente interdisciplinar, estando
relacionada com a necessidade de integração de diferentes técnicas e paradigmas na resolu-
ção de problemas reais complexos, sendo que a computação de soluções ótimas em muitos
destes problemas é intratável. Alguns dos métodos de otimização mais usados para a re-
solução de problemas do mundo real designam-se por Meta-Heurísticas, que resultam da
adaptação de ideias de várias áreas, principalmente com inspiração na natureza. Este tipo
de abordagens contem um conjunto de parâmetros que são, tipicamente, de índole contínua
ou categórica, e cuja afinação tem um papel essencial no processo de procura e criação de
soluções.
O uso de metodologias para selecionar ou gerar, automaticamente, heurísticas (ou Meta-
Heurísticas) para resolver problemas de otimização particularmente difíceis torna-se cada
vez mais comum. Da mesma forma, a utilização de metodologias que permitem afinar os
parâmetros de uma Meta-Heurística tem sido recorrente na comunidade cientifica, devido
à sua importância no próprio desempenho das Meta-Heurísticas. A Aprendizagem Automá-
tica revela potencial para tornar essas metodologias mais robustas, de modo a ser possível
introduzir comportamentos inteligentes na escolha das técnicas e respetiva afinação, com
o objetivo de resolver problemas de otimização. Na realidade, a escolha e afinação dos
parâmetros de uma Meta-Heurística para a resolução de um dado problema apresenta ca-
racterísticas semelhantes às de problemas de Aprendizagem Automática (Birattari 2009).
Os problemas de escalonamento fazem parte desse grupo de problemas com uma complexi-
dade tal que, tipicamente, requerem a utilização de abordagens como as Meta-Heurísticas.
Este tipo de problemas surge no contexto de linhas de produção em que um conjunto de
tarefas deve ser distribuído pelos recursos disponíveis. Em particular, o problema Single
Machine Total Weighted Tardiness (SMTWT) é um conhecido NP-Difícil que consiste em
minimizar os atrasos ponderados de um conjunto de tarefas a serem processadas por uma
única máquina, de forma sequencial e sem interrupções. Este problema tem recebido bas-
tante atenção em termos académicos e o seu estudo é muito importante para a compreensão
e simplificação de problemas mais complexos (Pinedo 2016).
Por outro lado, o contexto atual dos negócios industriais requer abordagens sofisticadas e
inteligentes para que uma organização se possa estabelecer num determinado mercado com
uma oferta de produtos e/ou serviços capazes de responder às necessidades dos clientes de
forma rápida e eficaz. Um problema acrescido do contexto atual é o aumento da variedade
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e personalização dos produtos, por exemplo na indústria do calçado, vestuário, metalome-
cânica, microprocessadores e outros. A natureza destes problemas, no contexto real, é
propensa a perturbações de funcionamento e apresenta uma elevada dinâmica (Madureira
2003), o que torna o seu tratamento ainda mais complexo. Uma resposta eficiente a estas
questões, que aumentam a incerteza na previsão dos planos de produção, obriga a utilização
de métodos de resolução inteligentes e capazes de se adaptarem a diferentes contextos do
ambiente de produção.
Nesta dissertação é apresentada uma heurística para a resolução do problema SMTWT e é
proposta uma abordagem de integração dessa heurística com técnicas de Aprendizagem Au-
tomática que permitem a escolha dos parâmetros a usar, a priori, mediante as características
das instâncias do problema a resolver.
1.2 Método e Contribuições
A heurística apresentada neste trabalho é baseada na técnica Particle Swarm Optimization
(PSO) e é direcionada para a resolução de problemas de otimização combinatória. Neste
caso é aplicada ao problema de escalonamento SMTWT, mas as suas características possibi-
litam que seja aplicada em outros contextos. Esta heurística apresenta uma estrutura muito
simples, consegue resultados bastante satisfatórios, em tempos de resolução baixos, para o
problema ao qual foi aplicada e, com uma afinação apropriada, atinge valores de variabilidade
baixos nas soluções finais. Esses fatores são preponderantes quando se pretende medir a
robustez de um método de resolução de problemas de otimização uma vez que transmitem
a complexidade da abordagem, a sua eficácia, a sua eficiência e a sua consistência no que
toca aos resultados que produz.
A proposta de integração dessa heurística com técnicas de Aprendizagem Automática con-
siste numa camada de Clustering e outra de Classificação para auxiliar a seleção dos parâ-
metros a usar na heurística, quando se pretende resolver uma determinada instância de um
problema. Apesar de a utilização de Aprendizagem Automática na afinação de parâmetros de
Meta-Heurísticas ser cada vez mais comum, a utilização deste conjunto de técnicas trata-se
de uma forma pouco explorada de abordar esta problemática. No caso estudado, foi capaz
de desempenhar o seu papel a um nível interessante, abrindo caminho para a possibilidade
de um estudo mais aprofundado.
1.3 Estrutura do Documento
Após este capítulo introdutório, o documento está organizado em mais 6 capítulos.
No Capítulo 2 é feita uma revisão de métodos de resolução heurísticos para problemas de
otimização, com especial atenção para o grupo de métodos Swarm Intelligence. São também
identificados casos de utilização dessas abordagens em diferentes contextos e a problemática
da afinação de parâmetros.
O Capítulo 3 aborda a Aprendizagem Automática e técnicas de Clustering e Classificação.
Para cada tipo de técnica abordada são identificadas as vantagens e desvantagens da sua
utilização, bem como o contexto em que se aplicam.
1.3. Estrutura do Documento 3
No Capítulo 4 é feita a descrição do problema de escalonamento, SMTWT, apresentando
as suas características e identificando diferentes abordagens usadas, na literatura, para a
sua resolução.
No Capítulo 5 é apresentada a heurística e a proposta da sua integração com as camadas
de Clustering e Classificação, sendo detalhada a estrutura e as técnicas usadas.
O Capítulo 6 é dedicado à análise dos resultados da aplicação das abordagens propostas
a um conjunto de instâncias do problema SMTWT. Numa primeira parte é estudado o
comportamento da heurística para diferentes combinações de parâmetros onde é feita uma
comparação com valores de referência. Numa segunda parte é estudado e avaliado o com-
portamento da camada de aprendizagem.
Por fim, no Capítulo 7, são apresentadas as principais conclusões do trabalho realizado, bem
como as suas contribuições e as perspetivas de trabalho futuro.
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Heurísticas e Meta-Heurísticas
2.1 Introdução
A palavra "heurística" tem origem no termo grego, heuriskein, que significa a arte de en-
contrar novas estratégias de resolver problemas (Talbi 2009). No contexto de problemas de
otimização, as abordagens heurísticas são métodos de resolução cujo funcionamento é de
caráter não exato, no sentido em que as soluções apresentadas não estão acompanhadas
de uma prova de otimalidade. Usualmente, resultam da inspiração de experiências passa-
das e da observação de comportamentos na natureza, cujo mecanismo de funcionamento é
transladado para a resolução de um determinado problema.
Este tipo de técnicas tem especial relevância na resolução de problemas com complexidade
de cariz intratável, uma vez que, abdicando da prova de otimalidade, permitem encontrar
soluções que podem ser consideradas aceitáveis em tempos de resolução baixos, quando
comparados com o tempo necessário para chegar a soluções ótimas (Talbi 2009; Zanakis e
Evans 1981). Este tipo de comportamento, que geralmente se baseia na pesquisa de ótimos
locais, é particularmente importante em termos industriais e científicos (Pereira 2014), pelo
que tem recebido muita atenção tanto ao nível empresarial como académico ao longo das
últimas décadas.
Em meados do século passado, o norte americano Herbert Simon (Nobel da Economia 1978
e prémio Turing 1975) e Allen Newell (prémio Turing 1975) identificavam a resolução de
problemas de forma heurística como o próximo passo na área de investigação operacional
(Simon e Newell 1958). E, efetivamente, o interesse nas heurísticas intensificou-se cada
vez mais, surgindo abordagens heurísticas para os mais variados tipos de problemas. No
contexto de problemas de escalonamento, William Gere, vai para além das clássicas regras
de despacho e propõe algumas heurísticas simples. Estas têm em consideração, entre outros,
a influência que possíveis trocas na ordem das tarefas têm no custo total do atraso das tarefas
(Gere 1966). Um clássico da investigação operacional, o algoritmo de Clark and Wright,
surgiu também, há mais de meio século, no contexto do roteamento de veículos, com uma
abordagem heurística que mede os "ganhos" de diferentes combinações na sequência pela
qual os diferentes destinos são servidos pelos veículos (Clarke e Wright 1964).
Uma elevada quantidade de abordagens heurísticas surgiram nos anos subsequentes, nos
mais variados contextos. Como fruto dessa corrente, surgiu o termo Meta-Heurística, que
teve das suas primeiras aparições, em termos científicos, por intermédio de F. Glover no
artigo (Glover 1986). Este termo surge da junção dos dois termos gregos, heuriskein e
Meta - metodologia de nível superior - (Talbi 2009). As Meta-Heurísticas são abordagens
heurísticas em que a forma de pesquisa por novas solução não está ligada, conceptualmente,
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a um problema em específico e, como tal, podem ser aplicadas a diferentes problemas. Este
tipo de abordagens têm a característica de, usualmente, ser mais fácil de implementar uma
versão quick-and-dirty das mesmas para um determinado conjunto de problemas e, ainda
assim, apresentarem desempenhos razoáveis (Pereira 2014). No entanto, se o objetivo for a
obtenção de resultados muito próximos do ótimo, será necessário, por vezes, proceder a afi-
nações mais precisas (Pereira 2014). Entre as várias vantagens deste tipo de abordagens está
também o facto de, ao contrário do que é comum nas heurísticas, as Meta-Heurísticas es-
tão usualmente dotadas de mecanismos que promovem também a pesquisa global, tornando
possível superar determinadas soluções ótimas locais (Talbi 2009). No entanto, também
existem algumas limitações. Desde logo, é transversal entre as Meta-Heurísticas, a exis-
tência de parâmetros que têm de ser estabelecidos a priori e que têm grande influência no
seu desempenho, sendo que este processo de tuning é complexo e muitas vezes moroso,
principalmente quando é feito de forma completamente manual (Pereira 2014). Por outro
lado, a própria escolha da Meta-Heurística, a sua implementação de forma correta e a de-
finição apropriada do problema a resolver não são processos triviais e requerem, por vezes,
abordagens complexas e multi metodológicas (Ferreira 2013).
Há uma grande variedade de Meta-Heurísticas que diferem em muitos aspetos como a
natureza da vizinhança e do mecanismo de procura (Talbi 2009; Birattari et al. 2001).
No entanto, estas apresentam muitos conceitos comuns. Desde logo, a função objetivo
é dependente do problema a resolver e a sua estrutura tem grande impacto em qualquer
Meta-Heurística (Pereira 2014). Por outro lado, as características intrínsecas a diferentes
Meta-Heurísticas permitem que estas sejam agrupadas. Há várias abordagens, na literatura,
para esse agrupamento, no entanto, é comum a divisão em três categorias (Pereira 2014;
Talbi 2009):
 Pesquisa Local: Consistem na procura a partir de uma solução que, iterativamente,
vai sendo melhorada através da pesquisa pela vizinhança. Exemplos deste tipo de
Meta-Heurísticas são Tabu Search (TS) e Simulated Annealing (SA).
 Evolucionárias: Baseiam-se na noção de competição e simulam comportamentos
semelhantes ao da evolução das espécies (Talbi 2009). Exemplos deste tipo de Meta-
Heurísticas são os Genetic Algorithms (GA) e os Memetic Algorithms (MA).
 Swarm Intelligence: São inspirados pelo comportamento coletivo de populações de
animais. Exemplos deste tipo de Meta-Heurísticas são Particle Swarm Optimization
(PSO) e Ant Colony Optimization (ACO).
Uma vez que a quantidade de abordagens distintas entre estes três grupos é bastante elevada,
concentramos o nosso estudo neste último grupo de Meta-Heurísticas, Swarm Intelligence,
no qual vai incidir o restante deste capítulo. Com particular atenção às abordagens que,
dentro deste grupo, apresentam maior sucesso na literatura.
2.2 Swarm Intelligence
Este tipo de Meta-Heurísticas, inspiradas no comportamento de determinadas espécies de
animais, são métodos de resolução de problemas que se caracterizam pela existência de uma
população de indivíduos que, iterativamente, vão partilhando informação entre sí (Bona-
beau, Dorigo e Theraulaz 1999). Essa partilha de informação traduz-se numa procura pelo
espaço de soluções em que as soluções encontradas por um indivíduo são resultantes não só
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da evolução das soluções desse mesmo indivíduo, mas também da evolução dos restantes
elementos do grupo. Cada indivíduo do grupo é, tipicamente, de natureza pouco sofisti-
cada pelo que a essência deste tipo de algoritmos está na cooperação através da partilha de
informação dos diferentes elementos (Talbi 2009).
Das abordagens que se baseiam nestes pressupostos, as que têm sido mais bem sucedidas
são Ant Colony Optimization e Particle Swarm Optimization (Talbi 2009).
2.2.1 Ant Colony Optimization
Esta técnica de otimização foi inicialmente proposta por Marco Dorigo, na sua tese de dou-
toramento, como um novo método estocástico para otimização combinatória, sob o nome de
Ant System (Madureira, Falcão e Pereira 2012; Dorigo e Maniezzo 1996). Posteriormente,
com base nesta técnica, surgiu a Meta-Heurística ACO.
Figura 2.1: Inspiração da Meta-Heurística ACO. (Retirado de Talbi 2009).
Esta abordagem é baseada numa analogia ao comportamento das colónias de formigas e da
sua interação mediante a deposição de feromonas (Dorigo e Maniezzo 1996). Na construção
de novas soluções, as formigas são influenciadas por informação relacionada com a qualidade
de soluções anteriores, sendo essa informação transmitida através da feromona. As soluções
criadas a cada iteração são avaliadas e a quantidade de feromona a depositar é calculada
consoante a qualidade da solução encontrada. Tipicamente, quanto mais promissora for a
solução, maior será a quantidade de feromona a colocar.
Algorithm 2.1 Ant Colony Optimization
1: procedure ACO(Parâmetros)
2: Inicialização dos rastos das feromonas
3: while Critérios de paragem não satisfeitos do
4: Constrói soluções para cada formiga
5: Atualiza feromonas
6: end while
7: end procedure
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Em termos macroscópicos esta técnica é relativamente simples, como é mostrado no algo-
ritmo 2.1. No entanto, as diferentes técnicas de construção de soluções e de atualização
das feromonas são vastas (Dorigo e Stutzle 2006) e podem atingir graus de complexidade
apreciáveis. Por vezes é, também, utilizada uma rotina de pesquisa local ou a recolha de
informação global adicional para enviesar o processo de pesquisa de uma perspetiva não local
(Dorigo e Stutzle 2006). Em todo o caso, a técnica ACO tem um conjunto de parâmetros
iniciais relacionados com as quantidades de feromona a depositar, a taxa de evaporação da
feromona, o número de formigas, entre outros, dependendo da abordagem (Dorigo e Stutzle
2006), que necessitam de ser fornecidos a priori.
Na sua origem, esta metodologia foi aplicada ao problema do caixeiro viajante, mas rapi-
damente se percebeu o seu potencial e passou a ser usada como uma Meta-Heurística na
resolução de problemas de vários domínios.
Com uma abordagem baseada em ACO e funções de custo fuzzy (Garcia et al. 2009)
apresenta um método de movimentação autónoma para robots. Para um problema de
recolha de resíduos urbanos, (Carvalho, Rodrigues e Soeiro 2014) usam um modelo Mixed
Integer Linear Programming (MILP) de Arc Routing Problem (ARP) em conjunto com uma
abordagem ACO. ACO é também utilizada no campo da biologia, mais concretamente no
sequenciamento do genoma (Rekaya et al. 2013) e em estratégias paralelas para unidades
de processamento gráfico (Angelo, Augusto e H. J. C. Barbosa 2013).
No que diz respeito a aplicações em problemas de escalonamento, com um método híbrido
de ACO e um algoritmo de pós processamento, (Heinonen e Pettersson 2007) resolvem um
problema de Job-Shop. Com recurso a um método ACO (Rossi e Dini 2007) resolve um
problema de Job-Shop com rotas flexíveis e tempos de setup separáveis. Para um problema
de máquina única, (Liao e Juan 2007) usam uma abordagem ACO em que lidam com tempos
de setup dependentes da sequência. Com recurso a uma abordagem Knowledge-Based Ant
Colony Optimization (Xing et al. 2010) resolvem problemas Job-Shop. Para um problema
de Flow-Shop multi objetivo (Yagmahan e Yenisey 2008) também usam uma abordagem
ACO.
2.2.2 Particle Swarm Optimization
A técnica Particle Swarm Optimization é um método estocástico e populacional criado
por James Kennedy e Russel Eberhart em 1995 (Kennedy e Eberhart 1995). A PSO é
inspirada pelo comportamento social de populações de seres vivos como bandos de pássaros
ou cardumes de peixes que se movem em conjunto, de forma coordenada e sincronizada
com o objetivo de maximizar as suas capacidades de sobrevivência em processos como a
descoberta de alimento e a defesa contra agressões externas (Kennedy e Eberhart 1995).
Nesta técnica os indivíduos da população são denominados como partículas e são, tipica-
mente, sempre os mesmos no sentido em que esta técnica não produz novas populações
(Pereira 2014) nem descarta elementos da população. A posição de cada partícula repre-
senta uma solução no espaço das soluções do problema. Cada partícula parte de uma posição
inicial que, a cada iteração, evolui mediante um vetor de velocidade (Kennedy e Eberhart
1995), analogamente ao movimento de uma partícula na mecânica de Newton.
 !
X p;t =
 !
X p;t 1 +
 !
V p;t (2.1)
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Em que
 !
X p;t 1 representa o vetor posição da partícula p na iteração t 1 e
 !
X p;t representa
o vetor posição da partícula p na iteração t, resultante da aplicação do vetor de velocidade
 !
V p;t sobre a posição em t   1. Este comportamento traduz-se numa procura de soluções
com o intuito de melhorar o valor de uma determinada função objetivo que, tipicamente, se
pretende maximizar ou minimizar (Pereira 2014; Talbi 2009).
Algorithm 2.2 Particle Swarm Optimization
1: procedure PSO(Parâmetros)
2: Inicialização das Partículas
3: while Critérios de paragem não satisfeitos do
4: for all partículas do
5: Avalia a função objetivo
6: end for
7: Determina gBEST
8: Atualiza as velocidades
9: Atualiza as posições
10: end while
11: Retorna gBEST
12: end procedure
Neste algoritmo, a posição e velocidade de cada partícula é iniciada, podendo ser de forma
aleatória ou com outra abordagem. Após essa inicialização o algoritmo entra num ciclo,
no qual se irá manter até que algum dos critérios de paragem pré-definidos seja satisfeito.
Nesse ciclo são avaliadas as posições das partículas, sendo atualizados os valores da melhor
posição obtida por cada partícula, pBest, e a melhor posição entre todas as partículas,
gBest. De seguida são recalculados os valores das velocidades de cada partícula e aplicados
à posição da mesma, originando novas soluções que voltarão a ser avaliadas, continuando
o ciclo. Quando o ciclo termina é retornada a informação da melhor solução encontrada,
gBest (Pereira 2014). Tipicamente, o vetor velocidade assume uma estrutura do tipo:
 !
V p;t = W 
 !
V p;t 1+C1R1 (
    !
pBestp 
 !
X p;t 1)+C2R2 (
    !
gBest 
 !
X p;t 1) (2.2)
Em que R1 e R2 são valores aleatórios pertencentes ao intervalo [0,1], C1 e C2 são, respe-
tivamente, o fator cognitivo e o fator social, e W é, usualmente, o fator de inércia. Quanto
maior for este fator, W, maior será a capacidade de exploração global das partículas, pelo
que é necessário ajustar este valor para que as partículas tenham o equilíbrio entre a procura
local e global pretendido (Pereira 2014). Em determinadas abordagens, o próprio fator de
inercia é variável ao longo do tempo (Lin et al. 2016).
Ao contrário do método ACO, a abordagem PSO, surgiu inicialmente no contexto da re-
solução de problemas de otimização em funções contínuas e tem continuado a mostrar
excelentes resultados nesse domínio (Talbi 2009). Exemplo disso é a heurística DEEPSO
(Miranda e Alves 2014) que usa uma combinação de várias técnicas, entre as quais PSO, e
mostra resultados interessantes na área dos sistemas energéticos.
No entanto, têm surgido cada vez mais abordagens PSO aplicadas também a problemas
discretos e de natureza combinatória. Para um problema de múltiplos caixeiros viajantes,
(Pang et al. 2013) aplicam uma heurística PSO clássica. Em (Marinakis, Iordanidou e
Marinaki 2013), no contexto de um problema de roteamento de veículos com procura es-
tocástica, são abordadas múltiplas variantes de PSO, nomeadamente no que diz respeito a
variações na equação de atualização da velocidade. Para um problema de escalonamento
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multi-facility (Lin et al. 2016) usam um conjunto de abordagens PSO, nomeadamente:
Opposite-Based Particle Swarm Optimization (OPSO) e Particle Swarm Optimization with
a Linearly Decreasing Inertia Weight (WPSO).
Em (MAH, Hossain e Akter 2016) é feito um estudo comparativo de várias Heurísticas
baseadas em PSO, aplicadas ao problema do cacheiro viajante. Para além disso, são abor-
dadas, explicitamente, as diferenças fundamentais entre a aplicação de PSO para problemas
de combinatória e a original aplicação a problemas contínuos. As mesmas questões são
abordadas em (Shi et al. 2007) e, ambos os casos, definem um operador de permutação
do tipo P i ;j que, aplicado a uma solução, faz trocas na sequências da seguinte forma: seja
S = [a; b; c; d; e] uma solução e S0 a solução resultante da aplicação do operador P 1;3 a S,
S0 tomará a seguinte forma:
S0 = P 1;3[a; b; c; d; e] = [c; b; a; d; e] (2.3)
Este operador, permite redefinir o operador "+" (MAH, Hossain e Akter 2016) como uma
permutação e a velocidade V=k como uma sequência de k permutações. No entanto, (Shi
et al. 2007) vai mais longe e define outros operadores que não vamos pormenorizar no
contexto deste trabalho.
2.3 Afinação de parâmetros
As Meta-Heurísticas apresentam um conjunto de parâmetros que desempenham um papel
fundamental na procura e construção de soluções. Esses parâmetros têm de ser instanciados
de forma apropriada para que se possa tirar o melhor partido das capacidades das Meta-
Heurísticas (Birattari 2009).
Tipicamente, o número de combinações possíveis dos diferentes parâmetros pode atingir
valores muito elevados o que faz com que a tarefa de determinação de um bom conjunto de
parâmetros a usar seja reconhecida como um processo que consome muito tempo (Hutter
et al. 2006). Por outro lado a qualidade de uma combinação de parâmetros é dependente
não só do problema a abordar mas também da instância do problema, pelo que não existem
combinações de parâmetros que sejam ótimas de forma universal, para uma dada Meta-
Heurística (Talbi 2009). De facto os teoremas No free lunch (Wolpert e Macready 1997)
mostram isso mesmo. Além disso, há ainda possibilidade de haver parâmetros que sejam
mais relevantes do que outros, no sentido em que as suas variações têm maior peso no
desempenho da Meta-Heurística (Pereira 2014) ou ainda a possibilidade de interdependências
de parâmetros que dificultam o estudo de cada parâmetro de forma isolada.
Estes factos justificam o interesse no desenvolvimento de técnicas que permitam automatizar
esse processo de escolha, por forma a diminuir o tempo necessário e melhorar a qualidade
dos parâmetros usados (Birattari 2009).
Existem duas principais estratégias na afinação de parâmetros (Talbi 2009):
 Off-line: A combinação de parâmetros é estabelecida antes da execução da Meta-
Heurística.
 On-line: Os parâmetros são atualizados ao longo da execução da Meta-Heurística.
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Cada uma destas estratégias engloba diferentes conjuntos de técnicas que abordam o pro-
blema da afinação de parâmetros de formas distintas.
Figura 2.2: Diferentes técnicas para abordar a afinação de parâmetros.
(Adaptado de Pereira 2014).
2.3.1 Afinação de Parâmetros Off-line
É comum, na utilização de Meta-Heurísticas, que a afinação de parâmetros seja feita de
forma completamente empírica, sendo afinado um parâmetro de cada vez e não sendo estu-
dadas as dependências entre parâmetros (Talbi 2009). As técnicas de afinação de parâme-
tros off-line têm o objetivo de determinar, a priori, combinações de parâmetros para usar na
execução das Meta-Heurísticas, permitindo que esse processo de escolha seja automatizado.
A Meta-Otimização consiste na utilização de uma camada superior de otimização cuja
procura incide sobre os parâmetros da Meta-Heurística que se quer afinar. Tipicamente,
esta técnica é composta por dois níveis (Pereira 2014):
 Nível Meta: Neste nível o método de otimização retorna soluções que correspondem a
parâmetros de uma Meta-Heurística, como por exemplo a taxa de evaporação para uma
Meta-Heurística ACO. Cada resultado deste nível corresponde a uma Meta-Heurística
com uma determinada configuração dos parâmetros.
 Nível Base: A este nível está a Meta-Heurística a ser usada para os parâmetros
determinados no Nível Meta e corresponde à resolução do problema de otimização
base que se pretende resolver. Tipicamente, retorna uma solução do problema de
otimização e o seu valor mediante uma determinada função objetivo.
Esta abordagem é bastante usada na área de computação evolucionária onde algoritmos
evolucionários funcionam como camada de nível meta (Pereira 2014). (Stephenson et al.
2003), usa um método de Meta-Otimização com aprendizagem automática e algoritmos
evolucionários para a escolha de heurísticas de compiladores de código, conseguindo ganhos
médios de 23% na velocidade.
Por outro lado, é comum o recurso a uma abordagem experimental onde são definidos
(Talbi 2009):
 Fatores que representam os parâmetros a variar nas experiências a realizar.
 Níveis que representam os diferentes valores dos parâmetros, podendo estes ser quan-
titativos ou qualitativos.
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Assim, são realizadas experiências para todas as combinações de níveis, sendo os melho-
res resultados para cada fator identificados. O principal problema deste tipo de métodos
prende-se com o facto de, quando estamos na presença de muitos fatores e níveis, o custo
computacional é demasiado elevado para realizar todas as experiências (Talbi 2009). Se
tivermos f fatores com n níveis cada, o número de experiências a fazer, para explorar todas
as combinações, será nf .
Este tipo de abordagens é conhecido na literatura como Design of Experiments e é usual-
mente utilizado para a afinação de parâmetros, nomeadamente em conjugação com outros
métodos. (E. Barbosa e Senne 2017) apresentam um método de Design of Experiments
com métodos estatísticos e de Inteligência Artificial que aplicam à afinação de parâmetros
de uma Meta-Heurística SA e outra GA. Numa combinação de Design of Experiments e
Artificial Neural Networks, (Dobslaw 2010), apresenta uma framework para afinação de
parâmetros de Meta-Heurísticas.
De facto, não só Artificial Neural Networks, mas também outras técnicas relacionadas com
aprendizagem automática são usadas de forma recorrente neste contexto. (Hutter et al.
2006) mostra como certos modelos de aprendizagem automática podem ser usados para
a determinação e ajuste de parâmetros, de forma off-line, bem como para fazer previsões
precisas dos tempos de processamento.
A utilização de algoritmos de racing, tipicamente usados para parametrização e seleção de
modelos no contexto de aprendizagem automática (Maron e Moore 1997), também mostra
bons resultados quando aplicado à afinação de parâmetros off-line de Meta-Heurísticas, em
particular o algoritmo F-Race (Birattari 2009).
2.3.2 Afinação de Parâmetros On-line
As estratégias de afinação de parâmetros On-line consistem em alterações ao valores dos
parâmetros de uma Meta-Heurística na altura em que está a ser executada. Estas estratégias
apresentam vantagens como o facto de a eficácia de um conjunto de parâmetros poder variar
ao longo do processo de procurar da Meta-Heurística (Talbi 2009). Assim, neste aspeto, este
tipo de técnicas consegue se adaptar às alterações necessárias nos parâmetros, ao contrário
do que acontece no caso da afinação off-line.
Este tipo de técnicas podem ser classificadas da seguinte forma (Talbi 2009):
 Afinação dinâmica: Os parâmetros vão sendo alterados de forma aleatória ou se-
guindo uma lógica determinista, mas sem ter em conta o processo de procura.
 Afinação adaptativa: Os parâmetros são ajustados de acordo com o processo de
procura. Esses ajustes podem ser baseados em vários fatores como a memória ou
regras pré-definidas (Pereira 2014).
Também neste tipo de abordagens, On-line, a aprendizagem automática é aplicada. (Les-
smann, Caserta e Arango 2011), com uma abordagem on-line adaptativa, usa um método
híbrido de aprendizagem automática que integra modelos de regressão capazes de ajustar os
valores dos parâmetros de uma Heurística PSO através da informação recolhida dos melhores
movimentos em cada iteração.
Como parte da afinação adaptativa surgem ainda algoritmos auto-adaptativos que controlam
a forma como se adaptam às alterações da procura (Pereira 2014). Com uma abordagem
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auto-adaptativa de pesquisa local, (Alabas-Uslu e Dengiz 2011), apresenta uma heurística
aplicada a um problema de rotas de veículos.
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Capítulo 3
Aprendizagem Automática
3.1 Introdução
A aprendizagem automática é uma área da Inteligência Artificial que se foca na conceção
de técnicas e algoritmos que permitem que os sistemas computacionais sejam capazes de
processar, aprender e extrair informação sobre os dados (Raschka 2015). Esta capacidade
de aprendizagem é particularmente importante em casos em que não é possível escrever,
diretamente, um programa para resolver um determinado problema que depende de uma
determinada fonte de dados ou de experiência (Alpaydin 2004).
A utilização de técnicas de aprendizagem automática tem vindo a crescer de forma consi-
derável nos últimos anos (Dietterich 2009). No entanto, já em 1959, num artigo publicado
no IBM Journal, o norte-americano Arthur Lee Samuel apresentava o seu programa Game
of Checkers, capaz de aprender a jogar damas, melhor do que a pessoa que o criou, num
espaço de tempo de 8 a 10 horas baseando-se apenas em conceitos que não iam muito
para além das regras básicas do jogo e do seu objetivo (A. L. Samuel 1959). Em 1967, o
mesmo autor, publicava avanços significativos, em relação à versão inicial do seu programa,
em (A. Samuel 1967). Ainda antes, em 1950, Alan Turing, introduzia o Jogo da Imitação
que pretendia determinar se uma máquina podia ter comportamento inteligente, num dos
artigos mais emblemáticos com enquadramento nesta área (Turing 1950; Sammut e Webb
2010).
Com o passar dos anos, a comunidade cientifica passou a estar cada vez mais interessada
e empenhada no desenvolvimento de novas técnicas, mais eficazes e que nos permitem
chegar mais longe no que diz respeito à capacidade de permitir aprendizagens cada vez
mais complexas por parte dos computadores (Dietterich 2009; Raschka 2015). Em 2016 o
AlphaGo da Google foi capaz de vencer um Master do Jogo de GO da era moderna (jogo
este que atinge uma complexidade superior à do xadrez). Usando a técnica de Monte Carlo
Tree Search, em conjunto com Deep Neural Networks (Silver, Schrittweiser e Simonyan
2017), o AlphaGo venceu o Sul Coreano Lee Sedol por 4-1 num grande feito da Inteligência
Artificial em termos do "confronto" Máquina-Homem (PHYS.ORG 2016a). Com a nota
interessante de que, o único jogo perdido pela máquina foi por desistência (PHYS.ORG
2016b).
No entanto, apesar da grande contribuição que representa o estudo e implementação das
técnicas no contexto dos jogos, a aplicação das técnicas de aprendizagem automática é muito
mais ampla e, hoje em dia, estamos rodeados de algoritmos dessa natureza (Dietterich 2009;
Alpaydin 2004). Todos os dias interagimos com dispositivos com capacidade de reconhecer
padrões, extrair conhecimento e aprender nos mais variados contextos, muitas vezes sem nos
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darmos conta. Com uma simples navegação na internet ou uma pesquisa no google estamos
a interagir com algoritmos dessa natureza e a fornecer-lhe uma quantidade apreciável de
informação em poucos minutos.
No livro "A Física do Futuro" (Kaku 2011), o cientista Michio Kaku, conhecido principal-
mente pela sua enorme apetência para a divulgação científica, tem uma visão sobre como a
ciência irá moldar o mundo nos próximos 100 anos e mostra que, em grande parte, serão as
áreas da Inteligência Artificial que irão tornar possíveis coisa inimagináveis. Afirma que es-
taremos rodeados de dispositivos que estarão constantemente a monitorizar o nosso estado
de saúde, a sugerir determinados tipos de comportamentos, consoante o nosso histórico
clínico, e a satisfazer "todos" os nossos desejos, prevendo-os. Em tom de brincadeira, mas
com seriedade à mistura, afirma que tecnologias da série televisiva, futurista, Star Trek,
estão bem mais próximas do que o que muitos de nós possamos imaginar.
Neste capítulo não vamos abordar os conceitos adjacentes ao Warp drive. Inicialmente,
vamos contextualizar algumas técnicas em diferentes tipos de aprendizagem existentes e,
posteriormente, focar no Clustering e na Classificação, que são dois grandes grupos de
técnicas amplamente usadas em Aprendizagem Automática.
3.2 Tipos de Aprendizagem
Entre os vários tipos de Aprendizagem Automática existentes, há dois grande grupos: Apren-
dizagem Supervisionada e Aprendizagem Não-Supervisionada. É nestes dois grupos que va-
mos focar nesta secção, no entanto é importante referir que existem muitos outros grupos:
Aprendizagem por Reforço, Aprendizagem baseada em Instâncias, Aprendizagem Analítica
entre outros (Pereira 2014; Dietterich 2009).
3.2.1 Aprendizagem Supervisionada
A Aprendizagem Supervisionada tem, como principal objetivo, a obtenção da capacidade
de fazer previsões assertivas para novos dados, através do resultado do treino efetuado,
previamente, em dados conhecidos (Raschka 2015; Pereira 2014). Este treino é efetuado
sobre um conjunto de dados organizado em pares do tipo (entrada, saída). Tipicamente, a
entrada pertence a um determinado conjunto de partida com estrutura de natureza vetorial,
no sentido em que possui várias componentes, e a saída pertence a um conjunto de che-
gada em que cada elemento representa um valor (rótulo) (Sammut e Webb 2010; Pereira
2014). O objetivo é, então, a obtenção de funções/regras que sejam capazes de realizar
um mapeamento entre elementos do conjunto de partida e do conjunto de chegada através
dos dados de treino.
Dependendo do tipo de resultado que é obtido pela função/regra, podemos estar perante
uma de duas situações distintas:
 Regressão: O conjunto de chegada é de natureza contínua.
 Classificação: O conjunto de chegada está subdividido em classes.
Dependendo do tipo de problema que se pretende resolver há a necessidade de escolher uma
técnica adequada.
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3.2.2 Aprendizagem Não-Supervisionada
A Aprendizagem Não-Supervisionada tem o objetivo de, explorando a estrutura dos dados,
extrair informação com significado sem recurso a exemplos rotulados (Raschka 2015; Pereira
2014). Assim, este tipo de técnicas permite a descoberta/confirmação de padrões (eu da
não existência deles) nos dados. Assim sendo, a criação de grupos de objetos, Clustering, e
a deteção de outliers são dois exemplos de aprendizagem Não-Supervisionada.
3.3 Classificação
A partir do conhecimento prévio de determinadas classes de objetos e das características
dos próprios objetos, a Classificação, em Aprendizagem Automática, permite enquadrar
(classificar) um novo objeto numa dessas classes. Tipicamente, existem, pelo menos, duas
fases na conceção de um classificador (Alpaydin 2004):
 Fase de Treino: Usando um conjunto de dados de treino conhecido, o classificador é
treinado. Isto significa que, são usadas as características e os rótulos de cada objeto do
conjunto de treino para que o classificador estabeleça relações do tipo (características
-> rótulo).
 Fase de Teste: A partir de dados em que faltam os rótulos, o classificador treinado vai
prever, a partir das características de um dado objeto, qual o rótulo correspondente.
Nesta fase, é comum os rótulos serem conhecidos a priori, para que se faça uma
validação, posterior, da performance do classificador através da comparação com os
resultados da classificação.
Um exemplo deste tipo de abordagens é o classificador K-Nearest Neighbors (K-NN) (k
vizinhos mais próximos). O K-NN é um dos métodos mais simples de classificação sendo,
por isso, amplamente utilizado como uma primeira abordagem, principalmente quando se
tem pouco conhecimento sobre os dados de treino (Peterson 2009). A fase de treino desta
técnica consiste em, simplesmente, guardar os pares (características, rótulo) de cada objeto.
Posteriormente, através da definição de uma métrica, de uma decisão e de uma valor de k, o
classificador vai determinar os k vizinhos mais próximos (dada a métrica escolhida) e tomar
uma decisão. Usualmente a decisão é incluir o novo objeto na classe que for dominante
entre os k vizinhos mais próximos. No entanto pode ser de naturezas variadas (Peterson
2009).
3.4 Clustering
As técnicas desta natureza têm o objetivo de criar grupos de objetos com características
semelhantes. Os grupos criados dependem, tipicamente, de uma função de similaridade e
do próprio mecanismo de agrupamento da técnica usada. As características dos objetos
usadas para o agrupamento e a respetiva normalização também têm, usualmente, impacto
na formação dos grupos.
Nesta secção vamos abordar duas técnicas diferentes: K-Means e Affinity Propagation.
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3.4.1 K-Means
K-Means é uma técnica de agrupamento de n objetos em k clusters, para k  n. Usando
a distância Euclidiana, os clusters são criados através da minimização dos quadrados das
diferenças em relação ao centroide de cada cluster (Macqueen 1967; Singh, Malik e Sharma
2011):
k∑
j=1
∑
i2Cj
jjxi   j jj
2 (3.1)
Em que Cj é o cluster j , j o seu centroide e i representa um objeto de Cj . Assim, num
processo iterativo, os centroides vão sendo recalculados, a expressão 3.1 reavaliada e os
clusters reajustados até o algoritmo convergir. Esta técnica dá resultados bastante satisfa-
tórios em muitos contextos e tem a enorme vantagem de ser muito intuitiva e simples de
perceber/implementar (Raschka 2015). No entanto, apresenta algumas limitações (Singh,
Malik e Sharma 2011), desde logo a necessidade de se fornecer a priori o número de clusters
a serem formados:
Figura 3.1: Escolha errada do número de cluster. (Retirado de Sklearn s.d.).
A Figura 3.1 é um exemplo da má definição do valor de k clusters a serem formados. Entre
as limitações desta técnica estão também o facto de a inicialização dos centroides ter um
grande penso na eficácia do método (Karimov e Ozbayoglu 2015) e de, tipicamente, ter um
comportamento isotrópico, dificultando o reconhecimento de estruturas com formas não
"circulares" (Figura 3.2).
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Figura 3.2: Escolha errada dos clusters devido à anisotropia. (Retirado de
Sklearn s.d.).
Há abordagens que, conjugando o método K-Means com outras técnicas, permitem superar
algumas das desvantagens, no entanto, aumentam a complexidade de implementação, o que
leva a uma perda da simplicidade, que é um dos principais pontos fortes deste método de
clustering (Karimov e Ozbayoglu 2015). No entanto, por vezes é necessário utilizar técnicas
mais avançadas para que se tenha os resultados pretendidos, dependendo do âmbito.
3.4.2 Affinity Propagation
A técnica de Affinity Propagation é um algoritmo que, através de uma função de simila-
ridade e da avaliação da força das ligações entre diferentes objetos, determina o grau de
responsabilidade e o grau de disponibilidade entre pares de pontos (Dueck e Frey 2007).
A responsabilidade r(i ; k) mede a tendência que haverá para o objeto k servir de repre-
sentante para o objeto i . Por outro lado, a disponibilidade d(i ; k) mede a tendência para
o objeto i escolher o objeto k como seu representante. Desta forma, iterativamente, vão
sendo criados representantes de grupos de objetos até atingir um equilíbrio estável, em que
nenhum representante de grupo é alterado, nem nenhum objeto altera o seu representante.
A configuração final de representantes de grupos e respetivos apoiantes define os clusters
(Dueck e Frey 2007).
Este algoritmo requer um parâmetro inicial, a preferência, que influencia a afinidade entre
pontos de tal forma que, quanto menor for o seu valor, maior será a tendência para a criação
de um número de clusters mais elevado. Desta forma, este algoritmo consegue encontrar,
não só os elementos dos diferentes clusters, mas também o próprio número de clusters, o
que representa uma diferença fundamental em relação a outras técnicas como o K-Means.
Por outro lado, como se baseia em relações entre todos os pares de pontos, tem maior
capacidade de ajuste a qualquer tipo de formas que os clusters possam revelar, não sofrendo
da tendência para a isotropia, como no caso do K-Means. No entanto, este algoritmo tem
uma complexidade de O(N2T ) (Fujiwara, Irie e Kitahara 2011), em que N representa o
número de objetos e T o número de iterações, tornando-o pouco recomendado para casos
em que N é extremamente elevado.
Ainda assim, há técnicas que visam tornar este algoritmo mais rápido, mantendo quase
intactas as suas restantes propriedades, como é o caso de (Fujiwara, Irie e Kitahara 2011),
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em que o tempo computacional é transformado em O(N2 +MT ) onde M é o número de
arcos do grafo.
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Capítulo 4
Problema de Escalonamento de
máquina única
4.1 Introdução
Os problemas de escalonamento têm recebido bastante atenção em termos académicos
devido à sua complexidade em termos teóricos e à sua relevância prática para a indústria.
Estes problemas enquadram-se no grupo de problemas NP difíceis cuja complexidade é
exponencial (Pinedo 2016).
O escalonamento é um processo de tomada de decisão que lida com a alocação de recursos
a um conjunto de tarefas ao longo do tempo por forma a otimizar um conjunto de objetivos
(Pinedo 2016). Consoante os objetivos e as restrições a que estão sujeitos, os problemas
de escalonamento podem tomar variadas formas. Na literatura também é usado o termo
"sequenciamento", que se refere à ordem de execução das diferentes tarefas (Madureira
1995).
Neste capítulo vamos focar a nossa atenção no problema de escalonamento de máquina
única, mais concretamente para a variante que visa minimizar o custo total dos atrasos no
processamento das diferentes tarefas, conhecido na literatura como Single Machine Total
Weighted Tardiness (SMTWT) (Pinedo 2016).
4.1.1 Problema de máquina única: Total Weighted Tardiness
Os problemas de máquina única consistem em alocar um conjunto de tarefas, de forma
sequencial, a uma só máquina. Estes problemas estão entre os mais elementares no que diz
respeito a escalonamento (Pereira 2014) mas, apesar da sua aparente simplicidade, estes
problemas podem ser bastante complexos e o seu estudo é muito importante para servir de
base para a simplificação de problemas de escalonamento mais complexos e que envolvam um
maior número de recursos disponíveis (Pinedo 2016). (Madureira 2003), divide um problema
de escalonamento Job-Shop Alargado dinâmico em múltiplos subproblemas de máquina única
onde aplica otimizações locais através de um conjunto de diferentes Meta-Heurísticas com
o objetivo de construção de uma solução global.
Em particular, o problema SMTWT, é um NP difícil bem conhecido, e assume uma comple-
xidade bastante elevada quando estamos perante datas de entrega variáveis, pesos positivos
e distintos para os atrasos das tarefas (Kolliopoulos e Steiner 2006; Congram, Potts e Velde
2002).
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Este problema, SMTWT, tem as seguintes características (OR-Library 1990):
 Um conjunto de n tarefas independentes (1,...,n) deve ser processado, sem interrup-
ções, numa única máquina.
 A máquina processa as tarefas de forma sequencial e uma de cada vez.
 Cada tarefa, j (j=1,...,n), está disponível a ser processada no instante de tempo t=0 e
requer um tempo de processamento pj , sem interrupções, tem um peso positivo wj e
uma data de entrega dj que, idealmente, deve ser respeitada.
 Para uma determinada ordem de processamento das tarefas Cj representa o instante
em que a tarefa, j, foi completada e Tj = maxfCj   dj ; 0g representa o seu atraso.
 O problema consiste em minimizar o atraso total ponderado:
∑n
1 wjTj
Assim, da resolução deste tipo de problemas, para além da própria ordem pela qual as tarefas
serão executadas, são obtidos indicadores como o atraso total ponderado (que se pretende
minimizar) e a quantidade de tarefas com atraso. Este tipo de informação tem grande
relevância em contextos industriais.
Estes problemas têm sido abordados das mais variadas formas, tanto na utilização de mé-
todos exatos como não exatos. Aqui, vai-se focar em algumas abordagens e exemplos de
abordagens não exatas que têm sido usadas ao longo do tempo, uma vez que é o conjunto
de técnicas que se enquadram no trabalho que está a ser apresentado. No entanto, é impor-
tante ter em mente que a utilização de métodos exatos é útil na perceção da complexidade
do problema e no estabelecimento de upper bounds, lower bounds e benchmarks.
As regras de despacho, ou regras de prioridade, são das abordagens mais antigas e consis-
tem num conjunto de regras, bem definidas, para decidir qual será a tarefa (ou conjunto de
tarefas) a ser processada de seguida numa máquina (Madureira 1995). Este tipo de abor-
dagens permite, normalmente em conjunto com modelos de simulação, obter resultados de
uma forma muito rápida uma vez que as regras definidas, usualmente, têm complexidades
reduzidas. A quantidade e natureza deste tipo de regras é bastante elevada, (Blackstone,
Phillips e Hogg 1982), pelo que aqui são apresentados dois desses casos a título de exemplo
(Madureira 1995; Blackstone, Phillips e Hogg 1982):
 First In First Out (FIFO): consiste na realização das tarefas pela ordem em que estão
disponíveis.
 Earliest Due Date (EDD): a prioridade é dada às tarefas cujas datas de entrega estão
mais próximas.
Sendo muito simples e de cariz "guloso", este tipo de regras é, geralmente, de natureza
míope, o que representa uma grande desvantagem para modelos que usem apenas este tipo
de abordagens (Pereira 2014).
No que diz respeito a técnicas mais ricas, este problema também já foi abordado das mais
variadas formas. Com uma abordagem baseada em colónia de formigas (Madureira, Falcão
e Pereira 2012) estuda, para várias combinações de parâmetros da heurística, um conjunto
de diferentes instâncias SMTWT. Para um problema SMTWT com datas de lançamento
variáveis (Cakar e Koker 2015) apresenta uma abordagem Neuro-híbrida baseada em PSO,
conjugada com GA e SA. Através de uma técnica de procura local baseada em programação
dinâmica, intitulada de Dynasearch Algorithm, (Congram, Potts e Velde 2002) obtém ex-
celentes resultados para as instâncias de teste (OR-Library 1990), que ainda hoje prevalece
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como uma das mais bem sucedidas abordagens para o problema, servindo os seus resulta-
dos, em muitos casos, de benchmark para a comunidade cientifica. Também nas instâncias
(OR-Library 1990), (Tasgetiren, Sevkli e Gencyilmaz 2004) apresentam uma heurística PSO
que, conjugada com uma técnica chamada Smallest Postition Value, consegue resultados
bastante interessantes em tempos de resolução bastante baixos.
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Capítulo 5
ATEPSA: Auto Tuned Elitist Particle
Swarm Algorithm
5.1 Introdução
Como já foi mencionado anteriormente, os parâmetros das (Meta-) Heurísticas têm uma
influência significativa no seu desempenho. Por outro lado, a afinação de parâmetros é
uma tarefa que pode ser extremamente complexa e demorada. Como foi identificado na
Secção 2.3, diferentes técnicas de Aprendizagem Automática têm sido aplicadas à questão
da afinação de parâmetros, com resultados interessantes. Este facto serve de incentivo
para a exploração de outras técnicas dessa área, que ainda não têm recebido atenção no
que diz respeito à sua potencial aplicação no problema da escolha de parâmetros de Meta-
Heurísticas.
Assim, neste capítulo, propomos uma nova abordagem integrada de uma heurística com
características PSO, uma camada de Clustering e outra de Classificação, para afinação
de parâmetros de modo off-line, aplicada à resolução de problemas de escalonamento de
máquina única. A escolha de basear a heurística nos conceitos da técnica PSO deveu-se à sua
relativa simplicidade de implementação, aos bons resultados que este tipo de implementações
mostra (quando usada da forma conveniente) na literatura, ao seu estudo aprofundado e à
aceitação em termos científicos.
A heurística tem estrutura de Meta-Heurística para resolução de problemas de combinatória,
no sentido em que só a função objetivo é que é estritamente dependente do tipo de problema.
As camadas de Clustering e Classificação dependem da natureza do problema. A ideia
base desta abordagem é a utilização do histórico de resolução de instâncias do problema,
semelhantes à que se quer resolver, para fazer uma seleção inteligente dos parâmetros da
heurística.
5.2 Arquitetura
Intitulada de Auto Tuned Elitist Particle Swarm Algorithm (ATEPSA), esta abordagem
consiste numa estrutura dividida em três módulos:
 Módulo de Classificação (MCLA): Classifica a instância do problema a resolver num
dos clusters de problemas já resolvidos anteriormente.
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 Módulo de Otimização (MO): Resolve o instância do problema usando uma heurís-
tica baseada em PSO para as combinações de parâmetros mais promissoras do cluster
em que a instância foi incluída.
 Módulo de Clustering (MCLU): Atualiza os clusters com os dados mais recentes
dos resultados para as diferentes instâncias resolvidas.
Os módulos MCLA e MO atuam de forma sequencial em que os resultados do MCLA são
usados como parâmetros do MO. Por outro lado o módulo MCLU atua de forma indepen-
dente. Todos os módulos interagem também com uma base de dados central onde são
guardadas informações das instâncias, tanto em termos de estrutura, como em termos de
agrupamento.
Figura 5.1: Os diferentes módulos do ATEPSA e a interação com a Base de
Dados
5.3 Módulo de Classificação
Havendo um histórico de resolução de problemas com diferentes combinações de parâmetros
da heurística, este módulo, ao receber uma nova instância, vai classifica-la. Para tal, obtém
da base de dados a informação de diferentes clusters de instâncias e aplica o método K-NN,
com K = 1, para os centroides de cada cluster, usando a distância Euclidiana. Determi-
nando o centroide mais próximo, irá classificar a instância no correspondente cluster. De
seguida, são escolhidas as combinações de parâmetros que, historicamente, obtiveram me-
lhores resultados para as diferentes instâncias que fazem parte do cluster escolhido. Essas
combinações de parâmetros serão usadas, posteriormente no Módulo de Otimização.
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5.4 Módulo de Otimização
Este módulo consiste numa heurística com características PSO, ao qual foi dado o nome de
Elitist Particle Swarm Algorithm (EPSA), que retorna um objeto, gBEST , representativo
da melhor solução em termos de valor e de estrutura, recebendo como parâmetros:
 iNUM_PART : Número de partículas a usar.
 iV max : Velocidade máxima das partículas.
 i ITERmax : Número máximo de iterações.
 pELIT : Percentagem de partículas elitistas.
 f REF_SOL: Valor de uma solução de referência (caso exista).
 oINST : Objeto correspondente à instância a resolver.
Algorithm 5.1 EPSA
1: Input: iNUM_PART , iV max , i ITERmax , pELIT , f REF_SOL e oINST
2: Output: gBEST
3:
4: procedure EPSA(Input)
5: i ITER = 0
6:
7: particulas = inicial iza_particulas(iNUM_PART )
8: while i ITER  i ITERmax e gBEST_V AL > f REF_SOL do
9: for all particulas do
10: aval ia_f uncao_obj()
11: end for
12: ordena_particulas()
13: atual iza_velocidades()
14: atual iza_posicoes()
15: incrementa iITER
16: end while
17: return gBEST
18: end procedure
Assim, enquanto nenhum dos critérios de paragem (número máximo de iterações e valor de
referência para a solução) for satisfeito, o valor da posição de cada partícula será avaliado
consoante a função objetivo, que no caso do problema de escalonamento abordado neste
trabalho tem a forma identificada na secção 4.1.1:
∑n
1 wjTj . Posteriormente, seguem-se a
ordenação das partículas, atualização das velocidades e a atualização das posições.
A ordenação das partículas consiste, simplesmente, em dispor as mesmas numa estrutura de
lista ordenada por ordem crescente do valor da solução, por forma a que a melhor solução
seja o primeiro elemento da lista e a pior seja o último. gBEST , é a primeira posição dessa
lista.
Na iteração t, a velocidade da partícula, p, na posição Xp;t é determinada pela seguinte
expressão:
Vp;t = upper_int(iV max 
val(Xp;t)
gWORST_val
) (5.1)
Em que gWORST_val é o valor da pior solução encontrada na corrente iteração, a função
val() retorna o valor da solução e a função upper_int() arredonda o valor para o primeiro
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inteiro superior. Este valor de velocidade representa o número de permutações P i ;j , entre
pares de posições na solução, que serão aplicados à posição da partícula.
Na atualização das posições das partículas é identificado um grupo de soluções que passarão
a fazer parte de uma elite de partículas que irão explorar a vizinhança de gBEST . Esse
grupo é constituído pelas pELIT piores posições na corrente iteração. De seguida, para
todas as partículas, exceto a que se encontra em gBEST , é aplicada a velocidade, na forma
de Vp;t permutações P i ;j . No caso das partículas que fazem parte da elite, para cada uma
delas, as permutações são aplicadas sobre uma cópia de gBEST , fazendo assim com que a
próxima posição destas partículas esteja a evoluir a partir de gBEST e não da posição que
estas ocupavam.
Para cada permutação, os pares (i ; j) são escolhidos de forma aleatória. Seja Op;t um
operador que representa as Vp;t permutações P i ;j a serem aplicadas na posição da partícula
p na iteração t. A posição da partícula, p, é atualizada da seguinte forma:
Xp;t+1 = Op;tXp;t (5.2)
Para o caso das partículas pertencentes ao grupo de elite temos:
Xp;t+1 = Op;tgBEST (5.3)
5.5 Módulo de Clustering
Como mencionado anteriormente, este módulo é completamente dependente das caracte-
rísticas do problema. Por isso, nesta secção, iremos focar o funcionamento deste módulo
para o caso do problema SMTWT, sendo que serão usados vários temos específicos desse
contexto. A partir do histórico de resolução dos problemas para diferentes combinações de
parâmetros as instâncias são agrupadas usando o método Affinity Propagation. A utilização
deste método, Affinity Propagation, deve-se ao facto de ser uma técnica que não recebe o
número de clusters a serem formados, o que representa uma mais valia em casos em que não
é clara a separação entre os objetos, como é o caso do problema que pretendemos abordar.
Para este agrupamento é usada, como função de afinidade, o simétrico do quadrado da
distância euclidiana para duas dimensões.
Af(i ;j) =  [(Xj  Xi)
2 + (Yj   Yi)
2] (5.4)
Em que (i ; j) representa um par de instâncias do problema, Xi é o valor normalizado do
Coeficiente de Variação (CV) das datas de entrega da instância i e Yi é o valor normalizado
do logaritmo natural do quociente entre o valor total do processamento das tarefas e o valor
médio das datas de entrega. A normalização foi feita usando a formula de rescaling:
Zi =
Z0i  min(Z)
max(Z) min(Z)
(5.5)
Em que Zi representa o valor normalizado e Z0i representa o valor não normalizado. Assim,
sejam X 0i e Y
0
i os valores, não normalizados, das quantidades Xi e Yi referentes a uma
instância i do problema SMTWT:
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Xi =
ffdi
Ddi
(5.6)
Yi = log(
Tpti
Ddi
) (5.7)
Em que ffdi e Ddi são, respetivamente, o desvio padrão e o valor médio das datas de entrega
das tarefas da instância i e Tpti é o tempo total de processamento das tarefas da instância
i .
Após a criação dos clusters de instâncias com o método mencionado, para cada cluster
são guardados o centroide e as combinações de parâmetros que obtiveram melhores resul-
tados de cada instância desse cluster. Essa informação é guardada na base de dados para
posteriormente ser usada no MCLA.
A utilização desta estratégia, guardando tuplos de combinações de parâmetros e estabe-
lecendo relações de proximidade entre instâncias a resolver e as já usadas, para usar as
combinações mais promissoras, permite manter as propriedades das combinações dos parâ-
metros como um todo. Ao passo que, por exemplo, uma estratégia que permita determinar
os parâmetros através da utilização de regressões, para cada um, poderá estar a ignorar as
dependências de parâmetros e o potencial dos parâmetros como um todo e não individual-
mente.
5.6 Implementação
A implementação foi feita na linguagem de programação Python v3.6 para todos os módulos
com a arquitetura do esquema da Figura 5.1.
Figura 5.2: Exemplo de implementação da classe partícula.
A Figura 5.2 exemplifica parte da implementação da classe "partícula", com vários atributos
e métodos, usada na heurística EPSA.
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O Módulo de Classificação e o Módulo de Otimização foram ambos implementados com-
pletamente de raiz, usando apenas bibliotecas standard de python. O Módulo de Clustering
foi implementado com recurso à biblioteca (Sklearn s.d.). Esta biblioteca foi escolhida por
conter as ferramentas que foram identificadas como necessárias e por ser amplamente usada
na comunidade científica ao longo dos últimos anos (Feurer et al. 2015; Pedregosa et al.
2012).
A base de dados consistiu apenas em ficheiros do tipo .csv por dois motivos: porque os dados
das instâncias de origem já se encontravam nesse formato e para agilizar a posterior análise
dos resultados, uma vez que a incorporação de ficheiros do tipo .csv em excel é trivial.
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Análise de Resultados
6.1 Introdução
Os resultados aqui apresentados referem-se à aplicação do ATEPSA a um conjunto de
instâncias do problema SMTWT, comummente usadas para benchmarking, presentes em
(OR-Library 1990).
Inicialmente o ATEPSA foi treinado, sem o uso do MCLA e, posteriormente, foi usado na sua
íntegra. Neste contexto o treino consistiu na resolução de vários problemas para diferentes
combinações de parâmetros e na criação de grupos de instâncias e respetivas combinações
de parâmetros consideradas promissoras.
Uma vez que a heurística EPSA usada no MO apresenta uma combinação de características
que não foi possível identificar na literatura, para além da análise dos resultados do ATEPSA
como um todo, iremos também apresentar uma análise do desempenho do EPSA.
6.2 Instâncias ORLIB e gamas de parâmetros usadas
As instâncias usadas neste trabalho estão presentes em (OR-Library 1990) e, de forma
sucinta, têm as seguintes características:
 As instâncias estão divididas em 3 grupos de 40, 50 e 100 tarefas.
 Em cada grupo existem 125 instâncias diferentes.
 Para cada instância, de cada grupo, estão disponíveis os tempos de processamento,
p, as datas de entrega, d , e os pesos, w , de cada tarefa.
 Para todas as instâncias existe um valor de referência para a melhor solução.
 Estão disponíveis os valores ótimos de 124 instâncias de 40 tarefas e 115 de 50 tarefas.
Os valores de referência das instâncias de 40 e 50 tarefas que não foram provados como
ótimos não foram melhorados desde 1996 e, provavelmente, referem-se ao valor ótimo
(OR-Library 1990).
No total foram usadas 125 instâncias, 80 de 40 tarefas e 45 de 50 tarefas, escolhidas
de forma aleatória. Para este estudo decidiu-se limitar as combinações de parâmetros da
seguinte forma:
 i ITERmax : Fixo e igual a 500.
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 iNUM_PART : Variável em (5,6,7,8,9,10).
 iV max : Variável em (1,2,3,4,5,6,7,8,9,10).
 pELIT : Variável em (0.0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0)
Isto representa um total de 420 combinações diferentes por instância. O intervalo de número
de partículas e o valor fixo de máximo de 500 iterações foram escolhidos, após alguns testes
à eficiência do EPSA, por forma a que a heurística resolvesse cada instância em tempos
aproximadamente inferiores a 1 segundo, para que fosse possível a criação de um data
set com uma quantidade significativa de dados em tempo útil. Também em testes iniciais a
diferentes valores da velocidade máxima, iV max , foi detetado que, sistematicamente, valores
de iV max > 10 apresentavam resultados consideravelmente piores do que os restantes. Daí
o espectro escolhido para iV max . Na verdade, este comportamento era expectável, uma vez
que estando o valor da velocidade a representar o número de permutações aplicadas à posição
de cada partícula, ao permitir valores de velocidade com ordens de grandeza comparáveis
ao número de tarefas, estamos a baralhar as soluções de tal forma que não beneficia a
convergência, uma vez que as características das soluções mais promissoras numa dada
iteração são, em grande parte, perdidas na iteração seguinte devido ao elevado número de
permutações. Os valores de percentagem de partículas elitistas, pELIT , foram escolhidos
com o objetivo de percorrer a gama [0.0, 1.0] em intervalos aproximadamente uniformes.
Para cada combinação de parâmetros e para cada instância, foram feitas 20 repetições da
heurística para também se poder inferir sobre a sua precisão e para estudar de uma forma
mais consistente a validade dos resultados obtidos. Este valor foi escolhido por forma a
ser ordens de grandeza superior a 1, tendo assim significado estatístico, e por já ter sido
usado anteriormente, na literatura, para o mesmo grupo de instâncias (Madureira, Falcão
e Pereira 2012). No total, representa mais de 1 milhão de corridas da heurística, o que
permite criar um dataset com bastante informação para ser explorada nas gamas de valores
dos parâmetros escolhidas.
Para cada corrida da heurística foi guardada a instância, a combinação de parâmetros usada,
o tempo de resolução, o número de iterações e o resultado da melhor solução encontrada:
Figura 6.1: Exemplo do output da heurística.
Para a obtenção dos resultados em tempo útil, as corridas da heurística foram efetuadas em
duas máquinas diferentes:
 Intel(R) Core(TM) i7 2.7GHz, 8GB DDR3, Windows 10
 Intel(R) Core(TM) i5 2.5GHz, 4GB DDR3, Windows 10
Por isso, o estudo foi focado na qualidade das soluções e não nos tempos de resolução. No
entanto foi tido o cuidado de escolher combinações de parâmetros que garantem tempos de
resolução na casa do segundo, como explicado anteriormente.
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Após a obtenção dos resultados, estes foram comparados, em termos da melhor solução
encontrada para cada instância, com as soluções de referência (OR-Library 1990). Essa
comparação foi feita mediante o cálculo da percentagem de desvio relativo:
si =
jSolsi   SolRi j
SolRi
 100 (6.1)
Em que si é o valor da percentagem do desvio relativo da solução s para a instância i ,
Solsi , em relação à solução de referência da instância i , SolRi .
Para as instâncias de 40 tarefas os resultados foram os seguintes:
Figura 6.2: Melhor aproximação aos valores de referência - 40 tarefas.
Isto significa que, para 71 instâncias (88,75%) de 40 tarefas, foi possível obter uma solução
com um desvio inferior a 0.1% da solução de referência. Destas, 64 igualaram a solução de
referência (ver tabela em A.2). No entanto, foi verificada uma instância (1,25%) em que o
melhor resultado ficou bastante longe da solução de referência (35,5%).
No caso das instâncias de 50 tarefas, os resultados foram os seguintes:
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Figura 6.3: Melhor aproximação aos valores de referência - 50 tarefas.
Neste caso, para 25 instâncias (aprox 55,6%) foi possível chegar a um desvio inferior a 0.1%
da solução de referência. Destas, 19 igualaram a melhor solução de referência (ver tabela
em A.1). Analogamente ao caso de 40 tarefas também foi possível identificar uma instância
(2,2%) em que o desvio relativamente à solução de referência foi significativo (11,4%).
A comparação destes resultados sugere uma maior dificuldade da heurística EPSA em se
aproximar da solução de referência no caso de 50 tarefas. Esse comportamento é expectável,
uma vez que um maior número de tarefas reflete-se num aumento do número de combinações
possíveis e, consequentemente, numa maior dificuldade de encontrar as melhores soluções
para um número de iterações fixo. No entanto, este indicador, por sí só, não permite tirar
ilações significativas.
Os valores refletidos nos gráficos anteriores referem-se apenas às melhores soluções encon-
tradas pela heurística. O facto de uma corrida a heurística ter chegado ao valor de referência,
para uma determinada combinação de parâmetros, não significa que em todas as corridas
para a mesma combinação de parâmetros também chegue. Daí que se tenha feito não só
uma, mas sim 20 corridas da heurística por combinação de parâmetros e instância. Assim,
considerando as 20 corridas para cada instância e combinação de parâmetros, foi determi-
nada a média dos desvios em relação à solução de referência e o coeficiente de variação das
soluções obtidas.
Identificadas as combinações de parâmetros que obtiveram melhor média de desvios e fa-
zendo a média das médias dos desvios, para 40 e 50 tarefas obtém-se o seguinte resultado:
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Figura 6.4: Valores médios das médias dos desvios para 40 e 50 tarefas
As barras a azul representam a média das médias dos desvios, para 40 e 50 tarefas sem
considerar outliers, ao passo que as barras vermelhas representam os valores considerando
os outliers.
No caso das instâncias de 40 tarefas foram identificados 11 outliers (13,75% das instâncias)
e no caso das instâncias de 50 tarefas foram identificados 5 outliers (12,5% das instâncias).
Os outliers foram identificados usando o método de Turkey para k=3, ou seja, aqueles fora
do intervalo [Q1   3IIQ;Q3 +3IIQ] em que Q1 é o primeiro quartil, Q3 é o terceiro quartil
e IIQ = Q3   Q1 é o intervalo interquartil. Assim, podemos considerar que, em média, a
heurística se aproximou bastante dos valores de referência (<2%) em ambos os casos de 40
e 50 tarefas. No entanto, há instâncias que se mostram consideravelmente mais difíceis de
resolver, que justificam a discrepância entre as barras azuis e as vermelhas, e que neste caso
identificamos como outliers. Para as mesmas combinações de parâmetros que obtiveram
melhores médias de desvios, determinando as médias dos coeficientes de variação, obtém-se
o seguinte gráfico.
Figura 6.5: Médias dos coeficientes de variação para 40 e 50 tarefas
Na elaboração deste gráfico seguiu-se o mesmo raciocínio do anterior em que, para as barras
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a azul, foram excluídos os mesmos outliers identificados para o caso anterior. É possível
concluir que, em média, a heurística consegue atingir uma variabilidade baixa (coeficiente
de variação < 0,01) para ambos os casos de 40 e 50 tarefas, com a ressalva dos outliers.
Um comportamento deste tipo é importante para garantir a consistência dos resultados
obtidos pelo método de resolução.
É importante notar que a heurística demorou um tempo médio de 0,641s em cada corrida,
considerando todas as corridas, independentemente dos parâmetros. Ao considerar apenas
as corridas que obtiveram os melhores resultados para cada instância, o tempo médio de
resolução ficou-se pelos 0,389s. No entanto, é importante referir que o tempo de execução,
neste caso, deve ser visto como mera indicação de ordens de grandeza, uma vez que o
facto de terem sido usadas duas máquinas diferentes para realizar as corridas da heurística
impossibilita uma análise rigorosa destes tempos.
Como referido anteriormente, o espectro do número de partículas e o número máximo
de iterações foram ambos escolhidos precisamente com o propósito de a heurística correr
em menos de 1s. No entanto, essa rapidez tem impacto na qualidade das soluções. Os
estudos efetuados nesta secção foram focados nos melhores resultados para as melhores
combinações de parâmetros encontradas (entre todas as testadas) para cada instância.
Na secção seguinte vamos apresentar os resultados da estratégia proposta para permitir a
identificação prévia de combinações de parâmetros promissoras.
6.4 Resultados ATEPSA
Do total das 125 instâncias foram escolhidas 30 instâncias de 40 tarefas e 25 instâncias de
30 tarefas, de forma aleatória, para criar um conjunto de treino composto por 55 instâncias.
Assim, foram estudadas várias características destas instâncias e analisadas as potenciais
relações com a seleção de parâmetros que obteve melhores resultados para cada umas delas.
Três características importantes foram identificadas e, posteriormente, analisadas:
1. Para todos casos testados, os valores de 9 e 10 partículas estão sempre entre o top
3 de combinações de parâmetros que obtiveram melhores resultados, para todas as
instâncias.
2. Há um conjunto de instâncias (neste caso foram identificadas 7) para as quais há um
elevado número de combinações diferentes que conseguiram atingir a melhor solução
de referência.
3. 70% das instâncias obteve as melhores soluções para pares de velocidade máxima e
percentagem de partículas elitistas (2; 1:0) ou (2; 0:8).
Em relação ao ponto 1, este comportamento era expectável no sentido em que um maior
número de partículas significa um maior número de soluções a serem avaliadas a cada iteração
da heurística e, consequentemente, uma maior probabilidade de melhorias das soluções.
Assim, no estudo que se segue, deixou-se cair a variável número de partículas e concentrou-
se apenas nos pares de velocidade máxima e percentagem de partículas elitistas (iV max ,
pELIT ). No entanto, para um caso de estudo em que o tempo computacional esteja a ser
avaliado, o parâmetro de número de partículas é importante. Essa importância advém do
facto de este algoritmo ordenar as partículas por posição a cada iteração, e essa ordenação
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não tem tempo linear. No caso implementado foi usada a técnica de ordenação QuickSort
que tem uma complexidade média de O(nlogn).
O comportamento identificado no ponto 2 deve-se ao facto de haver instâncias que apre-
sentam um conjunto de tarefas para as quais a data de entrega excede o tempo total
de processamento de todas as tarefas. Assim, como no problema que estamos a tratar,
SMTWT, as tarefas são todas efetuadas, sem interrupções, a partir do instante t = 0. A
existência de uma tarefa, i , para a qual a data de entrega, di , é tal que di 
∑n
j=1 pj ,
em que n é o número de j tarefas, significa que, independentemente da ordem em que i
será processada, o instante em que a tarefa é completada, Ci , é tal que di  Ci , logo,
pela expressão do atraso, Ti = maxfCi   di ; 0g, obtemos Ti = 0. Ou seja, cada tarefa i ,
para a qual a data de entrega é superior ao tempo total de processamento das tarefas, terá
um atraso nulo independentemente da ordem em que for processada, contribuindo com um
custo nulo para a função objetivo
∑n
1 wjTj .
Seja, novamente, i , uma tarefa para a qual Ti = 0, independentemente da ordem em que
é processada, e S = (j1; :::; i ; :::; jn) uma solução com custo ks . Movendo apenas i para a
última posição, o custo da solução S0 = (j1; :::; jn 1; i), será tal que ks  ks 0 , porque em S0, i
não só tem custo nulo, mas também não contribui para o aumento do custo de nenhuma das
outras tarefas. Logo, uma tarefa com data de entrega igual ou superior à soma dos tempos
de processamento de todas as tarefas, pode ficar sempre no fim, independentemente de todo
o resto. Por outro lado, se temos m tarefas, com Ti = 0 independentemente da ordem,
podemos afirmar que haverá soluções ótimas com a forma So = (j1; :::; jn m; i1; :::; im) em
que cada i representa uma tarefa com Ti = 0 independentemente da ordem. Mais do que
isso, podemos ainda afirmar que o valor ótimo terá uma degenerescência que é, no mínimo,
m! que corresponde a todas as trocas das m tarefas do tipo i nas últimas m posições. Ou
seja, a existência de m tarefas deste tipo, pode diminuir o número de soluções possíveis
do problema de n! para (n   m)!, se houver um posicionamento prévio das m tarefas sem
custo, independentemente da ordem, no fim. Esta multiplicidade de soluções ótimas (ou
soluções próximas da ótima) faz com que a heurística tenha maior facilidade (em termos de
probabilidade) de as encontrar e, consequentemente, dependa menos de uma afinação de
parâmetros adequada.
Assim, todas as instâncias que apresentaram estas características foram excluídas porque não
contribuem para a aprendizagem, uma vez que não servem para diferenciar as combinações de
parâmetros quanto à sua eficácia. No entanto, num estudo focado em tempos de resolução,
a identificação deste tipo de características nas instâncias, em termos de aprendizagem,
poderá ser importante para, por exemplo, definir critérios de paragem adequados.
Focando agora no terceiro ponto, foi possível encontrar a relação presente no gráfico se-
guinte:
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Figura 6.6: Disposição das instâncias consoante a relação entre CVDd e
log(
Ttp
Dd
)
Este gráfico mostra a relação entre o valor normalizado do CV das datas de entrega e o
valor normalizado do logaritmo natural do quociente entre o valor total do processamento
das tarefas e o valor médio das datas de entrega. A amarelo estão as instâncias que tiveram
(2; 1:0) ou (2; 0:8) como par (iV max , pELIT ) que obteve os melhores resultados. Assim, é
possível visualizar uma clara diferença na disposição entre as instâncias que pertencem a esse
grupo e as que não pertencem. Por outro lado e analisando não só a melhor solução mas as
3 melhores soluções de cada instância foi possível verificar que, quanto mais perto da origem
do gráfico, menor o número de vezes que um dos pares (iV max , pELIT ) mencionados
anteriormente faz parte desse grupo. Por outro lado, quanto mais afastado da origem do
gráfico, maior a tendência para esses pares serem dominantes.
Assim, não sendo possível estabelecer uma fronteira, mas sendo clara a existência de uma re-
lação entre a proximidade das instâncias (na figura 6.6) e as combinações de parâmetros que
obtiveram melhores resultados, foi utilizado o método de clustering, Affinity Propagation,
da forma descrita na secção 5.5 para agrupar as instâncias, com o seguinte resultado.
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Figura 6.7: Clusters criados pelo método Affinity Propagation
Este método originou 5 clusters em que é clara a separação por distância à origem, como já
sugeria a Figura 6.6. Por outro lado, o grupo de instâncias que não têm (2; 1:0) ou (2; 0:8)
na melhor combinação de parâmetros foi incluído quase na totalidade em um só cluster.
Para cada cluster foram guardados o seu centroide e as melhores 3 combinações de parâ-
metros de cada instância pertencente ao cluster.
As restantes instâncias, que não foram utilizadas para a formação dos clusters, foram usadas
como grupo de teste com o método de classificação descrito na secção 5.3.
Ao correr o modelo de Classificação, após a determinação do cluster de uma determinada ins-
tância, escolheram-se 5 combinações de parâmetros das mais promissoras para esse cluster.
Os resultados foram cruzados com as corridas feitas previamente para todas as combina-
ções de parâmetros, tendo-se verificado que em aproximadamente 89% das instâncias, pelo
menos uma das 5 combinações escolhidas fazia parte do top 3 das combinações que tinham
obtido melhores resultados. Por outro lado, em aproximadamente 79% das instâncias, todas
as combinações do top 3 estavam entre as 5 selecionadas pelo modelo de classificação.
Para este grupo de teste também foi estudada a disposição das instâncias, tal como para o
grupo de instâncias de treino, tendo-se obtido um gráfico em muito semelhante ao da figura
6.6.
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Figura 6.8: Disposição das instâncias de teste consoante a relação entre
CVDd e log(
Ttp
Dd
)
Cruzando os resultados da classificação com este gráfico, foi possível verificar que todas as
instâncias para as quais o modelo de classificação falhou na escolha dos parâmetros, são
instâncias da zona perto da origem (a roxo). Por outro lado e olhando um pouco mais
em detalhe para este comportamento das instâncias, esta zona perto da origem do gráfico,
expressa duas características em simultâneo:
 Se log(Ttp
Dd
) está próximo de 0 por valores superiores então Ttp
Dd
estará próximo de 1 por
valores superiores. O que quer dizer que, em média, as datas de entrega se aproximam
do tempo total de processamento das tarefas por valores inferiores.
 Se o coeficiente de variação das datas de entrega,CVDd , é próximo de zero, então a
variabilidade das datas de entrega é baixa.
Estas duas características sugerem que, nestes casos, tenhamos uma elevada percentagem
de entrega próximas do tempo total de processamento, por valores inferiores. Assim, pode-
mos estar uma situação especial, tal como a verificada anteriormente para os casos em que
havia datas de entrega que eram superiores ao tempo total de processamento das tarefas.
No entanto, não foi possível aprofundar mais o estudo para estes casos.
A abordagem tomada e a heurística implementada permitiram chegar a resultados bastante
satisfatórios no que diz respeito à aproximação dos valores de referência para as instâncias
do problema resolvidas. Este facto ganha ainda mais peso quando a média de tempos
de resolução da heurística foi 0,389s para os melhores casos de cada instância e 0,641s
considerando todas as corridas com todas as combinações de parâmetros. No entanto, como
referido anteriormente, estes valores dos tempos devem ser vistos apenas como indicadores
de ordem de grandeza, uma vez que foram utilizadas duas máquinas com capacidades de
processamento diferentes para obtenção dos resultados.
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Em relação à abordagem integrada com aprendizagem, o trabalho realizado permitiu iden-
tificar as combinações de parâmetros mais promissoras para a grande maioria dos casos,
tendo ficado ainda questões em aberto relacionadas com as instâncias que se encontram
perto da origem dos gráficos das figuras 6.6 e 6.8.
Assim, podemos concluir que, tanto a heurística EPSA como o conjunto ATEPSA apresen-
tam resultados promissores.
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Conclusão
Deste trabalho, motivado pela complexidade da afinação de parâmetros das Meta-Heurísticas
resultou, não só um método novo de abordar o problema, mas também uma nova heurística
com uma combinação de características própria.
A heurística implementada, EPSA, baseada em PSO, não só apresenta grande simplicidade
em termos conceptuais como consegue atingir resultados bastante satisfatórios, em tem-
pos de resolução relativamente baixos, quando aplicada ao problema Single Machine Total
Weighted Tardiness. Em 66,4% das instâncias resolvidas a heurística conseguiu chegar à
melhor solução conhecida, sendo que a média dos tempos de resolução se ficou pelos 0,641s,
independentemente dos parâmetros usados, e 0,389s para os melhores casos de cada ins-
tância. Por outro lado, também apresentou níveis de variabilidade bastante baixos para a
maioria dos casos testados, fator este que, de certa forma, transmite o nível de consistência
dos resultados apresentados pela heurística EPSA.
Em particular, no que diz respeito aos tempos mencionados, estes devem ser vistos apenas
como indicadores de ordem de grandeza, uma vez que foram utilizadas duas máquinas com
capacidades de processamento diferentes para obtenção dos resultados. Facto este que não
permitiu um estudo rigoroso da eficiência.
A simplicidade desta heurística e o facto de apenas a sua função objetivo ser estritamente
dependente do problema a resolver, abre caminho para que possa ser facilmente explorado o
seu comportamento na resolução de outros problemas de otimização combinatória como por
exemplo o problema do caixeiro viajante ou até problemas de uma complexidade superior.
Estas características motivam também a exploração de variantes desta heurística com o
intuito de melhorar a sua performance e de a tornar mais robusta.
No que diz respeito ao método ATEPSA de integração da heurística com as camadas de
Clustering e Classificação, os resultados também são promissores. Para um conjunto de
casos, 89%, este método foi capaz de identificar corretamente uma das melhores 3 combi-
nações de parâmetros a usar. No entanto, nos restantes casos falhou de forma categórica.
Esses casos foram identificados como tendo características semelhantes em termos de es-
trutura das instâncias.
Não tendo sido identificada na literatura nenhuma abordagem ao problema de afinação
de parâmetros que use esta combinação de técnicas, este método representa também um
primeiro estudo sobre a viabilidade destas abordagens para o problema em questão. Sendo
de salientar que, uma das suas principais características é facto de tratar as combinações de
parâmetros como um todo e não parâmetro a parâmetro, ao contrário de várias abordagens
identificadas na literatura. Isto permite manter as propriedades dos parâmetros como um
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todo, não perdendo assim a informação inerente a questões como a dependência entre
parâmetros.
Os resultados positivos servem de motivação para futuramente serem testadas outras abor-
dagens desta natureza, bem como para dotar o ATEPSA de maior sofisticação por forma
a preencher as lacunas identificadas na previsão de determinados casos. Por outro lado, a
aplicação a outros tipos de problemas e a própria integração de várias heurísticas distintas
com a camada de aprendizagem é também algo que será interessante explorar.
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Apêndice A
Tabelas de resultados da heurística
Resultados da heurística em que "v ref"representa o valor de referência e "v melhor"representa
o valor do melhor resultado encontrado.
A.1 Instâncias de 50 tarefas
Figura A.1: Melhores resultados - 50 tarefas.
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A.2 Instâncias de 40 tarefas
Figura A.2: Melhores resultados - 40 tarefas.
