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INTRODUCTION
This paper is concerned with the tori in the restricted Melikian algebra
G = g1 1. According to the latest classiﬁcation result of Premet and
Strade [16], G is the unique simple Lie algebra of toral rank 2 over an
algebraically closed ﬁeld of characteristic p = 5 distinct from the classical
algebras and algebras of Cartan type.
Here we determine the one-dimensional subtori in G up to conjugation
by automorphisms and compute their centralizers in G. One consequence
of this investigation is that all maximal tori in G are two-dimensional. For
each two-dimensional torus we ﬁnd the number of its roots of any possible
type (classical, Witt, Hamiltonian, proper). The answer depends only on the
position of the torus relative to the invariant ﬁltration of G. The conjugacy
classes of two-dimensional tori are not determined in this paper. It can be
shown that their number is inﬁnite.
The classiﬁcation of simple Lie algebras requires detailed information
about the toral structure of low rank Lie algebras (see, e.g., [3, 19]). One
of the key points is the possibility of ﬁnding a torus of maximal dimension
in the p-envelope of a simple Lie algebra L having all roots proper. The
classical argument is based on checking that, when switching an improper
root to a proper one, the number of proper roots in every 2-section of
L increases. In the case of the Melikian algebra we encounter a situa-
tion when the number of proper roots remains unchanged. When this does
occur, we show that the number of Hamiltonian roots becomes strictly less.
1 The paper was written during the author’s visit to the University of Hamburg. The author
gratefully acknowledges the support of the Alexander von Humboldt Foundation.
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Furthermore, the number of Hamiltonian roots in the Melikian algebra
never increases after switching an improper root to a proper one. This
enables one to salvage the argument above in characteristic 5 by minimiz-
ing ﬁrst the number of Hamiltonian roots.
Another step in the classiﬁcation which also reduces to an analysis within
2-sections consists in the construction of a certain subalgebra Q of a simple
Lie algebra L2. One takes a torus of maximal dimension without improper
roots and deﬁnes Q to be the sum of the compositionally classical subal-
gebras Qα of maximal dimension in the 1-sections Lα of L. It turns
out that G contains at least two (presumably exactly two) conjugacy classes
of tori with all roots proper. Unfortunately, when the torus is taken in the
invariant maximal subalgebra of G, the sum of the Qα’s is no longer a
subalgebra. For any other maximal torus without improper roots we never-
theless show that Qα is a maximal subalgebra of codimension 10 in G.
We investigate this subalgebra in more detail.
In the ﬁnal section of the paper we look, in the case of the Melikian
algebra, at the subalgebras K′α introduced by Premet and Strade [15].
The main result of [15] says that all K′α are triangulable for any simple
Lie algebra of toral rank 2 other than G. We verify that G is not an excep-
tion here. This can be used to generalize Premet and Strade’s theorem to
simple Lie algebras of arbitrary rank.
It should be mentioned that G is the only restricted Lie algebra in the
inﬁnite family of Melikian algebras gn1 n2 [11]. The description of tori
in the p-envelopes of nonrestricted Lie algebras is much more complicated
as one can perceive it from Kuznetsov’s work in the case of Witt type Lie
algebras [10].
Assume throughout the paper that F is an algebraically closed ﬁeld of
characteristic p = 5 and G = g1 1 the 125-dimensional Melikian algebra
over F . Our notations of Cartan type Lie algebras follow [21]. If L is a
Lie algebra of Cartan type then Lj, j ∈ , will denote the members of its
standard ﬁltration.
1. PRELIMINARIES ON THE MELIKIAN ALGEBRA
We use the realization of the Melikian algebra found by Kuznetsov [9].
Let A2 1 = kx1 x2, xp1 = xp2 = 0, be the commutative associative alge-
bra of truncated polynomials in two variables x1 x2, let W 2 1 be its
derivation algebra, and W˜ 2 1 = 	D˜ 
 D ∈ W 2 1 a vector space copy
of W 2 1. As is well known, W 2 1 is a free A2 1-module with a basis
∂1 ∂2 consisting of the partial derivatives in x1 x2. Recall that G has a
/3-grading
G = G0¯ ⊕G1¯ ⊕G2¯ = W 2 1 ⊕A2 1 ⊕ W˜ 2 1
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Here W 2 1 is identiﬁed with a Lie subalgebra in G and the Lie product
on the other components of G is given by the formulas (see [21, 3.6]),
D E˜ = ˜DE + 2divDE˜
D f  = Df  − 2divDf
f1∂˜1 + f2∂˜2 g1∂˜1 + g2∂˜2 = f1g2 − f2g1
f E˜ = fE
f g = 2f ˜g − g˜f  f = ∂1f ∂2 − ∂2f ∂1
for DE ∈ W 2 1 f f1 f2 g g1 g2 ∈ A2 1. The divergence div is a map
W 2 1 → A2 1 deﬁned by the rule divf1∂1 + f2∂2 = ∂1f1 + ∂2f2.
We consider the A2 1-module structures on all the components of G so
that A2 1 acts on itself by associative multiplications and f E˜ = f˜E.
We make some easy observations about the multiplication in G.
Lemma 1.1. The multiplications G2¯ × G2¯ → G1¯ and G1¯ × G2¯ → G0¯
are A2 1-bilinear. One has D fu = f Du + Df u for D ∈ W 2 1,
f ∈ A2 1 u ∈ G.
The veriﬁcation is straightforward.
Lemma 1.2. There are inclusions f iG f jG ⊂ f i+j−1G for f ∈ A2 1
and i j ≥ 0 i + j > 0. If f 5 = 0 then adf 4u2 = 0 and Id+ adf 4u is an
automorphism of G for every u ∈ G.
Proof. The ﬁrst claim is veriﬁed by straightforward inspection of the mul-
tiplication in G. Now adf 4u2G ⊂ f 6G, whence the second claim.
Lemma 1.3. If u ∈ G1¯ ∪G2¯ then adu3G1¯ = 0 and u5 = 0.
Proof. Let g ∈ G1¯ = A2 1. If u = f ∈ G1¯ then
adu3g = 2f f 2g − fgf  = −2f 2gf  − fdivf 2g − fgf  = 0
It follows that adu4 vanishes on G0¯ and ad u5 = 0 everywhere. If now
u = E˜ ∈ G2¯ then
ad u3g = E˜ E˜−gE = 2divgE − EgE˜ E˜ = 0
It follows that ad u4 vanishes on G2¯ and ad u5 = 0 everywhere.
We will need an explicit expression for the terms in the Jacobson pth
power formula.
Lemma 1.4. Let L be a restricted Lie algebra over a ﬁeld of characteristic 5.
If u v ∈ L then u+ v5 = u5 + v5 +∑4i=1 si where
s1 = ad v4u s2 = vvuvu − 2uvvvu
s4 = ad u4v s3 = uuvuv − 2vuuuv
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Proof. Recall that isi is the coefﬁcient of λi−1 in the expansion of the
expression adλu+ v4u where λ is an indeterminate [22, Chap. 2].
Let ε1 ε2 be the free abelian group in two generators ε1 ε2. There is
a grading of G by this group in which the elements ∂1 ∂2 1 ∂˜1 ∂˜2 are
assigned the degrees −2ε1 − ε2−ε1 − 2ε2−ε1 − ε2−ε1−ε2, respec-
tively, and degx1u = 2ε1 + ε2 + deg u degx2u = ε1 + 2ε2 + deg u, for
all homogeneous elements u of G. Let Gγ denote the homogeneous com-
ponent of degree γ ∈ ε1 ε2.
We will be considering two different gradings of G by the integers . For
i ∈  put Gi =
⊕
r+s=i Grε1+sε2 . This grading has depth 3, and the initial
components are
G−3 = ∂1 ∂2 G−2 = 1 G−1 = ∂˜1 ∂˜2
G0 = x1∂1 x1∂2 x2∂1 x2∂2 ∼= glG−1
The depth 3 grading satisﬁes the usual conditions
• G−1 u = 0 for u ∈ Gi i ≥ 0, implies u = 0,
• G−1Gi = Gi−1 for all i < 0,
• G−3 u = 0 for u ∈ Gi i ≥ 0, implies u = 0.
Denote by Gi =
⊕
j≥i Gj the terms of the corresponding decreasing
ﬁltration. For every vector subspace P ⊂ G let
gr P =⊕
i
P ∩Gi/P ∩Gi+1
be the graded vector space associated with the induced ﬁltration on P . Then
gr P ⊂ gr G ∼= G.
The other -grading has components G′i =
⊕
r∈Grε1+iε2 starting with
i = −2 so that
G′−2 = ∂2 G′−1 = ∂1 1 ∂˜2 x1∂2
G′0 = ∂˜1 x1∂1 x2∂2 x1 x1∂˜2 x21∂2
It is in this grading that the algebra was constructed originally by Melikian
[11]. Note that G′0 =
⊕3
i=−1G
′
0 ∩ Gi. Furthermore, G′0 = G′0G′0 + Z
where G′0G′0 ∼= W 1 1 is the Witt algebra and Z = x1∂1 + 2x2∂2 is
the one-dimensional center of G′0. The Melikian grading satisﬁes
• G′−1 u = 0 for u ∈ G′i i ≥ 0, implies u = 0,
• G′−1G′−1 = G′−2.
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Put G′i =
⊕
j≥i G
′
j . Observe that G
′
0 ∩G0 has codimension 1 in both
G0 and G
′
0. Furthermore, G1 ⊂ G′0 and G′1 ⊂ G0. If π ′0  G′0 → G′0
is the canonical projection, then π ′0G′0 ∩G0 = W 1 10 + Z.
Both G0 and G
′
0 are subalgebras of codimension 5 in G. As is shown
by Kuznetsov [9, Theorem 4.7] any subalgebra of codimension 5 in G is
either G0 or of the form V +NG0V  +G1 +G2 + · · · where V is a one-
dimensional subspace in G−1 and NG0V  its normalizer in G0.
Lemma 1.5. Let  ⊂ G be a restricted subalgebra such that G =  ⊕G−2.
Then there exists a unique /3 -grading G = A0¯ ⊕A1¯ ⊕A2¯ with the follow-
ing properties:
(1) Aı¯A¯ ⊂ Aı¯+¯ for all ı¯ ¯ ∈ /3,
(2) grAı¯ = Gı¯ for all ı¯ ∈ /3,
(3)  ⊂ A0¯.
Furthermore, there are a Lie algebra isomorphism τ0¯  A0¯
∼→G0¯ and linear
isomorphisms τı¯  Aı¯
∼→Gı¯ for ı¯ = 1¯ 2¯ such that τ0¯u τı¯v = τı¯u v
for all u ∈ A0¯ v ∈ Aı¯.
Proof. Observe ﬁrst that G0 contains no nonzero -invariant sub-
spaces. If P ⊂ G0 is an -invariant subspace then gr P ⊂ G0 is a
G−3-invariant subspace. Since the centralizer of G−3 in G has zero inter-
section with G0, we get gr P = 0, whence P = 0.
Let u be the restricted universal enveloping algebra of . There is a
natural linear map
ϕ  G→ HomuG/G0
ϕyu = u · y +G0 for y ∈ G, u ∈ u, where u acts on G by means
of the adjoint representation. With each linear subspace G0 ⊂ V ⊂ G we
associate a linear subspace
V ′ = ϕ−1Homu V/G0 = 	y ∈ G 
 u · y ∈ V for all u ∈ u
Clearly V ′ is the largest -invariant subspace of V . In particular, kerϕ is
the largest -invariant subspace of G0. We see that ϕ is injective. Compar-
ing dimensions, we deduce that ϕ is bijective. In particular, dim V ′ = 52 ·
dim V/G0 and V = V ′ +G0 for any V as above. Given linear subspaces
G0 ⊂ V0 V1 V2 ⊂ G such that G/G0 = V0/G0 ⊕ V1/ G0 ⊕ V2/G0, we
deduce G = V ′0 ⊕ V ′1 ⊕ V ′2 applying ϕ to both sides of the equality.
Denote by A0¯A2¯ the largest -invariant subspaces contained in +G0
and G−1, respectively, and put A1¯ = A2¯A2¯. Then dimA0¯ = dimA2¯ =
52 · 2 by the preceding discussion. Next, A0¯ =  +A0¯ ∩G0 , and so
A0¯A0¯ ⊂ A0¯ + G0G0 ⊂ A0¯ +G0 ⊂  +G0
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As A0¯A0¯ is an -invariant subspace, it is contained in A0¯. Similarly,
A0¯A2¯ ⊂ A2¯ + G0G−1 ⊂ A2¯ +G−1 ⊂ G−1
whence A0¯A2¯ ⊂ A2¯. Then A0¯A1¯ ⊂ A1¯ as well.
Note that grA0¯ is G−3-invariant and grA0¯ ⊂ gr +G0 = G−3 +G0.
It follows that grA0¯ ⊂ G0¯. By dimension considerations the equality holds
here. Similarly, grA2¯ = G2¯. Since A2¯ ∩G1 = A2¯ ∩G0 has codimension 2
in A2¯, the codimension of A2¯ ∩G1A2¯ in A1¯ = A2¯A2¯ is at most 1.
But A2¯ ∩ G1A2¯ ⊂ G0, and so dimA1¯/A1¯ ∩ G0 ≤ 1. Since A1¯ is
-invariant, we deduce dimA1¯ ≤ 52. However, grA1¯ ⊃ G2¯G2¯ = G1¯.
It follows that grA1¯ = G1¯ and dimA1¯ = 52, so that A1¯ is the largest
-invariant subspace in A1¯ +G0.
Setting Aı¯ = Aı¯/Aı¯ ∩ G0 for ı¯ ∈ /3, we have A0¯ ∼= gr−3G A1¯ ∼=
gr−2G A2¯ ∼= gr−1G. Then G/G0 = A0¯ ⊕ A1¯ ⊕ A2¯, which implies G =
A0¯ ⊕A1¯ ⊕A2¯ as was explained earlier.
As A0¯ G0 are subalgebras and the latter two are restricted, we have
y5 ∈ A0¯ +G0 for every y ∈ A0¯. Hence the linear span of all elements
y y5 with y ∈ A0¯ is an -invariant subspace inside A0¯ +G0 = +G0. It
follows thatA0¯ is restricted as well. NowA0¯ ∩G0 is a restricted subalgebra
of codimension 2 in A0¯ which contains no nonzero ideals of A0¯ (again by
the remark at the beginning of the proof). Then there is an embedding
A0¯ ↪→ W 2 1 [6 8 22, Chap. 3, Theorem 5.11]. For each ı¯ = 1¯ 2¯ there is
also an embedding of Aı¯ into the restricted A0¯-module coind Aı¯ coinduced
from the restricted A0¯ ∩G0-module Ai¯. Dimension reasoning yields A0¯ ∼=
W 2 1 and Aı¯ ∼= coind Aı¯. Similarly, G1¯, G2¯ are coinduced from gr−2 G,
gr−1G, whence Aı¯ ∼= Gı¯.
We see that G is a direct sum of three nonisomorphic irreducible
A0¯-submodules A0¯A1¯A2¯. Since A1¯ ∩G0 ⊂ G1 and A2¯ ∩G0 ⊂ G2,
we have A1¯A2¯ ∩ G0 ⊂ G0 and A2¯A1¯ ∩ G0 ⊂ G0. Therefore
A1¯A2¯ ∩G0 has codimension at most 2 in A1¯A2¯. On the other hand,
grA1¯A2¯ ⊃ G−2G−1 = G−3. It follows grA1¯A2¯ ⊂ G−3 + G0,
and A1¯A2¯ ∩ A1¯ + A2¯ ⊂ G0. Thus A1¯A2¯ ∩ A1¯ + A2¯ = 0 by
the remark at the beginning of the proof. Since A1¯A2¯ is an A0¯-
submodule, it has to coincide with A0¯. Now A1¯A1¯ = A1¯ A2¯A2¯ ⊂
A1¯A2¯A2¯ ⊂ A2¯. That completes the proof of (1).
The uniqueness of the grading is clear because conditions (1)–(3) imply
that A0¯ ⊂  + G0, A2¯ ⊂ G−1, A1¯ ⊃ A2¯A2¯. The -invariance and
dimension considerations leave no other choice for A0¯, A1¯, A2¯.
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2. AUTOMORPHISMS
In [9] Kuznetsov described the automorphisms of G preserving its /3-
grading and pointed out without proof that the Lie algebra of the full
automorphism group AutG is G0. We will establish the results on the
automorphism group using the technique of coinduced modules rather than
explicitly constructing certain exponentials as was proposed in [9]. We begin
with some general remarks.
Suppose that Lii∈ is a decreasing ﬁltration in a Lie algebra L and
grL = ⊕ gri L the associated graded algebra. Denote by Aut0 L the group
of ﬁltration preserving automorphisms of L and by Autj L, j > 0, its sub-
group consisting of automorphisms θ such that θ − IdLi ⊂ Li+j for
all i. Each θ ∈ Aut0 L determines a homogeneous automorphism gr θ of
grL, thereby giving a group homomorphism
ν0  Aut0 L→ Aut grL
whose kernel is Aut1 L. If θ ∈ Autj L where j > 0, then θ− Id induces a
homogeneous linear transformation grL → grL of degree j which is in
fact a derivation of grL. Denote by DerjgrL the vector space of all such
derivations. We get thus a group homomorphism
νj  Autj L→ DerjgrL
whose kernel is Autj+1 L. If θ ∈ Autj L, χ ∈ Autk L, where j k > 0, then
θχθ−1χ−1 − Id = θχ− χθθ−1χ−1 = θ− Id χ− Idθ−1χ−1
It follows that θχθ−1χ−1 ∈ Autj+kL and νj+kθχθ−1χ−1 = νjθ νkχ.
As is shown by Kuznetsov [9], the ﬁltration Gi is invariant under all
automorphisms of the Melikian algebra, that is, AutG = Aut0G. If a homo-
geneous automorphism of G is the identity on G−1 then it is the identity on
all homogeneous components of G by the properties of the grading. It fol-
lows that there is an embedding AutG/Aut1G ↪→ GLG−1. Strade proved
that all derivations of G are inner [21, Theorem 3.37]. Identifying DerG
with G, we get embeddings Autj G/Autj+1G ↪→ Gj for j > 0. Denote by
Aut′j G, j ≥ 0, the automorphism subgroups deﬁned with respect to the
other ﬁltration G′i considered in Section 1. Then similarly Aut
′
j G/Aut
′
j+1G
is embedded into GLG′−1 for j = 0 and into G′j for j > 0.
Theorem 2.1. Let  ⊂ G be a restricted subalgebra such that G =  ⊕
G−2. Then every embedding of restricted Lie algebras ı   → G such that
G = ı ⊕G−2 can be extended to an automorphism θ of G.
If ıa − a ∈ G−2 for all a ∈  then there exists an extension θ ∈ Aut1G.
If ıa − a− ya ∈ Gj−2 for all a ∈  where y ∈ Gj , j > 0, then, moreover,
θ ∈ Autj G and νjθ = ad y.
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Proof. Let A0¯ ⊕A1¯ ⊕A2¯ and B0¯ ⊕ B1¯ ⊕ B2¯ be the /3-gradings of G
determined respectively by  and ı as in Lemma 1.5. Since  and ı are
transitive restricted subalgebras respectively in A0¯ and B0¯ ∼= W 2 1, the
embedding ı extends uniquely to a Lie algebra isomorphism θ0¯  A0¯
∼→B0¯
[8, Theorem 1.1(3)]. Let A0¯ operate in Bı¯, ı¯ ∈ /3, via θ0¯. As we have
seen in Lemma 1.5, Aı¯ ∼= coind Aı¯ where Aı¯ = Aı¯/Aı¯ ∩ G0 and coind
stands for the coinduction functor from the category of restricted A0¯ ∩G0-
modules to the category of restricted A0¯-modules. Similarly, Bı¯ ∼= coind Bı¯
where Bı¯ = Bı¯/Bı¯ ∩G0. The multiplication in G induces isomorphisms of
A0¯ ∩G0-modules
A1¯ ∼=
2∧ A2¯ A0¯ ∼= A2¯ ⊗ A1¯ and B1¯ ∼=
2∧B2¯ B0¯ ∼= B2¯ ⊗B1¯ ∗
Let θ¯0¯  A0¯
∼→B0¯ be the isomorphism induced by θ0¯. We claim that there
is a linear map θ¯2¯  A2¯
∼→B2¯ rendering commutative the diagram
A2¯ ⊗
∧2 A2¯ ———θ¯2¯⊗∧
2 θ¯2−→ B2¯ ⊗
∧2 B2¯
↓ ↓
A0 ——————-θ¯0¯ −→ B0¯
First deﬁne linear isomorphisms A2¯ ∼= A0¯ and B2¯ ∼= B0¯ by picking out
nonzero elements in the one-dimensional vector spaces A1¯ and B1¯. Then θ¯0¯
gives a linear isomorphism A2¯ → B2¯ which makes the diagram commutative
up to a scalar multiple. It remains to multiply this isomorphism by a suitable
scalar. Since θ¯0¯ is an isomorphism of A0¯ ∩G0-modules, so is θ¯2¯ as well.
Put θ¯1¯ =
∧2 θ¯2¯  A1¯ ∼→B1¯. Let θı¯  Aı¯ ∼→Bı¯, ı¯ = 1¯ 2¯, be the isomorphisms
of A0¯-modules induced by θ¯ı¯, and let θ be the linear transformation of G
such that θ
Aı¯ = θı¯ for all ı¯. By construction θ is an isomorphism of A0¯-
modules G→ Gθ where the action of A0¯ in Gθ is obtained by composing
the adjoint representation of A0¯ in G with θ0¯. This means that θy z =
θy θz whenever y ∈ G0¯ z ∈ G. We claim that the equality holds
also for all y ∈ G2¯. By the universality property of coinduced modules the
commutativity of the diagram
A2¯ ⊗Aı¯ ——-θ2¯⊗θı¯−→ B2¯ ⊗ Bı¯
↓ ↓
A2¯+ı¯ ————
θ2¯+ı¯ −→ B2¯+ı¯
for ı¯ = 1¯ 2¯ reduces to the compatibility of θ¯0¯, θ¯1¯, θ¯2¯ with the multiplications
(∗). Thus the required equality holds for z ∈ G1¯ ∪G2¯ as well as for z ∈ G0¯.
Since G2¯ generate the algebra G, the map θ is an automorphism.
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Assume that ıa − a ∈ G−2 for all a ∈ . Then θ¯0¯ is the compos-
ite of the canonical isomorphisms A0¯ ∼= gr−3G ∼= B0¯. Therefore we can take
θ¯2¯ to be the composite of the canonical isomorphisms A2¯ ∼= gr−1G ∼= B2¯.
Then θy − y ∈ G0 for all y ∈ G2¯, which means that θ induces the iden-
tity transformation of gr−1G. It follows θ ∈ Aut1G.
Assume that ıa − a− ya ∈ Gj−2 for all a ∈  where y ∈ Gj , j > 0.
Suppose that ı extends to an automorphism θ ∈ AutkG for some 0 < k < j.
Let 2 = νkθ. Then 2 vanishes on G−3, and therefore 2yz = y 2z
for all y ∈ G−3, z ∈ G. We see that 2G1¯ is a G−3-invariant subspace in
G0. It follows 2G1¯ = 0. Since G1¯ generates the algebra G, we deduce
2 = 0, and so θ ∈ Autk+1G. Induction on k shows that the extension
θ ∈ Aut1G belongs in fact to Autj G. Then the derivation 2 = νjθ − ad y
vanishes on G−3, and repeating the arguments above, we conclude that
2 = 0.
Remark. Any automorphism extending ı has to map Aı¯ onto Bı¯ for
each ı¯ ∈ /3 by the uniqueness property in Lemma 1.5. Thus the only
step leaving some freedom in the construction of θ is in picking out θ¯2¯.
One sees that there are 3 choices for θ¯2¯. Therefore there are precisely
3 extensions of ı to an automorphism of G. An extension θ ∈ Aut1G is
determined uniquely.
Theorem 2.2. (1) There are isomorphisms
AutG/Aut1G ∼= GLG−1 AutjG/Autj+1G ∼= Gj for j > 0
(2) The image of Aut′0G in AutG
′
0 is the group of automorphisms
acting trivially on the center Z of G′0 ∼= W 1 1 ⊕ Z. For j > 0 there are
isomorphisms
Aut′jG/Aut
′
j+1G ∼= G′j 
Proof. Suppose κ  G−1 → G−1 is a nonsingular linear transformation.
Deﬁne ı  G−3 → G−3 from the commutative diagram
G−1 ⊗
∧2G−1 κ⊗∧
2κ
———–→ G−1 ⊗
∧2G−1
↓ ↓
G−3
ı
———————-→ G−3
Since G−3 is a restricted abelian subalgebra of G with zero p-map, ı is
an automorphism of G−3. Now apply Theorem 2.1 with  = G−3. Using
the identiﬁcations A0¯ ∼= gr−3G ∼= G−3 and A2¯ ∼= gr−1G ∼= G−1, we have
θ¯0¯ = ı in the proof of Theorem 2.1. Hence we may take θ¯2¯ = κ. The
resulting automorphism θ induces κ in gr−1G. Thus the canonical map
AutG→ GLgr−1G is surjective.
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Put G∗2 = 	y ∈ G2 
 dimyG−3 = 1. Given y ∈ G1 ∪ G∗2, deﬁne
ı  G−3 → G by the rule ıa = a+ ya for a ∈ G−3. Then ı is an embed-
ding of restricted Lie algebras. Applying Theorem 2.1 we get θ ∈ Autj G
such that νjθ = ad y with j = 1 or 2. Since dimG2 = 4, the canonical
embedding G2 ↪→ HomFG−3G−1 is a linear isomorphism. It is clear
thereof that G2 is spanned by G
∗
2. Hence the map Autj G → Gj is sur-
jective for j = 1 2. Note that G1G2 generate the subalgebra
∑
j>0Gj . It
follows that the map Autj G→ Gj is surjective for all j > 0.
We have proved the ﬁrst part of the theorem. It shows, in particular,
that dimAutG = dimG0 = dimG− 5. Denote by St the stabilizer of G′0
in AutG. Since G′−1/G
′
0 is the unique irreducible G
′
0 -submodule in
G/G′0, it is stable under St, and so is G
′
−1. The remaining terms of the
ﬁltration G′i are determined by Weisfeiler’s construction, hence are also
stable under St. This shows that St = Aut′0G.
As we know, the subalgebras of codimension 5 in G other than G0 are
in a bijective correspondence with the one-dimensional subspaces in G−1.
By [9, Theorem 4.7] AutG operates transitively on the variety of those
subalgebras. Hence AutG/St is isomorphic to the projective line 1, and
we deduce that Aut′0G has codimension 1 in AutG.
Note that Z is identiﬁed with the Lie algebra of scalar transformations
of G′−1. Hence every automorphism of G preserving its depth 2 grad-
ing has to ﬁx all elements of Z. Denote by K the kernel of the canoni-
cal homomorphism Aut′0G → AutG′0. Then Aut′0G/K is embedded into
Aut W 1 1, and therefore K has codimension ≤ 4 in Aut′0G. As G′−1
is an G′0-irreducible, K operates in G
′
−1 via scalar transformations. Hence
Aut′1G has codimension ≤ 1 in K. We deduce
dimG− 6 = dimAut′0G ≤ dimAut′0G/K + dimK/Aut′1G
+ ∑
j>0
dimAut′j G/Aut
′
j+1G
≤ 5+∑
j>0
dimG′j = dimG− 6
It follows that we have equalities everywhere, which yields the required
isomorphisms in (2).
Let L be a ﬁnite dimensional Lie algebra, Lii∈Z its decreasing separat-
ing ﬁltration, grL =⊕ gri L the associated graded algebra, and πi  Li →
gri L the canonical projections. Suppose that for every y ∈ Lj j > 0, there
exists θ ∈ Autj L such that
θ− Id− ad yLi ⊂ Li+j+1 for all i ∗
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By Theorem 2.2 both ﬁltrations of G satisfy this property, which will enable
us to apply the following two lemmas.
Lemma 2.3. Let a ∈ Li be an element and V ⊂ L a linear subspace
such that
grL = πia grL + gr V
If b ∈ Li is another element such that b − a ∈ Li+k for some k > 0 then
θb ∈ a+ V for a suitable θ ∈ Autk L.
Proof. Suppose that b− a ∈ V + Li+j for some j ≥ k. Write b− a =
v + u where v ∈ V u ∈ Li+j. By the hypotheses we can ﬁnd y ∈ Lj such
that u − ay ∈ V + Li+j+1. Let θ ∈ Autj L be an automorphism satisfy-
ing (∗). Then θb ≡ b + yb ≡ a + v + u + ya modulo Li+j+1. In other
words, θb− a ∈ V + Li+j+1.
Starting with j = k and proceeding by induction, we deduce that for
every j ≥ k there exists θ ∈ Autk L such that θb − a ∈ V + Li+j. If j is
big enough then Li+j = 0, which yields the conclusion.
Lemma 2.4. In addition to the previous hypotheses assume that L is cen-
terless. If t t ′ ∈ L0 are two ad-semisimple elements of L such that t ′ ≡
t modL1 then t ′ lies in the Aut1 L-orbit of t. Furthermore, if T T ′ ⊂ L0
are two abelian subalgebras consisting of ad-semisimple elements such that
π0T  = π0T ′, then T ′ = θT  for a suitable θ ∈ Aut1 L. If L = grL is
graded, then t is conjugate to an element in gr0 L, respectively, T to a subal-
gebra in gr0 L.
Proof. Since ad t is semisimple, we have Lj = t Lj + CLt ∩ Lj
for every j where CLt is the centralizer of t in L. Therefore we meet
the hypotheses of Lemma 2.3 with a = t b = t ′ i = 0 k = 1 V = CLt.
There is θ ∈ Aut1 L such that θt ′ ∈ t + CLt ⊂ CLt. As θt ′ and t are
commuting ad-semisimple elements, θt ′ − t is ad-semisimple too. On the
other hand, θt ′ ≡ t ′ ≡ t modL1, whence θt ′ − t is ad-nilpotent. Then
adθt ′ − t = 0, and so θt ′ = t.
Suppose that T T ′ are given. We can ﬁnd t ∈ T such that CLt = CLT .
Take t ′ ∈ T ′ such that t ′ ≡ t mod L1, and let θ ∈ Aut1 L be as above.
Then θT ′ ⊂ CLt = CLT  and θT ′ ⊂ T ′ + L1 = T + L1. For each
u ∈ θT ′ there is v ∈ T such that u− v ∈ L1. Then adu− v is nilpotent.
On the other hand, adu− v is semisimple as u and v commute. It follows
u = v. Hence θT ′ = T .
IfL = grL then each ad-semisimple element t ∈ L0 is conjugate to π0t ∈
gr0 L by the above. Similarly, θT  = π0T  for a suitable θ ∈ Aut1 L.
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3. TORAL ELEMENTS AND ONE-DIMENSIONAL TORI
We will be concerned with the conjugacy classes of toral elements and
one-dimensional tori in the Melikian algebra G with respect to the action
of the automorphism group AutG. Recall that 0 $= t ∈ G is toral if t5 = t.
Theorem 3.1. (1) Every toral element t ∈ G\G−2 is conjugate to
1+ x1 ∂1.
(2) Every toral element t ∈ G−2\G−1 is conjugate to either 1+ x1∂˜1
or 1− x1∂˜1. All one-dimensional tori T ⊂ G−2\G−1 lie in a single orbit.
(3) Every toral element t ∈ G−1\G0 is conjugate to a toral element
in the component G′0 of the Melikian grading. There are exactly two orbits
of the one-dimensional tori T ⊂ G−1\G0. Their representatives are the tori
spanned by ∂˜1 + x1∂1 and ∂˜1 + x2∂2, respectively.
(4) Every toral element t ∈ G0 is conjugate to a toral element in the
component G0 of the depth 3 grading. There are exactly four orbits of the one-
dimensional tori T ⊂ G0. Their representatives are the tori spanned by x1∂1,
x1∂1 + x2∂2, x1∂1 − x2∂2, x1∂1 + 2x2∂2, respectively.
Proof. (1) Since AutG operates in gr−3G as the full group of linear
transformations, we may assume, replacing t by its conjugate if necessary,
that t ≡ ∂1 modG−2. Note that i+ 1xi1u = ∂1 xi+11 u − xi+11 ∂1 u for
u ∈ G and i ≥ 0. It follows that
G = ∂1G + x41G
By Lemma 2.3 the orbit of t contains an element ∂1− x41 a with some a ∈ G.
Now we use the assumption that t is toral.
Apply Lemma 1.4 with u = ∂1, v = −x41a. Clearly u5 = 0 and by
Lemma 1.2, v5 = 0. Note that s4 = ad ∂14−x41a ≡ a mod x1G and
si ∈ x1G for i = 1 2 3 by Lemma 1.2. Thus ∂1 − x41a5 ≡ a mod x1G.
As ∂1 − x41a is a toral element, we deduce a ≡ ∂1 mod x1G, so that
∂1 − x41a = ∂1 − x41∂1.
Hence the toral elements outside G−2 constitute a single orbit. As
1+ x1∂1 is toral, it belongs to this orbit, which yields (1).
(2) The group AutG operates nontrivially in the one-dimensional
space gr−2G. We may assume therefore that t ≡ 1 modG−1. If D ∈
W 2 1 then D = 1 D˜ and 2divD = 1D. It follows that the image of
ad 1 contains G0¯ and all the monomials x
r
1x
s
2 ∈ G1¯ except for x41x42. Next,
we have 1 f  = 2˜f for f ∈ A2 1. The derivations f span the commu-
tant H2 11 of the hamiltonian Lie algebra H2 1 [7]. Let V ⊂ W 2 1
be a homogeneous subspace complementary to H2 11. By Lemma 2.3
the orbit of t contains an element 1 + λx41x42 + E˜ with λ ∈ FE ∈ V .
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We assume in the sequel that t is this element. Since ∂1 ∂2 ∈ H2 11,
we have V ⊂ W 2 10. We may assume also that x1∂1 x41∂2, x42∂1 ∈ V .
Now apply Lemma 1.4 setting u = 1 + λx41x42 and v = E˜. By Lemma 1.3,
u5 = v5 = s1 = 0. Obviously, s2 ∈ G2¯, s3 ∈ G1¯, s4 ∈ G0¯. Since t5 = t, we
must have s2 = v s3 = u s4 = 0. Put h = divE ∈ A2 1, and let h ≡ α
modulo a linear combination of the monomials in x1 x2 of positive degree
where α ∈ F . Since E ∈ W 2 10, we have Ex41x42 = −αx41x42. Now
u u v = u uE = uEu + 2u2 divE = 2h− 2αλx41x42
s4 = adu4v = 2u u h− αλx41x42 = u λh+ α˜x41x42 − u˜h
= λh+ αx41x42 − 1+ 2λx41x42h
Note that x41x42 = x31x32x1∂1 − x2∂2. Equality s4 = 0 implies therefore that
h is contained in the linear span of the elements x41x42 , x
4
1x
4
2∂1, x
4
1x
4
2∂2. But
h is a linear combination of the monomials xr1x
s
2 with r + s < 8. Therefore
all homogeneous components of h have degrees less than the degrees
of the three elements written above. Hence h = 0, and so h = α ∈ F .
Equality s4 = 0 implies now that either α = 0 or λ = 0. Since ad v3u = 0
by Lemma 1.3 and x41x
4
2E = 0, we get
s2 = v v u v u = −2αE˜ E˜ 1− λx41x42 = 2αE˜ E = α2E˜
Note that v $= 0 as u is nilpotent. Equality s2 = v is equivalent therefore
to α2 = 1. In particular, α $= 0, and so λ = 0, u = 1. Finally, we have
ad 13E˜ = 1 1 E = 2α1 1 = 0, and
s3 = 1 1 E˜ 1 E˜ = 1 1 E˜ E
= 1 1−2αE˜ = −2α1 E = α2
Thus the element 1+ E˜ is indeed toral when divE = α = ±1.
As divE − αx1∂1 = 0, we deduce that E − αx1∂1 ∈ H2 1 ∩ V .
The elements x41∂2 x
4
2∂1 span a complement of H2 11 in H2 1. We
can write therefore E = αx1∂1 + βx41∂2 + γx42∂1 with β, γ ∈ F by our
choice of V . By Lemma 1.2
θ1 = Id− αβ ad x41∂2 θ2 = Id− αγ ad x42∂1 θ3 = Id− 2αβγ ad x41x42
are automorphisms of G. Observe that
θ11+ E˜ = 1+ αx1∂˜1 + γx42∂˜1 + αβγ˜x41x42
θ2θ11+ E˜ = 1+ αx1∂˜1 + αβγ˜x41x42
θ3θ2θ11+ E˜ = 1+ αx1∂˜1
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Thus t is conjugate to 1 + αx1∂˜1. Take ν ∈ F such that ν4 = −1, and let
θ4 be the automorphism of G deﬁned by the rule θ4w = νiw for w ∈ Gi.
Then θ41+ x1∂˜1 = ν−2 + ν2x1∂˜1 = ν−21− x1∂˜1. It follows that the one-
dimensional tori F1+ x1∂˜1 and F1− x1∂˜1 are conjugate.
(3) Let ti i ≥ −1, be the homogeneous components of t with respect
to the depth 3 grading. By Theorem 2.2, AutG permutes transitively the
nonzero elements of gr−1G. We may assume therefore that t−1 = ∂˜1. Apply
Lemma 1.4 with u = t−1, v = t0 + t1 + · · ·. The component of degree −3
occurring in t5 is
ad t−14t1 + t−1t−1t0t−1t0 − 2t0 ad t−13t0
The ﬁrst term vanishes by Lemma 1.3. The second term belongs to the
one-dimensional subspace F∂1 = G−2 ∂˜1 ⊂ G−3. If t0 $∈ x1∂1 x2∂2 x2∂1
then ad t−13t0 = λ∂1 where λ $= 0, and t0 ad t−13t0 $∈ F∂1. This contra-
dicts the condition that t5 = t has zero component of degree −3. There-
fore t0 ∈ x1∂1 x2∂2 x2∂1, which means that t ∈ G′0. By Lemma 2.4, t is
conjugate to a toral element in G′0.
Thus it sufﬁces to consider the one-dimensional tori T ⊂ G′0 ∼=
W 1 1 ⊕ Z. Any such T is either contained in W 1 1 or contains
an element t = t ′ + z where t ′ ∈ W 1 1 for any ﬁxed toral element
z ∈ Z. Since t5 ∈ T , the element t ′ in the above decomposition is toral
as well. The condition T $⊂ G0 can be rewritten as T $⊂ W 1 10 ⊕ Z.
By Theorem 2.2, AutG operates in G′0 as AutW 1 1. Now recall that all
toral elements in W 1 1 which are not contained in W 1 10 are conju-
gate to each other [4 19, Theorem IX.1]. Note that ∂˜1 + µx1∂1 ∈ G′0G′0
belongs to this conjugacy class for any µ ∈ p, and in particular for
µ = 1. If we take t ′ = ∂˜1 + 2x1∂1 and z = x2∂2 − 2x1∂1 then the element
t ′ + z = ∂˜1 + x2∂2 spans a torus in the second conjugacy class.
(4) The ﬁrst statement is immediate from Lemma 2.4. The toral ele-
ments in G0 ∼= glG−1 are the diagonalizable linear transformations of
G−1 with eigenvalues in p. Every conjugacy class of toral elements in G0
is determined by the pair of eigenvalues. In classifying the one-dimensional
tori we have to identify the pairs of eigenvalues obtained from each other
by scalar multiplications. The pairs 	1 0 	1 1 	1−1 	1 2 are four
representatives of such classes of pairs.
Corollary 3.2. There are exactly eight orbits of the one-dimensional tori
in G. There are only ﬁnitely many orbits of the toral elements in G.
4. THE CENTRALIZERS OF ONE-DIMENSIONAL TORI
Theorem 4.1. Let T ⊂ G be a one-dimensional torus and C its central-
izer in G.
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(1) If T $⊂ G−2 then radC = T , H2 12 ⊂ C/T ⊂ H2 1, and
C +G0 = G.
(2) If T ⊂ G−2\G−1 then radC = T and C is the Poisson cen-
tral extension of the Lie algebra C/T ∼= H2 11. One has gri C = Gi for
i = −3−2 and gr−1 C = 0.
(3) If T ⊂ G−1\G0 then radC ⊂ T + θG′1 for a suitable θ ∈
AutG and C/radC ∼= W 1 1. One has dim gri C = 1 for i = −3−1 and
gr−2C = 0.
(4) If T ⊂ G0 then radC ⊂ T +G1 and C/radC ∼= S where S is
either W 1 1 or sl2. Here S = W 1 1 if and only if gri C $= 0 for either
i = −3 or i = −1 and S = sl2 if and only if gri C = Gi for either i = −2
or i = 0. One has ∑i<0 dim gri C ≤ 1.
We will prove Theorem 4.1 together with the next result which describes
a certain remarkable subalgebra Q ⊂ C. If C/radC ∼= sl2 put Q = C. If
C/radC ∼= W 1 1 let Q be the unique subalgebra of codimension 1 in C
containing radC. If C/radC is Hamiltonian let Q be the unique subalgebra
of codimension 2 in C containing T and no other nonzero ideals of C.
Proposition 4.2. (1) If T $⊂ G−2 then C ∩G0 ⊂ Q and dim gri Q = 1
for each i = −3−2−1. Furthermore, Q ∩G−1 is a restricted subalgebra of
Q and radQ ⊂ T +Q ∩G−1.
(2) If T ⊂ G−2\G−1 then Q = T +C ∩G0 and radQ ⊂ T +G1.
(3) If T ⊂ G−1\G0 then Q = T + C ∩G0 and QQ ⊂ θG′1
for a suitable θ ∈ AutG.
(4) Suppose T ⊂ G0. If C/radC ∼= W 1 1 then Q = C ∩G0 and
QQ ⊂ G1.
Proof. (1) In view of Theorem 3.1 we may assume T = F1 + x1∂1.
Observe that the ﬁve elements 1 + x1∂1 ∂2 1 + x12 1 + x14∂˜1
1 + x13∂˜2, which lie in C, give a basis for G as an A2 1-module. A
linear combination of these elements with coefﬁcients in A2 1 belongs
to C if and only if all coefﬁcients are annihilated by T with respect to the
non-twisted action of W 2 1; i.e., all coefﬁcients are in the associative
subalgebra Fx2 ⊂ A2 1 generated by x2. Thus C has a basis
xi21+ x1∂1 xi2∂2 xi21+ x12 xi21+ x14∂˜1 xi21+ x13∂˜2
where 0 ≤ i < 5. Assign to each of these elements its degree i + 1 i − 1,
i i + 1 i − 1, respectively. For any pair of basis elements u v one checks
straightforwardly that uv is a linear combination of basis elements, each of
degree degu+ deg v. Thus C is furnished with a grading. The homogeneous
components of lowest degree are
C−1 = ∂2 1+ x13∂˜2 C0 = 1+ x12 x2∂2 x21+ x13∂˜2
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Note that C0 ∼= slC−1. The factor algebra C/T has isomorphic compo-
nents of degree $= 1 in the induced grading. The centralizer of ∂2 in C/T is
spanned by the cosets of elements x21 + x1∂1 ∂2 1 + x12 1 + x14∂˜1,
1 + x13∂˜2, and the centralizer of C−1 coincides with the component of
degree −1. In other words, C/T is a transitive graded Lie algebra. By
[7, Chap. 3, Theorem 2],H2n2 ⊂ C/T ⊂ H2n for some n = n1 n2.
Since G is restricted, so are C and C/T as well. It follows n = 1.
Now Q =∑i≥0 Ci and radQ =∑i≥1 Ci. Observe that C ∩G0 = x2 C ⊂
Q and 1+ x1∂1 1+ x12 1+ x14∂˜1 span a complement of x2 C in Q.
Then Q ∩G−1 = Fu + x2C where u = 1 + x14∂˜1. Obviously, C ∩G0
is a restricted subalgebra of G. Since it has codimension 1 in Q ∩G−1,
the latter is a subalgebra too. Since u5 = 0, the subalgebra Q ∩ G−1
is restricted. Observe that radQ ⊂ 1 + x1∂1 1 + x14∂˜1 + x2C = T +
Q ∩ G−1.
(2) By Theorem 3.1 we may assume T = F1+ E˜ where divE = 1.
Let D+ h+ E˜′ ∈ C where DE′ ∈ W 2 1 h ∈ A2 1. We have
0=1+E˜D+h+E˜′=E′−hE+2 div D+E˜E˜′+2˜h−DE˜
It follows E′ = hE, whence E˜ E˜′ = 0 and divD = 0, and ﬁnally
2h = DE. We see that D ∈ H2 1 and DE ∈ H2 11. Note
that E ≡ x1∂1 modulo H2 1. Since x41∂2 x42∂1 span a complement
of H2 11 in H2 1, the linear transformation of H2 1/H2 11
induced by adE is −Id. It follows D ∈ H2 11, that is, D = f for some
f ∈ A2 1. Now Ef  = Ef−f [17, (6.3)]. We deduce 2h+Ef − f ∈ F .
Since we are free to change f by a constant, we ﬁx our choice of f by
making 2h+Ef − f = 0. Then h = 2Ef − f . Thus C consists of elements
uf = f + 2Ef − f  + 2Ef − f E˜
which are in a bijective correspondence with the elements f ∈ A2 1. Note
that an element of C is determined by its components in G0¯ and G1¯ since
f = 0 implies f ∈ F , and Ef − f = 0 implies then f = 0. We claim that
uf  ug = u	fg where 	f g = f g = ∂1f ∂2g − ∂2f ∂1g is the
Poisson bracket on A2 1. This is proved by checking that the components
of uf  ug in G0¯ and G1¯ are respectively f g = 	fg and
2f Eg − g − 2gEf − f  = 2Ef g − 2f g
−2Ef−f g − 2	gEf − f
= 2E	f g − 2	f g
Note that u1 ∈ T ux1 ≡ ∂2, and ux2 ≡ −∂1 modulo G−2. Furthermore,
uf ∈ G0 if and only if deg f > 1 and uf ∈ G1 if and only if deg f > 2. It
is clear that Q = Fu1 + uf 
 deg f > 1 and radQ = F u1 + uf 
 deg f > 2.
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(3) By Theorem 3.1 we may assume T = Ft ⊂ G′0 and t is either
∂˜1 + x1∂1 ∈ G′0G′0 or ∂˜1 + x2∂2 $∈ G′0G′0. In the ﬁrst case t annihi-
lates G′−2 = F∂2 and has nonzero eigenvalues on G′−1, so that C = G′−2 +
C ∩G′0. In the second case t acts nontrivially on G′−2, while C ∩G′−1 =
F∂1, so that C = F∂1 + C ∩ G′0. In both cases C ∩ G′0 is of codimen-
sion 1 in C. As G0 ∩ G′0 has codimension 1 in G′0 and T $⊂ G0,
we get G′0 = T + G0 ∩ G′0, and therefore C ∩ G′0 ⊂ P where P =
T + C ∩ G0. On the other hand, P $= C because C $⊂ G−1. Hence
P = C ∩G′0.
Obviously, C = ⊕Ci is homogeneous with respect to the Melikian grading
of G. Let J be the largest homogeneous ideal of C contained in C ∩G′0 =⊕
i≥0 Ci. Then C/J is a transitive 1-graded Lie algebra whose negative part
has dimension 1. Observe that C contains a simple subalgebra S ∼= W 1 1.
Take S to be the linear span of elements xi2∂2 − 2ixi−12 x1∂1, respectively,
xi1∂1 − 2ixi−11 ∂˜1 with 0 ≤ i < 5 depending on the two possibilities for t.
Since S $⊂ G′0, we have S ∩ J = 0, and so S is embedded into C/J. By [7],
C/J ∼= W 1n for some n > 0. On the other hand, J is a p-ideal of C,
whence C/J is restricted. It follows n = 1.
Note that C0 coincides with the maximal torus T + Z of G′0 where Z
is the center of G′0. Since S ∩G′0 $= 0, we have dim J ∩G′0 < dimC0 = 2.
It follows J ∩ G′0 = T , whence J = T + J ∩ G′1. Since J ∩ G′1 is a nil
algebra, J is solvable. Since C/J is simple, J = radC.
Since P is a subalgebra of codimension 1 in C and J ⊂ P , we get Q = P .
Now Q = C ∩G′0 ⊂ C0 +G′1 and QQ ⊂ G′1 because C0 C0 = 0.
(4) We may assume T ⊂ G0 ∼= glG−1. In this case C = ⊕Ci is homo-
geneous with respect to the depth 3 grading of G. Let t ∈ T be a toral
element, one of whose eigenvalues on G−1 is 1, and let λ ∈ p be the
other eigenvalue. Then t has eigenvalue λ + 1 on G−2 and eigenvalues
2λ+ 1 = 2λ+ 3, λ+ 2 on G−3. One sees that 0 can occur at most once
among the eigenvalues of t on the negative part of G.
If 0 does not occur then λ = 1 and ad t is the identity transformation on
G−1. In that case T is the center of G0, and so C = G0 + C ∩G1. Then
clearly radC = T + C ∩G1, and C/radC ∼= G0/T ∼= sl2.
Otherwise dimCr = 1 for exactly one index r < 0 and Ci = 0 for all other
i < 0. Then C ∩G0 is a subalgebra of codimension 1 in C. Furthermore,
C0 is a two-dimensional torus because λ $= 1 and the two eigenspaces of
t on G−1 are stable under C0. Deﬁne a homogeneous ideal J = ⊕Ji of
C setting Ji = 0 for i < 0 and, inductively, Ji = 	u ∈ Ci 
 Cr u ⊂ Ji+r
for i ≥ 0. Clearly Ji = Ci whenever i $≡ 0 mod r. Then C/J is a transitive
1-graded Lie algebra with a one-dimensional negative part. Since C is a
restricted subalgebra of G, we have u5 = 0 for u ∈ Cr , whence C/J is
embedded into W 1 1.
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Consider separately all possible values of r. If r = −3 then we may
assume Cr = F∂1 and T = Fx2∂2, conjugating T if necessary. Then C con-
tains a subalgebra S = xi1∂1 
 0 ≤ i < 5 ∼= W 1 1. As S ∩ J = 0, one has
C/J ∼= S. If r = −1 then we may assume Cr = F∂˜1 and T = Fx2∂2 −
2x1∂1. In this case we can take S = ∂˜1 x1∂1 x1 x1∂˜2 x21∂2 and proceed
as before. If r = −2 then Cr = G−2 = F1 and T = Fx2∂2 − x1∂1. By
Lemma 1.3, ad 13G4 = 0, whence Ji = Ci for i ≥ 4, and so dimC/J ≤ 3.
Now C contains a subalgebra S = 1 x1∂1 x1∂˜1 ∼= sl2. As S ∩ J = 0,
we get again C/J ∼= S. In all cases dimC0/J0 = 1, whence dim J0 = 1.
It follows J0 = T . We deduce that J = T + J ∩ G1 is solvable, and so
J = radC.
Clearly J ⊂ C ∩G0. Then Q = C ∩G0 provided that S ∼= W 1 1. In
this case Q ⊂ C0 +G1, whence QQ ⊂ G1.
Corollary 4.3. The centralizers of one-dimensional tori in G are all non-
solvable.
Corollary 4.4. All maximal tori in G are two-dimensional.
Proof. Let T˜ ⊂ G be a maximal torus. Choose a one-dimensional
subtorus T ⊂ T˜ , and let C be its centralizer in G. By [24, Theorem 2.16;
22, Chap. 2, Theorem 4.5] the image of T˜ in C/rad C is a maximal torus of
the factor algebra, hence it is one-dimensional by Demushkin’s description
of tori in W 1 1 and H2 14 5. We have rad C = T in cases 1 2 of
Theorem 4.1 and rad C = T +N where N is θG′1 ∩ radC, respectively,
G1 ∩ radC in cases (3), (4). Since N is a nil p-algebra, T˜ ∩N = 0. Hence
T˜ ∩ radC = T , and dim T˜ = 2.
Remark. It was shown by Premet [14] that the maximum dimension of
tori in G is 2.
Lemma 4.5. Under the hypotheses of case (1) in Theorem 4.1 one has
Q ∩G−1 = 	u ∈ C ∩G−1 
 G−2 u ⊂ T +G−2
Proof. Denote by P the right hand side of the equality. Then C ∩G0 ⊂
P and gr−1P ⊂ V where V ⊂ G−1 is the one-dimensional subspace such
that G−2 V  = gr−3T . Now grQ ⊂ G is a homogeneous subalgebra whose
components of degree −1−2−3 are one-dimensional, as we have seen.
In particular, gr−2Q = G−2. Since T ⊂ Q, we have gr−3Q = gr−3T . It
follows gr−1Q = V . We deduce that Q ∩G−1 ⊂ P . Since C ∩G0 ⊂ Q,
the opposite inclusion P ⊂ Q ∩G−1 is also true.
The next lemma will not be used in the paper but is included here for
future references on a suggestion of H. Strade. As he pointed out it can be
useful in analyzing the possible 2-sections of a simple Lie algebra. We keep
the notations of Theorem 4.1.
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Lemma 4.6. The commutant Q radC operates nilpotently on G in all
cases except when T is contained in G0 and annihilates gr−2G (so that
C/radC ∼= sl2 in this case).
Proof. If T $⊂ G−1 then radC = T coincides with the center of C so
that the assertion is obvious. If either T ⊂ G−1\G0 or T ⊂ G0 and
C/radC ∼= W 1 1 then Q radC ⊂ QQ operates nilpotently in G by
Proposition 4.2. Suppose ﬁnally that T ⊂ G0, C/radC ∼= sl2 but T does
not annihilate gr−2G. In this case Q = C ⊂ G0 and radC ⊂ T +G1 as
we have seen earlier. Hence C radC ⊂ G1, and we are done.
5. PROPER ROOTS
Let G = CGT  +
∑
α$=0Gα be the root space decomposition of the
Melikian algebra with respect to a two-dimensional torus T ⊂ G. For each
root α denote Gα = CGT  +
∑
i∈∗p Giα and Gα = Gα/radGα.
Then Gα = CGTα where Tα = kerα is a one-dimensional subtorus of T .
By Theorem 4.1 one of the following three possibilities can happen:
Gα ∼= sl2 Gα ∼= W 1 1 H2 12 ⊂ Gα ⊂ H2 1
The root α is called then respectively classical, Witt, or Hamiltonian. Thus
solvable roots never occur in the Melikian algebra. With each root one
associates a certain subalgebra Qα ⊂ Gα. If α is classical, one takes
Qα = Gα. If α is Witt, Qα is the unique subalgebra of codimension
1 in Gα containing radGα. If α is Hamiltonian, Qα is the unique
subalgebra of codimension 2 in Gα containing radGα and containing
no nonsolvable ideals of Gα. A root is called proper if T ⊂ Qα. All
these concepts are fundamental in the classiﬁcation theory [3 15 18].
Lemma 5.1. (1) A root α is Hamiltonian if and only if Tα $⊂ G−1.
(2) A root α is Witt if and only if either Tα ⊂ G−1\G0 or Tα ⊂ G0
and Tα has a zero weight on either gr−3G or gr−1G.
(3) A root α is classical if and only if Tα ⊂ G0 and Tα operates trivially
in either gr−2G or gr0G.
This is an immediate consequence of Theorem 4.1.
Lemma 5.2. (1) If T ⊂ Tα +G0 then α is proper.
(2) If T $⊂ Tα +G−2 then α is improper.
(3) The inclusion T ⊂ Tα +G0 is necessary and sufﬁcient for α to be
proper provided that Tα ⊂ G−2\G0.
(4) If Tα ⊂ G0 then α is proper if and only if either T ⊂ G0 or
T ⊂ G−2\G−1.
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(5) Suppose Tα $⊂ G−2 and T ∩G−1 $= 0. Then α is proper if and
only if G−2 T ∩G−1 ⊂ T +G−2.
Proof. The subalgebra Qα was characterized in Proposition 4.2. If Tα
satisﬁes the hypotheses of either (2) or (3) of Proposition 4.2 then Qα =
Tα +Gα ∩G0, which proves assertion (3) of the lemma. If Tα ⊂ G0
then α is either Witt or classical. In the ﬁrst case Qα = Gα ∩G0, and
the properness of α is equivalent to the inclusion T ⊂ G0. The second
case occurs exactly when gri Gα = 0 for i = −3−1. In that case α is
always proper and gri T = 0 for i = −3−1. One gets (4). If Tα $⊂ G−2
then gr−3Qα is one-dimensional, hence coincides with gr−3Tα. One sees
that the inclusions
Tα +Gα ∩G0 ⊂ Qα ⊂ Tα +G−2
hold for Tα in any position, which proves (1) and (2). Suppose Tα $⊂ G−2
and T ∩G−1 $= 0. Then T = Tα + T ∩G−1 and T +G−2 = Tα +G−2.
The root α is proper if and only if T ∩G−1 ⊂ Qα. Assertion (5) follows
therefore from Lemma 4.5.
By the type of a two-dimensional torus T ⊂ G we mean the pair
r s of degrees of homogeneous elements in a basis for the associated
graded algebra gr T . We normalize this pair by the condition r ≤ s. Since
T ∩ G1 = 0, we have r s ≤ 0. Since gr T is abelian, the pairs (−2−1)
and (−1−1) never occur. Therefore either r = −3 or s = 0 in all cases.
Denote by nPT  nHT  nW T  nCT  the numbers of punctured
lines ∗pα consisting of proper, Hamiltonian, Witt, and classical roots,
respectively.
Theorem 5.3. Each root with respect to a two-dimensional torus T is
classical, Witt, or Hamiltonian. The numbers nPT  nHT  nW T  nCT 
depend on the type of T as shown in Table I. If T is of type (−3−1) with
at least one proper root, then nHT  = 5 and the proper roots are precisely the
Hamiltonian roots.
Proof. Counting of Hamiltonian, Witt and classical roots is easy in view
of Lemma 5.1. If T is of type (−3−3) then Tα $⊂ G−2 for all roots.
TABLE 1
Type of T −3−3 −3−2 −3−1 −3 0 −2 0 −1 0 0 0
nPT  0 0 or 1 0 or 5 5 6 5 6
nHT  6 6 6 or 5 5 5 0 0
nW T  0 0 0 or 1 1 0 6 4
nCT  0 0 0 0 1 0 2
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If T is of type i j where i < j then dimT ∩ Gj = 1. Up to a scalar
multiple there can be at most one root β such that T ∩ Gj = Tβ, and
Tα ⊂ Gi\Gi+1 for all other roots α. The types of the roots are determined
by i and j unless j = 0. If j = 0 then T ∩ G0 is a subtorus because
G0 is a restricted subalgebra of G, so that β always exists. In this case
Tβ has a zero weight on gri G because gri T $= 0. Hence β is Witt for
i = −3−1 and classical for i = −2. If T is of type (0 0) then there are
exactly 2 one-dimensional subtori Tβ Tγ with classical centralizers: say Tβ is
the annihilator of the one-dimensional space gr−2G and Tγ is the preimage
of the center of gr0G ∼= gl2 with respect to the canonical homomorphism
T → gr0G. The other one-dimensional subtori have Witt centralizers in
this case.
Determine now the number of proper roots. If T is of type (−3−3) then
all roots are improper by Lemma 5.2(2).
Suppose T is of type (−3−2). If Tα ⊂ G−2 then α is improper by
Lemma 5.2(2). Consider now the set of roots ? = 	α 
Tα $⊂ G−2. We
claim that the equality Qα + G0 = Qβ + G0 for αβ ∈ ? implies
β ∈ pα. By Theorem 3.1(1), Tβ = θTα for some θ ∈ AutG. Then θ
maps Gα onto Gβ and Qα onto Qβ. Hence P = Qα + G0 is
stable under θ. Replacing T with a conjugate torus, we may assume by
Theorem 3.1(1) that Tα = Ft where t = 1+ x1∂1. Then P = ∂1 1 ∂˜1 +
G0 as follows from the description of Qα in the proof of Proposition
4.2(1). Write θ = θ0θ1 where θ0 = gr θ is an automorphism preserving the
depth 3 grading and θ1 ∈ Aut1G. As P is a homogeneous subspace of G, it
has to be stable under θ0, hence also under θ1. By Theorem 2.2(1) there is
u = µx1+ νx2 ∈ G1 where µ ν ∈ F such that θ1− Id− aduGi ⊂ Gi+2
for all i. Then θ11 ≡ 1− 2µ∂˜2 + 2ν∂˜1 modulo G0. Since θ11 ∈ P , we
deduce µ = 0. Now θ1t ≡ t + ut ≡ ∂1, hence θt ≡ λ∂1 with 0 $= λ ∈
F , modulo G−1. As θt ∈ Tβ, we get θt − λt ∈ T ∩G−1 = 0. Then
Tβ = Tα, whence our claim.
Put V = 	u ∈ G−1 
 G−2 u ⊂ T +G−2. Then G0 is a subspace
of codimension 1 in V . If α ∈ ? then T + G−2 = Tα + G−2, whence
Qα ∩G−1 ⊂ V by Lemma 4.5. Since Qα ∩G−1 $⊂ G0, we deduce
V ⊂ Qα +G0. Suppose that α is proper. Then T + V ⊂ Qα +G0.
Since griT + V  are one-dimensional for i = −3−2−1, we get T + V =
Qα +G0. If β is another proper root then T + V = Qβ +G0 as well.
Then β ∈ pα by the above.
Suppose T is of type (−3−1). By Lemma 5.2(5) all roots α such that
Tα $⊂ G−1 are either proper or improper simultaneously. If Tβ ⊂ G−1
then β is improper Witt by Lemma 5.2(2). Suppose that there exists a
proper root α. Then Tα $⊂ G−2, and Qα ∩G−1 is a restricted subalgebra
of G by Proposition 4.2. Then T ∩G−1 = T ∩Qα ∩G−1 is a restricted
subalgebra too, and so it coincides with Tβ for some β.
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Suppose T is of type i 0 where i < 0. If Tα $⊂ G0 then α is proper by
Lemma 5.2(1). By Lemma 5.2(4) the root β satisfying Tβ ⊂ G0 is proper
precisely when i = −2.
If T is of type (0 0) then all roots are proper by Lemma 5.2(1).
Corollary 5.4. A two-dimensional torus T has no improper roots if and
only if either T ⊂ G0 or T is of type (−2 0). Moreover, T has neither
improper nor Hamiltonian roots if and only if T ⊂ G0. There is a single
conjugacy class of tori T satisfying the latter property.
Proof. The conjugacy of all tori lying in G0 follows from Lemma 2.4.
Recall the deﬁnition of Winter’s switchings of tori [12 23 24]. If u ∈ Gα
is a root vector with respect to T then euT denotes the maximal torus of the
restricted subalgebra generated by the abelian subalgebra Id − aduT .
One has up
s+1 ∈ T for s sufﬁciently large. Then
euT = 	t ′ 
 t ∈ T where t ′ = t − αt
s∑
i=0
up
i
One has t ′ u = αtu for all t ∈ T , and so the formula αut ′ = αt
deﬁnes a root αu on euT . Clearly the kernel of αu coincides with Tα. Hence
Gα = Gαu and Qα = Qαu.
Proposition 5.5. Suppose that α is an improper root with respect to a
two-dimensional torus T and u ∈ Gα is a root vector such that αu is a proper
root with respect to euT . Then nPT  ≤ nPeuT  and nHT  ≥ nHeuT . If
nPT  = nPeuT  then nHT  > nHeuT .
Proof. By the hypothesis T $⊂ Qα, whereas euT ⊂ Qα. Consider all
possible tori separately. If T is of type (−3−3) then nPT  = 0 < nPeuT 
and nHT  is maximal, so that the assertion is clear.
Suppose T is of type (−3−2), so that nPT  ≤ 1 and nHT  is maximal.
If Tα ⊂ G−2 then Qα = Tα +Gα ∩G0, whence euT ⊂ Tα +G0. It
follows that euT is of type (−2 0), and nPeuT  = 6.
We may assume therefore that Tα $⊂ G−2. Then T = Tα + Ft where t ∈
T ∩G−2 and euT = Tα + Ft ′ where t ′ = t − αt
∑s
i=0 u
pi for sufﬁciently
big s. One can normalize t by the condition αt = 1.
We claim that up
i ∈ Qα for all i > 0. Consider the composite
ϕ  Gα → Gα/Tα ↪→ H2 1 of the canonical projection and an
embedding of Theorem 4.1(1). Then Qα = ϕ−1Q′ where Q′ is the
unique subalgebra of codimension 2 in H2 1 containing no nonzero
ideals of H2 1. Now ϕT  is a one-dimensional torus in H2 1. Com-
posing ϕ with a suitable automorphism of H2 1, we may assume that
ϕT  = F1+x1x2 by Demushkin’s result [5]. If i > 0 then up
i ∈ CGT ,
and ϕupi belongs to the centralizer of ϕT  in H2 1. Furthermore,
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ϕupi = ϕupi ∈ H2 11 because the pth power map in the factor
algebra H2 l/H2 11 is zero. Observe that the centralizer of ϕT  in
H2 11 is an abelian subalgebra spanned by the elements 1+x1jxj2 with
0 < j < p. As ϕu is a root vector with respect to ϕT , it is nilpotent.
Hence ϕupi is a linear combination of elements 1+x1jxj2 with 1 < j,
and so it lies in Q′. Our claim follows.
The inclusion t ′ ∈ Qα implies now u ∈ T + Qα. On the other
hand, Qα ⊂ Tα +G−2 ⊂ T +G−1. We can write therefore t ′ = t0 + v
where t0 ∈ T and v ∈ G−1. Then t v = t t ′ = −t u = −u ∈
T +G−2. Since G−2 = Ft +G−1, we get G−2 v ⊂ T +G−2. But
v = t ′ − t0 ∈ Gα, and by Lemma 4.5, v ∈ Qα. Then t0 ∈ Qα as well.
Since T ∩ Qα = Tα, we get t0 ∈ Tα ⊂ euT . Then v ∈ euT ∩G−1. Fur-
thermore, v $= 0 since t ′ $∈ Tα. It follows that the type of torus euT is either
(−3−1) or (−3 0). As euT has at least one proper root, nPeuT  > 0.
We deduce nPeuT  = 5 > nPT .
Suppose T is of type (−3−1), so that nPT  ≤ 5 and nHT  ≥ 5. If
Tα ⊂ G−1 then Qα = Tα + Gα ∩ G0, whence euT ⊂ Tα + G0. It
follows that euT is of type (−1 0), and nPeuT  = 5 nHeuT  = 0.
Let Tα $⊂ G−1. Then α is an improper Hamiltonian root, whence
nPT  = 0 < nPeuT  by Theorem 5.3. If T ∩G−1 is not a subtorus then
all roots of T are Hamiltonian, so that the assertion about nH is clear.
Suppose that T ∩G−1 = Tβ for some root β. By Theorem 3.1(3), Tβ is
contained in a subalgebra M of codimension 5 in G. We have M = θG′0
for a suitable θ ∈ AutG. Then V = θG′−1 is a Tβ-invariant subspace of
codimension 1 in G. Since G′−1 ⊃ G−2 by straightforward inspection and
G−2 is stable under θ, we have V ⊃ G−2. In particular, G−2 Tβ ⊂ V .
On the other hand Tβ $⊂ Qα, whence G−2 Tβ $⊂ Tα + G−2 by
Lemma 4.5. It follows V $= Tα +G−2, and Tα $⊂ V . Then V + T = G, and
so TβG ⊂ V . Since αTβ $= 0, we deduce Gα ⊂ V . In particular, u ∈ V .
On the other hand, euT ⊂ Qα implies that u ∈ T + Qα ⊂ T +G−2
by the arguments that we have given when considering tori of type
(−3−2). Then u ∈ T + G−2 ∩ V = G−2. Write u =
∑
ui and
t = ∑ ti with ui ti ∈ Gi where 0 $= t ∈ Tβ. Since t ∈ G−1, the condition
t u = αtu implies t−1 u−2 = 0, whence u−2 = 0 because t−1 $= 0.
We get similarly t−1 u−1 = 0, and u−1 ∈ Ft−1. Since t ∈ M , the space
Ft−1 is stable under ad t0 by Kuznetsov’s description of codimension 5
subalgebras in G (see Section 1). Condition t u = αtu implies now
u0 t−1 ∈ Ft−1. Hence u ∈ M . Since M is a maximal subalgebra, it is
restricted. It follows that t − αt∑si=0 upi ∈ M ⊂ G−1. This means that
euT ∩G−1 $= 0, and so the type of euT is either (−3−1) or (−3 0). Then
nHeuT  = 5.
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Suppose T is of type i 0 for some i. Since α is improper, we have
nPT  = 5, Tα ⊂ G0, and either i = −3 or i = −1. Furthermore, euT ⊂
Qα ⊂ G0. Then nPeuT  = 6 and nHeuT  = 0.
Remark. One has nPT  < nPeuT  in all cases except when T is of
type (−3−1) with proper roots and α is Witt.
Proposition 5.6. Suppose that T ⊂ G is a two-dimensional torus of type
(−2 0) and Q =∑Qα, the sum over all roots α of T . Then:
(1) Q is a maximal subalgebra of codimension 10 in G such that
gri Q = 0 for i = −1−3 and gr−2Q = G−2;
(2) radQ ⊂ G1 and the semisimple factor algebra Q/radQ has a
single minimal ideal I/radQ ∼= sl2 ⊗A1 1 where Q/I ∼= sl2;
(3) G/Q ∼= V ⊗A1 1 is an irreducible Q-module with V the two-
dimensional irreducible sl(2)-module.
Proof. Let T ∩ G0 = Tβ. Then β is classical and Qβ = Gβ =
T +Gβ ∩G0. If α $∈ ∗pβ then Qα = Tα +Gα ∩G0 by Proposition
4.2(2). It follows that Q = T +Q ∩G0 and Q ∩G0 has codimension 1 in
Q. The assertion about gri Q for i < 0 is now clear.
Let I be the maximal T -invariant subspace contained in G0. Clearly I is
a restricted subalgebra of G. Since Gα ∩ I ⊂ Gα ∩G0 ⊂ Q for every
root α, we have I ⊂ Q. Now Q I ⊂ T +G0 I ⊂ I +G0 ⊂ G0. Since
Q I is T -invariant, we deduce Q I ⊂ I.
Note that the subspace Gα ∩G0 is always Tβ-invariant. If α $∈ ∗pβ
then T = Tβ + Tα, whence Gα ∩G0 is T -invariant and so is contained
in I. It follows Q = I +Gβ. Since Gβ is a restricted subalgebra, so is
Q as well.
By Theorem 4.1(4), radGβ ⊂ Tβ + G1 ⊂ G0. Since radGβ
is a T -invariant subspace, it is contained in I. On the other hand,
I ∩ Gβ is a proper ideal of Gβ. Hence I ∩ Gβ = radGβ and
Q/I ∼= Gβ/radGβ ∼= sl2. Since Q/I is simple, we get radQ ⊂ I.
If α $∈ ∗pβ then gr−3Gα = G−3 and Gα ∩ G0 operates in G−3
as slG−3 by Theorem 4.1(2). It follows gr0 I ⊃ slG−3 under identi-
ﬁcation G0 ∼= glG−3. Now gr I is an ideal of grQ contained in G0.
Since gr−2Q = gr−2 T = G−2, we get G−2 gr0 I = 0. Therefore gr0 I ∼=
slG−3 ∼= sl2. Thus the factor algebra of I by its nil ideal I ∩ G1 is
simple. It follows, in particular, that radQ ⊂ I ∩G1. By Block’s structure
theory of semisimple algebras I/radQ is a minimal ideal of Q/radQ which
decomposes as sl2 ⊗ An 1 for some n ≥ 0 1. As we noted before,
Gα ∩G0 $⊂ G1 for all α $∈ ∗pβ. Then I ∩G1 is not T -invariant, since
otherwise gr0 I would contain at least 5 distinct weight spaces with respect
to T . It follows that Q ∩G0 is the normalizer of I ∩G1 in Q. Since Q
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is a restricted Lie algebra, we conclude n = dimQ/Q ∩G0 = 1. Suppose
that J/radQ is another minimal ideal of Q/radQ. Then we would have
Q = I + J, and the semisimplicity of Q/radQ would imply the simplicity of
I/radQ. Hence Q/radQ has a single minimal ideal.
There are exactly 5 punctured lines ∗pα distinct from 
∗
pβ. For each of
these Qα has codimension 2 in Gα. Hence dimG/Q = 10. Clearly,
I ∩ G1 acts nilpotently on G/Q. On the other hand, Tβ has a nonzero
weight on G/Q since Q ⊂ G−2 and Tβ has a nonzero weight on gr−3G.
Since Tβ ⊂ I, the Q-module G/Q has a compositional factor U not annihi-
lated by I. By [20, Theorem 2.3] there is an isomorphism U ∼= V ⊗A1 1
compatible with the tensor product decomposition of I/radQ so that V
is an sl(2)-module. Comparing the dimensions yields dim V ≤ 2. Further-
more, the toral elements of sl(2) have nonzero weights on V . Then V has
to be irreducible of dimension 2. By dimension considerations U = G/Q.
Remark. If T ⊂ G0 then the sum
∑
Qα is a subspace of codimension
4 in G containing G0 and therefore not a subalgebra.
6. TRIANGULABILITY OF K′α
If α is a root with respect to a two-dimensional torus T ⊂ G then each
element h in the Cartan subalgebra H = CGT  has a unique eigenvalue,
denoted αh, on Gα. In this way α is extended to a function on H.
Lemma 6.1. Each root α is a linear function on H.
Proof. The Melikian algebra G contains a two-dimensional torus with
a ﬁve-dimensional centralizer [14]. Since the dimensions of the centralizers
are the same for all tori of maximal dimension [12], we have dimH = 5.
Since H is nilpotent and dimH/T = 3, we deduce HHH ⊂ T , and
HHHH = 0. Then u+ v5 = u5 + v5 for all u v ∈ H, whence the
assertion of the lemma.
Deﬁne a linear subspace Kα = 	u ∈ Gα 
 αuG−α = 0. In compari-
son with 3 15 18 we do not exclude tori with nontriangulable centralizers
in G. Put
K′α = ∑
i∈∗p
Kiα +
∑
i∈∗p
KiαK−iα
By a straightforward veriﬁcation KiαKjα ⊂ Ki+jα when i + j $= 0. One
checks also that αJH = 0 for J = ∑i∈∗pKiαK−iα, whence JKiα ⊂
Kiα and J J ⊂ J. Thus K′α is a subalgebra. We can now extend Premet
and Strade’s triangulability theorem [15, Theorem 8.6] to the case of the
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Melikian algebra. One says that K′α is triangulable if K′αK′α acts
nilpotently on G.
Proposition 6.2. The subalgebra K′α is always triangulable.
Proof. Let ϕ : Gα → Gα ↪→ L be the homomorphism of restricted
Lie algebras afforded by Theorem 4.1 where L is one of sl(2), W 1 1,
H2 1. Then Qα = ϕ−1Q′ and radQα = ϕ−1 radQ′) where Q′ is
0, W 1 10H2 10 in the respective cases. The explicit description of
subspaces Kα [3, Lemmas 5.2.1, 5.3.1] shows that ϕKα ⊂ radQ′, that is,
Kα ⊂ radQα. Hence K′α ⊂ radQα in all cases.
If α is Hamiltonian then radQα ⊂ Tα +R where R ⊂ G is a restricted
subalgebra such that R ∩ Tα = 0. We may take R to be, respectively,
Qα ∩ G−1 or G1 if Tα satisﬁes the hypotheses of (1) or (2) in
Proposition 4.2. The same is true when α is classical as then Qα = Gα
and we may take R = G1 by case (4) of Theorem 4.1. If Qα $= Gα then
Qα is a maximal subalgebra of Gα. In any case Qα is restricted, and
so is radQα. Since Tα ⊂ radQα, we may replace R with R ∩ radQα.
Then radQα = Tα ⊕ R. If T˜ is any torus in radQα, then ϕT˜  = 0
because radQ′ is nil. Then T˜ ⊂ radGα, whence T˜ ⊂ Tα because
radGα/Tα is nil. It follows that R contains no nonzero tori, and so R is
nil. Note that radQα radQα ⊂ R. If α is Witt then Qα is solvable,
so that radQα = Qα, and QαQα is contained in a nil subal-
gebra of G by (3) and (4) of Proposition 4.2. Hence K′αK′α acts
nilpotently on G.
Remark. Our proof gives a stronger assertion that radQα is triangu-
lable on G.
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