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$x_{0}\in \mathbb{R}^{N}$ $K(\leq M)$
$y\in \mathbb{R}^{M}$ $A\in \mathbb{R}^{M\cross N}$ (1) $x_{0}$






$p>0$ $||x||_{p}:=( \sum_{i=1}^{N}|x_{i}|^{p})^{1/p}$ ( ) $p=0$
$||x||_{0}$ $:=|supp(x)|$ $supp(x)$ $:=\{i :x_{i}\neq 0\}$ $x$
$P$
$A=(a_{1}, \cdots, a_{N})\in \mathbb{R}^{M\cross N}$ $i$ $a_{i}$
$T=\{i_{1}, \cdots, i_{k}\}\subset\{1, \cdots, N\}$ $i\in T$
$A_{T}=(a_{i_{1}}, \cdots, a_{i_{k}})\in \mathbb{R}^{M\cross|T|}$ $x\in \mathbb{R}^{N}$
$i$
$x_{i}$ , $T=\{i_{1}, \cdots, i_{k}\}\subset\{1, \cdots, N\}$
$i\in T$ $x_{T}=(x_{i_{1}}, \cdots, x_{i_{k}})^{T}\in \mathbb{R}^{|T|}$
27
$A^{T}$ $A$ $T$ $T^{c}=\{1, \cdots, N\}\backslash T$ $[i:j]$
$i$ $i$
$K$ $K$-
$K$- $\Sigma_{K}:=\{x\in \mathbb{R}^{N}:||x||_{0}\leq K\}$
$x,$ $z\in\Sigma_{K}$ $x+z\in\Sigma_{2K}$
$x$
$\Psi\in \mathbb{R}^{N\cross N}$ $x=\Psi c$
$K$- $c\in\sigma_{K}$ $x$ $K$-










2 $M=100,$ $N=200$ $N$
( ) $A$ $y=Ax_{0}$
28
$e|ementnumber(a)$
20 40 60 80 100 120 140 160 180 200
element number
(b)
20 40 60 80 100 120 140 160 180 200
element number element number
$(c\rangle$ (d)
2: (a) (b) (c) ridge (d) lasso.
2(a) $x_{0}$ $\ell_{2}$ 2(b)













( $\ell_{0}$ ) lasso
$\ell_{1}$ $\ell_{p}\nearrow$
3 $\ell_{p}$ $0\leq p\leq 1$
4 $K=1,$ $M=1,$ $N=2$ $\ell_{p}$
1
$\ell_{p}\nearrow$ 1 $\ell_{p}$
4(a), (b) $p= \frac{1}{2},$ $p=1$ $\ell_{p}$
4(c) $p=2$ $\ell_{2}$
3 5






$p\leq 1$ $\ell_{p}$ $p$
5(c), (d) $p=1,$ $p= \frac{1}{2}$ $\ell_{p}$




3: $\ell_{p}$ $N=2,$ $|x_{1}|^{p}+|x_{2}|^{p}=1$ ( $\ell_{1/2}$ )
$4:\ell_{p}$ $K=1,$ $M=1,$ $N=2$
$5:\ell_{p}$ $K=1,$ $M=1,$ $N=3$
$f\in \mathbb{R}^{N}$
$f$




$y=(y_{1}, \cdots, y_{M})^{T}$ $\Phi=(\phi_{1}, \cdots, \phi_{M})\in \mathbb{R}^{N\cross M}$
31
$y_{m}=\langle\phi_{m},$ $f \rangle=\sum_{n=1}^{N}x_{0,n}\langle\phi_{m},$ $\psi_{n}\rangle$
$y=\Phi^{T}f$ (3)









1. ( ) $A$
spark $(A)= \min_{z\in ker(A)\backslash \{0\}}||z||_{0}$ (5)
$A$ spark [25].
spark $(A)\leq$ rank$(A)+1$
$A\in \mathbb{R}^{L\cross N}(L\geq N)$ spark$(A)=L+1$
spark $(A)-1$ spark






spark $A\in \mathbb{R}^{M\cross N}$
$O(2^{N})$
$\ell_{p}$
2. ( ) $z\in ker(A)\backslash \{0\}$ $|T|\leq K$
$T$
$||z_{T}||_{p}^{p}<||z_{T^{c}}||_{p}^{p}$ (6)
$A$ $\ell_{p}$ $K$ (null space property: NSP)
[32]
2. ( $\ell_{p}$ ) $0\leq p\leq 1$
$A\in \mathbb{R}^{M\cross N}$ $K$





3. ( ) $z\in ker(A)\backslash \{O\}$ $|T|\leq K$
$T$ $\sigma<1$
$||z_{T}||_{p}^{p}<\sigma||z_{T^{c}}||_{p}^{p}$ (8)





3. ( $\ell_{p}$ ) $0\leq p\leq 1$ $\ell_{p}$ $K$
$\sigma$
$A\in \mathbb{R}^{M\cross N}$


















$x_{0}+x$ $x_{0}+z$ ( $K+K$’)-
$z$
$x$ $Ax$
( ) $x$ $Ax=0$
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[3].
4. ( ) $K$- $c\in\Sigma_{K}$
$(1-\delta)||c||_{2}^{2}\leq||Ac||_{2}^{2}\leq(1+\delta)||c||_{2}^{2}$ (11)
$\delta\in(0,1)$ $A\in \mathbb{R}^{M\cross N}$ $K$
(restricted isometry property: RIP) $\delta$
$\delta_{K}$ $K$ RIP [11].
RIP (restricted isometry constant: RIC)
RIP $\delta_{K}$ $A\in \mathbb{R}^{N\cross N}$
$x\in \mathbb{R}$ $||Ax||_{2}^{2}=x^{T}A^{T}Ax=||x||_{2}^{2}$
$A$ RIP $K$ $\delta_{K}=0$ RIP $\delta_{K}$
$K$
[11]
4. ( $\ell_{0}$ ) $A$ $2K$
$y=Ax_{0}$ $K$- $x_{0}\in\Sigma_{K}$
$\hat{x}=$ argmin $||x||_{0}$ subj. to $y=Ax$ (12)
$\hat{x}$ $\hat{x}=x_{0}$ [14].
[14] A.4 $\ell_{0}$
5. ( $\ell_{1}$ ) $A$ $2K$
$\delta_{2K}<\sqrt{2}-1$ $y=Ax_{0}$ $K$-
$x_{0}\in\Sigma_{K}$








$B\in \mathbb{R}^{n\cross n}$ $\gamma_{\max}(B)$ $\gamma_{\min}(B)$ Rayleigh
$\gamma_{\max}(B)=\max_{x\neq 0}x^{T}Bx/(x^{T}x),$ $\gamma_{\min}(B)=\min_{x\neq 0}x^{T}Bx/(x^{T}x)$
$x\in \mathbb{R}^{N}\backslash \{O\}$ $\gamma_{\min}(B)x^{T}x\leq x^{T}Bx\leq\gamma_{\max}(B)x^{T}x$




$K$ RIP $\delta_{K}$ $|T|<K$
$T\subset[1:N]$ $A_{T}^{T}A_{T}$ ( $A_{T}$
)
( )
RIP $A\in \mathbb{R}^{M\cross N}$
$\mathcal{N}(0,1/M)$






$\ell_{1}$ ( $\delta_{2K}<\sqrt{2}-1$ $K$- )
4.4
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5. ( ) $A$ 2 $a_{i},$ $a_{j}$




6. (RIP ) $\ell_{2}$ 1 $A$














5.1 Orthogonal Matching Pursuit (OMP)




$\bullet$ : $y\in \mathbb{R}^{M}$ , $A\in \mathbb{R}^{M\cross N}$ ( $K\in \mathbb{N}$ )
$\bullet$ : $\hat{x}=0$ , $T=\phi.$
1. ( $|T|$ )
(a) $y-A\hat{x}$ ( ) $A$
$T$




$\bullet$ : $\hat{x}\in \mathbb{R}^{N}$ .
5.2 Iterative Hard Tresholding (IHT)
$x_{0}$ $K$




$\bullet$ : $y\in \mathbb{R}^{M}$ , $A\in \mathbb{R}^{M\cross N}$ , $K\in \mathbb{N}.$




$\bullet$ : $\hat{x}^{t+1}\in \mathbb{R}^{N}$ .
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5.3 Iterative Soft Tresholding (IST)
IST[6] lasso ( $\ell_{1}/\ell_{2}$ ) $\hat{x}=\arg\min_{x}\{\frac{1}{2}||y-$
$Ax||_{2}^{2}+\lambda||x||_{1}\}$
3. (IST)
$\bullet$ : $y\in \mathbb{R}^{M}$ , $A\in \mathbb{R}^{M\cross N}$ , $K\in \mathbb{N}$ ,
$\lambda\in \mathbb{R}^{+}.$





$\bullet$ : $+$ 1 $\in \mathbb{R}^{N}$ .
$\eta(x;\theta)=$ sgn $(x) \max\{|x|-\theta, 0\}$
[6,63]





$\ell_{1}$ $\hat{x}=\arg\min_{x}||x||_{1}$ s.t. $y=Ax$





(approximate message passing: AMP)
4. (AMP)
$\bullet$ : $y\in \mathbb{R}^{M}$ , $A\in \mathbb{R}^{M\cross N}$ , $K\in \mathbb{N}.$
$\bullet$ : $x^{0}=0,$ $z^{0}=y,$ $z^{-1}=0,$ $\sigma^{0}=K/N$ $(K/N$ $)$ , $t=0.$
1. $\lambda:=\alpha^{-1/2}\arg\max_{z\geq 0}\frac{1-(2/\alpha)[(1+z^{2})\Phi(-z)-z\phi(z)]}{1+z^{2}-2[(1+z^{2})\Phi(-z)-z\phi(z)]}$
2. ( $y-Ax^{t+1}$ )
(a) $z^{t}=y-Ax^{t}+ \frac{1}{\alpha}z^{t-1}\frac{||x^{t}||0}{N}$
(b) $x^{t+1}=\eta(A^{T}z^{t}+x^{t};\lambda\sigma_{t})$
(c) ( ) 2 $\sigma^{t+1}$
(d) $t:=t+1$
$\bullet$ : $\hat{x}:=x^{t+1}\in \mathbb{R}^{N}$
$\eta(x;\theta)=$ sgn $(x) \max\{|x|-\theta, 0\},$ $\phi(z)$ $:=(2\pi)^{-1/2}\exp(-z^{2}/2),$ $\Phi(z)$ $:=$
$\int_{z}^{\infty}\phi(t)dt$ [29]
2 (mean square error:MSE) $\sigma^{t}:=N^{-1}\sum_{i=1}^{N}(x_{0,1}-$
$x_{i}^{t})^{2}$ $x_{0}$
MSE $\sigma^{t+1}$ MSE ( $x^{t}$
$N-K$ )
6
( MSE $0$ ) $\eta(x;\lambda\sigma_{t})$
MSE $O$
MSE $O$




(Node-Based verification Argorithm: NBA)[40, 61]
2
$A=(a_{mn})\in\{0,1\}^{M\cross N}$ 2 $M$





$x_{n}=0,$ $\forall n\in\partial m$
$m$ $(d_{m}, \xi_{m})\in \mathbb{Z}\cross \mathbb{R},$ $\forall m\in[1:M]$
$n$ $(s_{n}, w_{n})\in\{0,1\}\cross \mathbb{R},$ $\forall n\in[1:N]$
5. ( $NB$ algorithm)
$\bullet$ : $y\in \mathbb{R}^{M}$ , $A\in\{0,1\}^{M\cross N}.$
$\bullet$ : $(d_{m}, \xi_{m})$ $:=(|\partial m|, y_{i}),$ $\forall m,$
$(s_{n}, w_{n})$ $:=(0,0),$ $\forall n.$
1. $(s_{n}=1\forall n, )$
(a) $\nearrow-\}^{\backslash }\neg n\in\backslash [1:N]$
$i.$ $d_{m}=1$ $m\in\partial n$
$(s_{n}, w_{n})$ $:=(1, \xi_{m})$
ii. $\xi_{m}=0$ $m\in\partial n$
$(\mathcal{S}_{n}, w_{n})$ $:=(1,0)$
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iii. $|\{m\in\partial n :\xi_{m}=\xi\}|\geq 2$ ( $\xi$ )


















$p\geq 0$ $\ell_{p}$ [35, 2]
$\rho=K/N$
$x_{0}$
$\hat{x}$ MSE $\sigma^{2}$ $:=\mathbb{E}_{A,x_{0}}(||\hat{x}-x_{0}||_{2}^{2})$





$(1+\chi)\rho]$ $\phi(z)$ $:=(2\pi)^{-1/2}\exp(-z^{2}/2),$ $\Phi(z)$ $:= \int_{z}^{\infty}\phi(t)dt$
Donoho-Tanner






Donoho (state evolution: $SE$ )[29]
4
3 $t$ $x^{t}$ MSE $\sigma_{t}^{2}:=\mathbb{E}_{x }(||x^{t}-x_{0}||_{2}^{2})$
$\sigma_{t+1}^{2}=\Psi(\sigma_{t}^{2})$ (20)
[29] $\Psi(\sigma^{2}):=\mathbb{E}_{x_{ },z}\{[X_{0}-\eta(X_{0}+\frac{\sigma}{\sqrt{\alpha}}Z;\lambda\sigma)]^{2}\}$ $x_{0}$
$Z\sim \mathcal{N}(O, 1)$ $X_{0}$ $Z$
AMP
[29] (code division







$\{\eta_{t}\}_{t\geq 0}$ Lipschitz $\psi$ : $\mathbb{R}^{2}arrow \mathbb{R}$
$\lim_{Narrow\infty}\frac{1}{N}\sum_{i=1}^{N}\psi(x_{i}^{t+1}, x_{0,i})=\mathbb{E}_{X_{0},Z}[\psi(\eta_{t}(X_{0}+\tau_{t}Z), X_{0})]$ (21)
[5] $\tau_{t+1}^{2}=\frac{1}{\alpha}\mathbb{E}_{X_{0},Z}\{[\eta_{t}(X_{0}+\tau_{t}Z)-X_{0}]^{2}\}$ $X_{0}\sim p_{X_{0}},$










$\theta^{(s)}=(\theta_{1}^{(s)}, \cdots, \theta_{N}^{(s)})^{T}$ (
$\theta^{(s)}=0\forall s$ )
$p[x^{(0)}, \cdots, x^{(t)}]=\delta[x^{(0)}]\prod_{s=0}^{t-1}\delta[x^{(s+1)}-\eta_{S}(c^{-1}A^{T}(y-Ax^{(s)})+x^{(s)}+\theta^{(s)})]$ (22)
$\eta_{t}(x)=\eta(x;\lambda\hat{\sigma}_{t}/c)$ ,
$\hat{\sigma}_{0}^{2}=\rho,\hat{\sigma}_{t}^{2}=\mathbb{E}[(x_{n}^{t})^{2}|x_{0,n}=0]$ ( MSE) $\eta_{t}(x)$
$\mathcal{G}=\mathcal{G}(x^{(0)}, \cdots, x^{(t)})$
$\mathbb{E}_{x}(\mathcal{G})=\triangle\int_{\mathbb{R}(t+1\rangle N}[\prod_{s=0}^{t}dx^{(s)}]p[x^{(0)}, \cdots, x^{(t)}]\mathcal{G}$ $\psi^{(s)}=$
$(\psi_{1}^{(s)}, \cdots, \psi_{N}^{(s)})^{T}$ ( )




ilim$\psiarrow 0\partial Z[\psi]/\partial\psi_{n}^{(s)}=\mathbb{E}_{x}(x_{n}^{(s)}),$ $- \lim_{\psiarrow 0}\partial^{2}Z[\psi]$




$m^{(t)}=\langle\langle x_{0}x^{t}\rangle\rangle,$ $C^{(t,t’)}=\langle\langle x^{t}x^{t’}\rangle\rangle,$ $G^{(t,t’)}=$ $\langle\langle$xt( $R$-lv)t’
$R$
8 $\rho=0.1,$




1 [9]. $x_{0}\in \mathbb{R}^{N}$
$A\in \mathbb{R}^{M\cross N}$ 2 (1 ) $y=$ sgn $(Ax_{0})\in\{-1,1\}^{M}$
sgn $(x)$ $x\geq 0$ 1, $-1$
$c>0$ $y=$ sgn $(Ax_{0})=$ sgn $(Acx_{0})$
$x_{0}$ $||x_{0}||_{2}^{2}=1$
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$A\in \mathbb{R}^{M\cross N}$ $M$ $L$
$M$ $Y\in \mathbb{R}^{M\cross L}$
$N$ $X_{0}\in \mathbb{R}^{M\cross L}$
$Y=AX_{0}$
$\theta\in \mathbb{R}^{+}$






(low density parity check:LDPC)
(belief Propagation: $BP$ )
46
























[25] $A$ spark$(A)>2K$ $y$
$y=Ax=Ax’$ $K$- $x,$ $x’\in\Sigma_{K}$
$A(x-x’)=0$ $\ell_{0}$ $||x-x’||_{0}\leq$
$||x||_{0}+||x’||_{0}$ $x$ -x’ $2K$- spark $(A)>2K$
$A$ $2K$
$x-x’=0$ $y=Ax$ $K$-
$x\in\Sigma_{K}$ ( spark $(A)\leq 2K$
)
A.2 2
[32, 1] $0<p\leq 1$ $u>0,$ $v>0$
$(u+v)^{p}\leq u^{p}+v^{p}$ $0<p\leq 1$ $u,$ $v\in \mathbb{R}$
$|u+v|^{p}\leq(|u|+|v|)^{p}\leq|u|^{p}+|v|^{p}$ $u=a+b,$ $v=-b$
$0<p\leq 1$ $a,$ $b\in \mathbb{R}$
$|a+b|^{p}\geq|a|^{p}-|b|^{p}$ ( $A$ . 1)
$A\in \mathbb{R}^{M\cross N}$ $p_{p}$ $K$ (6)
$K$- $x_{0}=(x_{0,1}, \cdots, x_{0,N})\in$
$\Sigma_{K}$ $T=supp(x_{0})$ $z=(z_{1}, \cdots, z_{N})\in$
48
$ker(A)\backslash \{O\}$
$||x_{0}+z| |\begin{array}{l}p_{-}p\end{array}||x_{0}||_{p}^{p}=\sum_{i\in\{1,\cdots N\}},|x_{0,i}+z_{i}|^{p}-\sum_{i\in\{1,\cdots N\}},|x_{0,i}|^{p}$
$=( \sum_{i\in T}|x_{0,i}+z_{i}|^{p}+\sum_{i\in T^{c}}|0+z_{i}|^{p})-(\sum_{i\inT}|x_{0,i}|^{p}+\sum_{i\in T^{c}}|0|^{p})$
$\geq_{(a)}\sum_{i\in T}(|x_{0,i}|^{p}-|z_{i}|^{p})+\sum_{i\in T^{c}}|z_{i}|^{p}-\sum_{i\in T}|x_{0,i}|^{p}$
$=- \sum_{i\in T}|z_{i}|^{p}+\sum_{i\in T^{c}}|z_{i}|^{p}$
$=-||z_{T}||_{p}^{p}+||z_{T^{c}}||_{p}^{p}>(b)0$ ( $A$ .2)
$\geq(a)$ ( $A$ . 1) $>(b)$ (6)
$||x_{0}+z||_{p}^{p}\geq||x_{0}||_{p}^{p}$ $y=Ax$ $x$ $||x||_{p}$
$x=x_{0}$ $0^{0}=0$ $p=0$
A.3 3
[20, 1] $A\in \mathbb{R}^{M\cross N}$ $\ell_{p}$ $K$ $\sigma$
(8) $\hat{x}$ $\ell_{p}$
$||\hat{x}||_{p}^{p}<||x_{0}||_{p}^{p}$ $A\hat{x}=Ax_{0}$ $\hat{x}=x_{0}+z$
$z\in ker(A)$ $|T|\leq K$
$T\subset\{1, \cdots, N\}$
$||x_{0}||_{p}^{p} \geq||\hat{x}||_{p}^{p}=||x_{0}+z||_{p}^{p}=\sum_{i\in\{1,\cdots N\}},|x_{0,i}+z_{i}|^{p}=\sum_{i\in T}|x_{0,i}+z_{i}|^{p}+\sum_{i\in T^{c}}|x_{0,i}+z_{i}|^{p}$
$\geq(a)\sum_{i\in T}(|x_{0,i}|^{p}-|z_{i}|^{p})+\sum_{i\in T^{c}}(|z_{i}|^{p}-|x_{0,i}|^{p})$
$=||(x_{0})_{T}||_{p}^{p}-||z_{T}||_{p}^{p}+||z_{T^{c}}||_{p}^{P}-||(x_{0})_{T^{c}}||_{p}^{P}$ ( $A$ .3)
$\geq(a)$ ( $A$ .1) $||x_{0}||_{p}^{p}=||(x_{0})_{T}||_{p}^{p}+$
$||(x_{0})_{T^{c}}||_{p}^{p}$ $||z_{T^{c}}||_{p}^{p}\leq 2||(x_{0})_{T^{c}}||_{p}^{p}+||z_{T}||_{p}^{p}$ (8)
$||z_{T^{c}}||_{p}^{p}< \frac{2}{1-\sigma}||(x_{0})_{T^{c}}||_{p}^{p}$ ( $A$ .4)
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$|| \hat{x}-x_{0}||_{p}^{p}=||z||_{p}^{p}=||z_{T}||_{p}^{p}+||z_{T^{c}}||_{p}^{p}<(b)(1+\sigma)||z_{T^{c}}||_{p}^{p}<(c)2\frac{1+\sigma}{1-\sigma}||(x_{0})_{T^{c}}||_{p}^{p}$
( $A$ . 5)
$<(b)$ (8) $<($ $)$ ( $A$ .4)





$2K$ $2K$- $x\in\Sigma_{2K}\backslash \{0\}$






$a,$ $b\in \mathbb{R}$ $(|a|-|b|)^{2}=|a|^{2}-2|ab|+|b|^{2}\geq 0$ $\frac{a^{2}+b^{2}}{2}\geq$
$|ab|$ $A=(a_{1}, \cdots, a_{N})\in \mathbb{R}^{M\cross N}$
1 $\mu(A)=$
$\max_{1\leq i<j\leq N}|\langle a_{i},$ $a_{j}\rangle|$ $1\leq|T|\leq K$ $T\subset\{1, \cdots , N\}$
50
$x\in \mathbb{R}^{|T|}$
$||A_{T}x||_{2}^{2}=(A_{T}x)^{T}(A_{T}x)=( \sum_{i\in T}x_{i}a_{i})^{T}(\sum_{j\in T}x_{j}a_{j})=\sum_{i\in T}\sum_{j\in T}x_{i}x_{j}a_{i}^{T}a_{j}$
$= \sum_{i\in T}x_{i}^{2}+\sum_{i\in Tj}\sum_{\in T\backslash \{i\}}x_{i}x_{j}a_{i}^{T}a_{j}$
$\leq\sum_{i\in T}x_{i}^{2}+\sum_{i\in Tj}\sum_{\in T\backslash \{i\}}|x_{i}x_{j}||a_{i}^{T}a_{j}|\leq\sum_{i\in T}x_{i}^{2}+\mu(A)\sum_{i\in Tj}\sum_{\in T\backslash \{i\}}|x_{i}x_{j}|$
$\leq\sum_{i\in T}x_{i}^{2}+\mu(A)\sum_{i\in T}\sum_{j\in T}\frac{x_{i}^{2}+x_{j}^{2}}{2}\leq\sum_{i\in T}x_{i}^{2}+\mu(A)|T|\sum_{i\in T}x_{i}^{2}$
$\leq(1+\mu(A)K)||x||_{2}^{2}$ ( $A$ .7)
$||A_{T}x||_{2}^{2} \geq\sum_{i\in T}x_{i}^{2}-\sum_{i\in T}\sum_{j\in T\backslash \{i\}}|x_{i^{X}j}||a_{i}^{T}a_{j}|\geq$
$(1-\mu(A)K)||x||_{2}^{2}$ (11) $\delta_{K}\leq$
$\mu(A)K$
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