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Cet article pr´ esente les r´ esultats r´ ecents de l’approche ´ econom´ etrique de la pr´ evision
´ economique. Il s’agit, ici, de d´ eterminer ce qu’on appelle une “bonne” pr´ evision.
Nous d´ erivons une taxinomie des erreurs de pr´ evision aﬁn de comprendre comment
g´ en´ erer des pr´ edicteurs robustes vis-` a-vis des sources principales d’erreur. Ceci nous
permet de dissocier les concepts d’exactitude, de pr´ ecision et de certitude dans le
cadre de mod` eles d´ edi´ es ` a la pr´ evision. Nous montrons que le crit` ere d’´ evaluation
de l’exactitude est un ´ el´ ement essentiel qu’on ne peut s´ eparer de la construction
du mod` ele. Une application ` a la pr´ evision des importations fran¸ caises de biens et
services illustre notre propos.
Mots-clef : Pr´ evision, Crit` eres d’´ evaluation, Ruptures d´ eterministes.
Codes JEL : C32, C5, C53.
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Pr´ evoir, c’est ´ etablir une d´ eclaration sur les ´ ev´ enements ` a venir en utilisant comme
outils le pass´ e et le pr´ esent. Pour r´ eussir une telle entreprise, quatre conditions sont ` a
remplir : (1) une certaine r´ egularit´ e dans le fonctionnement du monde est tout d’abord
n´ ecessaire, (2) il faut par ailleurs que cette r´ egularit´ e fournisse une information sur l’avenir,
(3) que la m´ ethode choisie pour ´ etablir la pr´ evision capture une part de cette r´ egularit´ e et
(4) enﬁn qu’elle exclue toutes ou une partie des irr´ egularit´ es. Les deux premi` eres conditions
sont constitutives du syst` eme ´ economique, les deux derni` eres sont fonctions de la m´ ethode
de pr´ evision choisie. Il en r´ esulte que les pr´ evisions sont toujours entach´ ees d’erreur et
qu’il est possible d’en ´ etablir plusieurs pour un mˆ eme ´ ev´ enement ` a venir (qui constitue
l’objet de la pr´ evision). Des outils d’analyse doivent donc ˆ etre d´ evelopp´ es aﬁn de comparer
et de hi´ erarchiser les pr´ evisions pour discerner ce qui fait qu’on puisse, ou non, en qualiﬁer
certaines de “bonnes”.
La qualit´ e d’une pr´ evision est d´ eﬁnie par le crit` ere d’´ evaluation consid´ er´ e. Ainsi, si
on s’int´ eresse ` a l’inﬂation en France en 2006, il est probable que le pr´ evisionniste soit in-
diﬀ´ erent entre une erreur de +0,1 % et de -0,1%, i.e. sym´ etrique autour de l’hypoth` ese cen-
trale. En revanche le sismologue qui s’attache ` a determiner la date de la prochaine ´ eruption
de l’Etna accordera une valeur nettement (inﬁniment?) plus grande ` a une pr´ evision en-
de¸ ca de la date d’´ eruption! Il apparaˆ ıt clair que, dans ces deux contextes, les m´ ethodes
choisies se ressentiront des crit` eres retenus pour leur ´ evaluation.
De mani` ere g´ en´ erale, trois qualit´ es sont recherch´ ees : l’exactitude, la pr´ ecision et la
certitude, et on privil´ egiera l’une ou l’autre selon les cas. Pour bien comprendre leur
diﬀ´ erence, si nous supposons que l’inﬂation se r´ ev´ elera en France de 1,95% en 2006 et
qu’on dispose en 2005 de deux pr´ evisions de celle-ci (le trait est un peu forc´ e pour la
clart´ e de l’exposition) : une ` a 1,935 ± 6,020 % et l’autre ` a 2,0 ± 0,2 %. Laquelle pr´ ef´ erer?
La premi` ere est extrˆ emement pr´ ecise dans son ´ enonc´ e, au milli` eme de “pourcent” pr` es!
La seconde l’est nettement moins, ` a un dixi` eme de pourcent. En revanche, cette derni` ere
est nettement plus certaine, car l’intervalle de conﬁance lui correspondant est assez ´ etroit
(en tout 0,4%) contre une incertitude de 12,04% dans le premier cas. Enﬁn, la premi` ere
pr´ evision est ﬁnalement plus proche – dans son sc´ enario central – de la r´ ealisation. Mais
laquelle peut ˆ etre dite la plus exacte? Ceci d´ epend du crit` ere consid´ er´ e – et donc de
l’utilisation faite de cette pr´ evision. Et encore! Que dire des deux d´ eclarations “l’inﬂation
se portera ` a 12,314 % en 2006” et “l’inﬂation sera d’environ 2%”. La premi` ere est tr` es
pr´ ecise et certaine (du moins dans son assertion, ce qui la rend presque p´ eremptoire),
mais tr` es ´ eloign´ ee de la v´ erit´ e, l’autre est moins pr´ ecise et certaine, mais plus proche
de la r´ ealisation. Toutes ces d´ eclarations peuvent pourtant ˆ etre qualiﬁ´ ees d’inexactes!
Pour mesurer et hi´ erarchiser l’exactitude, les ´ economistes utilisent souvent le crit` ere de
moyenne quadratique d’erreur de pr´ evision (MQEP, voir d´ eﬁnition plus bas) qui combine
l’´ ecart ` a la r´ ealisation (la moyenne d’erreur de pr´ evision) et l’incertitude entourant le
sc´ enario central (la variance de l’erreur).
Ces quelques r´ eﬂexions nous am` enent ` a nous demander comment quantiﬁer a priori
l’exactitude d’une pr´ evision. Pour ce faire, des informations sont n´ ecessaires : comment
est-elle obtenue? sous quelle hypoth` eses? quelle incertitude envisage-t-elle? quel est son
but, son utilit´ e? Avec tous ces ´ el´ ements, il est possible d’analyser une pr´ evision, et c’est
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le propos de cet article de montrer comment les outils de l’´ econom´ etrie permettent d’en
´ etablir et d’en contrˆ oler les caract´ eristiques.
Cet article s’organise comme suit : la premi` ere section pr´ esente un bref historique des
m´ ethodes utilis´ ees en pr´ evision ´ economique aﬁn de d´ egager ensuite, dans le cadre d’un
mod` ele simple, les principaux apports de l’analyse ´ econom´ etrique, pour grande part tir´ es
des travaux de M. P. Clements et D. F. Hendry. La section 3 en montre toutefois les
limites, dont on apporte les solutions dans la partie suivante. Apr` es s’ˆ etre int´ eress´ e aux
m´ ethodes d’´ evaluation des pr´ evisions dans la section 5, nous ´ etudions l’application de ces
m´ ethodes ` a la pr´ evision des importations fran¸ caises.
1 La pr´ evision en ´ economie
Pour comprendre les m´ erites propres des m´ ethodes de pr´ evision, il est essentiel d’en
connaˆ ıtre les deux grandes classes, d’ailleurs non mutuellement exclusives : il existe d’une
part des mod` eles purement statistiques sans repr´ esentation ´ economique et d’autre part
des mod` eles dits structurels dont l’ambition est de fournir une image du fonctionnement
eﬀectif de l’´ economie.
Mais aﬁn de bien pr´ esenter l’´ etat actuel de la recherche, il nous semble essentiel de
rappeler bri` evement les d´ eveloppements de la pr´ evision ´ economique au XX` eme si` ecle, car
chaque grande vague d’avanc´ ees s’est bris´ ee contre un ´ ecueil qui a permis d’am´ eliorer la
compr´ ehension des limitations des diverses m´ ethodes.1
1.1 Mod` eles structurels keyn´ esiens
La complexit´ e et l’inter-d´ ependance des syst` emes ´ economiques a longtemps ´ et´ e un frein
puissant ` a toute vell´ eit´ e pr´ evisionnelle, ce qui ﬁt que les premi` eres tentatives ne virent le
jour qu’apr` es l’´ emergence de mod` eles macro´ economiques simples. Apr` es la publication de
la Th´ eorie G´ en´ erale de J. M. Keynes en 1936 et grˆ ace ` a de notables avanc´ ees techniques de
la Statistique, s’ensuivit un vif d´ eveloppement de l’activit´ e ´ economique de construction,
d’estimation et d’analyse de mod` eles visant ` a repr´ esenter le comportement des agents
macro´ economiques. Ce bouillonnement intellectuel amena ` a la cr´ eation de l’Econometric
Society et de sa publication prestigieuse, la revue Econometrica,2 qui devint le m´ edium
naturel de diﬀusion des id´ ees et avanc´ ees de la Commission Cowles ` a l’universit´ e de Chi-
cago au cours des ann´ ees 1940 et 1950. La facilit´ e d’usage des syst` emes d’´ equations ` a
base de mod` eles IS-LM et comportant un agent unique pourvu de rationnalit´ e dans ses
anticipations permit leur g´ en´ eralisation dans les cercles universitaires et gouvernemen-
taux s’attachant ` a l’analyse et ` a la pr´ evision des politiques ´ economiques. Les m´ ethodes
d’estimation ´ econom´ etrique ´ etant encore peu d´ evelopp´ ees, les principaux d´ ebats portaient
1L’exposition historique doit en grande part ` a l’article tr` es clair de F. X. Diebold (1998) auquel on
r´ ef` ere vivement le lecteur.
2A l’origine, les deux branches de l’´ economie math´ ematique et de l’´ econom´ etrie ne s’´ etaient pas encore
divis´ ees.
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sur des calibrages des coeﬃcients de r´ eaction. Les besoins naissants de planniﬁcation en-
traˆ ın` erent la g´ en´ eralisation de mod` eles input-output qui visaient ` a pr´ evoir les tensions
sur les capacit´ es productives. L’augmentation de la quantit´ e et de la qualit´ e des donn´ ees
disponibles mena ` a une g´ en´ eralisation de mod` eles tr` es d´ etaill´ es de l’´ economie, comportant
des centaines d’´ equations. Cette abondance d’information ne put empˆ echer un enlisement
des macro-mod` eles (comme le fameux mod` ele Wharton con¸ cu autour de Lawrence Klein)
car ils subirent un cuisant ´ echec dans les ann´ ees 1970 alors que la stagﬂation apparaissait
et que le chˆ omage prenait son envol.
L’apparition de doutes quant au manque de fondements micro-´ economiques – i.e. repr´ e-
sentant les pr´ ef´ erences, comportements et anticipations des agents – aboutirent ` a la remise
en cause th´ eorique des “syst` emes d’´ equations”. La critique de la raison pratique vint en
l’occurence de Lucas (1976) qui remit en cause la stabilit´ e des param` etres des mod` eles non
“structurels”. Pour lui, il fallait rechercher les param` etres fondamentaux du comportement
´ economique, ceux qui se r´ ev` elent stables. Cette approche tend ` a privil´ egier l’´ elaboration de
mod` eles de faible taille, plus robustes au chocs et changements de politique ´ economique.
Par ailleurs, les capacit´ es pr´ evisionnelles des macro-mod` eles se virent bien souvent
d´ epass´ ees par de simples extrapolations statistiques. La macro´ economie purement keyn´ esienne
pr´ ec´ eda de peu la pr´ evision ´ econom´ etrique structurelle keyn´ esienne dans sa perte de fa-
veur. Une dissociation s’op´ era entre les approches de mod´ elisation (pour´ etudier la r´ eaction
de l’´ economique ` a une politique) et de pr´ evision (o` u il s’agit d’obtenir la valeur future,
assortie d’un intervalle d’incertitude, d’une ou plusieurs variables).
1.2 Mod` eles statistiques
A la suite de la baisse d’int´ erˆ et pour l’utilisation de mod` eles th´ eoriques en pr´ evision,
l’une des r´ eponses fut une r´ eorientation vers des m´ ethodes alternatives plus empiriques. Un
mod` ele non-structurel ´ elabore des pr´ evisions dites inconditionnelles, i.e. qui s’attachent ` a
d´ eterminer l’´ evolution de l’´ economie en supposant que les politiques ne subissent aucune
alt´ eration – contournant ainsi la critique de Lucas qui niait le pouvoir pr´ evisionnel des
mod` eles ´ economiques en fondant son analyse sur leur manque de robustesse (de stabilit´ e)
vis-` a-vis d’une intervention de politique ´ economique.– alors que les mod` eles structurels
´ etablissent des pr´ evisions conditionn´ ees aux d´ ecisions de politique ´ economique. Cette pro-
pri´ et´ e mˆ eme, conjugu´ ee ` a la faiblesse des mod` eles structurels et aux avanc´ ees importantes
des techniques statistiques a entraˆ ın´ e un fort int´ erˆ et pour ces nouvelles m´ ethodes de
pr´ evision.
En r´ ealit´ e, les d´ eveloppements techniques ´ etaient pour bonne part d´ ej` a connus et uti-
lis´ es par les ´ econom` etres car ils dataient d’avant l’´ emergence de la th´ eorie keyn´ esienne;
la borne initiale fut plant´ ee dans les ann´ ees 1920 par Slutsky et Yule, lorsque ceux-ci
constat` erent que des ´ equations diﬀ´ erentielles lin´ eaires, gouvern´ ees par des chocs al´ eatoires
constituaient un cadre simple et puissant pour la repr´ esentation et la pr´ evision des va-
riables ´ economiques et ﬁnanci` eres. Ces ´ equations diﬀ´ erentielles (discr` etes) stochastiques,
appel´ ees autor´ egressives, permettent d’exprimer une variable ` a l’instant pr´ esent comme la
somme pond´ er´ ee de ses valeurs pass´ ees et d’un choc purement al´ eatoire. L’exemple le plus
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simple en est le mod` ele autor´ egressif d’ordre 1, not´ e AR(1), o` u la variable y ` a l’instant t,
yt, est donn´ ee par :
yt = αyt−1 + εt,
o` u εt suit une loi al´ eatoire (en g´ en´ eral Gaussienne) de moyenne nulle et o` u les propri´ et´ es
de yt d´ ependent de la valeur α. Les processus autor´ egressifs sont li´ es de mani` ere proche
` a ceux dits de moyenne mobile, ´ etudi´ es aussi par Slutsky et Yule, o` u, ` a pr´ esent, yt est
exprim´ e comme la somme pond´ er´ ee de chocs pr´ esent et pass´ es. Le cas non trivial le plus
simple en est la moyenne mobile d’ordre 1 (MA(1) pour “moving average”) :
yt = εt + θεt−1.
Les repr´ esentations AR et MA sont, pour ce que est des variables stationnaires3, les deux
facettes d’une mˆ eme dynamique et il est possible de passer de l’une ` a l’autre, mais au prix
d’une perte d’eﬃcacit´ e dans l’estimation. Le tr` es fort d´ eveloppement des mod` eles du type
Slutsky-Yule doit son origine aux travaux, dans les ann´ ees 1930, de H. Wold qui montra
alors que – sous des hypoth` eses de stationnarit´ e – toutes les s´ eries temporelles peuvent
ˆ etre repr´ esent´ es comme mod` eles autor´ egressifs ou de moyenne mobile. Les algorithmes
de pr´ evision, d’estimation et de repr´ esentation de ces mod` eles furent d´ evelopp´ es dans les
d´ ecennies 1940 et 50 par Wiener, Kolmogorov et Kalman4, ´ epoque de forte avanc´ ee de
l’´ econom´ etrie.
L’heure de la d´ esillusion vis-` a-vis des mod` eles keyn´ esiens co¨ ıncida avec la publication
par Box et Jenkins du livre r´ ef´ erence en mati` ere d’analyse et de pr´ evision des s´ eries tem-
porelles. Une des id´ ees phares de ces auteurs fut l’apport d’une nouvelle m´ ethode pour
repr´ esenter les tendances. A la place d’une fonction lin´ eaire du temps, ils sugg´ er` erent le
concept de tendance stochastique qui est g´ en´ er´ ee par la somme des chocs pass´ es, conf´ erant,
de ce fait, ` a chacun d’entre eux un impact permanent. En termes de pr´ evision, ceci im-
plique une absence de retour ` a long terme vers une tendance pr´ ecise, mais, au contraire,
la pr´ esence ` a chaque instant d’une tendance locale ﬂuctuante. Les variables pr´ esentant
un comportement de tendance stochastique sont non-stationnaires et dites int´ egr´ ees (on
parle aussi de pr´ esence d’une racine unitaire). La contribution principale de Box et de
Jenkins est, toutefois, l’´ elaboration d’un cadre op´ erationnel pour la pr´ evision grˆ ace ` a la
clariﬁcation d’une m´ ethode de formulation, d’estimation, d’´ evaluation d’un mod` ele et de
pr´ evision des s´ eries qui reprennne les travaux de Slutsky-Yule et d´ eﬁnisse les mod` eles
ARMA, pr´ esentant conjointement des propri´ et´ es autoregressives et de moyenne mobile.
Les travaux de Box–Jenkins, s’ils ont focalis´ e essentiellement sur des mod` eles uni-
vari´ es, ont en revanche pr´ epar´ e un rapprochement de l’´ econom´ etrie et de l’analyse statis-
tique ` a la suite de Sims qui proposa au d´ ebut des ann´ ees 1980 une nouvelle m´ ethode de
3La stationarit´ e au sens faible de yt implique que l’esp´ erance math´ ematique et la variance de yt soient
ind´ ependantes de la date t.
4Pour une pr´ esentation des mod` eles espaces-´ etats et du ﬁltre de Kalman, voir Lemoine & Pelgrin
(2003).
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repr´ esentation des interactions entre variables prenant la forme d’une repr´ esentation au-
tor´ egressive d’un vecteur de s´ eries temporelles inter-d´ ependantes (i.e. sans diﬀ´ erenciation
d’endog` enes et d’exog` enes) : les VAR (pour Vector Auto-Regression) qui permettent, entre
autres, d’observer la propagation de chocs dans l’´ economie (m´ ethode dite de r´ eponse ` a
l’impulsion). Prenons par exemple le cas de deux variables xt et yt repr´ esent´ ees par un
VAR d’ordre 2 (i.e. qui implique des retards des variables jusqu` a t − 2, ce qu’on note










































Ainsi un choc unitaire sur εx,t se transmet-il dans l’´ economie suivant le sch´ ema (on suppose
que toutes les autres variables sont nulles pour dissocier l’impact sp´ eciﬁque de ce choc) :
` a t : εx,t = 1 → xt = 1






























pour k → ∞ : xt+k → 0 et yt+k → 0
L’eﬀet du choc sur εx,t ´ equivaut ` a une variation identique de xt et l’impulsion se r´ esorbe
et les variables retournent vers leur ´ etat initial, ainsi que le montre la ﬁgure 1.
Depuis les ann´ ees 1980, de nombreuses m´ ethodes ont ´ et´ e d´ evelopp´ ees sur les fonde-
ments des processus VAR. Celles-ci comprennent entre autres le concept de coint´ egration
selon lequel il existe des combinaisons lin´ eaires de variables non-stationnaires qui forment
de nouvelles variables stationnaires. Le but des sections suivantes est de montrer de
mani` ere simple comment ces m´ ethodes ´ econom´ etriques permettent d’appr´ ehender les
probl` emes qui se pr´ esentent au pr´ evisionniste.
2 Les mod` eles ´ econom´ etriques de pr´ evision
2.1 Un monde parfait
Notre but ici est d’expliquer les ´ echecs r´ ecurrents des pr´ evisions et, de ce fait de tˆ acher
de formuler des mod` eles robustes, i.e. insensibles ` a certains d´ efauts. Les premiers mod` eles
de pr´ evisions reposaient sur deux hypoth` eses fondamentales :
1. Le mod` ele utilis´ e constitue une repr´ esentation exacte de l’´ economie;
2. La structure de l’´ economie a ´ et´ e stable et le restera,
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Figure 1 – R´ eponse d’un syst` eme de deux ´ equations ` a une impulsion unitaire sur xt et sa
propagation dans le syst` eme ` a mesure que l’horizon progresse.
qui fondent ce qu’on appelle ` a pr´ esent la th´ eorie de l’optimalit´ e5. Prenons l’exemple simple
d’un mod` ele autoregressif d’ordre 1, dit AR(1), o` u la valeur d’une variable y ` a l’instant
t, yt, est fonction de sa valeur ` a la p´ eriode pr´ ec´ edente, yt−1, ` a laquelle s’ajoute une erreur
impr´ evisible (qui suit une loi Normale d’esp´ erance nulle et de variance σ2
ε) :







avec |α| < 1 pour que yt soit stationnaire (i.e. de moyenne et variance constante). Ceci







et, notant E[·|yt] l’esp´ erance math´ ematique, sachant yt, il peut sembler naturel d’utiliser
comme pr´ evision de yt+h g´ en´ er´ ee ` a l’instant t, la valeur b yt+h|t donn´ ee par :
b yt+h|t = E[yt+h|yt] = α
hyt.
La propri´ et´ e essentielle de l’esp´ erance (conditionnelle) est qu’elle est – selon les hypoth` eses
1 et 2 ci-dessus – parmi les pr´ evisions b yt+h|t de yt+h ` a l’instant t, celle qui minimise le
5voir Clements & Hendry (1998) et Makridakis & Hibon (2000).
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et le deuxi` eme terme de cette ´ equation est positif (et nul si et seulement si b yt+h|t =
e yt+h|t). Dans un tel contexte, le mod` ele le plus “exact” (ici, dont les param` etres estim´ es
sont les plus pr´ ecis) fournira les meilleures pr´ evisions. Par extension, selon la th´ eorie de
l’optimalit´ e, le mod` ele qui reﬂ` ete le mieux les propri´ etes des variables dans l’´ echantillon
de donn´ ees dont on dispose fournira les pr´ evisions les plus justes. Par ailleurs, quand on
connaˆ ıt la mani` ere dont sont g´ en´ er´ ees les donn´ ees, les seules informations qui puissent
permettre d’am´ eliorer la pr´ ecision sont celles concernant des faits ` a venir (tels que des
changements de politique ´ economique, de taux d’int´ erˆ ets...)
La justesse des pr´ evisions est aussi, dans ce cas, fonction d´ ecroissante de l’horizon h
car la somme des chocs futurs (les εt+h) augmente la variance de l’erreur de pr´ evision (qui
converge vers une valeur limite si yt est stationnaire). Enﬁn, il est possible de quantiﬁer
l’erreur de pr´ evision car MQEPh=1 = Var[εt] = σ2
ε. Le pr´ evisionniste serait donc ` a mˆ eme
de fournir un intervalle de conﬁance sˆ ur autour de son hypoth` ese centrale : dans le cadre
d’innovations εt suivant une loi Normale, un intervalle de conﬁance ` a 95% autour de la

















o` u dans le cadre du mod` ele AR(1), yt+h − b yt+h|t =
Ph−1






























Le graphique 2 pr´ esente une simulation de pr´ evision sur la base du mod` ele AR(1) ci-
dessus estim´ e pour 80 observations : la MQEPh permet d’´ etablir l’incertitude autour de la
pr´ evision et on constate que sur cet exemple, y90 sort de l’intervalle de conﬁance ` a 95%.
Malheureusement, ces hypoth` eses ne sont pas v´ eriﬁ´ ees g´ en´ eralement. Il est possible de
fournir de multiples contre-exemples pour chacunes des propri´ et´ es pr´ esent´ ees ci-dessus.
C’est pour cette raison que de nouvelles th´ eories se sont r´ ev´ el´ ees n´ ecessaires et ont vu le
jour au cours des ann´ ees 1990.
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Figure 2 – Donn´ ee simul´ ee yt suivant un AR(1) et sa pr´ evision b yt ` a partir de la 80` eme
observation. Les bandes autour de la pr´ evision indique des incertitudes croissantes de 5%
en 5%.
2.2 Un cadre pour la pr´ evision
Six facettes sont ` a prendre en compte dans l’´ elaboration d’un mod` ele :
1. la nature du processus probabilistique qui g´ en` ere les donn´ ees (not´ e PGD),
2. le niveau de connaissance ` a son sujet,
3. la dimension du syst` eme,
4. la forme d’analyse,
5. l’horizon de pr´ evision et
6. la complexit´ e math´ ematique du syst` eme.
Ainsi, le PGD peut il ˆ etre stationnaire, ou alors peut-ˆ etre ramen´ e ` a un processus
stationnaire (par exemple en utilisant des relations de co-int´ egration), ou enﬁn non-
stationnaire et sujet ` a ´ evolutions (comme lorsque les param` etres changent, ou s’il passe
par divers r´ egimes...). On peut par ailleurs le connaˆ ıtre de mani` ere sˆ ure (et se retrouver
dans le cadre pr´ esent´ e plus haut de la th´ eorie de l’optimalit´ e), ou n’avoir qu’` a estimer
ses param` etres car on connaˆ ıt sa forme g´ en´ erale, ou enﬁn ignorer ` a la fois la forme et les
param` etres du PGD. Le syst` eme peut ˆ etre univari´ e (scalaire), ou peut constituer un proces-
sus vectoriel estimable ou non (auquel cas des hypoth` eses d’identiﬁcation sont n´ ecessaires
a priori). Il peut s’agir d’une analyse sur des propri´ et´ es asymptotiques (` a partir de tr` es
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grands ´ echantillons) ou, au contraire, se fondant sur une ´ etude d’´ echantillons de taille ﬁnie
et en faisant, le cas ´ ech´ eant, appel ` a des simulations. Il est possible qu’on ne s’int´ eresse
qu’` a la prochaine valeur ou ` a un horizon de pr´ evision s’´ etendant sur plusieurs p´ eriodes.
Et enﬁn, le syst` eme ´ etudi´ e peut ˆ etre lin´ eaire ou non.
Toutes ces hypoth` eses ont leur importance car les sources d’erreurs r´ esultant du mod` ele
en d´ ependent; par ailleurs, la m´ ethode de pr´ evision doit ˆ etre d´ eﬁnie pour pouvoir traiter
ces probl` emes. Ainsi, au vu des avanc´ ees r´ ecentes en ´ economie et ´ econom´ etrie, on doit
naturellement se placer dans le cadre d’un PGD vectoriel non-stationnaire inconnu mais
estimable, soumis ` a des modiﬁcations non-anticipables. On suppose cependant qu’il est
possible de se ramener ` a un mod` ele lin´ eaire, mˆ eme si on ne dispose que d’un ´ echantillon
de taille r´ eduite et qu’on s’int´ eresse ` a des pr´ evisions ` a divers horizons. Ce type de PGD
est un des plus g´ en´ eraux pour lesquels il est possible d’´ etablir une analyse en mati` ere de
pr´ evision. Dans la section 6, on s’int´ eressera ` a un mod´ elisation des importations fran¸ caises
de biens et services : il s’agit d’une repr´ esentation de leur taux de croissance issue d’un
mod` ele plus complexe prenant en compte l’ensemble des interactions; ici la croissance des
importations est fonction des variations r´ ecentes de variables exog` enes et d’un d´ es´ equilibre
` a la p´ eriode pr´ ec´ edente entre la demande int´ erieure, les goulets d’´ etranglements et une
tendance d´ eterministe repr´ esentant l’ouverture croissante de l’´ economie fran¸ caise.
3 Limitations des mod` eles
Pour comprendre les diﬃcult´ es rencontr´ ees par les mod` eles ´ econom´ etriques lorsqu’ils
sont appliqu´ es ` a la pr´ evision, il est utile de d´ ecomposer les sources principales d’erreurs
selon leur origine aﬁn d’en ´ etablir une taxinomie et, ensuite, de les hi´ erarchiser. Il nous faut
dans ce but sp´ eciﬁer un processus probabilistique ayant g´ en´ er´ e les donn´ ees, et un mod` ele
de celui-ci – a priori distinct – utilis´ e en pr´ evision. En macro´ economie, le consensus des
vingt derni` eres ann´ ees s’est ´ etabli autour de donn´ ees int´ egr´ ees g´ en´ er´ ees par un syst` eme
co-int´ egr´ e et dont les coeﬃcients sont soumis ` a des variations irr´ eguli` eres. Le mod` ele de
pr´ evision est souvent formul´ e en fonction de notions (d’a priori) th´ eoriques et il est tr` es
certainement empreint d’erreurs de sp´ eciﬁcation qui peuvent aussi entraˆ ıner une mauvaise
estimation des param` etres ` a partir de donn´ ees potentiellement erron´ ees. Aﬁn d’´ etablir un
cadre d’analyse clair, on suppose que le mod` ele comprend trois composantes : des termes
d´ eterministes (des constantes et des tendances lin´ eaires du type α + βt) dont les valeurs
futures sont connues; des variables stochastiques observ´ ees (celles que le mod` ele tente de
caract´ eriser) dont les valeurs futures sont inconnues, et des variables non observ´ ees et dont
les valeurs pass´ ees, pr´ esentes et ` a venir sont inconnues (elles repr´ esentent les erreurs du
mod` ele et sont mesur´ ees comme r´ esidus de l’estimation). Chacun de ces ´ el´ ements est en
principe susceptible d’ˆ etre mal mesur´ e, mal sp´ eciﬁ´ e, incorrectement estim´ e, ou de changer
de mani` ere non anticip´ ee. On fait ici l’hypoth` ese qu’on a reformul´ e le mod` ele de fa¸ con
` a lui donner une repr´ esentation stationnaire (par exemple via un mod` ele vectoriel de
correction d’´ equilibre). Pour simpliﬁer la pr´ esentation, seul un processus de premier ordre
est consid´ er´ e. On suppose par cons´ equent que le vecteur (de dimension n) de donn´ ees yt
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est g´ en´ er´ e par :
yt = φ + Πyt−1 + εt o` u εt ∼ IN[0,Ωε], (2)
o` u IN[0,Ωε] indique une distribution Gaussienne multivari´ ee d’esp´ erance nulle (E[εt] =
0) et de matrice de variance-covariance (Var[εt]) ´ egale ` a Ωε ; les ´ el´ ements εt et εt0 ` a
des dates diﬀ´ erentes ´ etant ind´ ependants. On suppose, dans ce cadre, que la distribution
probabilistique des variables yt est stable dans le temps, et que, par cons´ equent, les
param` etres φ et Π sont constants; par ailleurs, aﬁn d’´ etablir la stationarit´ e de yt (ou en
d’autres termes son caract` ere non int´ egr´ e, not´ e I(0)), les valeurs propres de Π sont toutes
de module inf´ erieur ` a 1. L’esp´ erance de yt est dans ce cas donn´ ee par ϕ =E[yt] = E[yt−1],
et ainsi
ϕ = φ + Πϕ,
soit ϕ =(In − Π)
−1 φ. Ceci nous permet de reformuler (2) :
yt − ϕ = Π(yt−1 − ϕ) + εt.
A partir d’un ´ echantillon de donn´ ees de taille T, {yt, o` u t = 1,...,T}, et avec la notation b
pour les estimateurs et pr´ evisions, il est possible, connaissant la forme du PGD donn´ ee
par (2), d’obtenir une pr´ evision b yT+h|T de yT+h, o` u h = 1,...,H. Celle-ci est obtenue en
consid´ erant que les valeurs futures de εt (i.e. les εT+s pour s ≥ 1) sont en moyenne nulles.
En posant b ϕ =

In − b Π
−1
b φ, b yT+h|T est fourni par un mod` ele autoregr´ essif vectoriel
(VAR(1) o` u yt suit un mod` ele similaire ` a celui de l’´ equation (1)) qui relie les variables
repr´ esent´ ees par le vecteur yt ` a leur pass´ e :
b yT+h|T − b ϕ = b Π
 
yT+h−1|T − b ϕ

,
ce qui m` ene ` a
b yT+h|T = b ϕ + b Π
h (b yT − b ϕ), (3)
o` u les donn´ ees connues et utilis´ ees lors de la pr´ evision, b yT, sont susceptibles de r´ evisions (il
existe potentiellement des erreurs de mesure). Ainsi, b yT 6= yT a priori mais, si on suppose
que les r´ evisions sont nulles en moyenne, E[b yt] = yt. La pr´ evision correspond donc ` a la
somme de la moyenne b ϕ et de l’´ ecart vis-` a-vis de celle-ci de la valeur estim´ ee de yT ` a
l’origine de pr´ evision, ` a un facteur b Πh pr` es.
En utilisant (3), on ne pr´ esuppose pas que le mod´ elisateur connaisse la forme du PGD :
il se peut que b Π soit mal sp´ eciﬁ´ e en imposant a priori que certains coeﬃcients soient nuls
(ce qui revient ` a omettre des variables), ou en ajoutant des variables inad´ equates dans
certaines´ equations. Comme le syst` eme est dynamique, le comportement de chaque horizon
de pr´ evision diﬀ` ere et ce, surtout, lors de chocs sur le syst` eme. Si une rupture structurelle
survient ` a l’instant T, de sorte que les param` etres (φ,Π) deviennent (φ
∗,Π
∗) et qu’` a
partir de T + 1, les donn´ ees sont g´ en´ er´ ees par :
yT+h = φ
∗ + Π
∗yT+h−1 + εT+h, o` u h ≥ 1,
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alors, en posant ϕ∗=(In − Π∗)
−1 φ
∗, le syst` eme devient :
yT+h − ϕ
∗ = Π











En utilisant les formules pr´ ec´ edentes, et en posant b eT+h|T = yT+h − b yT+h|T, on obtient
l’erreur de pr´ evision :
b eT+h|T = ϕ
∗ − b ϕ + (Π
∗)
h (yT − ϕ
∗) − b Π






Il est possible de r´ earranger (5) de mani` ere ` a faire ressortir les diﬀ´ erentes inﬂuences
en n´ egligeant les termes crois´ es. On note ` a l’aide d’un indice p les limites, pour un
´ echantillon de taille inﬁnie, des estimateurs : Πp = limT→∞ b Π (avec les mˆ emes mau-
vaises sp´ eciﬁcations). Par ailleurs, on pose deux matrices6 Ch et Fh et l’op´ erateur v, qui
tranforme une matrice de taille p × q en un vecteur de dimension pq × 1 o` u les colonnes
de la matrice sont simplement plac´ ees les unes au-dessus des autres dans le vecteur trans-
form´ e. Il nous est ainsi possible d’exprimer b eT+h|T par les d´ ecompositions pr´ esent´ ees dans
le tableau 1. Celui-ci combine des eﬀets dont l’origine peut ˆ etre diﬀ´ erente (une modiﬁca-
tion des propri´ et´ es de εt par exemple). On constate que l’esp´ erance conditionelle de toutes
les composantes est nulle, sauf celle des lignes (ia) et (iia). Les autres aspects n’induisent
donc pas de biais syst´ ematique mais alt` erent la pr´ ecision de la pr´ evision via la variance
de son erreur.
Ainsi des erreurs syst´ ematiques de pr´ evision interviennent-elles lorsque la moyenne
d’´ equilibre est non constante (ϕ − ϕ∗ 6= 0) ou mal sp´ eciﬁ´ ee (ϕ − ϕp 6= 0). Prenons le
cas de cette derni` ere hypoth` ese : en principe les r´ esidus d’estimation sont construits de
sorte que leur moyenne soit nulle, et donc que ϕ et ϕp co¨ ıncident, sauf si la moyenne s’est
d´ ej` a modiﬁ´ ee par le pass´ e de mani` ere inaper¸ cue. Un mod` ele bien formul´ e devrait donc
´ eviter cette faille. En revanche, un choc d´ eterministe prenant la forme d’un changement







h → 0 d’apr` es les hypoth` eses de stationarit´ e (qui n´ ecessitent que
Π, Π∗, Πp n’aient pas de valeur propre unitaire).
En revanche les composantes dynamiques (ib) et (iib) sont toutes deux multipli´ ees par
un terme d’esp´ erance nulle (yT −ϕ) et n’ont donc qu’un faible impact (qui serait d’ailleurs
nul ` a tous horizons si l’origine de pr´ evision ´ etait ´ egale ` a sa moyenne). Enﬁn les eﬀets de
variance r´ esultent principalement des probl` emes d’estimation (iva) et (ivb) ainsi que de
l’accumulation de chocs (v).
Le but de l’´ etude du syst` eme (2) ´ etait de montrer comment analyser la capacit´ e
pr´ evisionnelle d’un mod` ele´ econom´ etrique et d’apprendre ` a en tirer les conclusions ad´ equates.
Dans la prochaine section, on s’attachera ` a montrer comment il est possible de choisir des
mod` eles robustes ` a certaines erreurs de pr´ evision.
6Pour les d´ eﬁnitions, voir Clements & Hendry (2000).
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(iva) estimation de la moyenne d’´ equilibre
−Fh

b Π − Π
v




i εT+h−i (v) accumulation de chocs stochastiques
4 Obtenir des pr´ evisions robustes
Cette section illustre comment utiliser la taxinomie pr´ esent´ ee pr´ ec´ edemment dans le
cadre de la pr´ evision; par exemple comment pallier les chocs d´ eterministes, ceux qui
entraˆ ınent des erreurs d’esp´ erance non nulle. Plusieurs voies s’ouvrent ` a nous : utiliser des
m´ ethodes purement statistiques ou am´ eliorer un mod` ele existant. La r´ eponse ` a apporter
d´ epend de l’utilisation qu’on souhaite faire de la pr´ evision. Mais dans les cas expos´ es
ci-dessous, il est important de d´ eterminer la forme du choc que les variables subissent. De
mani` ere simple, on s’int´ eressera donc en premier, dans le cadre du mod` ele pr´ esent´ e dans
la section 3, ` a un d´ eplacement de la moyenne d’´ equilibre de ϕ ` a ϕ∗.
4.1 Transformation des variables
La m´ ethode la plus naturelle vise ` a trouver une transformation des variables qui ne
subisse pas les eﬀets du choc. Ici, dans le cas d’un simple passage de ϕ ` a ϕ∗, il est important
d’en visualiser les cons´ equences pour le processus. Pour ce faire, on pr´ esente sur la ﬁgure
3 des donn´ ees en pr´ esence ou en l’absence d’un tel choc. Il est ais´ e de constater qu’il
s’agit eﬀectivement d’un simple d´ eplacement des variables. De ce fait, si on s’int´ eresse ` a
la variation des donn´ ees d’une p´ eriode ` a la suivante, i.e. ` a la diﬀ´ erence de yt, on constate
sur le graphique du bas de la ﬁgure que celle-ci n’est quasiment pas perturb´ ee par le choc.
Ainsi un mod` ele de pr´ evision pourra-t-il prendre cet aspect en compte et par exemple
s’eﬀorcer de pr´ evoir, non pas le niveau de l’indice des prix, mais son taux de croissance :
l’inﬂation. Math´ ematiquement, en supposant que le choc intervienne ` a T :
yT = φ+ΠyT−1 + εT, (6)
yT+1 = φ
∗+ΠyT + εT+1,
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alors
∆yT = Π∆yT−1 + ∆εT, (7)
∆yT+1 = (φ
∗ − φ) + Π∆yT + ∆εT+1,
∆yT+2 = Π∆yT+1 + ∆εT+2.
Ceci implique que le processus g´ en´ erateur de ∆yt est quasiment constant sur l’´ echantillon
et pratiquement non aﬀect´ e par le choc (mis ` a part en T +1).7 Il conviendrait donc, dans
un tel cas, de mod´ eliser, plutˆ ot que la pr´ evision de yT+1 (par exemple le logarithme de
l’indice des prix ` a la consommation ) celle de ∆yT (l’inﬂation) et ainsi le mod` ele utilis´ e
s’av` ererait valable pour quasiment toutes les valeurs futures. Cette transformation des
variables g´ en` ere une pr´ evision via (7) identique ` a celle obtenu par (6) en l’absence de
choc, mais permet de s’assurer que l’eﬀet du choc n’est plus permanent mais transitoire
(ici seule l’observation ` a T + 1 est aﬀect´ ee). Malheureusement, ce gain de robustesse
s’acquiert au d´ etriment d’une perte de pr´ ecision : la variance des r´ esidus de (7) est double
de celle de (6). Enﬁn l’utilisation du taux de croissance au lieu du niveau de la variable
se r´ ev` ele int´ eressant dans le cadre du choc ci-dessus, lors d’un simple d´ eplacement des
variables, mais la transformation d’un choc permanent en transitoire peut se r´ ev´ eler plus
diﬃcile comme lorsque la dynamique mˆ eme de la variable se trouve aﬀect´ ee : si Π devient
Π∗ car dans ce cas
∆yT+1 = (Π
∗ − Π)∆yT + ∆εT+1,
∆yT+2 = Π
∗∆yT+1 + ∆εT+2,
et le passage au taux de croissance ne suﬃt plus.
4.2 Correction du mod` ele
L’autre m´ ethode principale pour un choc de φ
∗ ` a φ
∗ consiste ` a corriger un mod` ele
existant. Ainsi peut-il se r´ eveler judicieux de prendre en compte l’erreur de pr´ evision dans
l’´ echantillon ` a disposition. En utilisant :
b yt+1|t = b φ + b Πyt,
alors sur l’´ echantillon t = 1,...,T, i.e. pr´ e-choc, les estimations de b φ et de b Π ne devraient
pas ˆ etre trop ´ eloign´ ees des vraies valeurs des param` etres si le mod` ele est bien sp´ eciﬁ´ e. Par
cons´ equent, il est probable que les pr´ evisions intra-´ echantillon (i.e. les valeurs estim´ ees)
soient de bonne qualit´ e. En revanche, ` a partir de T + 1, les erreurs vont soufrir du choc.
Il est possible de rendre ce mod` ele plus robuste en ajoutant, par exemple, ` a une pr´ evision
` a t, l’erreur faite ` a la p´ eriode pr´ ec´ edente :
b et|t−1 =
 
yt − b yt|t−1

,
7En pratique, et ainsi que constat´ e sur la ﬁgure 3, en pr´ esence et en absence d’un tel choc, les ∆yt
sont l´ eg` erement modif´ es autour de T car ∆yT+1 intervient dans l’expression r´ egissant ∆yT+2.
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Figure 3 – Impact d’un d´ eplacement de moyenne d’´ equilibre (ϕ = 0,ϕ∗ = 2) pour un
processus stationnaire et sa premi` ere diﬀ´ erence. On pr´ esente les s´ eries en pr´ esence (y∗
t)
ou en l’absence (yt) de choc.
ce qui donne :
b b yt+1|t = b yt+1|t +
 
yt − b yt|t−1

.
Cette m´ ethode implique une erreur de pr´ evision :
b b et+1|t = yt+1 − b b yt+1|t = b et+1|t − b et|t−1 = ∆b et+1|t,
et donc la correction revient ` a diﬀ´ erencier l’erreur de pr´ evision. Ce faisant, puisque l’erreur
d’anticipation est faible avant le choc (et proche de εT ' yT − b yT|T−1 de variance Ωε =
ΣΣ
0), on ne contamine pas trop la premi` ere pr´ evision :
b b yT+1|T = b φ + b ΠyT +
 
yT − b yT|T−1

,










> tr(Ωε) ce qui implique que l’amplitude du choc soit sup´ erieure ` a la va-
riabilit´ e (´ ecart-type) des r´ esidus. L’int´ erˆ et de cette m´ ethode devient clair ` a la p´ eriode
suivante, car si
yT+1 − b b yT+1|T ' yT+1 − b yT+1|T ' φ
∗ − b φ,
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Figure 4 – Pr´ evision ` a partir d’un mod` ele autor´ egressif avec ou sans correction consistant
` a faire co¨ ıncider la pr´ evision avec l’origine de pr´ evision ` a T = 62. Les barres indiquent
l’intervalle de conﬁance autour de la pr´ evision non corrig´ ee. On constate l’inexactitude de
cette derni` ere, et la pertinence de la correction.
en revanche, l’erreur redevient tr` es faible ` a T + 2 car
b b yT+2|T+1 = b φ + b ΠyT+1 +
 
yT+1 − b yT+1|T

' φ
∗ + b ΠyT+1,
ce qui fait que la correction a “gomm´ e” le d´ eplacement φ → φ
∗ ` a peu de frais et ce, sans
connaissance de l’existence ou de l’amplitude du choc : le mod` ele s’ajuste de lui mˆ eme
(ce qui ne signiﬁe pas que le choc n’ait pas eu lieu). L’int´ erˆ et de cette m´ ethode, compar´ ee
` a la transformation des donn´ ees, est qu’elle permet facilement de conserver les bonnes
dynamiques du mod` ele, et donc, quand on souhaite davantage pouvoir anticiper les mou-
vements de l’´ economie qu’obtenir un simple chiﬀrage, elle peut se r´ eveler tr` es fructueuse
car elle cible directement la variable utilis´ ee dans le mod` ele sans transformation. La ﬁgure
4 pr´ esente les pr´ evisions obtenues par un mod` ele et sa correction : on constate ais´ ement
le gain qu’apporte la modiﬁcation lorsque le choc intervient ` a la ﬁn de l’´ echantillon, i.e.
la date origine de la pr´ evision.
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Figure 5 – Taux et spread de taux
4.3 Les relations de causalit´ e
Un r´ esultat a priori contre-intuitif r´ esultant de l’analyse des causes d’erreur en mati` ere
de pr´ evision concerne l’usage de relations de causalit´ e. Il a´ et´ e en eﬀet montr´ e th´ eoriquement
et valid´ e empiriquement que l’usage de variables intervenant r´ eellement dans le processus
g´ en´ erant yt, la variable ` a pr´ evoir, n’est pas gage d’am´ elioration de la pr´ ecision. Il en va
par exemple de l’impact des relations de coint´ egration, et ce fut l’origine de grandes diﬃ-
cult´ es : l’introduction de la r´ emun´ eration des comptes bancaires courants au Royaume-Uni
(Banking Act de 1984) a entraˆ ın´ e une modiﬁcation du coˆ ut d’opportunit´ e de d´ etention de
monnaie liquide (aggr´ egat M1), ce dont les agents ne se sont que progressivement rendu
compte. La banque d’Angleterre n’a pas int´ egr´ e ce changement dans le conduite de sa
politique mon´ etaire (le passage du taux d’int´ erˆ et r´ eel ` a 3 mois ` a l’´ ecart entre ce taux
r´ eel et le taux des d´ epˆ ots ` a vue) et a syst´ ematiquement sous-estim´ e le taux de croissance
r´ eel de la monnaie car elle a mal pris en compte la modiﬁcation r´ esultante d’une rela-
tion de coint´ egration entrant dans son mod` ele (voir Hendry, 2004). La coint´ egration est
le ph´ enom` ene selon lequel des variables dont le comportement est potentiellement tr` es
instable peuvent pr´ esenter des relations qui, quant ` a elles, sont nettement plus stables.
Un exemple peut en ˆ etre le spread de taux entre le PIBOR ` a un an et ` a trois mois qui sont
rep´ esent´ es sur la ﬁgure 5. Le comportement des taux y apparaˆ ıt erratique (bien qu’il soit
possible d’en expliquer les mouvements) tandis que le spread oscille pour sa part autour
de z´ ero. Ainsi les taux peuvent ˆ etre vus comme int´ egr´ es (et impr´ evisibles par leur pass´ e
seul) et leur diﬀ´ erence (une combinaison lin´ eaire des deux) comme ayant une moyenne et
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une variance constantes (le spread ne sort jamais d’une bande de ±1%).
Ainsi, de mani` ere g´ en´ erale, si xt est un vecteur de variables int´ egr´ ees d’ordre 1 (i.e.
variables non-stationnaires, dont la diﬀ´ erence ∆xt = xt − xt−1 est stationnaire), il peut
exister une combinaison lin´ eaire des variables de xt, donn´ ee par le vecteur β, tel que β
0xt
soit stationnaire, i.e. oscillant autour d’un ´ equilibre E[β
0xt] = µ. Ceci nous permet de
reformuler le processus sous la forme d’un m´ ecanisme de correction d’´ equilibre o` u l’´ ecart
par rapport au long-terme intervient dans les ﬂuctuations de court terme, ce qui s’´ ecrit
dans le cas le plus simple :
∆xt = γ + α(β
0xt−1 − µ) + t. (8)
Dans cet exemple, il est dit que xt−1 cause ∆xt (au sens de Granger). Cependant, comme
nous l’avons vu pr´ ec´ edemment, si, ` a la suite d’interventions de politique ´ economique, une
modiﬁcation de µ intervient (il peut en exister en pratique maintes raisons) qui implique
un nouvel ´ equilibre ` a µ∗ (par exemple en T), l’utilisation de xt−1 dans la pr´ evision entraˆ ıne
le mod` ele vers un ´ equilibre erronn´ e. Il est sans doute pr´ ef´ erable dans un tel cas de ne pas
recourir ` a la relation de causalit´ e entre β
0xt−1 et ∆x, mais d’utiliser un mod` ele “non-
causal” :
∆xt = γ + ut, (9)




= −α(µ∗ − µ)




= 0 car E[β
0xT − µ∗] = 0. Cette technique (9), not´ ee DV,
diﬀ` ere des pr´ ec´ edentes, car il ne s’agit pas ici de mod´ eliser le taux de croissance mais en
r´ ealit´ e d’imposer une tendance d´ eterministe ` a partir de l’origine de la pr´ evision :
xT+1 = γ + xT+uT+1




ou une simple marche al´ eatoire dans le cas γ = 0. Enﬁn dans certains, il est aussi possible
d’utiliser par exemple le mod` ele DDV
∆
2xt = τ + vt,
qui impose une tendance quadratique.
4.4 Pr´ evision ` a horizon variable
Si on souhaite obtenir des pr´ evisions ` a plusieurs horizons, en supposant toujours que
le mod` ele est imparfait, et en reprenant la formulation en VAR (en ignorant la constante
par souci de clart´ e) :
yt = Πyt−1 + εt,
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alors, la pr´ evision correspondant ` a h p´ eriodes est donn´ ee par
b yT+h|T = b Π
hyT.
On constate que si b Π = Π + δΠ est un bon estimateur de Π, il n’en va pas n´ ecessairement
de mˆ eme de b Πh pour Πh, car la diﬀ´ erence entre les deux est fonction croissante de l’horizon
h : b Πh ' Πh+hδΠ. Il peut donc ˆ etre plus judicieux de s’int´ eresser directement ` a la relation
entre yt+h et yt en estimant sur l’´ echantillon :
yt = Ψhyt−h + uh,t.
e Ψh ainsi obtenu permet d’´ etablir une pr´ evision :
e yT+h|T = e ΨhyT.
Ici, le mod` ele de pr´ evision est formul´ e de mani` ere ` a minimiser l’erreur intra-´ echantillon
correspondante. En th´ eorie cette derni` ere m´ ethode est asymptotiquement optimale (i.e.
pour de grands ´ echantillons). En pratique, elle permet souvent de capturer des eﬀets de
m´ emoire longue absents des mod` eles ` a court horizon : utilis´ ee via un glissement (annuel
par exemple sur donn´ ees trimestrielles), ∆4yt = yt − yt−4, elle permet de s’extraire de la
diﬃcult´ e des p´ eriodicit´ es infra-annuelles de type saisonnier.
4.5 Donn´ ees inexactes
Lorsque les donn´ ees sont inexactes, ce qui est toujours le cas pour les variables ma-
cro´ economiques vers la partie la plus r´ ecente de l’´ echantillon, l’erreur initiale est trans-
mise ` a toutes les pr´ evisions alors mˆ eme que le mod` ele peut-ˆ etre ad´ equat. Il convient donc
d’´ elaborer des m´ ethodes qui permettent de discerner si une anomalie correspond ` a un
choc entraˆ ınant une mauvaise sp´ eciﬁcation du mod` ele ou si elle r´ esulte simplement d’un
probl` eme de mesure des donn´ ees. Dans le cadre des m´ ethodes pr´ ec´ edentes, l’observation
d’un fort r´ esidu dans la mod´ elisation de b yT est-elle due ` a une donn´ ee inexacte ou cache-
t-elle un choc φ → φ
∗?
Les r´ evisions de donn´ ees ´ etant souvent tr` es importantes, l’usage d’enquˆ etes et de
sondages s’av` ere souvent proﬁtable ` a l’analyse des donn´ ees les plus r´ ecentes. De nom-
breuses m´ ethodes ad hoc existent pour prendre en compte cet aspect. Parmi celles-ci, le
pr´ evisionniste choisit parfois de proc´ eder ` a une correction du mod` ele semblable ` a celle
pr´ esent´ ee pr´ ec´ edemment, mais qui prend la forme d’un lissage des erreurs r´ ecentes de
pr´ evision, ou une moyenne de ces derni` eres. Les m´ ethodes utilis´ ees pour un choc peut
ˆ etre aussi utilis´ ees dans ce cadre. Mais le jugement du pr´ evisioniste est ici essentiel.
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4.6 Combiner les pr´ evisions
Nombreux sont les organismes qui ´ etablissent des pr´ evisions, et celles-ci sont sou-
vent divergentes. L’exp´ erience a montr´ e qu’en g´ en´ eral, la moyenne8 des pr´ evisions s’av` ere
r´ etrospectivement plus pr´ ecise que la plupart de celles-ci, prises individuellement. Il existe
d’ailleurs une publication d´ edi´ ee ` a cette tˆ ache : Consensus Forecast. La cause en est intui-
tivement simple : les pr´ evisions sont tr` es probablement proches de la r´ ealit´ e, mais quand
certaines p` echent par optimisme d’autres sont coupables de pessimisme. Ainsi les par-
ticularit´ es s’eﬀaceraient-elles quand on les additionne. Il a ´ et´ e plus diﬃcile d’expliquer
ceci de mani` ere ´ econom´ etrique. En eﬀet, il apparaˆ ıt diﬃcile de prouver que la moyenne
puisse ˆ etre plus pr´ ecise que le meilleur des ´ el´ ements, et ce d’autant plus que, lors d’un
choc, la plus forte probabilit´ e est que toutes les pr´ evisions soient biais´ ees dans la mˆ eme
direction. Pourtant, lorsque chaque mod` ele n’utilise qu’une fraction de l’information utile,
un mˆ eme choc peut avoir des cons´ equences oppos´ ees sur les pr´ evisions, justiﬁant de ce
fait l’utilisation de leur moyenne.
5 Evaluer les pr´ evisions
Comment, entre plusieurs pr´ evisions, choisir la bonne? Cela d´ epend du crit` ere retenu.
On peut supposer par exemple que l’erreur de pr´ evision, b eT+1|T, soit nulle en moyenne;
ceci implique en pratique qu’au ﬁl du temps les anticipations seront ´ egalement sur- et











cent sur la pr´ ecision de la pr´ evision. Si on estime, en revanche, qu’il n’est pas important
d’obtenir un chiﬀrage parfait, mais qu’il est essentiel de ne jamais trop se tromper et qu’on
souhaite par cons´ equent pouvoir d´ eterminer un faible intervalle de conﬁance autour de la












En g´ en´ eral, en faisant l’hypoth` ese que l’erreur b eT+1|T suit une distribution Normale, yT+1
est compris dans 95% des cas dans l’intervalle :
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6= 0, et donc le pr´ evisionniste doit atteindre un ´ equilibre
8moyenne simple, pond´ er´ ee, voire analyse en composante principale (voir Stock & Watson, 1999)
9On suppose pour faciliter la pr´ esentation que le mod` ele est univari´ e.
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entre pr´ ecision et certitude. Les travaux th´ eoriques ont tendance ` a se r´ ef´ erer ` a la moyenne



















qui attribue de l’importance aux deux crit` eres. Pour clariﬁer la diﬀ´ erence entre les crit` eres,
reprenons l’exemple d’un choc φ → φ
∗ ` a l’instant T dans l’´ equation (2). Avec les mˆ emes
notations que pr´ ec´ edemment (on n´ eglige les erreurs dues ` a l’estimation des param` etres
dans la formule (5)),
yt = φ + πyt−1 + εt, t ≤ T
yt = φ
∗ + πyt−1 + εt, t > T,






































































La pr´ evision de yT+1 est ici moins pr´ ecise, mais plus certaine que celle de ∆yT+1 (esp´ erance
plus´ elev´ ee, moindre variance). Selon les valeurs des param` etres et les priorit´ es du pr´ evisionniste
l’une ou l’autre m´ ethode serait ` a privil´ egier : la pr´ evision en diﬀ´ erence se r´ ev` ele pr´ ef´ erable
selon ce crit` ere et dans ce cadre pourvu que |φ
∗ − φ| > σε. De mani` ere g´ en´ erale, lorsqu’on
modiﬁe un mod` ele pour aﬃner la pr´ ecision de la pr´ evision, ceci se fait au d´ etriment de
la certitude l’entourant. Il est, par cons´ equent, essentiel de toujours pr´ eciser dans quel
but, pour quelle utilit´ e, une pr´ evision est r´ ealis´ ee car selon le type de jugement qui lui est
appliqu´ e – il en va des crit` eres comme des Pyr´ en´ ees – elle peut tr` es facilement se trouver
v´ erit´ e en-de¸ ca, erreur au-del` a.
6 Pr´ evoir les importations fran¸ caises
Aﬁn d’observer comment s’appliquent les m´ ethodes pr´ esent´ ees, nous nous int´ eressons
ici ` a un mod` ele d’importations fran¸ caises de biens et services, tel qu’utilis´ e dans le mod` ele
de l’´ economie fran¸ caise de l’OFCE (emod.fr, voir Chauvin et al, 2002). Il s’agit d’un
m´ ecanisme ` a correction d’´ equilibre selon lequel s’´ etablit un ´ equilibre de long terme entre
les importations de biens et services en volume (Mt), la demande int´ erieure (Dt), le prix
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relatif des importations (hors p´ etrole) vis-` a-vis du prix de la valeur ajout´ ee fran¸ caise
(P M
t /P V A
t ) et la dur´ ee d’utilisation des ´ equipements dans l’industrie (DUEt, repr´ esentant
les tensions sur la capacit´ e productive de l’´ economie)10. En notant en lettres minuscules les
logarithmes des variables, cet ´ equilibre, (estim´ e de 1983(2) ` a 1999(4), selon une m´ ethode
` a une ´ etape, voir Banerjee et al, 1995) est repr´ esent´ e par la relation de coint´ egration :








− 0.84duet + 3.56 − 3.7 × 10
−3t.
L’´ elasticit´ e des importations ` a leur prix relatif est nettement plus faible que celle retenue
dans le mod` ele emod (0.6), mais nous la conservons cependant. L’´ equation d’importations
r´ egit leur taux de croissance (∆mt = mt − mt−1) en fonction de ceux des variables men-
tionn´ ees pr´ ec´ edemment et du d´ es´ equilibre ct−1 selon : (erreurs standards entre parenth` eses,
valeurs-p entre crochets)











∆duet + εt (10)
R
2 = 0.66 b σε = 1.03% SC = −8.78 χ
2
nd = 0.61[0.74] Far = 0.57[0.69].
Le mod` ele (10) n’est pas rejet´ e par les tests de sp´ eciﬁcation, est stable sur la p´ eriode
d’estimation et repr´ esente bien les variations des importations dans l’´ echantillon (voir ﬁ-
gure 6). En revanche, si les ﬂuctuations du taux de croissance sont eﬀectivement pr´ evues
` a partir de 2000 (∆b mt), leur niveau et amplitude pr´ esentent des erreurs. Aﬁn d’observer
comment am´ eliorer les pr´ evisions en pratique, nous allons tour ` a tour utiliser des ajus-
tements diﬀ´ erents de (10), not´ ee MCE. La m´ ethode la plus simple vise ` a s’abstraire des
probl` emes de dynamique et ` a poser ∆b mDV
t = ∆mt−1, ainsi le taux de croissance d’hier
perdure aujourd’hui (m´ ethode DV). Sinon, la m´ ethode IC (intercept correction, ou correc-
tion du biais), corrige la pr´ evision ∆b mt obtenue par (10) de l’erreur de pr´ evision observ´ ee
` a la p´ eriode pr´ ec´ edente :
∆b m
IC
t = ∆b mt + (∆mt − ∆b mt−1).
Sinon, comme nous avons vu que les mod` eles ` a correction d’erreur peuvent pr´ esenter des
faiblesses si le niveau de l’´ equilibre de long terme se modiﬁe, nous recourrons ` a un mod` ele
n’utilisant que la dynamique de court terme (mod` ele CTe) :
∆b m
CTe











2 = 0.47 b σν = 1.2% SC = −8.67 χ
2
nd = 0.50[0.78] Far = 1.43[0.23]
Enﬁn deux mod` eles purement statistiques peuvent se r´ ev´ eler utiles, soit un processus
autor´ egressif d’ordre 1, AR(1), estim´ e avant 2000 et qui ne repr´ esente pas tr` es bien les
variations :
∆mt = τ + ρ∆mt−1 + νt,







2 = 0.07 b σν = 15.6% SC = −8.23 χ
2
nd = 0.44[0.80] Far = 2.70[0.03]
10Donn´ ees INSEE sauf Banque de France pour la dur´ ee d’utilisation des ´ equipements.
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Figure 6 – Estimation et pr´ evision (2000-2004) du taux de croissance des importations
fran¸ caises.
ou un mod` ele ARMA plus g´ en´ eral : par estimation on aboutit au mod` ele ARMA(2,3)













2 = 0.26 b σν = 1.47% SC = −5.44 χ
2
nd = 0.20[0.90] Far = 1.18[0.33]
Ces deux mod` eles fournissent respectivement ∆b mAR
t et ∆b mARMA
t . Les pr´ evisions obtenues
par ces diﬀ´ erents mod` eles sont pr´ esent´ ees ﬁgure 7 o` u ` a partir de 2000 sont report´ es le
taux de croissance eﬀective, la pr´ evision ainsi que les bornes d’un intervalle de conﬁance ` a
95% (en pointill´ es). Les mod` eles DV et AR pr´ esentant des erreurs standards tr` es ´ elev´ ees,
nous avons ´ egalement plac´ e deux graphiques sans intervalles de conﬁance. Le mod` ele CT
existe sous deux formes : l’une o` u les coeﬃcients sont repris de l’´ equation (10), not´ ee
CT, et l’autre en utilisant (11), not´ ee CTe. Deux ´ el´ ements semblent importants : (1)
les mod` eles “´ econom´ etriques” per¸ coivent mieux les retournements et pics de la s´ erie et
les corrections IC et CT, CTe ont l’avantage sur MCE de ne pas s’´ eloigner durablement
des valeurs ` a pr´ evoir – ils sont d’ailleurs plus souvent de mˆ eme signe que ∆mt; (2) les
m´ ethodes “statistiques”, AR, ARMA et DV, s’auto-corrigent rapidement mais peuvent
g´ en´ erer de fortes erreurs (cf 2001(1) et 2002(1) pour DV) et peuvent pr´ esenter une tr` es
forte incertitude.
Il est diﬃcile de hi´ erarchiser les techniques de pr´ evision ` a la seule vue de la ﬁgure 7.
Nous nous int´ eressons donc ` a des crit` eres d’´ evaluation et reportons ci-dessous les MQEP




































Figure 7 – Pr´ evision (2000-2004) du taux de croissance des importations fran¸ caises.
et MAEP (Moyenne absolue d’erreur de pr´ evision, E
 b eT+1|T
 
). Comme la fonction de
distribution des erreurs n’est pas connue (car elle impliquerait de connaˆ ıtre le v´ eritable
m´ ecanisme ayant g´ en´ er´ e ∆mt), nous utilisons comme approximation de l’esp´ erance la
moyenne des erreurs entre 2000(1) et 2004(4), soit 20 observations :
en % CTe IC CT AR ARMA DV MCE
√
MQEP 1.43 1.58 1.59 1.61 1.69 1.77 2.31
MAEP 1.05 1.21 1.15 1.40 1.32 1.28 1.94
La m´ ethode la plus pr´ ecise, au sens de la MQEP, est ici de loin CTe, la technique utilisant
les variations de court terme, suivie par IC qui utilise le mod` ele complet mais corrig´ e de son
erreur r´ ecente. Les mod` eles autor´ egressifs se situent assez bien eux aussi pour des m´ ethodes
n’utilisent que la pass´ e r´ ecent de la s´ erie sans aucun apport de th´ eorie ´ economique. La
m´ ethode DV est meilleure en prenant en compte la moyenne absolue car il lui arrive de
g´ en´ erer de tr` es fortes erreurs, ce que la moyenne quadratique p´ enalise fortement. Enﬁn, le
m´ ecanisme ` a correction d’erreur s’av` ere le moins pr´ ecis dans cet exercice et les techniques
alternatives pr´ esent´ ees am´ eliorent eﬀectivement la qualit´ e de la pr´ evision, jusqu’` a diviser
l’erreur par deux en moyenne : environ 1 point de pourcentage d’am´ elioration pour CTe !
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7 Conclusion
Il est suprenant de remarquer le retard que l’analyse de la pr´ evision a sur les autres
domaines ´ economiques et ´ econom´ etriques. Ceci tient ´ evidemment ` a son objet mˆ eme :
l’avenir. Il est pourtant r´ econfortant de constater comment les d´ eveloppements se nou-
rissent les uns les autres. En eﬀet, s’il n’est pas pensable que les ´ echecs r´ ecurrents en
mati` ere de pr´ evision disparaissent compl` etement, il est clair – on l’esp` ere du moins apr` es
lecture de cet article – que la compr´ ehension de ceux-ci progresse et qu’il est possible, de
ce fait, d’envisager de les r´ eduire ` a l’avenir. Ainsi, si une bonne mod´ elisation des compor-
tements ´ economiques est essentielle, ce n’est pourtant pas un gage de bonne pr´ evision car
l’´ echec provient de la modiﬁcation de ceux-ci. La th´ eorie de l’optimalit´ e s’´ ecroule quand
le monde change. En revanche, une bonne compr´ ehension des ph´ enom` enes entraˆ ınant des
alt´ erations dans un mod` ele permet d’essayer de les pallier, mˆ eme sans avoir connaissance
de leur apparition. On aboutit ainsi ` a des pr´ evisions robustes. Dans les exemples pr´ esent´ es
ici, il est apparu que les chocs sont diﬃciles ` a prendre en compte ex ante, mais qu’il est
du moins possible de d´ evelopper des m´ ethodes (mod´ elisation du taux de croissance, cor-
rection...) qui permettent de limiter l’incidence du choc sur les pr´ evisions ult´ erieures ou
qui fournissent des pr´ evisions ni tr` es pr´ ecises ni tr` es erronn´ ees (les m´ ethodes DV et DDV),
apportant de ce fait une r´ eponse diﬀ´ erente au probl` eme des chocs.
La conclusion de notre analyse ne peut se formuler qu’en une incitation ` a formaliser
le processus de pr´ evision aﬁn de pouvoir anticiper son ´ echec, quantiﬁer son inexactitude,
faciliter sa reproduction, et progresser dans sa compr´ ehension.
R´ ef´ erences
Banerjee, A., J. Dolado, J. Galbraith, and D. Hendry (1993). Co-Integration, Error-
Correction, and the Econometric Analysis of Non-stationary Data. Oxford and New
York : Oxford University Press.
Banerjee, A., D. F. Hendry, and G. E. Mizon (1996). The econometric analysis of
economic policy. Oxford Bulletin of Economics and Statistics 58, 573–600.
Bhansali, R. J. (2002). Multi-step forecasting. See Clements and Hendry (2002), pp.
206–221.
Box, G. E. P. and G. M. Jenkins (1976). Time Series Analysis, Forecasting and Control
(2nd ed.). San Francisco, CA : Holden–Day. First published, 1970.
Chatﬁeld, C. (1993). Calculating interval forecasts. Journal of Business and Economic
Statistics 11(2), 121–135.
Chauvin, V., G. Dupont, E. Heyer, and X. Timbeau (2002). Le mod` ele France de
l’OFCE. Revue de l’OFCE 81, 245–300.
Chevillon, G. and D. F. Hendry (2005). Non-parametric direct multi-step estimation
for forecasting economic processes. International Journal of Forecasting 21, 201–18.
Clements, M. P. and D. F. Hendry (1993). On the limitations of comparing mean
squared forecast errors. Journal of Forecasting 12, 617–637.
26Econom´ etrie de la Pr´ evision
Clements, M. P. and D. F. Hendry (1995a). Forecasting in cointegrated systems. Journal
of Applied Econometrics 10, 127–146.
Clements, M. P. and D. F. Hendry (1995b). Forecasting in macro-economics. In Time
Series Models in Econometrics, Finance and Other Fields, pp. 101–141. London :
Chapman and Hall.
Clements, M. P. and D. F. Hendry (1995c). Macro-economic forecasting and modelling.
Economic Journal 105, 1001–1013.
Clements, M. P. and D. F. Hendry (1996). Multi-step estimation for forecasting. Oxford
Bulletin of Economics and Statistics 58, 657–683.
Clements, M. P. and D. F. Hendry (1998). Forecasting Economic Time Series. Cam-
bridge : Cambridge University Press.
Clements, M. P. and D. F. Hendry (1999). Forecasting Non-Stationary Economic Time
Series. Cambridge, MA : The MIT Press.
Clements, M. P. and D. F. Hendry (2000). An historical perspective on forecast errors.
National Institute Economic Review 177, 70–82.
Clements, M. P. and D. F. Hendry (2001). Forecasting with diﬀerence-stationary and
trend-stationary models. Econometrics Journal 4, S1–S19.
Clements, M. P. and D. F. Hendry (Eds.) (2002). A Companion to Economic Forecas-
ting. Oxford : Blackwell Publishers.
Clements, M. P. and D. F. Hendry (2004). Pooling of forecasts. Econometrics Journal 7,
1–31.
Diebold, F. X. (1998). The past, present and future of macroeconomic forecasting.
Journal of Economic Perspectives 12, 172–195.
Ericsson, N. R. and J. Marquez (1998). A framework for economic forecasting. Econo-
metrics Journal 1, C228–C226.
Granger, C. W. J. (1969). Prediction with a generalized cost of error function. Opera-
tions Research Quarterly 20, 199–207.
Harvey, A. C. (1993). Time Series Models (2nd ed.). Hemel Hempstead : Harvester
Wheatsheaf. First edition : 1981.
Hendry, D. F. (1995). Dynamic Econometrics. Oxford : Oxford University Press.
Hendry, D. F. (2000). On detectable and non-detectable structural change. Structural
Change and Economic Dynamics 11, 45–65.
Hendry, D. F. (2004). Robustifying forecasts from equilibrium-correction models. Eco-
nomic working paper 2004-w14, Nuﬃeld College.
Hendry, D. F. and J. A. Doornik (1997). The implications for econometric modelling of
forecast failure. Scottish Journal of Political Economy 44, 437–461. Special Issue.
Johnston, H. N., L. Klein, and K. Shinjo (1974). Estimation and prediction in dynamic
econometric models. In W. Sellekaerts (Ed.), Essays in honor of Jan Tinbergen.
London : Macmillan.
Lemoine, M. and F. Pelgrin (2003). Introduction aux mod` eles espace-´ etat et au ﬁltre
de Kalman. Revue de l’OFCE 86, 223–229.
27Guillaume Chevillon
Lucas, R. E. (1976). Econometric policy evaluation : A critic. In K. Brunner and
A. Meltzer (Eds.), The Phillips Curve and Labor Market, pp. 19–46. Amsterdam :
North-Holland.
Makridakis, S. and M. Hibon (2000). The M3 competition : Results, conclusions and
implications. working paper, INSEAD.
Sampson, M. (1991). The eﬀect of parameter uncertainty on forecast variances and
conﬁdence intervals for unit root and trend stationary time-series models. Journal
of Applied Econometrics 6, 67–76.
Schumpeter, J. (1933). The common sense of econometrics. Econometrica 1(1), 5–12.
Sims, C. A. (1980). Macroeconomics and reality. Econometrica 48(1), 1–48.
Stock, J. H. and M. W. Watson (1999). A comparison of linear and nonlinear univariate
models for forecasting macroeconomic time-series. In R. F. Engle and H. White
(Eds.), Cointegration, Causality and Forecasting : A Festschrift in honour of Clive
W. J. Granger, pp. 1–44. Oxford : Oxford University Press.
Wallis, K. F. (1993). Comparing macroeconometric models : A review article. Econo-
mica 60, 225–237.
Wold, H. O. A. (1938). A study in the analysis of stationary time series. Stockolm :
Almqvist and Wicksell.
28