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ii I´NDICE GENERAL
Introduccio´n
Cla´sicamente hay tres tipos de ecuaciones funcionales de particular im-
portancia: ecuaciones diferenciales, ecuaciones en diferencias y ecuaciones en
q-diferencias.
La importancia de las ecuaciones en diferencias y en q-diferencias radica
en el hecho de que toda ecuacio´n funcional sobre la esfera de Riemann del
tipo
F (z, h(z), h(T (z)), . . . , h(T (n)(z))) = 0, (1)
siendo T (z) un automorfismo de la esfera de Riemann, se pueden transformar,
mediante un cambio de variable en una ecuacio´n o bien en diferencias o bien
en q-diferencias. Ma´s precisamente, por ser T (z) un automorfismo de la esfera
de Riemann es una transformacio´n de Mo¨ebius,
T (z) =
az + b
cz + d
, ad− bc = 1.
Por lo tanto T (z) es o bien la identidad o bien tiene un u´nico punto fijo
o bien tiene dos puntos fijos. Si T es la identidad la ecuacio´n (1) es una
ecuacio´n algebraica. Si T tiene un u´nico punto fijo, existe una homograf´ıa
h : P1(C) → P1(C) tal que w = h(z), y h ◦ T ◦ h−1(w) = w + 1. Y por lo
tanto, (1) se convierte en una ecuacio´n en diferencias en la variable w. Si en
cambio tiene dos puntos fijos, exsite h tal que h ◦ T ◦ h−1(w) = qw, dando
lugar a una ecuacio´n en q-diferencias.
Aunque las ecuaciones diferenciales pueden ser vistas como una confluen-
cia de las ecuaciones en q-diferencias, haciendo tender q a 1 en la expresio´n
f(qz)−f(z)
(q−1)z , |q| < 1, en esta memoria no estudiaremos este aspecto.
Las primeras utilizaciones de ecuaciones en q-diferencias vienen por el
trabajo de Euler sobre el nu´mero de particiones de un entero que detalla-
remos en el primer cap´ıtulo. Tambie´n aparecen en diferentes a´mbitos como
la combinatoria, la aritme´tica, los sistemas integrables, el q-ca´lculo, etc. En
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este trabajo u´nicamente nos interesaremos por el estudio de las ecuaciones
en q-diferencias lineales en el campo complejo. Para una mayor considera-
cio´n en cuestiones histo´ricas en el a´mbito de aparicio´n de las ecuaciones en
q-diferencias, remitimos al lector a [7].
El estudio de las ecuaciones diferenciales en el campo complejo esta´ en un
estada ma´s avanzado de desarrollo que el de las ecuaciones en q-diferencias.
En particular, se ha desarrollado una teor´ıa de Galois para las ecuaciones
diferenciales que esta´ en proceso de desarrollo en el caso de las ecuaciones en
q-diferencias. Uno de los resultados clave en el estudio del grupo de Galois
de una ecuacio´n diferencial es una descripcio´n precisa de las soluciones en
los entornos de las singularidades, y en segundo te´rmino dotar de sentido
funcional a las soluciones formales mediante el desarrollo de la teor´ıa de la
multisumabilidad.
En el caso de las ecuaciones diferenciales es bien conocido que dado un
operador lineal homoge´neo de orden n en la variable x, existe un sistema
fundamental de soluciones de la forma:
exp(P (
1
z
)) · zγ · (ϕˆ0(z) + ϕˆ1(z) ln(z) + . . .+ ϕˆl(z) ln(z)l), l ≤ n
siendo z una variable ramificada de la variable originaria x, (zk = x), P un
polinomio en 1/z, y ϕˆ0, ϕˆ1, . . . , ϕˆl series de potencias formales en z. Este es
un resultado cla´sico, que puede obtenerse mediante las formas normales es-
tudadas por Turrittin de sistemas de ecuaciones diferenciales lineales, o bien,
directamente como indica Singer en [16] refirie´ndose al trabajo de Schelin-
ger [15].
Nos dedicaremos u´nicamente de la descripcio´n precisa de las soluciones
formales de una ecuacio´n lineal en q-diferencias. Nuestro trabajo esta´ basado
en los art´ıculos de Adams [1] [2] que continu´an el trabajo de Carmichael [5]
que estudia las soluciones de sistemas en q-diferencias. En esta memoria se
demuestra con precisio´n el ana´logo de este teorema. En particular, encontra-
remos un sistema de soluciones linealmente independientes sobre C.
Dada una ecuacio´n lineal en q-diferencias,
an(x)f(q
nx) + an−1(x)f(qn−1x) + . . .+ a0(x)f(x) = 0, (2)
construimos n soluciones C-linealmente independientes de la forma
q
µ
2
(log2q x−logq x) · xγ · (φˆ0(x) + . . .+ (φˆl(x) loglq x) (3)
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donde γ ∈ C, y φˆj(x) es una serie de potencias formales.
Tambie´n damos un sentido preciso a la expresio´n (3) mediante la cons-
truccio´n de un cuerpo K extensio´n del cuerpo ge´rmenes de funciones mero-
morfas en el cero K = C{x}[x−1], y que contenga tanto a las series formales
como a las funciones multivaloradas de la forma xγ, y q
µ
2
(log2q x−logq x). Igual-
mente consideramos una extensio´n del operador σq : K → K dada por
(σqf)(x) = f(qx). De esta forma, el operador (2) y sus soluciones tienene
perfecto sentido en K).
El problema que nos aparece es el posible aumento del cuerpo de cons-
tantes. El cuerpo de constantes de σq : K → K es C, pero el de σq : K → K
puede haber aumentado y no hemos conseguido demostrar que sea C. Sin
embargo, s´ı encontramos n soluciones de la forma (3) linealmente indepen-
dientes sobre C.
En esta memoria, no so´lo nos ocupamos de las series solucio´n formales,
sino que tambie´n estudiamos la convergencia de las soluciones que obtene-
mos. En particular, damos unas condiciones suficientes para que una solucio´n
formal de un operador sea necesariamente convergente. A esta propiedad, le
damos la nocio´n rigidez (ver definicio´n 5). Igualmente demostramos el re-
sultado que J. Sauloy denomina lema de Adams: todo operador lineal tiene
al menos una solucio´n convergente. Esta propiedad no se da en el caso de
ecuaciones diferenciales.
4 Introduccio´n
Cap´ıtulo 1
Motivacio´n y ejemplos
histo´ricos
En este cap´ıtulo introduciremos una serie de funciones cla´sicas que son
soluciones de ecuaciones en q-diferencias de orden uno y dos. Las referencias
que hemos seguido son los art´ıculos [7] y [11].
1.1. Ejemplos cla´sicos de orden uno
Definicio´n 1 (q-ana´logos al s´ımbolo de Pochhammer). Sea |q| < 1. Dado
un complejo z, se define:
(z; q)0 = 1
(z; q)n = (1− z)(1− qz) . . . (1− qn−1z) =
n−1∏
i=0
(1− qiz).
(z; q)∞ = l´ım
n→∞
(z; q)n =
∞∏
i=0
(1− qiz).
Lema 1. La funcio´n (z; q)∞ esta´ bien definida, es entera y tiene ceros de
orden 1 en el conjunto {z = q−N ;N ∈ N}.
Demostracio´n. Veamos que el producto esta´ bien definido. Consideramos
gi(z) = −qiz. Por el criterio normal de convergencia B, basta demostrar
que la serie de funciones
∑
i gi(z) converge absolutamente en todo compacto
K ⊂ C. Es decir, ∑
i
| − qiz|K <∞.
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El compacto K estara´ contenido en una bola B(0, R). As´ı que
| − qiz|K 6 |qi| · |z|K 6 |qi| ·R.
La serie
∑
i |q|i · R converge justamente cuando |q| < 1, por el criterio de
mayoracio´n. La funcio´n (z; q)∞ se anula en z = q−N en el N-e´simo factor (es
decir, (1 − qNq−N) = 0) y es distinto de cero en el resto de factores. Por lo
cual, tiene ceros de orden 1 en el conjunto: {z = q−N ;N ∈ N}.
Como (z; q)∞ es entera, la funcio´n 1(z;q)∞ es meromorfa con polos de orden
1 en la espiral logar´ıtmica {z = q−N ;N ∈ N}. Como z = 0 no es un polo,
podemos desarrollar 1
(z;q)∞ en serie de potencias en z = 0:
Lema 2.
1
(z; q)∞
=
∑
n>0
zn
(1− q) . . . (1− qn) , |z| < 1
Demostracio´n. Consideramos la funcio´n f(z) = 1
(z;q)∞ . Esta funcio´n es holo-
morfa en la bola abierta B(0, 1) por lo dicho anteriormente.
Sea f(z) =
∑∞
n=1 anz
n su desarrollo en serie con radio de convergencia 1,
ya que el primer polo esta´ en z = 1. La funcio´n f satisface la ecuacio´n en
q-diferencias de orden 1:
f(qz) = (1− z)f(z) (1.1)
En efecto,
f(qz) =
1
(qz; q)∞
=
1
(1− qz)(1− q2z) . . . = (1− z) f(z).
Insertamos la serie de potencias en la ecuacio´n en q-diferencias 1.1:∑
n>0
anq
nzn = (1− z)
∑
n>0
anz
n.
Igualando los coeficientes obtenemos que a0 = 1 = f(0) y para n > 1,
obtenemos la relacio´n de recurrencia:
an =
an−1
1− qn .
Tenemos finalmente que:
an =
an−1
1− qn =
an−2
(1− qn)(1− qn−1) = . . . =
1
(1− q) . . . (1− qn) .
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La funcio´n (z; q)∞ es entera, calculemos su desarrollo de Taylor en z = 0:
Lema 3.
(z; q)∞ =
∑
n>0
(−1)nq n(n−1)2
(1− q) . . . (1− qn)z
n, z ∈ C.
Demostracio´n. Consideramos la funcio´n
g(z) = (1 + z)(1 + qz)(1 + q2z) . . . =
∞∏
i=0
(1 + qiz).
La funcio´n g es entera (ya que (−z; q)∞ = g(z) y (−z; q)∞ es entera por el
Lema 1) y es se puede escribir como serie de potencias:
∑
bnz
n, y su radio
de convergencia es 1. Adema´s, satisface la ecuacio´n en q-diferencias:
g(z) = (1 + z) g(qz) (1.2)
En efecto,
g(qz) = (1 + qz)(1 + q2z) . . . =
g(z)
(1 + z)
.
Identificando coeficientes, tenemos que para n = 0 se tiene que b0 = 1, y para
n > 1, se tiene la relacio´n de recurrencia:
bn = bnq
n + bn−1qn−1,
equivalentemente
bn =
qn−1
1− qn bn−1.
As´ı:
bn =
qn−1
1− qn bn−1 =
qn−1
1− qn
qn−2
1− qn−1 bn−2
= . . . =
q(n−1)+(n−2)+...+1
(1− qn)(1− qn−1) . . . (1− q) =
q
n−1
2
(1− q) . . . (1− qn) .
Finalmente deducimos el resultado:
(z; q)∞ = g(−z) =
∑
n>0
(−1)nbnzn.
Recordamos el teorema binomial generalizado y su demostracio´n, poste-
riormente enunciaremos su q-ana´logo.
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Teorema 4 (Teorema binomial generalizado). La identidad que sigue es
va´lida cuando α ∈ C y |z| < 1:
(1− z)−α =
∑
n>0
(α)n
n!
zn (1.3)
donde (α)0 = 1 y (α)n = α(α+ 1) . . . (α+n− 1) cuando n > 0, es el s´ımbolo
de Pochhammer cla´sico.
Demostracio´n. Observamos que (1−z)−α esta´ definida como sigue: tomamos
una rama del logaritmo definida en C \(−∞, 0] tal que ln 1 = 0. La funcio´n
ln(1−z) esta´ definida en C\[1,+∞) por lo que f(z) es anal´ıtica en C\[1,+∞).
Denotamos por f(z) la funcio´n (1− z)−α. Esta funcio´n satisface la ecuacio´n
diferencial:
(1− z)f ′(z) = αf(z). (1.4)
La funcio´n f es anal´ıtica en la bola abierta B(0, 1) luego se puede desarrollar
en serie de potencias convergente cuando |z| < 1:
f(z) =
∑
n>0
anz
n.
Tenemos que a0 = f(0) = 1. Podemos sustituir la funcio´n f(z) por su desa-
rrollo en 1.4. Igualando los coeficientes:
(1− z)
∑
n>0
annz
n−1 = α
∑
n>0
anz
n |z| < 1, n > 0,
obtenemos la relacio´n de recurrencia en los coeficientes del desarrollo
an+1 = an
α + n
n+ 1
n > 0,
Como a0 = 1, an queda un´ıvocamente determinado por esta ecuacio´n de
recurrencia. Luego es suficiente probar que bn =
(α)n
n!
cumple (2.3).
bn+1 =
α(α + 1) . . . (α + n− 1)(α + n)
(n+ 1)!
= bn
α + n
n+ 1
.
Entonces an = bn para todo n. La serie de potencias es convergente cuando
|z| < 1, pues usando el criterio del radio se tiene que:
l´ım
n→∞
|an+1|
|a|n = l´ımn→∞
(α)n
(n+ 1)!
n!
(α)n+1
= l´ım
n→∞
α + n
n+ 1
= 1.
Por lo que la igualdad 1.3 se da para |z| < 1.
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Teorema 5 (Cauchy-Heine). q-ana´logo del teorema binomial
Sea |q| < 1. Dado un complejo a ∈ C |z| < 1, se tiene la siguiente
identidad cuando |z| < 1:
(az; q)∞
(z; q)∞
=
∑
n>0
(a; q)n
(q; q)n
zn (1.5)
Demostracio´n. Consideramos la funcio´n g(z) = (az;q)∞
(z;q)∞ . La funcio´n g es me-
romorfa con polos de orden uno: es el cociente de dos funciones enteras y
en el conjunto {z = −qN : N ∈ N} esta´n contenidos los ceros de orden uno
del denominador. En la bola abierta unidad B(0, 1), g es holomorfa (el di-
cha bola no se anula el denominador), por lo tanto se desarrolla en serie de
potencias en z = 0: g(z) =
∑
n>0 gnz
n. Adema´s, g(z) cumple la ecuacio´n en
q-diferencias:
(1− z)g(z) = (1− az)g(qz) (1.6)
En efecto,
g(z) =
∏∞
i=0(1− qiaz)∏∞
i=0(1− qiz)
=
(1− az)
(1− z)
∏∞
i=0(1− qi+1az)∏∞
i=0(1− qi+1)
=
(1− az)
(1− z) g(qz).
Insertamos el desarrollo en serie de potencias
∑
n>0 gnz
n en la ecuacio´n en
q-diferencias 1.6:
(1− z)
∑
n>0
gnz
n = (1− az)
∑
n>0
gnq
nzn.
Igualando coeficientes, resulta que obtenemos la relacio´n de recurrencia:
gn − gn−1 = gnqn − aqn−1qn−1.
Equivalentemente:
gn(1− qn) = (1− aqn−1)gn−1, n > 1.
Veamos ahora que la sucesio´n bn =
(a;q)n
(q;q)n
, n > 0 satisface la misma ecuacio´n
de recurrencia que gn:
bn(1− qn) = (1− qn)(1− q)(1− aq) . . . (1− aq
n−2)(1− aqn−1)
(1− q)(1− q2) . . . (1− qn−1)(1− qn)
= (1− aqn−1)bn−1
Como g0 = b0 = 1, tenemos que todos los coeficientes coinciden bn = gn para
todo n > 0.
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1.2. q-analog´ıas
Notacio´n:
[n]q =
1− qn
1− q q 6= 1
Observamos que
l´ım
q→1
[n]q = l´ım
q→1
1− qn
1− q =
(1− q)(1 + q + . . .+ qn−1)
(1− q) = n.
por lo tanto los nu´meros [n]q se pueden considerar una deformacio´n del entero
n. De este modo, se puede introducir otros s´ımbolos del q-ca´lculo:
[n]q! =
n∏
i=0
[i]q
[
m
n
]
q
=
[m]q!
[n]q![m− n]q!
Es inmediato ver que:
l´ım
q→1
[n]q! = n! l´ım
q→1
[
m
n
]
q
=
(
m
n
)
.
Lema 6. Si N es un nu´mero natural, tenemos la siguiente identidad:
N∑
n=0
q
n(n−1)
2
[
N
n
]
q
zn = (1 + z) · · · (1 + qN−1z).
Demostracio´n. En el teorema de Cauchy-Heine, si hacemos a = q−N obtene-
mos el siguiente resultado:
N∑
n>0
(q−N ; q)n
(q; q)n
zn = (1− q−1 z) (1− q−2 z) · · · (1− q−N z) (1.7)
Por un lado,
∑
n>0
(a; q)n
(q; q)n
zn =
∑
n>0
(q−N ; q)n
(q; q)n
zn =
N∑
n>0
(q−N ; q)n
(q; q)n
zn,
ya que para un n > N , (qN ; q)n = 0 puesto que contiene al factor (1 −
q−N+N) = 0. Por otro lado,
(az; q)∞
(z; q)∞
=
(q−N z; q)∞
(z; q)∞
=
(1− q−N z) (1− q−N+1) . . . (1− q−1 z) (1− z) (1− q z) . . .
(z; q)∞
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=
(1− q−N z) (1− q−N+1 z) · · · (1− q−1 z) (z; q)∞
(z; q)∞
= (1−q−1 z) (1−q−2 z) · · · (1−q−N z).
Ahora intercambiamos en 1.7 z por −qN z:
(1−q−1 (−qN) z) (1−q−2 (−qN) z) · · · (1−q−N (−qN) z) = (1+q−1+N z) (1+q−2+N z) · · · (1+z).
N∑
n>0
(q−N ; q)n
(q; q)n
zn =
N∑
n>0
(q−N ; q)n
(q; q)n
(−qN)n zn
Sacando 1−qN−i factor comu´n en cada producto:
(q−N ; q)n (−qN)n = (1− q−N) (1− q−N+1) · · · (1− q−N+n−1)
=
1
−qN (1− q
N)
1
−qN−1 (1− q
N−1) . . .
1
−qN−n+1 (1− q
N−n+1)
Ahora bien, al multiplicar estos factores comunes por (−qN)n obtenemos:
=
−qN
−qN
−qN
−qN−1 · · ·
−qN
−qN−1 = q
0 q1 · · · qn−1 = q n(n−1)2 .
Llegamos pues a la expresio´n:
(q−N ; q)n
(q; q)n
= q
n(n−1)
2
(1− qN) (1− qN+1) · · · (1− qN−n+1)
(1− q) (1− q2) · · · (1− qn) .
Calculando
[
N
n
]
q
completamos la prueba:[
N
n
]
q
=
[N − n+ 1]q · · · [N ]q
[1]q · · · [n]q =
(1− qN−n+1) · · · (1− qN)
(1− q)n
(1− q)n
(1− q) · · · (1− qn) .
ya que
q
n(n−1)
2
[
N
n
]
q
=
(q−N ; q)n
(q; q)n
.
De modo ana´logo, podemos definir las q-deformaciones de los nu´meros
complejos como:
[α]q =
1− qα
1− q , q 6= 1.
Para ello escogemos un τ ∈ C tal que q = exp2ipiτ , Imτ > 0. Entonces
qα = exp2ipiτα, para todo α ∈ C.
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Calculamos el siguiente l´ımite, haciendo uso de la fo´rmula binomial para
nu´meros complejos (ya que se cumple que |q−1| < 1 cuando |q| < 1 y q → 1):
l´ım
q→1
[α]q = l´ım
q→1
1− qα
1− q = l´ımq→1
1− (1 + (q − 1))α
1− q = l´ımq→1
1− (∑k>0 (αk)(q − 1)k)
1− q
= l´ım
q→1
1− (1 + α (q − 1) + α (α+1)
2
(q − 1)2 + · · ·
1− q = α
Lema 7.
l´ım
q→1
(qα; q)n
(q; q)n
=
(α)n
n!
Demostracio´n.
l´ım
q→1
1− qα+r
1− qr+1 =
α + r
r + 1
.
r = 0, l´ımq→1
1−qα
1−q = α. Haciendo el cambio de variable t = q
r+1 tenemos
que qr+α = t
α+r
r+1 y que t→ 1 cuando q → 1. Por lo tanto,
l´ım
q→1
(qα; q)n
(q; q)n
= l´ım
q→1
(1− qα)(1− qα+1) · · · (1− qα+n−1)
(1− q)(1− q2) · · · (1− qn)
=
α
1
α + 1
2
· · · α + n− 1
n
=
(α)n
n!
.
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1.3. Ejemplos de orden 2
Funciones hipergeome´tricas ba´sicas de Heine La serie hipergeome´tri-
ca de Gauss se define como:
F (α, β; γ; z) =
∑
n>0
(α)n(β)n
(γ)nn!
zn (1.8)
Es conocido que esta serie verifica la ecuacio´n diferencial de segundo grado:
z(1− z)d
2 f
d z2
+ [γ − (α + β + 1)z] d f
d z
− αβ f = 0 (1.9)
Demostracio´n. Sea w solucio´n de 1.9. Tenemos que:
w =
∞∑
n=0
cn z
n, w′ =
∞∑
n=0
n cn z
n−1, w′′ =
∞∑
n=0
n(n− 1) cn zn−2.
Sustituyendo estas expresiones en la ecuacio´n 1.9 obtenemos el coeficiente
de grado n:
{n(n+ 1) + γ(n+ 1)}cn+1 + {−n(n− 1)− (α + β + 1)n− αβ}cn = 0
cn+1 =
n(n− 1) + (α + β + 1)n+ αβ
n(n+ 1) + γ(n+ 1)
cn =
n2 + αn+ βn+ αβ
(γ + n)(n+ 1)
cn.
Por otro lado, veamos que los coeficientes de la serie 1.8 verifican la misma
relacio´n de recurrencia:
(α)n+1(β)n+1(γ)nn!
α)n(β)n(γ)n+1(n+ 1)!
=
(α− (n+ 1) + 1)(β + n)
(γ + n)(n+ 1)
=
αβ + αn+ βn+ n2
(γ + n)(n+ 1)
Heine considero´ una q- deformacio´n, la serie hipergeome´trica ba´sica (el
te´rmino ba´sico viene de base q):
φ(a, b; c; q, z) =
∑
n>0
(a; q)n(b; q)n
(c; q)n(q; q)n
zn (1.10)
Lema 8. Cuando a, b, c ∈ C∗, el radio de convergencia de la serie es 1.
Demostracio´n. Si hacemos a = qα, b = qβ, c = qγ:
l´ım
n→∞
|fn+1|
|fn| =
(qα; q)n+1
(qα; q)n
(q; q)n
(q; q)n+1
(qβ; q)n+1
(qβ; q)n
(qγ; q)n
(qγ; q)n+1
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Lema 9. Cuando q → 1 los coeficientes de la q-deformacio´n tienden a los
de F (α, β; γ; z).
Demostracio´n.
l´ım
q→1
(a; q)n(b; q)n
(c; q)n(q; q)n
= l´ım
q→1
(a; q)n
(q; q)n
(b; q)n
(q; q)n
(q; q)n
(c; q)n
=
(α)n
n!
(β)n
n!
n!
(γ)n
=
(α)n(β)n
(γ)nn!
.
La serie hipergeome´trica ba´sica es solucio´n de una ecuacio´n funcional.
fn+1
fn
=
(1− aqn)(1− bqn)
(1− cqn)(1− qn+1)
(1− cqn)(1− qn+1)fn+1 = (1− aqn)(1− bqn)fn
(1− (c
q
+ 1)qn+1 +
c
q
q2n+2)fn+1 = (1− (a+ b)qn + abq2n)fn
Usando la notacio´n σqf(z) = f(qz), tenemos una ecuacio´n en q-diferencias
de orden 2:
(1− (c
q
+ 1)σq +
c
q
σ2q )(f) = z(1− (a+ b)σq + abσ2q )(f)
(
c
q
− abz)σ2q (f)− ((
c
q
+ 1)− (a+ b)z)σq(f) + (1− z)f = 0
Para ver que esta ecuacio´n en q-diferencias es una q-deformacio´n de la
ecuacio´n diferencial hipergeome´trica, introducimos la notacio´n δq =
σq−1
q−1 que
es el operacio´n de ”q-derivacio´n”que env´ıa una funcio´n f(z) en f(qz)−f((z)
q−1 .
Tenemos la siguiente versio´n de la regla de Leibniz:
δq(fg) = fδq(g) + δq(f)σq(g)
Las funciones Eq(z) = (−z; q)∞ y eq(z) = 1(−z;q)∞ se consideran q-ana´logas
de la funcio´n exponencial.
e˜q(z) := eq((1− q)z) = 1
(−(1− q)z; q)∞ =
∑
n>0
(1− q)n
(1− q)(1− q2) · · · (1− qn) z
n
=
∑
n>0
(1− q)(1− q) · · · (1− q)
(1− q)(1− q2) · · · (1− qn) z
n =
∑
n>0
1
[n]q!
zn
E˜q(z) := Eq((1− q)z) = (−(1− q)z; q)∞
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=
∑
n>0
(−1)n q n(n−1)2
(1− q)(1− q2) · · · (1− qn) (−1)
n (1− q)n zn =
∑
n>0
q
n(n−1)
2
[n]q!
zn
e˜q(q z)− e˜q(z)
(q − 1) z = e˜q(z)
E˜q(q z)− E˜q(z)
(q − 1) z =
1
1 + (q − 1) z E˜q(z)
Veamos ahora otro ejemplo, la serie de Tshakaloff.
Υ(z) =
∑
n>0
q
n(n−1)
2 zn
Lema 10. La serie de Tshakaloff es la solucio´n de la ecuacio´n en q-diferencias:
zσq(f)− f = −1. (1.11)
Demostracio´n. Sea f(z) solucio´n de (1.11). Podemos escribir f(z) =
∑
n an(q)z
n.
Sustituyendo,
zσq(
∑
n
an(q)z
n)−
∑
n
an(q)z
n = −1
1 +
∑
n
an(q)q
nzn+1 −
∑
n
an(q)z
n = 0.
Identificando coeficientes, obtenemos que a0(q) = 1, a1(q) = a0(q) = 1,
a2(q) = a1(q)q = q, en general
an(q) = q
n−1an−2(q) = qn−1qn−1 · · · q · 1 = q
n(n−1)
2 1.
Podemos homogenizar la ecuacio´n:
(zσq)f = −1, (σq − I)(−1) = 0
(σq − I) · (zσq − 1)f = 0
Desarrollando,
(σq · z · σq − σq − zσq + I)f = 0.
Ya que (σq · z)(h) = σq(zh) = q · zh(qz) = qzσqh y por lo tanto σq · z =
qzσq. Por lo tanto obtenemos una ecuacio´n lineal homoge´nea de orden 2 en
q-diferencias
qzσ2q − (1 + z)σq + I = 0,
de la cual una solucio´n es la serie de Tshakaloff.
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Cap´ıtulo 2
Ecuaciones lineales en
q-diferencias
2.1. Ecuaciones lineales no homoge´neas
Definicio´n 2. Un operador lineal en q-diferencias es una expresio´n de la
forma:
L(f(x)) =
n∑
i=0
ai(x) f(q
i x), (2.1)
donde ai(x) son funciones meromorfas en un entorno del cero o bien del
punto del infinito, q ∈ C es una constante no nula. En este trabajo vamos a
considerar que los coeficientes ai(x) son funciones meromorfas en un entorno
de 0 ∈ C. Por lo tanto, podemos considerar su desarrollo en serie. Llamamos
ecuacio´n lineal en q-diferencias a una expresio´n del tipo
L(f) = b (2.2)
con b(x) en el cuerpo base. Se dice homoge´nea si b = 0. La solucio´n f la
buscaremos en un cuerpo extensio´n del cuerpo base.
Desarrollando los coeficientes ai(x) en sus series de Laurent, dado que son
funciones meromorfas, tendremos que sus partes principales son finitas, y los
podremos expresar para i = 0, 1, . . . , n:
ai(x) =
∞∑
j=k
ai,j x
j, |x| < R, k ∈ Z. (2.3)
Notacio´n: Dado K un espacio de funciones, denotamos por σq al operador
σq : K −→ K
f(x) 7→ f(qx)
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De este modo, σnq (f) = f(q
nx) y podemos escribir (2.1) como:
L(f) =
n∑
i=0
ai(x)σ
i
q(f).
Observaciones 11. 1. Multiplicando la ecuacio´n 2.2 por xν, obtenemos
una ecuacio´n equivalente. Podemos siempre suponer que
ν = mı´n{ordx(ai)}∞.
2. Si a0(x) 6= 0, haciendo el cambio f(x) = g(1q x), obtenemos una ecua-
cio´n equivalente de orden menor. Por lo tanto, podemos suponer que
a0(x) 6= 0 y que an(x) 6= 0. En este caso, diremos que la ecuacio´n tiene
orden n.
3. El operador σq tiene inverso: σ 1
q
.
Definicio´n 3. Se llama polinomio caracter´ıstico del operador,
L(f) = a0(x) f(x) + a1(x) f(q x) + · · ·+ an(x) f(qn x),
al polinomio
P (ρ) = a0,ν + a1,νρ+ . . .+ +an,νρ
n
siendo ν = mı´ni=0...n{ordxai(x)}.
Lema 12. Dado un operador lineal L, existe {di}∞i=0 ⊂ C de modo que po-
demos expresar L(cµ x
µ) como:
L(cµ x
µ) = cµ P (q
µ)xµ +
∞∑
i=1
di x
µ+i.
Demostracio´n. Por ser L lineal,
L(cµ x
µ) = cµ L(x
µ).
Sustituyendo,
cµ L(x
µ) = cµ (a0(x)x
µ + a1(x) q
µxµ + · · ·+ an(x) qnµxµ)
cµ L(x
µ) = cµ x
µ (a0(x) + a1(x)q
µ + · · ·+ an(x)qnµ) .
Desarrollando en serie los coeficientes ai(x),
cµ L(x
µ) = cµ x
µ
(( ∞∑
i=0
a0,i x
i
)
+ qµ
( ∞∑
i=0
a1,i x
i
)
+ . . .+ qnµ
( ∞∑
i=0
an,i x
i
))
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Por lo tanto,
cµ L(x
µ) = cµ (a0,0 + a1,0 q
µ + . . .+ an,0 q
nµ)xµ +
∞∑
i=1
di x
µ+i,
donde
∞∑
i=1
di x
µ+i = cµ
( ∞∑
i=1
a0,i x
i
)
xµ+cµ
( ∞∑
i=1
a1,i x
i
)
qµ xµ+· · ·+cµ
( ∞∑
i=1
an,i x
i
)
qnµ xµ.
Efectivamente,
a0,0 + a1,0 q
µ + . . .+ an,0 q
nµ = P (qµ).
Proposicio´n 13. Sea L el operador:
L(f) = a0(x) f(x) + a1(x) f(q x) + · · ·+ an(x) f(qn x) (2.4)
con ai(x) series formales en C((x)). Sea b(x) ∈ C((x)) una serie formal.
Consideramos la ecuacio´n (2.2). Sea P (ρ) el polinomio caracter´ıstico de L y
sea ν = mı´ni{ord(ai(x)}. Supongamos que se cumple la siguiente condicio´n:
P (qn) 6= 0, ∀n ∈ Z, n > ord(b(x)− ν). (2.5)
Entonces existe una u´nica solucio´n formal f(x) ∈ C((x)) de la ecuacio´n (2.2)
tal que
ord(f(x)) = ord(b(x))− ν.
Demostracio´n. Si b(x) = 0, y el orden de ord(b) − ν = ∞ − ν = ∞. La
u´nica serie con orden infinito es el 0, y f = 0 verifica la ecuacio´n (L(0) = 0).
Suponemos a partir de ahora que b(x) 6= 0. Si f(x) = cµ xµ + g(x), por
linealidad del operador L,
L(f) = L(cµ x
µ) + L(g).
Ahora bien, por el lema (12) podemos expresar L(cµ x
µ) como:
L(cµ x
µ) = cµ P (q
µ)xµ +
∞∑
i=1
di x
µ+i.
Adema´s, si g ∈ C((x)), se cumple que:
ord(L(g)) > ord(g) + ν.
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Veamos la unicidad y luego la existencia. Multiplicando la ecuacio´n (2.2) por
x−ν , podemos suponer sin pe´rdida de generalidad que 0 = ν = mı´ni{ord(ai(x); i =
0 . . . n}. Nuestra hipo´tesis (2.5) se convierte en:
P (qn) 6= 0, ∀n ∈ Z, n > ord(b(x)).
Supongamos que tanto f(x) como f¯ en C((x)) verifican que son solucio´n de
2.2 y que su orden es el mismo que el de b(x). Consideramos h(x) = f(x)− f¯ .
Por un lado,
µ = ord(h) > ord(b).
Por otro lado, h cumple la ecuacio´n (2.2):
L(h) = L(f − f¯) = L(f)− L(f¯) = b− b = 0.
Si h 6= 0 entonces podemos expresarla como h = cµ ·xµ+ h¯ con ord(h¯) > µ+1
y cµ 6= 0.
L(h) = L(cµ · xµ) + L(h¯) = P (qµ)cµxµ +O(xµ+1) = 0
Lo que implica que
P (qµ) = 0
Pero µ = ord(h) ∈ Z y µ > ord(b) en contradiccio´n con la hipo´tesis por
lo que f = f¯ y queda probada la unicidad. Veamos ahora la existencia.
Sea µ = ord(b). Vamos a construir por induccio´n una sucesio´n {cµ+i}∞i=0 de
elementos de C tales que
ord(L(cµ x
µ + . . .+ cµ+j x
µ+j)− b(x)) > ord(b) + j + 1. (2.6)
Como µ = ord(b), podemos escribir b(x) como b(x) = bµx
µ + bµ+1x
µ+1 + . . ..
Para i = 0, definimos cµ como:
cµ =
bµ
P (qµ)
.
Veamos que cµ verifica la propiedad (2.6) exigida a los elementos de la suce-
sio´n {cµ+i}.
ord (L(cµ x
µ)− b(x)) = ord
(
bµ
P (qµ)
P (qµ)xµ +
∞∑
i=1
di x
µ+i −
∞∑
i=0
bµ+i x
µ+i
)
= ord
( ∞∑
i=1
di x
µ+i −
∞∑
i=1
bµ+i x
µ+i
)
> µ+ 1 = ord(b) + 1.
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Supongamos construidos cµ, cµ+1, . . . , cµ+j−1 de modo que
ord(L(cµ x
µ + cµ+1 x
µ+1, . . . , cµ+j−1 xµ+j−1)− b(x)) > ord(b) + j.
Vamos a construir cµ+j. Por la hipo´tesis de induccio´n respecto al orden,
podemos reescribir:
L(cµ x
µ + cµ+1 x
µ+1, . . . , cµ+j−1 xµ+j−1)− b(x) :=
∞∑
i=0
ri x
µ+j+i.
Por otro lado,
L(cµ+j x
µ+j) = cµ+j P (q
µ+j)xµ+j +
∞∑
i=1
ni x
µ+j+i.
Ahora bien, por linearidad del operador L,
L(cµ x
µ + . . . , cµ+j x
µ+j) = L(cµ x
µ + . . . , cµ+j−1 xµ+j−1) + L(cµ+j xµ+j).
ord(L(cµ x
µ + . . . , cµ+j x
µ+j)− b(x)) = ord
( ∞∑
i=0
ri x
µ+j+i + L(cµ+j x
µ+j)
)
= ord
( ∞∑
i=0
ri x
µ+j+i + cµ+j P (q
µ+j)xµ+j +
∞∑
i=1
ni x
µ+j+i
)
.
Para que este orden sea mayor o igual que µ + j + 1, es necesario que los
coeficientes de xµ+j se cancelen, es decir, que
r0 + cµ+j P (q
µ+j) = 0
es decir, haciendo
cµ+j =
−r0
P (qµ+j)
(2.7)
obtenemos el resultado, y esto es posible ya que por la hipo´tesis (2.5) en
particular P (qµ+j) 6= 0.
Definimos f(x) como:
f(x) =
∞∑
i=0
cµ+i x
µ+i,
y veamos que es solucio´n de la ecuacio´n (2.2). Supongamos que L(f) 6= b.
Llamamos k al orden de la diferencia : k = ord(L(f) − b). Sea j0 de modo
que ord(b) + j0 > k. Podemos expresar f como:
f(x) =
(
µ+j0∑
i=µ
ci x
i
)
+ f¯ , donde ord(f¯) > µ+ j0 > k.
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Entonces
ord(L(f)− b) > k,
y llegamos a contradiccio´n por lo que L(f) = b.
Definicio´n 4. Dado el operador L y µ ∈ R se define el operador L∗µ como el
operador que cumple que si f(x) = xµ g(x),
L(f) = xµ L∗µg(x).
Lema 14. Si P (ρ) es el polinomio caracter´ıstico de L entonces:
a) el polinomio caracter´ıstico de L∗µ es:
P ∗µ(ρ) = P (q
µρ).
b) Si L tiene coeficientes convergentes s´ı y solo s´ı L∗ tiene coeficientes
convergentes.
Demostracio´n. Veamos quie´n es L∗µ y para ello vamos a calcular L(x
µ g):
L(f) = a0(x) f(x) + a1(x) f(q x) + · · ·+ an(x) f(qn x),
L(xµ g) = a0(x)x
µ g(x) + a1(x) q
µ xµ g(q x) + · · ·+ an(x) qnµ xµ g(qn x).
Haciendo a∗i (x) = ai(x) q
iµ para i = 0, . . . , n, tenemos que:
L(xµ g) = xµ [a∗0(x) g(x) + a
∗
1(x) g(q x) + · · ·+ a∗n(x) g(qn x)].
Por lo tanto,
L∗µ(g) = a
∗
0(x) g(x) + a
∗
1(x) g(q x) + · · ·+ a∗n(x) g(qn x).
Si ai(x) =
∑∞
j=0 ai,j x
j, entonces:
a∗i (x) = q
iµ
∞∑
j=0
ai,j x
j, por lo que a∗i,0 = ai,0 q
iµ
Por lo tanto, el polinomio caracter´ıstico de L∗µ es:
P ∗µ(ρ) = a
∗
0,0 + a
∗
1,0ρ+ . . .+ a
∗
n,0ρ
n
P ∗µ(ρ) = a0,0 + a1,0 q
µ ρ+ . . .+ an,0 q
nµ ρn = P (qµρ).
2.1. ECUACIONES LINEALES NO HOMOGE´NEAS 23
Para poder evitar la hipo´tesis de la proposicio´n 13, introduciremos la fun-
cio´n logaritmo y sus potencias de la variable principal. Ma´s adelante cons-
truiremos una extensio´n de cuerpos en la que la funcio´n multivalorada ln x
tiene sentido y demostraremos que es algebraicamente independiente sobre
C((x)) = C[[x]][x−1]. Para simplificar la notacio´n, llamaremos
t =
lnx
ln q
,
tomando el logaritmo de q en la rama principal del logaritmo.
Teorema 15. Sea L¯ el operador lineal con coeficientes constantes sobre
C((x)) definido por:
L¯(f) =
n∑
i=0
ai σ
i
q(f) donde ai ∈ C.
Llamamos P al polinomio caracater´ıstico:
P (ρ) =
n∑
i=0
ai ρ
i.
Sea d(t) ∈ C, un polinomio de grado s. Consideramos la ecuacio´n:
L¯(xk c(t)) = d(t)xk. (2.8)
1) Si P (qk) 6= 0, entonces existe un u´nico polinomio en C[t] que satisface
que la ecuacio´n (2.8). En particular, si d(t) = 0, c(t) = 0.
2) Si P (qk) = 0, y ν es la multiplicidad de la raiz qk en el polino´mio carac-
ter´ıstico P (ρ), entonces para cada eleccio´n de constantes complejas c0, c1, . . . cν−1,
existe un u´nico polinomio c(t) ∈ C[t] tal que satisface la ecuacio´n (2.8) y que:
c(t) ≡ c0 + c1 + . . .+ cν−1 tν−1 (mo´d tν).
Adema´s, el grado de c(t) es ν + s.
Demostracio´n. Sea s0 el grado de d(t). Fijamos un s ∈ C arbitrario de modo
que s > s0. Vamos a estudiar la matriz de la aplicacio´n C-lineal:
As : C[t]s −→ C[t]s
c(t) 7−→ L¯(c(t)x
k
xk
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en las bases esta´ndar {1, t, . . . , ts}. Sea c(t) un polinomio cualquiera en t de
grado s:
c(t) =
s∑
j=0
cj t
j.
Calculemos L¯(xk c(t)). Para ello, tendremos en cuenta que:
σiq(x
k c(t)) = qki xkcj(t+ i)
j, ya que
ln qi x
ln q
= i+ t.
L¯(xk c(t)) =
(∑
i
ai σ
i
q
)(∑
i
cj t
j · xk
)
=
(∑
i,j
ai cj(t+ i)
j qki
)
xk.
Usando que ∑
j
cj (t+ i)
j = c(t+ i)
c(t+ i) = c(i) + c′(i) t+ . . .+
c(s)(i)
s!
ts
tenemos que:
σiq =
∑
i,j
ai cj(t+ i)
j qki =
∑
i
ai q
ki
(∑
j
cj(t+ i)
j
)
=
∑
i
ai q
ki c(t+ i)
=
∑
i
ai q
ki
(∑
j
c(j)(i)
j!
tj
)
=
s∑
j=0
n∑
i=0
ai q
ki c
(j)(i)
j!
tj =
s∑
j=0
dj t
j.
Calculemos los dj:
dj =
n∑
i=0
ai q
ki c
(j)(i)
j!
.
Por ejemplo,calculemos la expresio´n para ds,ds−1 y ds−2:
ds =
n∑
i=0
ai q
ki c
(s)(i)
s!
=
n∑
i=0
ai q
ki cs s!
s!
= cs P (q
k).
c(s−1)(t) = (s− 1)!cs−1 + cs−1 + (s)(s−1) t
ds−1 =
n∑
i=0
ai (q
k)i
c(s−1)(i)
(s− 1! =
n∑
i=0
ai (q
k)i(cs−1 + cs s i
ds−1 = cs−1 P (qk) + s cs qk P ′(qk)
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c(s−2)(i)
(s− 2)! = cs−2 + (s− 1)cs−1(i) + cs
(s− 1)s
2
i2
= cs−2 + i[(s− 1)cs−1 + cs (s− 1)s
2
] + i(i− 1) cs (s− 1)s
2
Ya que i2 = i(i− 1) + i.
ds−2 = cs−2 P (qk)+[(s−1)cs−1+ (s− 1)s
2
cs] q
k P ′(qk)+
(s− 1)s
2
cs q
2k P ′′(qk).
Notacio´n: (a)m := a(a− 1) · · · (a−m+ 1).
Calculemos ahora un ds−t, en general. Determinemos antes
c(s−t)(i)
(s−t)! .
c(s−t)(i)
(s− t)! =
(s− t)!
(s− t)! cs−t +
(s− t+ 1)s−t
(s− t)! cs−t+1 i+ . . .+
(s− t+ t)s−t
(s− t)! cs−t+t i
t
=
t∑
p=0
(s− t+ p)p cs−t+p ip.
La base de polinomios de grado > N de C[i]:
β1 = {1, i, i2, . . . , iN}
podemos reescribirla como combinacio´n de elementos de la base:
β2 = {1, i, i(i− 1), . . . , (i)N}.
Es decir, dado ip, se puede escribir como:
ip = αp,p i(i− 1) · · · (i− p+ 1) + · · ·+ αp,1 i+ αp,0 =
p∑
l=0
αp,l(i)l.
Observemos que para cualquier p, αp,p = 1.
Finalmente tenemos que:
c(s−t)(i)
(s− t)! =
t∑
p=0
(s− t+ p)p cs−t+p
p∑
l=0
αp,l(i)l.
Sustituyendo lo obtenido en la fo´rmula de los dj:
ds−t =
n∑
i=0
ai q
ki c
(s−t)(i)
(s− t)! =
n∑
i=0
ai q
ki
t∑
p=0
(s− t+ p)p cs−t+p
p∑
l=0
αp,l(i)l
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=
n∑
i=0
t∑
p=0
p∑
l=0
ai q
ki (s− t+ p)p cs−t+p αp,l(i)l
=
n∑
i=0
t∑
p=0
p∑
l=0
ai (i)l (q
k)i−l (qk)l (s− t+ p)p cs−t+p αp,l
=
t∑
p=0
p∑
l=0
(qk)l (s− t+ p)p cs−t+p αp,l ·
n∑
i=0
ai (i)l (q
k)i−l
Tenemos que
n∑
i=0
ai (i)l (q
k)i−l = P (l)(qk).
Por lo que
ds−t =
t∑
l=0
(qk)l P (l)(qk)
t∑
p=l
(s− t+ p)p cs−t+p αp,l
ds−t =
t∑
p=0
cs−t+p {(s− t+ p)p
p∑
l=0
(qk)l P (l)(qk)αp,l}. (2.9)
Hemos escrito los datos {dj} en funcio´n de las inco´gnitas {cj}, y ahora nos
interesa calcular la matriz del sismema Asc(t) = d(t).
as,s as,s−1 · · · as,0
as−1,s as−1,s−1 as−1,0
...
...
a0,s a0,s−1 · · · a0,0


cs
cs−1
...
c0
 =

ds
ds−1
...
d0
 (2.10)
Por un lado observamos que As es una matriz cuadrada de orden s, y
triangular inferior ya que ds−t depende u´nicamente de cs−t, cs−t+1 . . . cs. Cal-
culemos los elementos de la matriz diagonal por diagonal.
Los elementos de la diagonal principal, as−t,s−t, corresponden a los coefi-
cientes que acompan˜an a cs−t en la fo´rmula (2.9). Esto ocurre cuando p = 0.
as−t,s−t = P (qk).
Es decir, en la diagonal principal son siempre coeficientes P (qk). Veamos
co´mo son la segunda diagonal, y luego en general. La segunda diagonal co-
rresponde a p = 1 en (2.9)
as−t,s−t+1 = (s− t+ 1)1(P (qk)α1,0 + (qk)P ′(qk)α1,1) = (s− t+ 1) qk P ′(qk).
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En general, para una subdiagonal p+ 1, p = 0, . . . , t., se tiene que:
as−t,s−t+p = (s− t+ p)p
p∑
l=0
(qk)l P (l)(qk)αp,l
= (s− t+ p)p(qk)p P (p)(qk) +
(
p−1∑
l=0
(s− t+ p)p(qk)l P (l)(qk)αp,l
)
.
Es decir, podemos escribir as−t,s−t+p de la forma:
as−t,s−t+p = βs,t,pP (p)(qk) + γs,t,p, (2.11)
donde
βs,t,p = (s− t+ p)p(qk)p 6= 0
γs,t,p =
p−1∑
l=0
(s− t+ p)p(qk)l P (l)(qk)αp,l.
Si P (qk) 6= 0, y s > s0, al ser la matriz del sistema As triangular con
elementos no nulos en la diagonal, existen u´nicos {cs, cs−1, . . . , c0} tales que:
As

cs
...
cs0+1
cs0
...
c0

=

0
ds0
...
d0

. (2.12)
Si s > s0 entonces la primera ecuacio´n es P (q
k) · cs = 0 por lo que cs = 0.
Por la estructura triangular y la diagonal no nula, se llega a que cs−1 =
· · · cs0+1 = 0. Para ver la unicidad, si tenemos c1(t) y c2(t) dos soluciones
entonces veamos que son iguales. Llamando s al ma´ximo de los grados de
c1, c2 y d. Tanto c1 como c2 son soluciones del sistema As · c = d, y como el
sistema tiene solucio´n u´nica, c1 = c2.
Veamos ahora segunda parte de la proposicio´n, es decir cuando P (qk) = 0.
Si hacemos s = s0 no podemos resolver el sistema pues la primera ecuacio´n
es 0 · cs = ds 6= 0. Observamos que si P (qk) = 0 y P ′(qk) 6= 0, entonces
la primera diagonal es nula pero la segunda es no nula. En general, si la
multiplicidad de qk en el polinomio caracter´ıstico es ν,
P (qk) = P ′(qk) = . . . = P (ν−1)(qk) = 0,
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las primeras ν diagonales son nulas puesto que son combinaciones lineales
de P (qk), P ′(qk), . . . , P (ν−1)(qk). En cambio, la diagonal ν + 1 no, ya que la
diagonal ν + 1 es de la forma:
as−t,s−t+ν = (s− t+ ν)ν(qk)ν P (ν)(qk) 6= 0.
En este caso, considerando
d =
s0+ν∑
j=0
djt
j, con ds0+1 = · · · ds0+ν = 0,
podemos resolver el sistema As0+ν · c(t) = d(t). Los asteriscos representan
coeficientes no nulos:
0 0
∗ 0
∗ 0 0
. . .
∗


cs0+ν
...
cs0+1
cs0
cs0−1
...
c0

=

0
ds0
ds0−1
...
d0

(2.13)
Las ν primeras ecuaciones son 0 = 0 por lo tanto el sistema es equiva-
lente a las u´ltimas s0 ecuaciones matriz tiene rango s0 con lo que el sistema
es compatible. Es ma´s, por la estructura triangular de la matriz, podemos
considerar las varialbles c0, c1, . . . , cν−1 como variables independientes y las
cν , . . . , cs0 como variables dependientes.
Definicio´n 5. Sea L un operador lineal, L =
∑n
i=0 ai(x)σ
i
q, con coeficientes
ai(z) ∈ C({x}) y ν = mı´ni=0,...,n{ord(ai(z))}. Diremos que L es r´ıgido en
x = 0 si cumple que an,ν 6= 0 en el caso |q| > 1 o bien a0,ν 6= 0 en el caso
|q| < 1.
Teorema 16. Sea L r´ıgido y sea b(x) ∈ C({x}). Sea c(x) ∈ C((x)) una serie
formal tal que:
L(c(x)) = b(x). (2.14)
Entonces c(x) es una serie convergente.
Demostracio´n. Sea ν = mı´n{ordai(x)}. Multiplicando la ecuacio´n L(c(x)) =
b(x) por x−ν obtenemos una ecuacio´n equivalente, por lo que a partir de
ahora supondremos que ν = 0.
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Si |q| < 1 y L es un operador r´ıgido
L(c(x)) = a0(x)c(x) + a1(x)c(qx) + . . .+ an(x)c(q
nx)
L(c(x)) = b(x),
mediante el cambio de variable y = qnx, llegamos a un operador en 1
q
-
diferencias, L¯(c(y)), que es r´ıgido en y = 0. En efecto, llamando q¯ = 1
q
,
L(c(y)) = a0(q¯
ny)c(q¯ny) + a1(q¯
ny)c(qq¯ny) + . . .+ an(q¯
ny)c(qnq¯ny)
= a0(q¯
ny)c(q¯ny) + a1(q¯
ny)c(q¯ n−1y) + . . .+ an(q¯ny)c(y)
L(c(y)) = b(q¯ny)
Renombramos ahora los coeficentes del operador y el te´rmino independiente:
a¯0(y) = an(q¯
ny), . . . , a¯n(y) = a0(q¯
ny), b¯(y) = b(q¯ny)
De este modo, consideramos el operador L¯ definido por:
L¯(c(y)) = a¯0(y)c(y) + a¯1(y)c(q¯y) + . . .+ a¯n(y)c(q¯
ny).
La ecuacio´n:
L¯(c(y)) = b¯(y)
es una ecuacio´n en q¯-diferencias con |q¯| > 1 y los coeficientes de L¯ son, donde
se da la convergencia de los a¯i y de b¯ (ya que a¯i(y) = an−i(x) y b¯(y) = b(x)).
a¯n,0 6= 0⇐⇒ a0,0 6= 0.
De ahora en adelante, tambie´n supondremos que |q| > 1.
Veamos tambie´n que podemos suponer sin pe´rdida de generalidad las
siguientes condiciones:
H1) ord(b(x)) = ord(c(x)) = 0
H2) P (qn) 6= 0, ∀n ∈ N.
Para ello, consideramos µ = ord(b(x)). Como a0,n 6= 0, el polinomio
caracter´ıstico es no nulo y tiene un nu´mero finito de ra´ıces. Como |q| > 1,
existe un N suficientemente grande que cumple que N > ν y que P (qn) 6= 0,
∀n > N . Escribimos c(x) y b(x) como
c(x) = c0(x) + x
Nc1(x),
b(x) = b0(x) + x
Nb1(x),
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siendo c0(x) y b0(x) polinomios de grado menor o igual que N y c1(x), b1(x) ∈
C{x}. Por lo tanto,
L(c0(x) + x
Nc1(x)) = L(c0(x)) + L(x
Nc1(x)) = b0(x) + x
Nb1(x).
Como hemos visto en la demostracio´n del teorema (13), sabemos que el orden
en x de L(xNc1(x)) > N , por lo que:
ordx(L(c0(x)− b0(x)) = ordx(−L(xNc1(x) + xNb1(x)) > N.
Llamamos a
d(x) = L(c0(x)− b0(x))
De nuevo, podemos escribir d(x)d(x) = xN d¯(x) siendo d¯(x) de orden mayor
o igual que 0. Con esta notacio´n,
L(xNc1(x)) = x
N(b1(x)− d¯(x)).
Utilizando la definicio´n de L∗,
L(xNc1(x)) = x
NL∗(c1(x)).
As´ı,
L∗(c1(x)) = b1(x)− d¯(x) (2.15)
Adema´s,por el lema (14), se cumple que P (qn+N) = P ∗(qn) 6= 0. Basta
demostrar que c1(x) converge. Observamos que la ecuacio´n (2.15) verifica
que: En resumen, hemos visto que podemos suponer las siguientes hipo´tesis
en la ecuacio´n L(c(x)) = b(x):
|q| > 1
mı´n{ordai(x)} = 0
ord(b(x)) = ord(c(x)) = 0
P (qn) 6= 0, ∀n ∈ N.
Como hab´ıamos visto en la demostracio´n de la proposicio´n (13), si c(x) =∑∞
s=0 cs x
s es solucio´n, entonces los coeficientes cs cumplen la siguiente rela-
cio´n de recurrencia:
c0 =
b0
P (q0)
cs =
−1
P (qs)
[
coefxs
(
n∑
i=0
ai(x)σ
i
q(c0 + . . .+ cs−1x t
s−1)
)
− bs
]
, s > 1.
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Entonces, si s > 1,
cs =
−1
P (qs)
[
coefxs
(
n∑
i=0
( ∞∑
j=0
ai,j x
j
)
(c0 + c1q
ix+ . . .+ cs−1qi(s−1) xs−1)
)
− bs
]
cs =
−1
P (qs)
[
coefxs
(
n∑
i=0
s−1∑
k=0
∞∑
j=0
ai,j ck q
ki xj+k
)
− bs
]
cs =
−1
P (qs)

 n∑
i=0
∑
j+k=s
06k<s
ai,j ck q
ki
− bs
 .
Observamos que no aparecen elementos a0,j para k < s. Para cada s,
consideramos un polinomio en la familia de indeterminadas Ai,j, 1 6 i 6 n,
j ∈ N y en C0, C1 . . . Cs−1, Q definido por:
Hs(Ai,j, C0, C1 . . . , Cs−1, Q) =
n∑
i=0
∑
j+k=s
06k<s
Ai,j CkQ
ki.
Con esta escritura:
cs =
−1
P (qs)
[Hs(ai,j, c0, c1 . . . , cs−1, q)− bs] . (2.16)
Vamos a acotar los coeficientes cs. Tomando mo´dulos en la ecuacio´n an-
terior,
|cs| 6 1|P (qs)|
[( ∑
i,j+k=s
|ai,j| |ck| |q|ki
)
+ |bs|
]
.
Como estamos en el caso |q| > 1 y L es r´ıgido en x = 0, tenemos que
|a0,n| 6= 0. Veamos que existe R > 0 tal que:
|P (qs)| > R · |q|sn, ∀s ∈ N.
En efecto, como |a0,n| 6= 0 y |q| > 1, se tiene que:
l´ım
s→∞
P (qs)
qsn
=
a0,0 + a0,1q
s + . . .+ a0,n−1qs(n−1) + a0,nqsn
qsn
= l´ım
s→∞
a0,0
qsn
+
a0,1
qs(n−1)
+ . . .+
a0,n−1
qs
+ a0,n = a0,n 6= 0
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Entonces existe un natural N tal que Rs > |a0,n|2 > 0 si n > N . Sea
R = mı´n(
|a0,n|
2
,
|P (q0)|
|q|0 ,
|P (q1)|
|q|n , . . . ,
|P (qN−1)|
|q|n(N−1) ).
Tenemos el resultado ya que R > 0 debido a que |P (qs)| 6= 0, ∀s ∈ N. Por lo
tanto,
|cs| 6 1
R
[(
n∑
i=0
∑
j+k=s
|ai,j| |ck| |q|
ki
|q|sn
)
+
|bs|
|q|sn
]
Como i 6 n, k 6 entonces ki 6 ns. Adema´s |q| > 1 por lo que |q|ki−sn 6 1.
|cs| 6 1
R
(( ∑
i,j+k=s
|ai,j| |ck|
)
+ |bs|
)
. (2.17)
Definimos una sucesio´n de nu´meros reales no negativos d0, d1, d2, . . . como
sigue:
d0 =
|b0|
R
ds =
1
R
((∑
i
∑
j+k=s
|ai,j| dk
)
+ |bs|
)
, s > 1.
Para finalizar la prueba vamos a demostrar lo siguiente: 1) |cs| 6 ds 2)
g(x) =
∑∞
s=0 dsx
s es solucio´n convergente de la ecuacio´n algebraica:
A(x)g(x) = b˜(x),
siendo
A(x) = −R +
∑
j>1
(
n∑
i=0
|ai,j|
)
xj.
y
b˜(x) =
∞∑
s=0
−|bs|xs.
Ambas son series convergentes y A(x) es no nula ya que R 6= 0 por lo que
tiene inverso. Con lo cual g(x) ser´ıa una serie convergente, al ser cociente de
elementos convergentes. Se tiene por induccio´n que |cs| 6 ds, ∀s ∈ N: Para
s = 0,
|c0| = b0
P (q0)
6 |b0|
R
= d0.
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Supongamos que la desigualdad se cumple hasta s− 1. Veamos que tambie´n
se cumple para s.
|cs| 6 1|P (qs)
[(∑
i
∑
j+k=s
|ai,j| |ck| |q|ki
)
+ |bs|
]
6 1
R
[(∑
i
∑
j+k=s
|ai,j| dk
)
+ |bs|
]
6 1
R
[(∑
i
∑
j+k=s+1
|ai,j| dk
)
+ |bs+1|
]
= ds+1.
As´ı tendr´ıamos la convergencia de c(x) demostrada y habr´ıamos completado
la demostracio´n. So´lo falta ver que efectivamente g(x) es solucio´n de la ecua-
cio´n A(x)g(x) = b˜(x). Esta ecuacio´n, en particular es una ecuacio´n lineal en
q-diferencias con coeficientes en C((x)):
L(g(x)) = A0(x)g(x) + . . .+ An(x)g(q
n x) = B(x)
con
q = 1
A0(x) = −R +
∑∞
j=1 |a0,j|
Ai(x) =
∑∞
j=1 |ai,j|, i = 1, . . . n
B(x) = b˜(x).
Por lo cual, los coeficientes ds han de satisfacer la relacio´n de recurrencia de
(2.16).
b˜0
P (10)
=
−|b0|
−R) =
|b0|
R
= d0
− 1
P (1s)
[(
n∑
i=0
∑
j+k=s
a˜i,jdk1
ki
)
− b˜s
]
=
1
R
[(
n∑
i=0
∑
j+k=s
|ai,j|dk
)
+ |bs|
]
= ds.
En efecto g(x) =
∑∞
s=0 dsx
s es solucio´n y por tanto hemos finalizado la
prueba.
Teorema 17. Sea L un operador r´ıgido en x = 0. Sean b0(x), . . . , bl(x) ∈
C({x}) y supongamos que existen c0(x), . . . , ck(x) ∈ C((x)) tales que:
L(c0(x) + . . .+ ck(x)t
k) = b0(x) + . . .+ bl(x)t
l.
Entonces c0(x), . . . , ck(x) son convergentes en x = 0.
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Demostracio´n. Induccio´n sobre k. Supongamos que la proposicio´n es cierta
para p = 0, . . . , k − 1 y veamos que´ ocurre cuando p = k.
L(c0(x) + . . .+ ck(x)t
k) = L(ck(x))t
k + te´rminos de menor orden en t
= b0(x) + . . .+ bl(x)t
l
Igualando los coficientes de tk (si k > l, bk = 0):
L(ck(x)) = bk(x)
Como bk(x) es convergente, tenemos que ck(x) tambie´n lo es (estar´ıamos en
el caso p = 0 que es lo que hay que demostrar en el paso 3). Por linealidad
del operador,
L(c0(x)+. . .+ck(x)t
k) = L(c0(x)+. . .+ck−1(x)tk−1)+L(ck(x)tk) = b0(x)+. . .+bl(x)tl
L(c0(x) + . . .+ ck−1(x)tk−1) = b0(x) + . . .+ bl(x)tl − L(ck(x)tk) ∈ C({x}).
Por hipo´tesis de induccio´n, ck−1(x), . . . , c0(x) son convergentes.
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2.2. Ecuaciones lineales homoge´neas
Definicio´n 6. Relacio´n de equivalencia asociada a q. Sea q ∈ C con q 6= 0 y
|q| 6= 1. Decimos que los nu´meros complejos ρ, ρ′ esta´n q-relacionados (∼q)
si existen r, r′ ∈ C tales que qr = ρ, qr′ = ρ′ y r − r′ ∈ Z.
Lema 18. Si qr1 = ρ y qr2 = ρ′, se tiene que:
ρ1 ∼q ρ2 ⇔ r1 − r2 ∈ Z+ ωqZ
donde ωq =
2pii
ln q
, siendo ln q = ln|q|+ iθ con θ ∈ [0, 2pi).
Demostracio´n. Supongamos que qr = qr
′
. Entonces veamos que es equiva-
lente a que r − r′ ∈ ωqZ.
exp(r ln q) = exp(r′ ln q)⇔ exp((r − r′) ln q) = 1
⇔ ∃k ∈ Z : (r − r′) ln q = 2piik ⇔ ∃k ∈ Z : r − r′ = k 2pii
ln q
= k ωq.
Supongamos que ρ ∼q ρ′. Entonces por definicio´n, existen r′1, r′2 con qr′1 = ρ1,
qr
′
2 = ρ2 y r
′
1 − r′2 ∈ Z. Por la equivalencia vista anteriormente, tenemos que
existen k1, k2 ∈ Z tales que r1 − r′1 = k1 ωq y r2 − r′2 = k2 ωq. Ahora bien,
(r1 − r′1)− (r2 − r′2) = (k1 − k2)ωq
r1 − r2 = (r′1 − r′2) + (k1 − k2)ωq ∈ Z+ ωqZ.
Supongamos ahora que r1 − r2 ∈ Z + ωqZ y veamos que ρ1 ∼q ρ2. Tenemos
que r1 − r2 = a + bωq para ciertos enteros a y b. Consideramos r′1 = r2 + a.
De este modo, como r1 − (r2 + a) = b ωq, por el lema anterior tenemos que
ρ1 = q
r1 = qr
′
1 r1 = r
′
1 + b ωq. As´ı, r
′
1 − r2 = a ∈ Z por lo que ρ1 ∼q ρ2.
De este modo, podemos hacer una particio´n de las ra´ıces no nulas de un
polinomio en clases de equivalencia. Adema´s, en cada clase respecto de la
relacio´n ∼q, podemos ordenar las ra´ıces de modo que:
ρ1 = q
r1 r1 = r1 +m1
ρ2 = q
r2 r2 = r1 +m2
· · · · · ·
ρp = q
rp rp = r1 +mp
donde mi ∈ N y 0 = m1 < m2 < · · · < mp.
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Observaciones 19. Dado el operador L, consideramos el operador L∗ defini-
do por L(xr ·f) = xr L∗(f).Si P (ρ) y P ∗(ρ) son los polinomios caracter´ısticos
de L y L∗ respectivamente, la aplicacio´n entre los conjuntos de ra´ıces no nu-
las:
ρ = qr
′ → ρ∗ = qr′+r
conserva el orden y las multiplicidades. Si tenemos una clase de ra´ıces or-
denada de un polinomio P (ρ), ρ1 = q
r1 , . . . , ρp = q
rp entonces dado r ∈ C,
qr1+r, . . . , qrp+r forma una clase de las ra´ıces de P ∗r que conserva el orden y
las multiplicidades.
Esto es trivial, ya que si ρj = q
rj ra´ız de P (ρ), el lema (14) dice que
ρj = q
rj+r es raiz de P ∗r (ρ) con la misma multiplicidad. Por otro lado, si
rj = r1 +m2 entonces rj + r = r1 + r +m2 por lo que se converva el orden.
Definicio´n 7. Vamos a definir una valoracio´n sobre C((x))[t]: Sea
f(x, t) = ai,0(x) + ai,1(x)t+ . . .+ ai,T (x)t
T =
T∑
j=0
∞∑
i=k
ai,jx
itj.
Sean
vx(f) = ordx(f(x, t))
y
vt(f) = ma´x
06j6T
{j : avx(f),j 6= 0}.
Consideramos la aplicacio´n de f(x, t):
V : C((x))[t] −→ (Z× Z,)
f(x, t) 7−→ (vx(f), vt(f))
donde  es una relacio´n de orden definida por:
(s, r)  (s′, r′) ⇔ s < s′ o {s = s′ y r > r′}.
Dado f(x, t) ∈ C((x))[t] definimos in(f) como el te´rmino inicial de f respecto
a la valoracio´n V.
Obseramos que V esta´ bien definida, es decir, cumple las propiedades de
valoracio´n: V(fg) = V(f) + V(g) y V(f + g) > mı´n(V(f),V(g)).
Proposicio´n 20. Consideramos la ecuacio´n lineal homoge´nea L(f) = 0.
Sean ρ1, . . . , ρp los elementos ya ordenados de una clase de equivalencia de
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las ra´ıces del polinomio caracter´ıstico del operador L, y ν1, . . . , νp sus multipli-
cidades respectivas. Sean r1, . . . , rp como en el Lema 18. Se pueden construir
ν = ν1 + . . .+ νp soluciones linealmente independientes sobre C de la forma:
xr1 · gi,j(x, t),
con gi,j(x, t) ∈ C((x))[t], siendo 1 ≤ i ≤ p y 0 ≤ j ≤ νi − 1, De modo que:
degt(gi,j(x, t) 6 ν − 1
in(gi,j(x, t)) = x
ri−r1 tbi , 1 6 i 6 p, 0 6 bi 6 νi − 1.
Demostracio´n. Podemos suponer que µ = mı´n(ord(ai)) = 0 (multiplicando
por x−µ al operador L). Primero veamos que podemos suponer que r1 = 0.
Para ello consideramos el operador L∗r1 .
L(xr1 f) = xr1L∗r1(f).
Por las propiedades vistas en las observaciones 19, P (qr1) = 0 es equivalente
a P ∗r1(q
0) = 0. Las ra´ıces de P ∗r1 conservan las clases, el orden y las multipli-
cidades de P . Por lo tanto suponemos que r1 = 0, es decir ρ1 = q
0 = 1 y
P (q0) = 0.
Tomamos una clase de las ra´ıces ya ordenada como en las observacio´n
anterior: 0 = r1, r2, · · · , rp con multiplicidades ν1, ν2 . . . , νp, y los naturales
mi = ri − r1. Consideramos los pares (i, j) con i = 1, . . . , p y 0 6 j 6
νi−1. Hay ν pares de este tipo y para cada (i, j) construiremos una solucio´n
xr1 g(i,j)(x, t) con
g(i,j)(x, t) ∈ C((x))[t]
in(gi,j(x, t)) = x
ri−r1 tj.
Si vemos esto, solo faltara´ demostrar la independencia.
Fijamos el par (i, j) con i = 1, . . . , p y 0 6 j 6 νi − 1. Vamos a construir
una solucio´n
g(x, t) =
∞∑
k=0
gk(t)x
k = g0(t) + g1(t)x+ g2(t)x
2 + · · · , con gk(t) ∈ C[t],
con las siguientes propiedades:
1. ordx(g) = mi, en particular, g0 = · · · = gmi−1 = 0,
2. gmi(t) = t
j,
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3. degt(gk(t)) 6 j + ν¯k, k > mi.
siendo ν¯k = νi+1 + · · · + νl con l ∈ N de modo que ml 6 k < ml+1
(poniendo mp+1 =∞).
Busquemos por recurrencia los gk(t) con las propiedades (1-3) y adema´s
cumpliendo:
4. ordx(L(g0(t) + · · ·+ gk(t)xk)) > k + 1.
Definimos g0 = · · · = gmi−1 = 0 y gmi = tj. Estas funciones verifican clara-
mente las propiedades (1-3) (ν¯mi = 0). Veamos que tambie´n verifica (4):
L(g0(t) + · · ·+ gmi(t)xmi) = L(tj xmi).
Descomponemos el operador L = L¯ + x L¯, siendo L¯ un operador con coefi-
cientes constantes. As´ı:
L(tj xmi) = L¯(tj xmi) + x L¯(tj xmi)
donde ordx(x L¯(t
j xmi) > mi + 1. Tenemos que qmi es raiz del polinomio
caracter´ıstico con multiplicidad νi. Por el teorema (15), L¯(t
j xmi) = 0. En-
tonces,
ordx(L(g0(t)+· · ·+gmi(t)xmi)) = ordx(L(tj xmi)) = ordx(x L¯(tj xmi) > mi+1
cumpliendo as´ı (4).
Supongamos elegidos g0(t), . . . , gk−1(t), cumpliendo las propiedades (1-4).
Veamos que podemos encontrar gk(t) cumpliendo (1-4) tambie´n. Llamamos
d(x, t) = L(g0(t) + · · ·+ gk−1(t)xk−1).
Por la propidedad (4) de la hipo´tesis de induccio´n,
d(x, t) = dk(t)x
k + d¯(x, t)
donde d¯(x, t) esta´ compuesto por te´rminos de orden en x mayor que k. Por
la propiedad (3),
degt(dk(t)) 6 j + ν¯k−1.
Definamos gk(t) de modo que:
L¯(gk(t)x
k) = −dk(t)xk. (2.18)
Esto es posible usando de nuevo el teorema (15).
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Por un lado, si tenemos que si qk no es raiz del polinomio caracter´ıstico,
esto es, que k /∈ {m1 = 0,m2, . . . ,mp} lo cual implica que ν¯k = ν¯k−1 entonces
existe un gk(t) satisfaciendo (2.18) con grado:
degt(gk(t)) 6 degt(dk(t)) 6 j + ν¯k+1 = j + ν¯k.
En cambio, si qk es raiz, esto es, k = ml para algu´n l, por lo que ν¯k+1+ml = ν¯k
entonces existe gk(t) satisfaciendo (2.18) con grado:
degt(gk(t)) 6 degt(dk(t)) +ml 6 j + ν¯k+1 +ml = j + ν¯k.
Es decir, hemos encontrado en ambos casos un gk(t) satisfaciendo (2.18)
y verificando (3). Veamos para finalizar la induccio´n, que tambie´n verifica
(4). Tenemos as´ı que
L((g0(t) + · · ·+ gk−1(t)xk−1 + gk(t)xk)
= L((g0(t) + · · ·+ gk−1(t)xk−1) + L(gk(t)xk)
= d(x, t) + L(gk(t)x
k)
= d(x, t) + L¯(gk(t)x
k) + x L¯(gk(t)x
k)
= dk(t)x
k + d¯(x, t)− dk(t)xk + x L¯(gk(t)xk) = d¯(x, t) + x L¯(gk(t)xk).
Tenemos pues que
ordx(d¯+ x L¯(gk(t)x
k)) > k + 1,
finalizando la induccio´n.
Veamos que efectivamente la serie construida
g(x, t) =
∞∑
k=0
gk(t)x
k
es solucio´n. Supongamos que no lo es, es decir L(g(x, t)) 6= 0. Sea
N = ordx(L(g)).
Podemos expresar g como
g(x, t) =
N∑
k=0
gk(t)x
k +
∞∑
k=N+1
gk(t)x
k
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Ahora bien, por construccio´n,
ordx
(
L
(
N∑
k=0
gk(t)x
k
))
> N
y por otro lado
ordx
(
L
( ∞∑
k=N+1
gk(t)x
k
))
> N + 1
por lo que ordx(L(g)) > N llegando as´ı a una contradiccio´n.
Para ver la independencia lineal de los g(i,j)(x, t), tomamos una combina-
cio´n lineal finita y la igualamos a 0:∑
i,j
λi,j g(i,j)(x, t) = 0.
Sea in(
∑
i,j λi,j g(i,j)(x, t)) = α0x
i0tj0 . Este monomio no se puede poner en
combinacio´n con el resto, por ser mı´nimo (i0, j0) respecto a la valoriacio´n V .
Esto implica que su coeficiente α0 ha de ser nulo. Repetimos este razona-
miento, y obtenemos que todos los λi,j = 0.
Teorema 21. Consideramos la ecuacio´n lineal homogenea
L(f) = 0. (2.19)
Sea h el nu´mero de ra´ıces distintas de cero del polinomio caracter´ıstico P (ρ)
de L. Existen h series formales C-linealmente independientes soluciones de
(2.19) de la forma:
xr · g(x, t), g(x, t) ∈ C[[x]][t],
con r de tal forma que P (qr) = 0.
Demostracio´n. Sean ρ1, . . . , ρs reprentantes de las s clases de equivalencia de
las ra´ıces de P (ρ), de tal forma que cada ρl sea mı´nimo dentro de su clase,
es decir: si ρl = q
rl y si ρ es otra ra´ız de la misma clase, entonces existe r de
modo que ρ = qr y r = rl +m con m ∈ Z+.
Por el teorema anterior, para cada l con 1 6 l 6 s, existen ν(l) = ν1+· · · νl
soluciones de la forma xrl gl,i(x, t), 1 ≤ i ≤ ν(l) y siendo , gl,i(x, t) ∈ C[[x]][t].
Para cada l, las soluciones xrl gl,i(x, t) son C-linealmente independientes por
la proposicio´n anterior. La demostracio´n de que todas ellas son C-linealmente
independientes la realizaremos en la proposicio´n 28.
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2.3. Caso general
Consideramos el operador lineal en q-diferencias
L(f) =
n∑
i=0
ai(x)σ
i
q =
∑
i,j
ai,j x
j σiq
Tomamos el conjunto de puntos:
C(L) = {(j, i), ai,j 6= 0}
Llamaremos pol´ıgono de Newton de L a la envolvente convexa del conjunto:
C(L) + (R>0 × {0}).
Por ejemplo, al operador:
L = (x+2x2−x5 + · · · )σ0q +(x−1 +4−x)σ1q +(2x−1 +3+x3)σ2q +(x2−x3)σ4q
le corresponde la siguiente representacio´n:
Su polinomio caracter´ıstico P (ρ) = ρ2 + ρ se ve reflejado en los puntos
del lado vertical. Observamos que en general, la longitud del lado vertical
corresponde con el nu´mero de ra´ıces no nulas del polinomio caracter´ıstico,
ya que si el polinomio caracter´ıstico es:
P (ρ) = aν,kρ
k + · · · aν,k+hρk+h = ρk(aν,k + · · · aν,k+hρh)
siendo aν,k y aν,k+h no nulos, entonces el segmento del lado vertical del po-
linomio de Newton es justamente [A,B] siendo A = (ν, k) y B = (ν, k + h).
Por lo tanto, utilizando el Teorema 21, podemos construir h soluciones C-
linealmente independientes de L(f) = 0.
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Tambie´n podemos interpretar gra´ficamente las soluciones convergentes: si
L es r´ıgido, su pol´ıgono de Newton tiene un a´ngulo recto. En el caso a0,ν 6= 0,
el a´ngulo recto esta´ en el inferior del lado vertical:
y las soluciones que correspondan al segmento del lado vertical sera´n
convergentes si |q| < 1, y en el caso an,ν 6= 0, el a´ngulo recto estara´ en la
parte superior del lado vertical y ocurre lo mismo si |q| > 1:
Para construir otras n − h soluciones independientes de las anteriores,
vamos a considerar la siguiente transformacio´n:
f = q
µ
2
(t2−t) · g (2.20)
Definicio´n 8. Dado el operador L y µ ∈ R, se define el operador Lˆµ como
el operador que cumple que si f(x) = q
µ
2
(t2−t) g(x), entonces
L(f) = q
µ
2
(t2−t) · Lˆµ(g).
Lema 22. Con esta definicio´n,
Lˆµ =
n∑
i=0
ai(x)x
iµ q
(i−1)i
2
µ σiq.
Demostracio´n. Veamos por induccio´n que
σnq (f) = q
µ
2
(t2−t) xnµ q
(n−1)n
2
µ σnq (g), n > 0.
Para n = 0, se cumple trivialmente la igualdad:
σ0q (f) = q
µ
2
(t2−t) g = f.
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Para n = 1, usando que σq(t) = t+ 1,
σq(f) = σq(q
µ
2
(t2−t) g) = q
µ
2
((t+1)2−(t+1)) σq(g) = q
µ
2
(t2−t) q
µ
2
2t σq(g).
Ahora bien,
q
µ
2
2t = qµt = qµ
ln x
ln q = exp
(
µ
lnx
ln q
ln q
)
= exp(µ lnx) = xµ.
Entonces,
σq(f) = q
µ
2
(t2−t) xµ σq(g).
Supongamos que es cierto hasta n. Veamos que se cumple para n+ 1.
σn+1q (f) = σq(σ
n
q (f)) = σq(q
µ
2
(t2−t) xnµ q
(n−1)n
2
µ σnq (g)).
Aplicando σq,
σn+1q (f) = q
µ
2
(t2−t) xµ qnµ xnµ q
(n−1)n
2
µ σn+1q (g)
σn+1q (f) = q
µ
2
(t2−t) x(n+1)µ q
(n+1)n
2
µ σn+1q (g),
y obtenemos as´ı el resultado.
Entonces,
L(f) =
n∑
i=0
ai(x)σ
i
q(f) =
n∑
i=0
ai(x) q
µ
2
(t2−t) xiµ q
(i−1)i
2
µ σiq(g)
= q
µ
2
(t2−t)
n∑
i=0
ai(x)x
iµ q
(i−1)i
2
µ σiq(g) = q
µ
2
(t2−t) · Lˆµ(g).
Veamos ahora co´mo se transforma el pol´ıgono de Newton de L en el de
Lˆµ mediante la transformacio´n estudida.
Lˆµ =
n∑
i=0
ai(x)x
iµ q
(i−1)i
2
µ σiq =
∑
i,j
aijx
j xiµ q
(i−1)i
2
µ σiq
=
∑
i,j
(
aij q
(i−1)i
2
µ
)
xiµ+j σiq.
Consideramos la afinidad
Φ : R2 −→ R2
(j, i) 7→ (j + iµ, i)
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Tenemos que si aij 6= 0 si y solo si aij q (i−1)i2 µ 6= 0, por lo que
C(Lˆµ) = {(j + iµ, i), ai,j 6= 0},
Φ(C(L)) = C(Lˆµ).
Observamos que un punto (j, i) que se transforma en (j + iµ, i) conserva
la altura, y que conserva los conjuntos convexos, los ve´rtices van a parar a
ve´rtices y los lados van a parar a lados.
Veamos esto u´ltimo. Dado el segmento de extremos A = (j1, i1) y B =
(j2, i2), su pendiente es p =
i1−i2
j1−j2 y su inclinacio´n es −1p . Tomando µ como
esta inclinacio´n, es decir
µ = −1
p
= −j1 − j2
i1 − i2 ,
los puntos transformados A′ = (j1 + i1µ, i1) y B′ = (j2 + i2µ, i2) forman un
segmento de inclinacio´n 0:
(j1 − j2) + (i1 − i2)(− j1−j2i1−i2 )
i1 − i2 = 0.
Por lo tanto, el segmento transformado [A′B′] es vertical.
Por ejemplo, consideramos el operador :
L = (1 + 2x) + (x−2 + x2)σq − 3x−2σ2q + (5 + 2x3)σ4q ).
Su pol´ıgono de Newton es:
Vamos a transformar el segmento [AB] ,donde A = (−2, 2) y B = (0, 4).
Haciendo µ = −1, A′ = (−4, 2), B = (−4, 4) y nuestro pol´ıgono pasa a ser:
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Del mismo modo, podemos transformar el
segmento inferior. As´ı pues, podemos asegurar al menos una solucio´n conver-
gente.
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Los ejemplos que hemos visto en el cap´ıtulo anterior son tres ecuaciones
en q-diferencias de primer y segundo orden:
f(qz) = (1− z)f(z) (z; q)∞ =
∑
n>0
(−1)nq n(n−1)2
(1− q) . . . (1− qn)z
n
f(qz) = (1 + z)f(z)
1
(z; q)∞
=
∑
n>0
zn
(1− q) . . . (1− qn)
(1− z)f(z) = (1− az)f(qz) (az; q)∞
(z; q)∞
=
∑
n>0
(a; q)n
(q; q)n
zn
(
c
q
− abz)σ2qf − ((
c
q
+ 1)− (a+ b)z)σqf + (1− z)f = 0
Por lo visto anteriormente, sus pol´ıgonos de Newton nos dicen que todas
las soluciones son convergentes si |q| 6= 1.
qzσ2q − (1 + z)σq + I = 0,
∑
n>0
q
n(n−1)
2 zn
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En este u´ltimo caso, la serie de Tshakaloff es convergente si |q| < 1, y en
cuanto a la otra solucio´n no podemos garantizar la convergencia.
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2.4. Sistema fundamental de soluciones
Lema 23. Supongamos que tenemos k soluciones de la ecuacio´n en q-diferencias
lineal homoge´nea: L(f) = 0, y1(x), y2(x),. . .,yk(x).
Sean p1(x), p2(x),. . .,pk(x) funciones constantes, es decir, invariantes por
σq: σq(pi(x)) = pi(x). Entonces, una combinacio´n lineal
∑
i pi(x)yi(x) tam-
bie´n es solucio´n.
Observamos que dado j ∈ N, σjq(pi(x)) = pi(x).
Demostracio´n.
n∑
i=0
ai(x)σ
i
q
(∑
j
pj(x)yj(x)
)
=
n∑
i=0
∑
j
ai(x)σ
i
q(pj(x)yj(x))
=
n∑
i=0
∑
j
ai(x)σ
i
q(pj(x))σ
i
q(yj(x)) =
n∑
i=0
∑
j
ai(x)pj(x)σ
i
q(yj(x))
=
∑
j
pj(x)
n∑
i=0
ai(x)σ
i
q(yj(x)) =
∑
j
pj(x) · 0 = 0.
Definicio´n 9. Decimos que y1(x), y2(x),. . .,yk(x) son linealmente dependien-
tes si existen constantes no todas nulas p1(x), p2(x),. . .,pk(x) tales que
k∑
j=1
pi(x)yi(x) = 0.
Si no son linealmente dependientes, diremos que son linealmente indepen-
dientes.
Proposicio´n 24. Sean y1(x), y2(x),. . .,yn(x) soluciones de L(f) = 0 siendo
L un operador lineal en q-diferencias de orden n. Consideramos el determi-
nante de de Casorati:
D(x) =
∣∣∣∣∣∣∣∣∣
y1(x) y2(x) . . . yn(x)
y1(qx) y2(qx) . . . yn(qx)
...
...
...
y1(q
n−1x) y2(qn−1x) . . . yn(qn−1x)
∣∣∣∣∣∣∣∣∣
Entonces se cumple que D(x) ≡ 0 si y solo si y1, y2, . . . , yn son soluciones
linealmente dependientes.
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Demostracio´n. Supongamos que y1, y2, . . . , yn son soluciones linealmente de-
pendientes. Por definicio´n, existen constantes no todas nulas p1(x), p2(x),. . .,pn(x)
tales que
p1(x)y1(x) + p2(x)y2(x) + . . .+ pn(x)yn(x) = 0.
Aplicamos σ0q , σ
1
q , . . . , σ
n−1
q a la ecuacio´n y teniendo en cuenta que σ
j
q(pi(x)) =
pi(x), obtenemos el siguiente sistema de ecuaciones lineales:
y1(x) y2(x) · · · yn(x)
y1(qx) y2(qx) · · · yn(qx)
...
...
...
y1(q
n−1x) y2(qn−1x) · · · yn(qn−1x)


p1(x)
p2(x)
...
pn(x)
 =

0
0
...
0

Como el vector (p1(x), p2(x), . . . , pn(x)) por hipo´tesis es no nulo, el determi-
nante de la matriz, que es precisamente D(x) ha de ser nulo.
Rec´ıprocamente, supongamos queD(x) = 0. Denotamos por Y1(x), Y2(x) . . . , Yn(x)
a los adjuntos de la u´ltima fila de D(x). Supongamos que al menos uno de
ellos no es nulo. Por ejemplo, Y1(x) 6= 0. Desarrollando el determinante por
la u´ltima fila, obtenemos la ecuacio´n:
Y1(x)y1(q
n−1x) + Y2(x)y2(qn−1x) + . . .+ Yn(x)yn(qn−1x) = 0.
Si sustitu´ımos la u´ltima fila por la primera fila, el determinante es nulo∣∣∣∣∣∣∣∣∣
y1(x) · · · yn(x)
...
...
yn(q
n−2) · · · yn(qn−2)
y1(x) · · · yn(x)
∣∣∣∣∣∣∣∣∣ = 0,
ya que tiene una fila repetida. Como los adjuntos a los elementos de la u´ltima
fila siguen siendo Y1(x), Y2(x) . . . , Yn(x), desarrollando este determinante por
la u´ltima fila, obtenemos:
Y1(x)y1(x) + Y2(x)y2(x) + . . .+ Yn(x)yn(x) = 0.
Repitiendo este proceso con el resto de filas, llegamos al sistema de ecuacio-
nes:
Y1(x)y1(x) + Y2(x)y2(x) + . . .+ Yn(x)yn(x) = 0
Y1(x)y1(qx) + Y2(x)y2(qx) + . . .+ Yn(x)yn(qx) = 0
· · · · · ·
Y1(x)y1(q
n−1x) + Y2(x)y2(qn−1x) + . . .+ Yn(x)yn(qn−1x) = 0
(2.21)
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Por otro lado, los adjuntos de los elementos de la primera fila son justamente
Y1(qx), Y2(qx), . . . , Yn(x). Mediante un proceso ana´logo al anterior, tenemos
las ecuaciones:
Y1(qx)y1(x) + Y2(qx)y2(x) + . . .+ Yn(qx)yn(x) = 0
Y1(qx)y1(qx) + Y2(qx)y2(qx) + . . .+ Yn(qx)yn(qx) = 0
· · · · · ·
Y1(qx)y1(q
n−1x) + Y2(qx)y2(qn−1x) + . . .+ Yn(qx)yn(qn−1x) = 0
(2.22)
Como no todos los adjuntos son nulos, y el determinante es nulo, el sistema
y1(x) y2(x) · · · yn(x)
y1(qx) y2(qx) · · · yn(qx)
...
...
...
y1(q
n−1x) y2(qn−1x) · · · yn(qn−1x)


u1(x)
u2(x)
...
un(x)
 =

0
0
...
0

tiene rango exactamente n−1. Adema´s, tanto (Y1(x), Y2(x), . . . , Yn(x)) como
(Y1(qx), Y2(qx), . . . , Yn(x)) son soluciones. Por lo tanto, al ser el espacio de
soluciones de dimensio´n 1, han de ser proporcionales, es decir, existe una
constante no nula λ(x) tal que:
λ(x)(Y1(x), Y2(x), . . . , Yn(x)) = (Y1(qx), Y2(qx), . . . , Yn(x)).
Por lo tanto,
Y2(qx)
Y1(qx)
=
λ(x)Y2(x)
λ(x)Y1(x)
=
Y2(x)
Y1(x)
...
Yn(qx)
Y1(qx)
=
λ(x)Yn(x)
λ(x)Y1(x)
=
Yn(x)
Y1(x)
.
Finalmente, dividiendo la primera ecuacio´n de (2.21) por Y(x) y denotando
p1(x) = 1, p2(x) =
Y2(x)
Y1(x)
, . . . , pn =
Yn(x)
Y1(x)
,
tenemos la combinacio´n que buscamos
p1(x)y1(x) + p2(x)y2(x) + . . .+ pn(x)yn(x) = 0,
ya que pi(qx) = pi(x), son constantes y no todas nulas.
Falta ver cuando Y1 = Y2 = · · · = Yn = 0. Observamos que Yn(x) es el
determinante de Casorati para las n− 1 soluciones y1(x), y2(x), . . . , yn−1(x).
Mediante un proceso inductivo, llegamos a la dependencia lineal deseada.
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Definicio´n 10. Sea L un operador lineal en q-diferencias de orden n > 0.
Diremos que el conjunto {y1, . . . , yn} forma un sistema fundamental de solu-
ciones de la ecuacio´n L(f) = 0 si son solunciones linealmente independientes.
Lema 25. Si {y1(x), . . . , yn(x)} es un sistema fundamental de soluciones de
L(f) = 0, con L operador lineal en q-diferencias no nulo de orden n, toda
solucio´n y(x) puede expresarse como:
y(x) = p1(x)y1(x) + p2(x)y2(x) + . . .+ pn(x)yn(x) = 0.
Demostracio´n. Ya que todas ellas son soluciones, L(yj) = 0, se verifican las
siguientes ecuaciones:
a0(x)y(x) + a1(x)y(qx) + . . .+ an(x)y(q
nx) = 0
a0(x)y1(x) + a1(x)y1(qx) + . . .+ an(x)y1(q
nx) = 0
· · · · · ·
a0(x)yn(x) + a1(x)yn(qx) + . . .+ an(x)yn(q
nx) = 0
(2.23)
Podemos suponer sin pe´rdida de generalidad que no todos los coeficientes
ai(x) son nulos. Por lo tanto tenemos:
y(x) y(qx) . . . y(qnx)
y1(x) y1(qx) . . . y1(q
nx)
...
...
...
yn(x) yn(q
nx) . . . yn(q
nx)


a0(x)
a1(x)
...
an(x)
 =

0
0
...
0

⇒
∣∣∣∣∣∣∣∣∣
y(x) y(qx) . . . y(qnx)
y1(x) y1(qx) . . . y1(q
nx)
...
...
...
yn(x) yn(q
nx) . . . yn(q
nx)
∣∣∣∣∣∣∣∣∣ = 0
Su determinante de Casorati se anula, por lo que aplicando la proposicio´n
anterior, las soluciones y, y1, . . . , yn. han de ser linealmente dependientes y
tenemos una combinacio´n lineal:
p(x)y(x) + p1(x)y1(x) + p2(x)y2(x) + . . .+ pn(x)yn(x) = 0,
donde p(x) no es nula ya que y1, . . . , yn forman un sistema fundamental de
soluciones.
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2.5. Extensio´n de C({z})
Dado un operador lineal en q-diferencias, |q| 6= 1, con coeficientes en
C((z)), somos capaces de construir soluciones en de la forma xγ · f(z), donde
γ ∈ C y f(k) ∈ C((z)). An˜adiendo la variable algebraicamente independiente
t = ln z
ln q
(ver lema 26, al final de la seccio´n), ampliamos las soluciones que
sera´n del tipo xγ ·f(z, t) donde f(z, t) es un polinomio en t con coeficientes en
C((z)). Ma´s adelante vimos que introduciendo el elemento q
µ
2
(t2−t) pod´ıamos
construir un conjunto linealmente independiente sobre C generador de solu-
ciones. Buscamos un cuerpo o anillo donde estas soluciones este´n todas ellas
contenidas. Nos encontramos esencialmente ante dos dificultades:
An˜adir funciones multivaloradas del tipo zγ y ln z, que no esta´n en el
cuerpo C({z}).
An˜adir los objetos formales, que no tienen entidad en el cuerpo de
funciones (algunos de ellos s´ı, cuando son convergentes)
Nuestro cuerpo base sera´ el cuerpo de las series formales convergentes:
K = C({z}).
Para abordar el primer problema, consideramos la extensio´n de cuerpos K ⊆
Kˆ, siendo
Kˆ = C((z)),
el cuerpo de las series formales de Laurent con parte principal finita.
Tomamos el l´ımite inductivo de las funciones meromorfas
K∞ := l´ım←−
a→−∞
M(Re < a),
donde (Re < a) designa el semiplano de los complejos que cumplen que su
parte real es menor que un real a dado. El cuerpo K∞ esta´ compuesto por
los ge´rmenes de funcio´n
ψ = [(h, (Re < a))],
donde h ∈M(Re < a) y se da la relacio´n de equivalencia ∼:
(h, (Re < a)) ∼ (h′, (Re < b))⇔
∃c ∈ R tal que h|(Re<c) = h′|(Re<c) y c < mı´n(a, b).
Efectivamente K∞ es un cuerpo, los ge´rmenes se pueden sumar, multiplicar,
si son no nulos su inversa es meromorfa tambie´n. Veamos que existe una
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inmersio´n de K en K∞. Para ello interpretamos K como isomorfo a los
ge´rmenes de las funciones meromorfas en el cero, dado que un germen de
funcio´n en el 0 queda completamente determinado por su desarrollo en el
0. La inmersio´n de K en K∞ se construye v´ıa el recubrimiento universal
de C∗ = C\{0} dado por la funcio´n exponencial exp : Cw → Cz, dado por
z = exp(w). Ma´s precisamente, si ψ ∈ K, tiene un representante [(h,B(0, R)],
h es una funcio´n meromorfa en la bola abierta de radio R. La aplicacio´n
h¯(w) 7→ h ◦ exp(w)
es meromorfa en el semiplano (Re < lnR). Es fa´cil ver que h(exp(w)) ∈
M(Re < lnR), ya que si w = a+ ib:
| exp(w)| < R⇔ |ea| |eib| < r ⇔ (ea) < R⇔ a < lnR.
As´ı, (h¯, (Re < lnR)), define un germen en K∞. Es trivial ver que ese germen
no depende del representante de ψ. Tenemos as´ı la aplicacio´n
Φ : K −→ K∞
[(h(z), B(0, R)] 7−→ [(h ◦ exp(w), (Re < lnR)]
Adema´s, Φ es un homomorfismo de anillos pues
(h1 + h2) ◦ exp(w) = h1 ◦ exp(w) + h2 ◦ exp(w),
(h1 h2) ◦ exp(w) = (h1 ◦ exp(w))(h2 ◦ exp(w))
Φ(1) = 1, por lo que es no nulo.
Como K es un cuerpo, Φ es un homomorfismo inyectivo de anillos. Por lo
tanto K∞ es una extensio´n de K. Identificamos K con Φ(K) en K∞.
Aplicacio´n de Monodromı´a. Dada la translacio´n,
τ = τ2pii : C −→ C
w 7−→ w + 2pii
llamamos aplicacio´n de monodromı´a a
m = τ ∗ : M(C) −→ M(C)
g(w) 7−→ g ◦ τ
Calculemos algunas monodromı´as a modo de ejemplo:
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1) m(zp). por un lado, zp = exp(p ln z) = [(exp(pw), (Re < 0))]. Entonces
m(exp(pw)) = exp(p(w + 2pii)) = exp(pw) exp(2piip).
Por lo tanto, zp ∈ Φ(K)⇔ exp(2piip) = 1⇔ p ∈ Z.
2) m(ln z). ln z = [(w, (Re < 0))].
m(ln z) = m(w) = (τ ∗ ◦ Id)(w) = w + 2pii = lnz + 2pii.
Entonces m(ln z) 6= ln z por lo que ln z no pertence a K, como ya
sab´ıamos.
Con esto hemos conseguido un espacio K∞, donde el logaritmo esta´ bien
definido, corresponde al germen de la funcio´n identindad en Cw. Los elemen-
tos del tipo zρ con ρ ∈ C, corresponden con las funciones en el plano Cw con
la funcio´n exp(ρw). Tenemos pues un espacio que incluye a q
µ
2
(t2−t), pues
q
µ
2
(t2−t) = exp(µ
2
((w/ ln q)2 − (w/ ln q)) ln q).
Veamos como se transforma la aplicacio´n σq, que es un isomorfismo de
cuerpos. Necesitamos que el siguiente diagrama sea conmutativo:
K
σq−→ K
Φ ↓ ↓ Φ
K∞
σˆq−→ K∞
Es decir, que se cumpla:
[(h(z), B(0, R)] −→ [(h(qz), B(0, 1
q
R)]
↓ ↓
[(h ◦ exp(w), (Re < lnR))] −→ [(h(q exp(w)), (Re < ln 1
q
R))]
Para definir σˆq, necesitamos escoger un % ∈ C de modo que exp(%) = q.
De este modo tenemos por cada % una extensio´n σˆq de σq que env´ıa h(w) a
h(w + %).
Observamos que las constantes respecto σq : K −→ K
C = {f ∈ K : σq(f) = f}.
forman un cuerpo.
De este modo podemos construir L¯ como extensio´n de L. Entonces tene-
mos dos extensiones de nuestro cuerpo base K, por un lado Kˆ y por otro
K∞. El teorema de Puiseux nos dice que K es algebraicamente cerrado en
Kˆ.
Como K∞ es una extensio´n de cuerpos separable, estamos en condiciones
de aplicar el siguiente proposicio´n que podemos encontrar en [4](pa´g 85):
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Si la extensio´n A ⊂ B es separable y A es algebraicamente cerrado
en C, entonces el a´lgebra B ⊗A C es ı´ntegra.
Es decir, tenemos que el producto tensorial
K∞ ⊗K Kˆ
es un a´lgebra ı´ntegro. Por lo tanto podemos construir su cuerpo de fracciones
que lo denotaremos porM∞, y obtendremos as´ı un cuerpo donde pertenezcan
nuestras soluciones.
Veamos ahora co´mo incluimos σq y L. Tenemos la inyeccio´n:
K −→ K∞ ⊗K Kˆ
h(z) 7−→ h(z)⊗ 1 = 1⊗ h(z)
Para que la aplicacio´n σq se ajuste a nuestras necesidades de multilinealidad
en vez que ver K∞ ⊗K Kˆ como K-mo´dulo, lo podemos ver como K-mo´dulo
v´ıa σq. Es decir, se cumplira´ que dados h ∈ K y α ∈ K∞ ⊗K Kˆ, definimos:
h ∗ α := σq(h) · α.
As´ı, la aplicacio´n φ
K∞ × Kˆ φ−→ K∞ ⊗Kσ Kˆ
(f, g) 7−→ f ⊗ g
es K-multilineal.
Considerando ahora la aplicacio´n ψ
K∞ × Kˆ ψ−→ K∞ ⊗K Kˆ
(f, g) 7−→ f ⊗ g
por la aplicacio´n universal del producto tensorial, existe un u´nicoK-homomorfismo
σˆ definido en
K∞ ⊗K Kˆ σˆ−→ K∞ ⊗Kσ Kˆ
que hace conmutativo el diagrama, φ = σˆψ. Es decir, tenemos que
σˆ(f(z)⊗ g(z)) = f(qz)⊗ g(qz).
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Lema 26. Sea t = log x, tomando la rama principal del logaritmo. Entonces
t es algebraicamente independiente sobre C((x)).
Demostracio´n. Si t ∈M∞ fuera algebraico sobre C((x)) entonces tendr´ıa un
polinomio mı´nimo de t es:
P = tn + an−1(x)tn−1 + . . .+ a0(x) = 0, ai(x) ∈ C((x)).
Derivando,
P ′ = ntn−1t′+an−1(n−1)tn−2t′+ . . .+a1(x)t′+a′n−1(x)tn−1 + . . .+a′0(x) = 0
(ntn−1 + an−1(x)(n− 1)tn−2 + . . .+ a1(x))t′ + a′n−1tn−1 + . . .+ a′0(x) = 0
Como t′ = 1
x
,
n
x
tn−1 +
an−1(x)(n− 1)
x
tn−2 + . . .+
a1(x)
x
+ a′n−1(x)t
n−1 + . . .+ a′0(x) = 0
Reordenando,
(
n
x
+a′n−1(x))t
n−1+(
an−1(x)(n− 1)
x
+a′n−2(x))t
n−2+. . .+(
a1(x)
x
+a′0(x)) = 0.
Entonces, por ser P polinomio mı´nimo, han de anularse todos los coeficientes
de este nuevo polinomio de grado menor en t.
a′n−1(x) =
−n
x
.
Si an−1(x) =
∑
j>k αjx
j, su derivada sera´ a′n−1(x) =
∑
j>k jαjx
j−1. Igualando
coeficientes, 0 · α0 · x−1 = −nx lo cual es absurdo.
Proposicio´n 27. Consideremos h1(x, t), . . . , hn(x, t) en el subcuerpo de frac-
ciones de Kˆ[t] ⊆M∞. Sean r1, . . . , rn ∈ C cumpliendo que ri + Z 6= rj + Z,
si i 6= j. Supongamos que se tiene que
xr1h1 + · · ·+ xrnhn = 0, (2.24)
entonces h1 = · · · = hn = 0.
Demostracio´n. Realizamos la demostracio´n por induccio´n en n. Si n = 1, es
obvio. Supongamos el resultado cierto para un nu´mero menor de n te´rminos.
Reordenando los ri, podemos suponer que si hubiera alguno de ellos tal que
ri +Z = Z, entonces i = 1. Por lo tanto, podemos suponer que r2 +Z 6= Z y
que h2 6= 0.
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Dividiendo la relacio´n (2.24) por xr1 , obtenemos una nueva relacio´n
h1 + x
r2−r1h2 + · · ·+ xrn−r1hn = 0. (2.25)
Llamamos αi = ri − r1, i = 2, . . . , n. Como en el cuerpo M∞ se extien-
de el operador de derivacio´n (ver [4]), podemos considerar la derivada de
2.25, obteniendo una nueva relacio´n (R). Considerando h′1×(2.25)-h1×(R),
obtenemos:
xα2(h′1 h2 −
α2
x
h1 h2 − h1h′2) + · · ·+ xαn(· · · ) = 0.
Por hipo´tesis de induccio´n:
h′1 h2 −
α2
x
h1 h2 − h1h′2 = 0.
Dividiendo por h22 esta u´ltima expresio´n, lo que obtenemos es:(
h1
h2
)′
=
α2
x
(
h1
h2
)
. (2.26)
Sea h =
(
h1
h2
)
, podemos escribir h =
(
a1
a2
)
, siendo a1, a2 ∈ Kˆ[t]. Escribiendo
a1 = a1,0(x) + a1,1(x) t+ · · ·+ a1,r(x) tr
a2 = a2,0(x) + a2,1(x) t+ · · ·+ a2,s(x) ts.
El coeficiente de tr+s en la expresio´n (2.26) obtenemos(
a1,r
a2,s
)′
=
α2
x
(
a1,r
a2,s
)
Dado que a1,r(x), a2,s(x) ∈ Kˆ, esta relacio´n es so´lo posible si α2 ∈ Z, en
contradiccio´n con la hipo´tesis.
Proposicio´n 28. Sean g1, . . . , gn elementos del cuerpo M∞ de la forma
xr1h1 + · · · + xrnhn, siendo hi ∈ Kˆ(t). Sean µ1, . . . , µn ∈ Q, dos a dos dife-
rentes. Supongamos que
q
µ1
2
(t2−t) g1 + · · ·+ q
µn
2
(t2−t) gn = 0. (2.27)
Entonces g1 = · · · = gn = 0.
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Demostracio´n. Por induccio´n en n. El caso n = 1 es obvio. Aplicando σq a
la expresio´n (2.27) obtenemos
xµ1q
µ1
2
(t2−t) σq(g1) + · · ·+ xµnq
µn
2
(t2−t) σq(gn) = 0. (2.28)
Multiplicando (2.27) por xµ1 y restando (2.28) y aplicando la hipo´tesis de
induccio´n obtenemos:
σq(g2) = x
µ1−µ2g2.
Como g2 es de la forma x
r1h1 + · · · + xrnhn, siendo hi ∈ Kˆ(t). Por un argu-
mento similar a la anterior proposicio´n se demuestra que esta u´ltima relacio´n
es imposible si µ1 − µ2 6= 0, en contradiccio´n con nuestra hipo´tesis.
Ape´ndice A
Series de potencias formales
Sea R un anillo conmutativo. Usaremos las siguientes notaciones.
Anillo de polinomios en x con coeficientes en R:
R[x] = {f(x) =
n∑
i=0
ai x
i : n ∈ N, ai ∈ R}.
Anillo de las funciones racionales en x con coeficientes en R:
R(x) = {f(x)
g(x)
: f(x) ∈ R[x], g(x) ∈ R[x]∗}.
Anillo de las series formales en x con coeficientes en R:
R[[x]] = {f(x) =
∞∑
i=0
ai x
i : n ∈ N, ai ∈ R}.
Anillo de las series formales de Laurent con parte principal finita y
coeficientes en R:
R((x)) = {f(x) =
∞∑
i=k
ai x
i : k ∈ Z, ai ∈ R}.
R{x} ≡ ge´rmenes de las funciones holomorfas en 0
R({x}) ≡ ge´rmenes en de las funciones meromorfas en 0
Si R es un cuerpo, se dan las contenciones:
R[x] ⊆ R{x} ⊆ R[[x]]⋂ | ⋂ | ⋂ |
R(x) ⊆ R({x}) ⊆ R((x))
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Proposicio´n 29. Sea R un anillo conmutativo. Un elemento f(x) =
∑∞
i=0
es inversible en R[[x]] si y solo si a0 tiene inverso en R.
Demostracio´n. Buscamos un elemento g(x) ∈ R[[x]] con f(x)g(x) = 1.
f(x)g(x) =
( ∞∑
i=0
ai x
i
)( ∞∑
j=0
bj x
j
)
=
∞∑
i=0
∞∑
j=0
ai bj x
i+j =
∞∑
k=0
(
k∑
i=0
ai bk−i
)
xk.
Para que esto sea igual a 1, los coeficientes de xk han de ser nulos salvo para
k = 0, en este caso 1.
a0 b0 = 1
Para que esto se de, a0 ha de tener inverso en R. De la otra identificacio´n
deducimos que:
k∑
i=0
ai bk−i = 0
Por otro lado
a0 bk = −
k∑
i=1
ai bk−i luego bk = −b0
k∑
i=1
ai bk−i
Por lo tanto f(x) tiene inverso en R[[x]] si y solo existe a−10 en R.
Proposicio´n 30. Sea R un anillo conmutativo. Si R es un cuerpo, entonces
R((x)) es un cuerpo.
Demostracio´n. Sea f(x) 6= 0 un elemento de R((x)). Podemos escribir f(x) =∑∞
n=k an x
n con ak 6= 0. Por ser R un cuerpo, ak es invertible. Adema´s,
f(x) = xk g(x), donde g(x) =
∞∑
n=0
an x
n ∈ R[[x]].
El coeficiente de x0 de g(x) es precisamente ak 6= 0, por lo que por la propo-
sicio´n anterior, g(x) tiene inverso en R[[x]], y por lo tanto en R((x)). Veamos
que x−k g−1 es el inverso de f(x):
f(x)x−k g−1 = xk g(x) , x−k g−1 = 1.
Tenemos que f(x) es invertible en R((x)) por lo que es un cuerpo.
Ape´ndice B
Productos infinitos de
funciones holomorfas
Productos infinitos de nu´meros complejos
Definicio´n 11. Sea una sucesio´n de nu´meros complejos (aj)j>k. Para cada
k 6 m 6 n denotamos la sucesio´n de productos parciales por:
pk,n := ak ak+1 . . . an =
n∏
j=k
aj.
Diremos que el producto
∏
aj es convergente si existe un ı´ndice m tal que la
sucesio´n (pm,n)n>m tiene l´ımite no nulo aˆm. El valor de
∏
aj es:∏
j>k
aj := ak ak+1 . . . am−1 aˆm = a.
El valor a es independiente del ı´ndice m: como aˆm 6= 0, tenemos que
an 6= 0 si n > m; luego fijado un l > m, la sucesio´n (pl,n)n>l tambie´n tiene
un l´ımite aˆl 6= 0 y a = ak ak+1 . . . al−1 aˆl.
Observaciones 31. a) Un producto
∏
aj es convergente s´ı y solo s´ı la su-
cesio´n (aj) contiene un nu´mero finito de ceros y la sucesio´n de productos
parciales que no incluyan ceros tiene l´ımite no nulo.
b) Un producto convergente
∏
aj es cero s´ı y solo s´ı al menos uno de sus
factores es cero.
c) Si
∏
j>0 aj converge, entonces aˆn :=
∏∞
j=n aj existe para todo n ∈ N.
Adema´s, l´ım aˆn = 1 y l´ım an = 1. En efecto, podemos suponer que a :=∏
aj 6= 0. Entonces aˆn = ap0,n−1 . Como l´ım p0,n−1 = a, el l´ımite de los aˆn ha
de ser 1. Para ver que l´ım an = 1 basta con ver que para todo n y aˆn 6= 0 se
tiene que an =
aˆn
aˆn+1
.
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Productos infinitos de funciones Sea X un espacio me´trico localmente
compacto. Sabemos que los conceptos de convergencia compacta y conver-
gencia uniforme local coinciden en este espacio.
Definicio´n 12. Consideremos una sucesio´n de funciones fj ∈ C(X). Dire-
mos que el producto de funciones
∏
fj converge uniformemente en los com-
pactos de X, o alternativamente, converge compactamente en X, si para cada
conjunto compacto K ⊂ X existe un entero m tal que la sucesio´n de funcio-
nes:
pm,n = fmfm+1 . . . fn, n > m
converge uniformemente en K hacia una funcio´n fˆm que no se anula.
En particular, para cada x ∈ X, el producto ∏ fj(x) existe:
f(x) :=
∏
fj(x) ∈ C.
Adema´s, dado un compacto K se cumple que:
f |K = (f0|K) . . . (fm−1|K)fˆm (B.1)
Proposicio´n 32. a) Si el producto
∏
fj converge compactamente hacia f
en X entonces f es continua en X y la sucesio´n fj converge compactamente
en X hacia 1.
b) Si los productos
∏
fj y
∏
gj convergen compactamente en X, entonces∏
fjgj tambie´n y se tiene que
∏
fjgj =
∏
fj
∏
gj.
c) Sea G es un dominio en C (abierto conexo no vac´ıo). Si
∏
fj es un
producto de funciones holomorfas en G que converge compactamente en G
entonces su l´ımite f tambie´n es holomorfo en G.
Proposicio´n 33. Criterio de convergencia Sea fj ∈ C(x), j > 0. Supongamos
que la funciones fj tienen un logaritmo en X a partir de un cierto ı´ndice,
es decir, ∃ ln fj ∈ C(x) cuando j > m. Si
∑
j>m ln fj converge compacta-
mente en X hacia una funcion continua s ∈ C(x), entonces ∏ fj converge
compactamente en X hacia f0f1 . . . fm−1 exp s.
Demostracio´n. Como la sucesio´n de sumas parciales sn =
∑n
j=m ln fj conver-
ge en los compactos hacia una funcio´n s, la sucesio´n de productos parciales:
pm,n =
n∏
j=m
fj = exp
(
n∑
j=m
ln fj
)
= exp sn
converge en los compactos hacia exp s ∈ X. Como la funcio´n exponencial
exp s nunca se anula, tenemos el resultado.
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Convergencia normal El criterio anterior es complicado a la hora de apli-
car puesto que las series con logaritmos son dif´ıciles de manejar. Por ello, es
interesante introducir un criterio de convergencia ma´s fuerte pero ma´s ma-
nejable, la convergencia normal, que asegura la convergencia uniforme en
los compactos para todos los productos parciales y todas las reordenacio-
nes. No´tese que un producto puede converger compactamente sin converger
normalmente.
Definicio´n 13. Un producto
∏
fj con fj = 1 + gj ∈ C(x) se dice que es
normalmente convergente en X si la serie
∑
gj converge normalmente en
X, es decir
∑
j |gj|X converge.
Observaciones 34. Se comprueba fa´cilmente que si
∏
j>0 fj converge nor-
malmente en X entonces:
a) Si τ : N → N es una biyeccio´n, el producto ∏j>0 fτ(j) converge nor-
malmente en X.
b) Cada subproducto
∏
k>0 fjk converge normalmente en X.
c) El producto converge compactamente en X.
Teorema 35 (Teorema de reordenacio´n). Sea
∏
j>0 fj un producto normal-
mente convergente en X. Entonces existe una funcio´n f : X → C tal que para
cada biyeccio´n τ : N → N, la reordenacio´n del producto ∏j>0 fτ(j) converge
compactamente a f ∈ X.
Demostracio´n. Sea w ∈ B(0, 1).
ln(1 + w) =
∑
j>1
(−1)j−1
j
wj
| ln(1 + w)| =
∣∣∣∣∣∑
j>1
(−1)j−1
j
wj
∣∣∣∣∣ 6∑
j>1
∣∣∣∣(−1)j−1j wj
∣∣∣∣ 6∑
j>1
|w|j
j
6
∑
j>1
|w|j 6 |w| (1 + |w|+ |w|2 . . .) = |w| 1
1− |w|
Si |w| 6 1
2
entonces 1
1−|w| >
1
2
y tnemos que:
| ln(1 + w)| 6 2 |w| (B.2)
Sea K un compacto en X. Consideramos la sucesio´n de funciones gn = fn−1.
Tenemos que |gn|K 6 12 para todo natural a partir de un cierto m, ya que
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por hipo´tesis,
∏
j fj en normalmente convergente lo cual implica que dado
un compacto K, la suma
∑
j |gj|K converge, luego |gj| → 0. Entonces:
ln fn =
∑
j
(−1)j−1
j
gjn,
donde | ln fn|K 6 2 |gn|K por B.2. Tenemos que:∑
j>m
| ln fj|K 6
∑
j>m
2 |gj|K <∞.
Por el teorema de reordenacio´n de series (REF I.0.4.3), la serie
∑
j>m ln fσ(j)
converge uniformemente en K (compactamente) hacia
∑
j>m ln fj para cada
biyeccio´n σ en Nm = {n ∈ N, n > m}. Entonces, los productos
∏
j> fσ(j) y∏
j>m fj convergen en K hacia una misma funcio´n.
Una biyeccio´n en los naturales se diferencia de una permutacio´n solo de
un nu´mero finito de traslaciones, que no alteran la convergencia.
∃ τ : N→ N, #{j : τ(j) 6= j} es finito.
∃σ′ : N→ N, {j : σ′(j) = j, j = 0, 1, . . . ,m}
Entonces σ = τ ◦ σ′ por lo cual tomando τ−1 ◦ σ = σ′.
Por lo cual existe una funcio´n f : X → C tal que cada producto∏j>0 fτ(j)
converge compactamente en X hacia una funcio´n f .
Corolario 36. Sea f =
∏
j>0 fj una funcio´n que converge normalmente en
X. Entonces se cumple que:
a) Cada producto fˆn =
∏
j>n fj converge normalmente en X y adema´s se
tiene que:
f = f0 f1 . . . fn−1 fˆn
b)Si N =
⋃∞
k=1Nk es una particio´n de los naturales de conjuntos Nk
disjuntos dos a dos entre s´ı, entonces cada producto
∏
j∈Nj fj converge nor-
malmente en X y
f =
∞∏
k=1
(∏
j∈Nk
fj
)
.
Productos normalmente convergentes de funciones holomorfas El
conjunto de ceros Z(f) de una funcio´n no nula y holomorfa en un abierto G ⊂
C es localmente finito en G, por lo que Z(f) es a lo sumo infinito numerable.
Para un conjunto finito de funciones no nulas f0, f1, . . . , fn ∈ O(G),
Z(f0 f1 . . . fn) =
n⋃
k=0
Z(fj)
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oc(f0 f1 . . . fn) =
n∑
j=0
oc(fj), c ∈ G,
donde oc(f) es el orden del cero de f en c. Para productos infinitos, tenemos
el siguiente resultado:
Proposicio´n 37. Sea f =
∏
fj, con fj 6= 0 un producto normalmente con-
vergente en G de funciones holomorfas en G. Entonces f 6= 0 y se cumple
que:
Z(f) =
⋃
Z(fj) y oc(f) =
∑
oc(fj) ∀c ∈ G
(Nota: este resultado tambie´n es cierto si se da solo la convergencia en los
compactos)
Demostracio´n. Fijamos un punto c en G. El producto f(c) =
∏
fj(c) con-
verge. Tenemos que a partir de un ı´ndice n, fj(c) ha de ser distinto de 0 (ya
que un producto convergente solo puede tener un nu´mero finito de ceros).
Tenemos que f = f0 f1 . . . fn−1 fˆn, con fˆn =
∏
j>n fj holomorfa en G. Por lo
tanto podemos calcular el orden del cero de f en el punto c:
oc(f) =
n−1∑
j=0
oc(fj) + oc(fˆn).
Se da que oc(fˆn) = 0 ya que fˆn(c) 6= 0. Con esto queda probada la regla
aditiva de productos infinitos. Se tiene que:
Z(f) =
⋃
Z(fj).
Como las funciones fj son no nulas, los conjuntos Z(fj) son numerables por lo
que Z(f), unio´n de numerables es numerable, lo cual implica que f 6= 0.
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