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ELEMENTARY EQUIVALENCE THEOREM FOR PAC
STRUCTURES
JAN DOBROWOLSKI♠, DANIEL MAX HOFFMANN† AND JUNGUK LEE∗
Abstract. We generalize a well known theorem binding the elementary equiv-
alence relation on the level of PAC fields and the isomorphism class of their
absolute Galois groups. Our results concern two cases: saturated PAC struc-
tures and non-saturated PAC structures. Finally, we provide an invariant of
the theory of existentially closed substructures in a stable monster model.
1. Introduction
It is well known that countable ω-categorical structures M and N are bi-inter-
pretable if and only if Aut(M) and Aut(N) are isomorphic as topological groups.
Similarly, in the case when, additionally, M and N have the same universe, M and
N are bidefinable if and only if Aut(M) and Aut(N) are isomorphic (i.e. equal as
permutation groups). In this article, we establish a link between structures and
their automorphisms groups in the style of the aforementioned well known facts.
Pseudo-algebraically closed (PAC) fields were extensively studied in the second
half of the 20th century. They were “discovered” in [1] and [2], but the name “PAC
fields” was given in [10]. A field K is PAC if and only if each nonempty absolutely
irreducible K-variety has a K-rational point. Equivalently, it is existentially closed
in every regular extension (compare to Definition 2.2). In [9] and in [7], authors pro-
pose the name “regularly closed fields”, which in our case is more appropriate, since
algebraically closed structures are not necessarily PAC structures in the sense of our
Definition 2.2 (thus algebraically closed structures can be non pseudo-algebraically
closed). Moreover, because there is no useful model-theoretic generalization of the
notion of separable extension of fields, we are forced to work only with definably
closed substructures, which correspond to perfect fields. Therefore our definition
of a PAC structure implies being definably closed (and being a perfect field, in the
case of fields).
PAC fields are very attractive to model theorists (e.g. [9], [8], [7], [6], [4], [5]),
since their logical and algebraical structure is, to a large extent, controlled by their
absolute Galois groups . The most important property of PAC fields - so-called
“Elementary Equivalence Theorem” - is stated in Theorem 20.3.3 in [11] and in
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Proposition 33 in [7]. Roughly speaking, two PAC fields have the same first order
theory provided they have isomorphic Galois groups. The inverse system of finite
quotients of a Galois group can be organized into a first order structure and thus
there exists a way of attaching a first order theory to a given absolute Galois group.
In Proposition 33 in [7], both theories, the theory of a PAC field and the theory of
its absolute Galois group, were related to each other. The connection between both
theories is even more sophisticated, as we see in [3], where the author provides a path
between independence on the level of an absolute Galois group and independence
on the level of a PAC field. Moreover, because of the newly discovered links between
PAC fields and the notion of NSOP1 structures, PAC fields are studied again in
the model-theoretic neo-stability context (e.g. model theory of Frobenius fields in
[18]).
On the other side, notion of a PAC field was generalized, in the case of strongly
minimal theories, in [15], and then, in the case of stable theories, in [19]. We use yet
a different and slightly more general definition of a PAC structure, which was given
in [12] (see Section 3.1 in [12], which compares all known to us definitions of a PAC
structure). In [20] it is shown that under the assumption that PAC is a first order
property (see Definition 2.10) the theory of bounded (saturated) PAC structures
(in the case of stable theory) is simple. This extends results from [15], where, in
the case of a strongly minimal theory, bounded PAC structures are supersimple of
SU-rank 1. “Bounded” means that the absolute Galois group is small as a profi-
nite group, hence - similarly as for PAC fields - there is an interesting connection
between model-theoretic properties of a PAC structure and the complexity of its
absolute Galois group. This phenomenon motivated us to study whether the Ele-
mentary Equivalence Theorem for PAC fields can be generalized to the class of PAC
structures and we achieved such a generalization in two ways: for saturated PAC
structures in Proposition 3.8 and for non-saturated PAC structures in Theorem 6.6.
In Section 2, we provide definitions and basic facts about PAC structures in the
stable context. We analyze there what is needed to get a saturated elementary
extension of a PAC structure which is also a PAC structure.
In Section 3, we prove the first of our main results, Proposition 3.8. Since the
previous definition of a PAC structure in the stable context (Definition 3.1 in [19])
assumed saturation, the assumption about saturation in Proposition 3.8 seems to
be quite natural. We end Section 3 with an observation about relation between
Proposition 3.8 and Lascar Galois groups.
In Section 5, we introduce a notion of sort-preservation which is crucial in the
proof of the most technical part of this paper, mainly of Lemma 6.2. Proposition
5.7 shows that sort-preservation is more common at lower levels of complexity of
considered Galois groups.
The central point of Section 6 is the proof of Lemma 6.2, which allows us to
lift isomorphisms between absolute Galois groups of structures to absolute Galois
groups of ultraproducts of these structures. Lemma 6.2 is used in the proof of
the second main result of this paper, Theorem 6.6. Theorem 6.6 is the expected
Elementary Equivalence Theorem for Structures.
The goal of this paper was to achieve Elementary Equivalence Theorem for Struc-
tures and, since its proof is quite long, we decided not to extend the paper too much
and to leave the reader without examples. The reader interested in examples can
find several of them in [19]. Moreover, results of [12] also give us also a reasonable
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source of examples of PAC structures, since every existentially closed, equipped
with a group action, substructure of some ambient stable structure is PAC.
We fix a stable theory T0 in a language L0, and we set T := (T
eq
0 )
m which
is a theory in language L := (Leq0 )
m (we add imaginary sorts and then do the
Morleyisation). Note that T is stable, has quantifier elimination and elimination of
imaginaries. Moreover, we fix a monster model C |= T and assume that T = Th(C)
(in other words: we assume that T is complete).
2. Passing to saturated PAC structures
In this section we describe a procedure which produces an elementary extension
of a PAC structure which is PAC and saturated. However, to get such an extension,
additional assumptions are needed. For a more detailed exposition of the notion of
regularity and PAC structures, the reader may consult Section 3.1 in [12].
Definition 2.1. Let E ⊆ A be small subsets of C. We say that E ⊆ A is L-regular
(or just regular) if
dcl(A) ∩ acl(E) = dcl(E).
Definition 2.2. Assume that M  C and P is a substructure of M .
(1) We say that P is PAC in M if for every regular extension N of P inM (i.e.
N ⊆M and N is regular over P ), the structure P is existentially closed in
N .
(2) We say that M is purely saturated over P if every type over P is realized
in M .
(3) We say that M is strictly saturated over P if every stationary type over P
is realized in M .
Of course pure saturation over P implies strict saturation over P . Moreover,
both are weaker variants of κ-saturation over P (Definition 3.1 in [19]).
We state our definition of regularity in a language expanded by imaginaries
(recall that T = (T eq0 )
m), which is motivated by a correspondence to stationarity
(e.g. Lemma 3.36 in [12]), and because we are working with Galois groups. Besides
this, regularity considered in language with imaginaries is more natural for us (e.g.
Remark 3.2.(2) in [12]). One could ask: maybe the notion of regularity changes
after adding imaginaries, but being existentially closed in a regular extension means
the same? The following examples show that, in a theory without EI, existential
closedness of a set A in its all regular extensions does not imply the same about
dcleq(A) after adding imaginaries.
Example 2.3. Consider a saturated two-sorted structureM = (X,Y,E, F, f) with
sorts X and Y described as follows. E is an equivalence relation on X with 3
classes: X1, X2, X3 (we do NOT add them to the language). F is an equivalence
relation on X with all classes infinite such that every F -class either is contained
in X1 or is contained in X2 ∪ X3 and has infinite intersections with both X2 and
X3. Also, Xi/F is infinite for any i ≤ 3. Finally, Y = X/E and f : X → Y is
the quotient map. Let A0 be a small set contained in X1 intersecting infinitely
many F -classes and having empty or infinite intersection with any F -class, and put
A := A0 ∪ {a/E}, where a is any element of A0. Then A is existentially closed
in its all regular extensions in M , but A′ := dcleq(A) is not existentially closed in
some regular extension, i.e. it is not PAC after adding imaginaries.
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Proof. Note that, as A is small, there are infinitely many F -classes contained in
X1 which do not meet A, and the complement of A in any F -class is infinite.
Let M be the structure obtained by expanding M ′ = (X,Y, Z,E, F, f, g), where
Z = X/F and g : X → Z is the quotient map, by sorts for k-element subsets of
X l × Y m × Zn for all k, l,m, n < ω, and by a sort containing only one element c0
(so that dcl(∅) 6= ∅, which, formally, we need in the claim below).
Claim 1 M admits EI.
Proof of the claim: Let I be the conjunction of E and F . It is enough to check
that the assumptions of [17, Theorem 3.1] with K := (X,E, F ) and G := M are
satisfied. For the first condiction, notice that (by q.e.) any infinite definable set
V ⊆ X1 is, up to a finite set, either a finite union of I-classes a0/I, . . . , an/I,
or a complement of such a union. In the first case, the (global) type p(x) saying
that E(x, a0), F (x, a0) and x 6= c for any c ∈ X is clearly acl
eq(⌈V ⌉) definable, as
a0/E, a0/F ∈ acleq(⌈V ⌉). In the second case, the type p(x) saying that ¬F (x, c)
for any c ∈ X does the job.
For the second condition, note first that any complete non-algebraic global type
in X1 is actually of one of the two forms described in the previous paragraph. In
the first case, (a0/E, a0/F ) is a code for p(x), and, in the second case, c0 is a code
for p(X). Then, for a type q(x1, . . . , xn) in n variables, by q.e., the set of definitions
is interdefinable with union of sets of definitions of restrictions of q to each variable.
The third condition is clear from our choice of M. Here ends the proof of the first
claim.
Notice that any regular extension of A must be contained in X1 ∪ {a/E}, as
otherwise it would have an element of Y \{a/E} in its dcl, which would contradict
regularity, as Y \{a/E} ⊆ acl(A)\dcl(A). Hence, for any b in such extension D
and any finite A0 ⊆ A, one easily sees that tpM (b/A0) is realized in A, so A is
existentially closed in D.
Now, choose d ∈ X2 such that d′ := d/F is not in A′(= dcleq(A)), and put
D′ := dcleq(A′ ∪ {d′}).
Claim 2. D′ is a regular extension of A′.
Proof of the claim: Suppose that c ∈ D′ ∩ acleq(A′). By the previous claim, we
may assume that c is a finite set C of finite tuples from M ′. Consider any tuple
(x1, . . . , xn, y1, . . . , ym, z1, . . . , zl) ∈ C, where xi ∈ X , yj ∈ Y and zk ∈ Z. Then,
as c ∈ acleq(A′), we easily get that xi ∈ A for any i and zk ∈ A′ for any k.
Assume also that (y1, . . . , ym) = (a/E, . . . , a/E, a2/E, . . . , a2/E, a3/E, . . . , a3/E),
where ai ∈ Xi for i = 2, 3. Then, as C is D′ invariant, we get that
(x1, . . . , xn, a/E, . . . , a/E, a3/E, . . . , a3/E, a2/E, . . . , a2/E, z1, . . . , zl)
is also in C, as there is an automorhpism over D′ which sends a2/E to a3/E and
vice-versa (by q.e. in M). Applying this to any c ∈ C, we see that C is A-invariant,
so c ∈ A. Hence, D′ ∩ acleq(A′) = A′. Here ends the proof of the second claim.
Now observe that d′ satisfies the formula φ(z) = (∃x)(¬E(x, a) ∧ fF (x) = z),
where fF is the function symbol for quotient map X → Z/F , and, clearly, φ(z) is
not satisfied by any element of A′, as A′ ∩X/F contains only classes of elements of
X1 (and those classes are all contained in X1). 
Example 2.4. Consider a monster model F of ACFp, where p is zero or a prime,
and let A ⊆ F be a small perfect PAC field. Consider a two-sorted structure
M := (F, F ), with no additional structure between the sorts (only the field structure
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on each of the sorts). Let B = (A, acl(A)) be a substructure of M . Then B is
existentially closed in any regular extension, but A′ := dcleq(B) is not PAC in
M eq.
Proof. It is easy to see that any regular extension of B in M intersected with each
sort is a regular extension of the intersection of B with that sort, and hence, by
q.e., B is existentially closed in any such extension. It remains to show that A′ is
not PAC. LetM be the structure obtained by expanding M by sorts for finite sets
of compatible finite tuples of elements of M (together with the projections onto
these sorts), and by a sort containing only one element c0.
Claim 1. M admits EI.
Proof of the claim: Again, it is enough to check that the assumptions of [17,
Theorem 3.1] with K := M and G := M are satisfied. The first condition follows,
as a definable set is contained in one of the sorts of M , and the condition holds in
ACFp (as a definable set has only finitely many generic types).
For the second condition, as in the previous example, any type
q(x1, . . . , xn, y1, . . . , ym)
with xi of the first sort and yi of the second sort is definable over the union of sets
of definitions of q|x1,...,xn and q|y1,...,ym (which exist in ACFp). The third condition
holds trivially again. Here ends the proof of the first claim.
Due to the claim, we may identify elements of M eq with elements of M. Take
any a ∈ acl(A)\A in the first sort and any b /∈ acl(A) in the second sort. Let
a = a1, . . . , an be all conjugates of a over B, and let b = b1, . . . , bn be a Morley
sequence in tp(b/B). Consider the sort ME of n-element sets of pairs, where the
first coordinate in each pair is from the first sort, and the second coordinate is from
the second sort (E is the equivalence relation on tuples of such pairs identifying
tuples being permutations of each other). Put d := {(ai, bi) : i ≤ n} ∈ ME.
Let ψ(xE) be the formula saying that there are x1, . . . , xn, y1, . . . , yn such that
x1, . . . , xn are pairwise distinct realizations of the formula isolating tp(a/A), the
elements y1, . . . , yn are pairwise distinct, and xE = ((x1, y1), . . . , (xn, yn))/E (=
{(x1, y1), . . . , (xn, yn)}). Clearly, ψ(xE) is a formula over A
′ in the language of
M.
Claim 2. ψ(xE) is not satisfied in A
′.
Proof of the claim: Consider any realization of ψ(xE); it must be of the form
{(a1, c1), . . . , (an, cn)}. Then ci’s are pairwise distinct, so every automorphism,
which moves a1 and fixes B and fixes the whole second sort pointwise, will move
{(a1, c1), . . . , (an, cn)} (to a set in which a1 will occur in pair with ci for some
i 6= 1). Thus {(a1, c1), . . . , (an, cn)} /∈ dcleq(B) = A′. Here ends the proof of the
second claim.
Clearly, ψ(xE) is satisfied by d, so, by the second claim, A
′ is not existentially
closed in D′ := dcleq(B, d). So, in order to conclude that A′ is not PAC in M eq, it
remains to show that D′ is a regular extension of A′.
Claim 3. Every automorphism of the first sort of M over A extends to an auto-
morphism of M fixing Bd pointwise.
Proof of the claim: Let f be any automorphism of the frist sort of M over A. Then
f(a1, . . . , an) = (aσ(1), . . . , aσ(n)) for some σ ∈ Sn. As (d1, . . . , dn) is a Morley
sequence, it is indiscernible as a set, so there is an automorphism g of the second
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sort over acl(A) which sends (b1, . . . , bn) to (bσ(1), . . . , bσ(n)). Then f ∪ g fixes Bd.
Here ends the proof of the third claim.
Suppose e = {(e1, f1), . . . , (em, fm)} ∈ D′ ∩ (acl(A′)), where ei’s are compatible
tuples of elements of the first sort, and fi’s are compatible tuples of elements of the
second sort. We will show that e ∈ dcl(A′). As e ∈ acl(A′), we get that each fi is
in acl(A′), so each fi is in B.
Consider any automorphims h of M over A′. By the last claim there is an
automorphism of M which agrees with h on the first sort and fixes Bd; denote its
unique extension toM by h′. Then, as both h and h′ fix A′, f1, . . . , fn ∈ A′, and h′
agrees with h on e1, . . . , em, we get that h(e) = h
′(e) = e (the last equality holds,
as h′ fixes Bd, so it must fix e). This shows that e ∈ dcl(A′). 
Now, we provide several basic facts about PAC substructures, which show that
the notion of being a PAC substructure depends on the saturation of the ambient
structure.
Fact 2.5. Let M |= T . Let P be PAC substructure in M  C such that M is
strictly saturated over P , and let P0  P . Then P0 is PAC in M .
Proof. Let N ⊆ M be a regular extension of P0. Suppose N |= ∃xϕ(x, e) for a
quantifier free ϕ(x, y) and e ∈ P
|y|
0 , say M |= ϕ(n, e) for an n ∈ N . We may find
n′ ∈ C such that C |= ϕ(n′, e) and P |⌣P0
n′ (in C).
Since P |⌣P0
n′, by [12, Lemma 3.40], dcl(P, n′) is a regular extension of P .
Thus tp(n′/P ) is stationary and hence realized in M by some m. We see that
dcl(P,m) is regular extension of P and dcl(P,m) |= ∃xϕ(x, e). Since P is PAC in
M , P |= ∃xϕ(x, e). Since P0  P , we have that P0 |= ∃xϕ(x, e). 
Remark 2.6. Let P ⊆ M |= T and (M0, P0)  (M,P ). Suppose P is PAC in M
and M is strictly saturated over P . Then P0 is PAC in M0.
Proof. Note that for every L-formula ϕ(x) there exists an L ∪ {P}-formula ϕP (x)
such that for every L ∪ {P}-structure (M ′, P ′) and every a ⊆ P ′ one has
P ′ |= ϕ(a) ⇐⇒ (M ′, P ′) |= ϕP (a).
So P0  P and, by Fact 2.5, P0 is PAC in M . In particular, P0 is PAC in M0. 
Fact 2.7. Let P ⊆ M  C. Suppose P is PAC in M and M is strictly saturated
over P . Then P is PAC in C.
Proof. Let N ⊆ C be a regular extension of P . Suppose N |= ∃xϕ(x, e) for a
quantifier free ϕ(x, y) and e ∈ P |y|. Take n ∈ N such that |= ϕ(n, e). Since N is a
regular extension of P , the type p(x) := tp(n/P ) is stationary, and it is realized in
M . Let m ∈M be a realization of p. Since tp(m/P ) = p is stationary, dcl(P,m) is
a regular extension of P . Since P is PAC and ϕ(x, e) ∈ tp(m/P ), ϕ(x, e) is realized
in P , so P |= ∃xϕ(x, e). 
Corollary 2.8. If M  C is strictly saturated over P , then P is PAC in M if and
only if P is PAC in C.
Definition 2.9. Assume that P ⊆ M  C. We say that P is an absolutely PAC
substructure if P is a PAC substructure in C, equivalently P is a PAC substructure
in M and M is strictly saturated over P .
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The following definition is a slight modification of Definitions 3.3 and 3.5 from
[19].
Definition 2.10. (1) We say that PAC is a first order property if there exists
a set Σ of L ∪ {P}-formulas such that
(M,P ) |= T ∪ Σ ⇐⇒ M |= T and P is PAC in M.
(2) We say that pure [strict] saturation over P is a first order property if there
exists a set Σ of L ∪ {P}-formulas such that
(i) if M |= T is purely [strictly] saturated over P , then (M,P ) |= T ∪ Σ,
(ii) if (M,P ) |= T ∪ Σ and (M,P ) is |T |+-saturated, then M is purely
[strictly] saturated over P .
Remark 2.11. If T has no finite cover property (an assumption stronger than
stability, see Definition 4.1 and Theorem 4.2 in Chapter II of [22]), then pure
saturation over P is a first order property, what is witnessed by the following set
Σ = {(∀y ∈ P )
(
(∀z1, . . . , zkϕ ∈ P )(∃x)
( ∧
i6kϕ
ϕ(x, y, zi)
)
→
(∃x)(∀z ∈ P )
(
ϕ(x, y, z)
))
| ϕ ∈ L},
where kϕ is the bound given in Lemma 4.1 in Chapter II of [22], i.e. provided by
the assumption that T has no finite cover property. Compare to Remark 3.6 in
[19].
Question 2.12. Assume that T has no finite cover property. Is strict saturation
over P a first order property?
Lemma 2.13. Suppose PAC is a first order property and pure [or strict] saturation
over P is a first order property. Let P be PAC in C. Let κ be an infinite cardinal.
Then, there is a κ-saturated elementary extension P ∗ of P , which is PAC in C.
Proof. Standard: let P ⊆ M  C be such that M is purely saturated over P (so
also strictly saturated over P ). Consider (M,P )  (M ′, P ′), which is κ-saturated
and such that |M ′| is smaller than the saturation of C. We may assume that
M  M ′  C. Indeed, there is an L-embedding f : M ′ → C over M , such
that f(M ′)  C. Note that f induces an L ∪ {P}-isomorphism from (M ′, P ′) to
(f(M ′), f(P ′)). Moreover, f(P ′) ∩M = P and (M,P )  (f(M ′), f(P ′)). Replace
(M ′, P ′) by (f(M ′), f(P ′)).
We have that M ′ is strictly saturated over P ′ and P ′ is PAC in M ′, so P ′ is an
absolutely PAC substructure. Moreover, P  P ′ and P ′ is κ-saturated. We set
P ∗ = P ′. 
3. The case of saturated PAC structures
Results of this section assume that our PAC substructures are somewhat satu-
rated as substructures of C (which makes sense, since we have quantifier elimination
in C). Note that the results of this section apply to κ-PAC structures and PAC
structures in the sense of Definition 3.1 in [19].
First, we prove an auxiliary fact, Lemma 3.5, which generalizes Lemma 20.2.2
from [11] (see also Lemma 2.1 in [16]), and then we use it in the proof of Proposition
3.8. Proposition 3.8 is one of the two main results of this paper (the other one is
Theorem 6.6) and generalizes Lemma 20.2.3 in [11]. Since Theorem 6.6 is called
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Elementary Equivalence Theorem for Structures, Proposition 3.8 could be called
“Elementary Equivalence Theorem for Saturated Structures” - EETSS.
For a small substructure F of C, let us define
ST(F, κ, λ) := {qftp(d¯/A) | A ⊆ F, |A| < κ,
F ⊆ dcl(F, d¯) is regular and |d¯| < λ}.
Remark 3.1. If F is PAC in C, then each element of ST(F, κ, λ) is a partial type in
the sense of Th(F ). Therefore, in this case, it makes sense to speak about saturation
corresponding to elements of ST(F, κ, λ).
Definition 3.2. We call a substructure F of C λκ-regularly saturated if every element
of ST(F, κ, λ) is realized in F . We use “κ-regularly saturated” for “κκ-regularly
saturated”.
Remark 3.3. Note that for F which is PAC in C, being ωκ -saturated is not stronger
than being κ-saturated. Similarly for λκ-regular saturation in PAC structures.
Definition 3.4. For any small substructures A ⊆ B of C, we define
G(B/A) := Aut
(
dcl(B)/ dcl(A
)
), G(A) := Aut
(
acl(A)/ dcl(A)
)
.
Lemma 3.5 (Embedding Lemma). Assume that
• L ⊆ L′, M ⊆M ′, E ⊆ E′, F ⊆ F ′ are small Galois extensions in C,
• L ⊆ E, M ⊆ F , M ′ ⊆ F ′,
• L′ ⊆ E′ is regular,
• F is κ-regularly saturated, where κ > (max{|E|, |T |})+,
• F is PAC in C,
• Φ0 ∈ Aut(C) is such that Φ0(L) =M and Φ0(L′) =M ′,
• ϕ : G(F ′/F )→ G(E′/E) is a continuous group homomorphism such that
G(F ′/F )
ϕ
//
res

G(E′/E)
res

G(M ′/M)
ϕ0
// G(L′/L)
where ϕ0(σ) := Φ
−1
0 ◦ σ ◦ Φ0 for each σ ∈ G(F
′/F ), commutes.
Then there exists Φ ∈ Aut(C) such that
• Φ|L′ = Φ0|L′ ,
• Φ(E) ⊆ F , Φ(E′) ⊆ F ′,
• ϕ(σ) = Φ−1 ◦ σ ◦ Φ for any σ ∈ G(F ′/F ) .
Moreover, if ϕ is onto and E′ = acl(E), then Φ(E) ⊆ F is regular.
Proof. Without loss of generality, we assume that L = M , L′ = M ′, Φ0 = idC and
F ′ |⌣L′ E
′. Our diagram looks as follows
G(F ′/F )
ϕ
//
res
%%▲
▲▲
▲▲
▲▲
▲▲
▲
G(E′/E)
res
yyrr
rr
rr
rr
rr
G(L′/L)
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We will finish the proof if we show existence of Φ ∈ Aut(C/L′) such that Φ(E) ⊆ F ,
Φ(E′) ⊆ F ′ and ϕ(σ) = Φ−1◦σ◦Φ for each σ ∈ G(F ′/F ) (and the “moreover part”:
if ϕ is onto and E′ = acl(E), then Φ(E) ⊆ F is regular).
Part A
Consider the following extension of the previous diagram:
G(F ′E′/FE)
res
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
G(F ′/F )
res
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
i
77♣♣♣♣♣♣♣♣♣♣♣
ϕ
// G(E′/E)
res
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
G(L′/L)
where i is a continuous monomorphism of profinite groups, given as follows. We
have that F ′ |⌣L′ E
′ and L′ ⊆ E′ is regular. By Corollary 3.39 from [12], each pair
(σ, ϕ(σ)), where σ ∈ G(F ′/F ), extends to an automorphism σ˜ ∈ Aut(C) such that
σ˜|F ′ = σ and σ˜|E′ = ϕ(σ). We define i(σ) as the restriction of σ˜ to dcl(F ′, E′).
We omit here checking that such an i is a well defined continuous monomorphism,
which is straightforward. Note that i is a section of the continuous homomorphism
res : G(F ′E′/FE)→ G(F ′/F ).
We introduceD ⊆ dcl
(
F ′, E′
)
as the invariants of the group action of i
(
G(F ′/F )
)
,
i.e.
D := dcl
(
F ′, E′
)i(G(F ′/F ))
.
Since i
(
G(F ′/F )
)
, as a continuous image of a profinite space, is a closed subgroup,
the Galois correspondence (e.g. Fact 3.21 in [12]) implies that
G(F ′E′/D) = i
(
G(F ′/F )
) ∼= res
−−−−−−−−→ G(F ′/F ).
Claim F ⊆ D is regular.
Proof of the claim: Suppose not, and take m ∈
(
D ∩ acl(F )
)
\ F . Since m ∈
acl(F ) \ F , there exists g ∈ G(F ) such that g(m) 6= m. Note that acl(F ) |⌣L′ E
′,
and, by Corollary 3.39 from [12], pair (g, ϕ(g|F ′)) extends to an element h ∈ Aut(C)
such that h|acl(F ) = g and h|E′ = ϕ(g|F ′). Note that h|dcl(F ′E′) = i(g|F ′).
Because m ∈ D ⊆ dcl(F ′, E′), there are elements f ′ ∈ F ′ and e′ ∈ E′ and a
formula ψ such that {m} = ψ(f ′, e′,C). After applying h, we get
{g(m)} = {h(m)} = ψ
(
h(f ′), h(e′),C
)
= ψ
(
i(g|F ′)(f
′), i(g|F ′)(e
′),C
)
.
On the other hand, since m ∈ D,
ψ
(
i(g|F ′)(f
′), i(g|F ′)(e
′),C
)
= {i(g|F ′)(m)} = {m},
hence g(m) = m, a contradiction. Here ends the proof of the claim.
Part B
Note that
G(F ′E′/DF ′) ⊆ ker
(
res : G(F ′E′/D)→ G(F ′/F )
)
,
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but this restriction is an isomorphism, hence
G(F ′E′/DF ′) = {1}
and, by the Galois correspondence, it follows that
dcl
(
F ′, E′
)
= dcl
(
D,F ′
)
,
E′ ⊆ dcl
(
D,F ′
)
.
Enumerate the elements of E′ by (mi)i∈I , where |I| 6 κ. For each i ∈ I such
that mi ∈ E ⊆ D, we put di = mi ∈ D and ψi(x, z) given as “x = z”, so
ψi(C, di) = {mi}.
For each i ∈ I such that mi ∈ E′ \E, take d¯i ∈ D, f¯i ∈ F ′, and a quantifier free
formula ψi(x; y¯i, z¯i) such that
• ψi(C; f¯i, d¯i) = {mi} and
• d¯i has the smallest length possible.
Note that d¯i = ∅ if mi ∈ F ′. For d¯ = (d¯i)i∈I , we have
tp(d¯/F ) ⊢ tp(d¯/F ′)
which follows from Corollary 3.35 in [12]. Let
Gf¯ := {σ(f¯i)| σ ∈ G(F
′/F ), i ∈ I} ∪ L′ ⊆ F ′,
which is of size smaller than κ. Since is a regular extension of F , qftp(d¯/Gf¯) ∈
ST(F, κ, κ). By κ-regular saturation of F , qftp(d¯/Gf¯) is realized by some (d¯′i)i∈I ⊆
F .
Part C
By quantifier elimination in T , there exists Φ ∈ Aut(C/Gf¯) such that Φ(d¯) = d¯′.
Note that Φ ∈ Aut(C/L′). If mi ∈ E′, then it follows that
{Φ(mi)} = ψi(C, f¯i,Φ(d¯i)) = ψi(C, f¯i, d¯
′
i) ⊆ F
′,
hence Φ(E′) ⊆ F ′. If mi ∈ E then the above line is simpler:
{Φ(mi)} = ψi(C,Φ(d¯i)) = ψi(C, d¯
′
i) ⊆ F,
hence Φ(E) ⊆ F .
It is left to check whether for any mi ∈ E′ and any σ ∈ G(F ′/F ) we have that
Φ
(
ϕ(σ)
)
(mi) = σ
(
Φ(mi)
)
.
We start with
ψi(C, f¯i, d¯i) = {mi},
which gives, after applying Φ,
ψi(C, f¯i, d¯
′
i) = {Φ(mi)}.
Now, we use σ to get
ψi
(
C, σ(f¯i), d¯
′
i
)
= {σ
(
Φ(mi)
)
}.
On the other hand, if we apply σ˜ (the extension of pair (σ, ϕ(σ))) to ψi(C, f¯i, d¯i) =
{mi}, we obtain
ψi
(
C, σ(f¯i), d¯i
)
= {ϕ(σ)(mi)}
(since d¯i ⊆ D). To finish the proof, we observe that the last line transforms, after
applying Φ, into
ψi
(
C, σ(f¯i), d¯
′
i
)
= {Φ
(
ϕ(σ)(mi)
)
},
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so {Φ
(
ϕ(σ)(mi)
)
} = {σ
(
Φ(mi)
)
}.
Now, to the proof of the “moreover part”. Assume that ϕ is onto and E′ =
acl(E). Suppose that there ism ∈ acl(E) such that Φ(m) ∈ F∩acl
(
Φ(E)
)
. We have
that σ
(
Φ(m)
)
= Φ(m) for every σ ∈ G(F ′/F ). Thus ϕ(σ)(m) = (Φ−1 ◦σ ◦Φ)(m) =
m. Because ϕ is onto, we obtain that τ(m) = m for every τ ∈ G(E), so m ∈ E. 
Corollary 3.6. If we set F ′ = F , L′ = L ⊆ F and E′ = E such that L ⊆ E is
regular, than we can embed E into F provided F is κ-regularly saturated and PAC
in C (this also follows from Lemma 3.40 in [12]).
Corollary 3.7. Assume that F is |L|+-regularly saturated PAC substructure in
C, L ⊆ F and E are small definably closed substructures of C, and there exists a
continuous homomorphism ϕ : G(F )→ G(E) such that
G(F )
res
##❋
❋❋
❋❋
❋❋
❋
ϕ
// G(E)
res
{{①①
①①
①①
①①
G(L)
is a commuting diagram. Then there exists Φ ∈ Aut(C/ acl(L)) such that ϕ(σ) =
Φ−1 ◦ σ ◦ Φ and Φ(E) ⊆ F .
Proposition 3.8. Assume that
• K, L, M , E, F are small definably closed substructures of C,
• K ⊆ L ⊆ E, K ⊆M ⊆ F ,
• F and E are κ-regularly saturated, where κ > (max{|L|, |M |, |T |})+,
• F and E are PAC,
• Φ0 ∈ Aut(C/K) is such that Φ0(L) =M ,
• ϕ : G(F )→ G(E) is a continuous group isomorphism such that
G(E)
res

G(F )
ϕ
oooo
res

G(L) G(M)ϕ0
oooo
where ϕ0(f) := Φ
−1
0 ◦ f ◦ Φ0, commutes.
Then E ≡K F .
Proof. We will recursively construct:
• a tower of substructures of E, L =: L0 ⊆ L1 ⊆ L2 ⊆ . . . ⊆ E, such that for
each i > 0 we have Li  E and |Li| 6 κ,
• a tower of substructures of F , M =:M0 ⊆ M1 ⊆ M2 ⊆ . . . ⊆ F , such that
for each i > 0 we have Mi  F and |Mi| 6 κ,
• two sequences of automorphisms Φi,Ψi ∈ Aut(C/K), where i > 0, such
that for each i > 0 we have
Φi(Li) ⊆Mi+1, Ψi(Mi) ⊆ Li,
Φi+1|Li = Φi|Li , Ψi+1|Mi = Ψi|Mi ,
Ψi+1Φi|Li = idLi , ΦiΨi|Mi = idMi .
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and the following diagrams where ϕi and ψi are induced by Φi and Ψi
respectively commute
G(E)
res

G(F )
ϕ
oo
res

G(E)
ϕ−1
//
res

G(F )
res

G
(
Φi(Mi)
)
G(Mi)
ψ−1i
oo G(Li)
ϕ−1i
// G
(
Φi(Li)
)
Step 0
Structures L0 = L,M0 = M and an automorphism Φ0 are given. We set Ψ0 := Φ
−1
and easily check that conditions required in our recursive construction are satisfied
by (L0,M0,Φ0,Ψ0).
Step i 7→ i+ 1
Assume that we have already obtained (L0,M0,Φ0,Ψ0), . . . , (Li,Mi,Φi,Ψi) which
satisfy the aforementioned conditions. Our goal is to define (Li+1,Mi+1,Φi+1,Ψi+1).
By the recursive assumption, we have Mi = ΦiΨi(Mi) ⊆ Φi(Li). By Skolem-
Lo¨wenheim theorem, we choose Mi+1  F which contains Mi ⊆ Φi(Li) and is of
size not greater than κ. ( Φ(Li) ⊆Mi+1 )
Since the following diagram commutes
G(E)
res ◦ϕ−1
// //
res

G(Mi+1)
res

G(Li)
ϕ−1i
// // G
(
Φi(Li)
)
Lemma 3.5 assures existence of Ψi+1 ∈ Aut(C) such that
Ψi+1(Mi+1) ⊆ E, Ψi+1|
acl
(
Φi(Li)
) = Φ−1i |acl(Φi(Li)),
and (res ◦ϕ−1)(f) = Ψ−1i+1 ◦ f ◦Ψi+1 =: ψi+1(f),
where f ∈ G(E). We see that Ψi+1Φi|Li = idLi
Because Ψ(Mi) ⊆ Li and ΦiΨi|Mi = idMi (recursive assumption), it follows that
Mi = ΦiΨi(Mi) ⊆ Φi(Li) and Ψi|Mi = Φ
−1
i |Mi , so
Ψi+1|Mi = Φ
−1
i |Mi = Ψi|Mi
Note that Li = Ψi+1Φi(Li) ⊆ Ψi+1(Mi+1). Now, we use Skolem-Lo¨wenheim
theorem to get Li+1  E such that Li ⊆ Ψi+1(Mi+1) ⊆ Li+1 and is of the size not
greater than κ. ( Ψi+1(Mi+1) ⊆ Li+1 )
ELEMENTARY EQUIVALENCE THEOREM FOR PAC STRUCTURES 13
Before we define Φi+1, we need to consider a commuting diagram, which sum-
marizes the situation:
G(F )
res
%%❑
❑❑
❑❑
❑❑
❑❑
ϕ



G(Li+1)
res
❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
❂❂
G(E)
res

resoo
ϕ−1
88qqqqqqqqqqq res ◦ϕ−1=ψi+1
// G(Mi+1)
res

ϕ−1i+1tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐
G
(
Φi+1(Mi+1
)
res

G(Li)
ϕ−1i
// G
(
Φi(Li)
)
Therefore we obtain that
G(E)
res

G(F )
ϕ
oo
res

G
(
Ψi+1(Mi+1)
)
G(Mi+1)
ψ−1i+1
oo
is commuting ( ) and also that
G(Li+1)
res

G(F )
res ◦ϕ
oo
res

G
(
Φi+1(Mi+1)
)
G(Mi+1)
ψ−1i+1
oo
is commuting, which allows us to use Lemma 3.5. There exists Φi+1 ∈ Aut(C) such
that
Φi+1(Li+1) ⊆ F, Φi+1|
acl
(
Ψi+1(Mi+1)
) = Ψ−1i+1|acl(Ψi+1(Mi+1)),
and (res ◦ϕ)(f) = Φ−1i+1 ◦ f ◦ Φi+1 =: ϕi+1(f),
where f ∈ G(F ). Immediately, we obtain that
Φi+1Ψi+1|Mi+1 = idMi+1
Since Li ⊆ Ψi+1(Mi+1) and Ψi+1Φi|Li = idLi , it follows that
Φi+1|Li = Ψ
−1
i+1|Li = Φi|Li
Also
G(E)
res

ϕ−1
// G(F )
res

G(Li+1)
ϕ−1i+1
// G
(
Φi(Li)
)
is commuting ( ). Therefore the recursion step is achieved.
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In particular, for each i > 0 we obtain
Φi+1|Li = Φi|Li , Φi(Li) ⊆Mi+1, Mi ⊆ Φi(Li).
Therefore Φ∞ : L∞ →M∞, where L∞ :=
⋃
Li, M∞ :=
⋃
Mi and Φ∞ :=
⋃
Φi|Li ,
is an isomorphism over K. Hence E  L∞ ∼=K M∞  F and so E ≡K F . 
Corollary 3.9. If E and F are κ-regularly saturated PAC substructures of C (κ >
|T |), and for some definably closed L ⊆ F ∩ E of size strictly smaller than κ there
exists a continuous isomorphism ϕ : G(F )→ G(E) such that
G(F )
res
##❋
❋❋
❋❋
❋❋
❋
ϕ
// G(E)
res
{{①①
①①
①①
①①
G(L)
is a commuting diagram, then E ≡L F .
Remark 3.10. Corollary 3.9 remains true after changing “κ-regularly saturated
PAC substructures” to “κ-PAC substructures” (in the sense of Definition 3.1 in
[19]).
Now, we will note a fact which follows immediately from what was proven until
this point. In the following corollary we have “replaced” the assumption about sat-
uration by other assumptions: PAC and saturation over P are first order properties
and our PAC structures are bounded. By the main result of [20] PAC structures
satisfying the assumptions of Corollary 3.11 are simple.
Corollary 3.11. Suppose PAC is a first order property and pure [or strict] satu-
ration over P is a first order property.
• K, L, M , E, F are small definably closed substructures of C,
• K ⊆ L ⊆ E, K ⊆M ⊆ F ,
• F and E are bounded PAC,
• Φ0 ∈ Aut(C/K) is such that Φ0(L) =M ,
• ϕ : G(F )→ G(E) is a continuous group isomorphism such that
G(E)
res

G(F )
ϕ
oooo
res

G(L) G(M)
ϕ0
oooo
where ϕ0(f) := Φ
−1
0 ◦ f ◦ Φ0, is a commuting diagram.
Then E ≡K F .
Proof. Obviously, we wish to use Proposition 3.8, but to do this we need to replace
our bounded PAC structures F and E with suitably saturated ones. To achieve this,
we use Lemma 2.13 - to get F ∗  F and E∗  E - and then boundedness, by the
proof of Proposition 2.5 in [19], assures us that the restriction maps G(F ∗)→ G(F )
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and G(E∗)→ G(E) are isomorphisms of profinite groups, so
G(E)
res

G(F )
ϕ∗
oooo
res

G(L) G(M)ϕ0
oooo
where ϕ∗ is induced by ϕ, is commuting. 
In next sections, we will try to answer the following question.
Question 3.12. Is it possible to obtain the conclusion of Corollary 3.11 without
the assumption about boundedness of F and E?
Corollary 3.13. Assume that F is κ-regularly saturated PAC substructure in C.
Suppose that there is A ⊆ C such that |A| < κ and acl(A) embeds into F . Then for
every A ⊆ C such that |A| < κ we have that acl(A) embeds into F . In particular,
every 0-type (in the sense of C) is realized in F and so F has non-empty intersection
with every sort.
Proof. If some acl(A) embeds into F , then acl(∅) ⊆ F . Now, let A ⊆ C be any
substructure such that |A| < κ. By setting L = acl(∅) and E = acl(A) in Corollary
3.7, we obtain the thesis. 
By Corollary 3.13, it turns out that among all saturated PAC structures in C,
substructures which contain acl(∅) are close to being an elementary substructure of
C. However, even in the case of fields there are examples of saturated perfect PAC
fields which contain acl(∅) and are not algebraically closed:
Example 3.14. Fix a prime number p. Let K be an ultraproduct of Fpn! where n
ranges over natural numbers and Fpn! is a finite field of cardinality p
n!. Then K is
a pseudofinite field which contains the algebraic closure of its prime field.
Let p(x) be an irreducible monic polynomial over Fp. We have that Fpn! contains
a zero of p(x) for all but finitely many n, and so does K. Therefore, we conclude
that any non-constant polynomial over Fp has a zero K and this implies that K
contains the algebraic closure of Fp.
Note that any saturated K ′  K is also a pseudofinite field and contains acl(Fp).
Therefore K ′ is a PAC field and, since G(K ′) ∼= Zˆ, K ′ 6|= ACF. Moreover, K ′ is
perfect, because K |= ∀x∃y (x = yp).
Nevertheless, acl(∅) plays an important role in the description of PAC fields and,
more generally, PAC structures. The following just rephrases a standard result
on PAC fields (see Corollary 20.4.2 in [11]). By an e-free PAC substructure we
understand a PAC structure whose absolute Galois groups is isomorphic to the free
profinite group on e generators.
Corollary 3.15. Assume that F and E are κ-regularly saturated e-free PAC sub-
structures in C. If there is a definably closed substructure K ⊆ F ∩E of size strictly
smaller than κ such that F ∩ acl(K) ∼=K E ∩ acl(K), then F ≡K E.
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Proof. We use Proposition 17.7.3 from [11], to obtain an isomorphism ϕ : G(F )→
G(E) such that
G(F )
ϕ
//
res

G(E)
res

G(F ∩ acl(K)) ϕ0
// G(E ∩ acl(K))
commutes. The thesis follows by Proposition 3.8. 
In particular, all |T |+-regularly saturated e-free PAC structures containing acl(∅)
have the same theory.
Now, we will present a part of the result contained in Corollary 3.9 in a way,
which gives us possible directions of further generalizations and a better insight
into Lascar Galois groups related to PAC structures.
Choose a cardinal λ > |T |+ (smaller than the saturation of C) and let A be a
substructure of C of cardinality λ. We consider TA := Th(C, a)a∈A, so a theory
in the language L extended by adding |A|-many constants, denoted by Lλ. If also
|B| = λ for some B ⊆ C, then both TA and TB are theories in the same language
Lλ.
Recall that the Lascar Galois group in the case of a stable theory, GalL(T ),
is equal to G(∅). If T is stable, then also TA is stable for any A ⊆ C such that
|A| = λ, and in this case GalL(TA) = G(A). We introduce category CT,λ whose
objects are restriction maps πA : GalL(TA) → GalL(T ), where A ⊆ C is such that
|A| = λ. Elements of MorCT,λ(πA, πB) are exactly those continuous epimorphisms
ϕ : GalL(TA) → GalL(TB) which commute with the restriction maps πA and πB,
i.e.:
GalL(TA)
ϕ
//
piA
&&▼
▼▼
▼▼
▼▼
▼▼
▼
GalL(TB)
piB
xxqq
qq
qq
qq
qq
GalL(T )
If E and F are PAC of the size λ and saturated, then, by Corollary 3.9, we get
that TE = TF , which seems to be a quite interesting phenomenon. (We can relax a
little bit these assumptions, it is enough to assume that E and F are PAC of size
λ, homogeneous, and realize the same types from Sn(∅) for each n < ω.)
Let L2 be an extension of some language L1, T1 a complete L1-theory, and let X
be the family of all complete L2-theories which extend T1. Note that if T2 ∈ X, then
the restriction map πT2 : GalL(T2) → GalL(T1) is well-defined. Let us introduce
an equivalence relation on X given by: T2 ∼ T
′
2 if and only if there exists an
isomorphism ϕ : GalL(T2)→ GalL(T ′2) such that
(1) GalL(T2)
ϕ
//
piT2
&&▼
▼▼
▼▼
▼▼
▼▼
▼
GalL(T
′
2)
piT ′2xxqq
qq
qq
qq
qq
GalL(T1)
Question 3.16. Are there any other (unstable) situations when T2 ∼ T ′2 implies
T2 = T
′
2?
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4. Primitive Element Theorem
In this short section we provide an easy but useful theorem, which is a generaliza-
tion of the well-known Primitive Element Theorem from the theory of fields. Recall
that we are working with the theory T = (T eq0 )
m in the language L = (Leq0 )
m. It
eliminates quantifiers and imaginaries. Previously, we assumed stability of T , but
it is not necessary to work with a stable theory for the upcoming facts, hence we
relax this assumption until Theorem 6.6 (i.e. T might be stable or unstable).
Recall that C is an ambient monster model for T .
Let S1, . . . , Sn be some sorts. Define an equivalence relation on S¯, where S¯ :=
S1 × . . .× Sn, by
ηS¯(x1, . . . , xn, y1, . . . , yn) ≡
∧
1≤i≤n
(xi = yi).
There is a sort S¯/ηS¯ and a ∅-definable function πS¯ : S¯ → S¯/ηS¯ such that
T ⊢ ηS¯(x1, . . . , xn, y1, . . . , yn) ↔ πS¯(x1, . . . , xn) = πS¯(y1, . . . , yn).
For a tuple a¯ = (a1, . . . , an) ∈ S¯, an imaginary a¯/ηS¯ := πS¯(a1, . . . , an) is called the
imaginary corresponding to the tuple a¯.
For each i ≤ n, there is a natural ∅-definable projection map πi : S¯/ηS¯ → S¯,
a¯/ηS¯ 7→ ai. For each α ∈ S¯/ηS¯ , it follows that dcl(α) = dcl
(
π1(α), . . . , πn(α)
)
.
Assume that F is a small definably closed substructure of C. For elements
a1, . . . , an ∈ acl(F ), we define the normal closure of (a1, . . . , an) over F in the
following way
NF (a1, . . . , an) := dcl(F,Aut(C/F ) · a1, . . . ,Aut(C/F ) · an).
By G(a1, . . . , an/F ) we denote Aut(NF (a1, . . . , an)/F ), which is a finite group.
Theorem 4.1. Let F ′ be a finite Galois extension of F . Then F ′ is finitely gen-
erated over F .
Proof. Since F ′ is a finite Galois extension of F , G(F ′/F ) is finite. Inductively, we
choose elements ai ∈ F
′ such that ai+1 ∈ F
′ \ NF (a1, . . . , ai). We have a strictly
(by the Galois correspondence in [12, Fact 3.21]) decreasing chain of subgroups
G(F ′/NF (a1, . . . , ai)), which should stabilize, say after the n-th step, since G(F ′/F )
is finite:
Aut(F ′/F ′) = {1} = Aut(F ′/NF (a1, . . . , an)).
The Galois correspondence implies that F ′ = NF (a1, . . . , an), which is finitely
generated over F . 
Fact 4.2. The profinite group G(F ) is isomorphic to the inverse limit of G(a¯/F )
with a¯ varying over the set of finite tuples of elements of acl(F ).
Proof. Standard, e.g. by Corollary 1.1.6 in [21]. 
Theorem 4.3 (Primitive element theorem). (1) Let F ′ be a definably closed
substructure, which is finitely generated over F . There is an element a ∈ C
such that F ′ = dcl(F, a).
(2) If F ′ is a finite Galois extension of F , then there is an element a ∈ C
such that F ′ = dcl(F, a) and each σ ∈ G(F ′/F ) is determined by σ(a), so
|G(F ′/F )| = k, where k is the number of conjugates of a over F .
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Proof. Suppose F ′ is finitely generated over F by a1, . . . , an ∈ F ′, that is, F ′ =
dcl(F, a1, . . . , an). Say that each ai lives in a sort Si. Let a ∈ C be the imaginary
corresponding to the tuple (a1, . . . , an), i.e. a = (a1, . . . , an)/ηS1×...×Sn . Since
dcl(a) = dcl(a1, . . . , an), we have F
′ = dcl(F, a).
Now, we show the second point. By Theorem 4.1, F ′ is finitely generated over
F and we can repeat the above proof of the first point. Note that such an element
a is a desired one. 
5. Sort-preserving isomorphisms of Galois groups of multi-sorted
strucutres
Here, we introduce a notion of sort-preserving isomorphism of Galois groups of
multi-sorted structures, which is important in achieving any dependence between
the theory of a structure and the isomorphism class of its absolute Galois. In
fact, we will define several quite similar notions, compare them and then use these
notions in the proof of the most demanding lemma of this paper.
It seems to us that being an absolutely sort-preserving isomorphism is a natural
notion in the realm of many sorted structures. Recall that an isomorphism of
profinite groups is an inverse limit of isomorphisms of finite quotients of these
groups, thus it is natural to expect some model-theoretic behavior on the level of
each finite quotient. In other words, in [7], authors introduce a notion of complete
inverse systems for Galois groups attached to fields. Being an absolutely sort-
preserving isomorphism is related to being an isomorphism of “sorted” complete
inverse systems, so to an isomorphism of complete inverse systems where sorts are
named. We will study this concept in our future research ([14]). We start with
an example illustrating what kind of issue we want to avoid, then we provide the
definitions.
Example 5.1. Consider two-sorted structure C×C (two sorts consisting of fields
of complex numbers), where there is no interaction between both sorts. Note that
(Q, acl(Q)) 6≡ (acl(Q),Q), but
G(Q, acl(Q)) ∼= G(Q)× G(acl(Q)) ∼= G(acl(Q))× G(Q) ∼= G(acl(Q),Q).
Moreover, we can pass to (C,C)eq (or even to
(
(C,C)eq
)m
), but anyway, there will
be two elementary non-equivalent substructures with isomorphic absolute Galois
groups.
The above example shows that an isomorphism between absolute Galois groups
of two given structures can heavily overlook theories of these structures. Of course
there is no guarantee that an isomorphism of the absolute Galois groups will lead
to an equivalence of structures, but - since we are interested in such a phenomenon
in the case of PAC structures - we want to distinguish a class of isomorphisms of
Galois groups, which at least give us some hope for the equivalence of the structures.
The main issue in the above example was “mixing” sorts by our isomoprhism.
Notation 5.2. Let S be a set of sorts.
(1) Let S<ω be the set of finite tuples of elements in S.
(2) For J, J ′ ∈ S<ω, we write J 6 J ′ if J is a subtuple of J ′ (i.e. if J ′ =
(S1, . . . , Sn), then any J = (Ss1 , . . . , Ssn′ ), where n
′ 6 n and 1 6 s1 <
. . . < sn′ 6 n, is a subtuple of J
′).
(3) For J, J ′ ∈ S<ω, we write JaJ ′ for the concatenation of J and J ′.
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(4) For J = (S1, . . . , Sn) ∈ S<ω, set |J | = n.
(5) For J = (S1, . . . , Sn) ∈ S<ω and a permutation σ ∈ Sn, σ(J) = (Sσ(1), . . . , Sσ(n)).
(6) For J = (S1, . . . , Sn) ∈ I<ω, we write SJ = S1 × · · · × Sn.
(7) In this notation, AutJ (L/K) is the image of the restriction map G(L/K)→
Aut(SJ (L)/SJ(K)), where K ⊆ L is an extension of small substructures of
C.
For a topological group G, we define N (G) as the family of all open normal
subgroups of G.
Definition 5.3. Assume that F and E are small substructures of C and π : G(F )→
G(E) is a continuous epimorphism. We say that π is absolutely sort-preserving if
for each N ∈ N (G(E)), each J ∈ S<ω and every f ∈ G(acl(F )pi
−1[N ]/F ) we have
that
f |SJ = idSJ ⇒ πN (f)|SJ = idSJ ,
where πN : G(acl(F )pi
−1[N ]/F ) → G(acl(E)N/E) is the induced homomorphism of
profinite groups.
We say that π is an absolutely sort-preserving isomorphism if π is an isomorphism
of profinite groups such that π and π−1 are absolutely sort-preserving.
Remark 5.4. Being absolutely sort-preserving might be checked over single sorts
instead of over finite tuples of sorts: π is absolutely sort-preserving if and only if
for each N ∈ N (G(E)), each S ∈ S and every f ∈ G(acl(F )pi
−1[N ]/F ) we have that
f |S = idS ⇒ π˜(f)|S = idS .
Remark 5.5. (1) Let ϕ ∈ Aut(C) and let E, F be small substructures of
C with ϕ(E) = F . Then the automorphism ϕ induces an isomorphism
Φ : G(F ) → G(E) of profinite groups, given by σ 7→ ϕ−1 ◦ σ ◦ ϕ, which is
an absolutely sort-preserving isomorphism.
(2) If ϕ : G(E) → G(F ) and ζ : G(F ) → G(K) are absolutely sort-preserving
isomorphisms, then ζ ◦ϕ is an absolutely sort-preserving isomorphism and
also ϕ−1 is an absolutely sort-preserving isomorphism.
Corollary 5.6. By the conclusion of Lemma 3.5, the epimorphism ϕ in Lemma
3.5 is absolutely sort-preserving.
Proposition 5.7. Let T be stable. Assume that L, F,E are definably closed sub-
structures of C, ML,MF ,ME  C and (MF , F ), (ME , E)  (ML, L). Moreover, let
ϕ : G(F )→ G(E) be an isomorphism of profinite groups such that
G(F )
ϕ
//
res
##❋
❋❋
❋❋
❋❋
❋
G(E)
res
{{①①
①①
①①
①①
G(L)
commutes. If L is bounded, then ϕ is an absolutely sort-preserving isomorphism.
Proof. We will use the characterization of boundedness given in Proposition 2.5 in
[19]. To show the first item let us consider a finite Galois extension M of F and let
N := acl(E)ϕ
(
G(acl(F )/M)
)
,
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which is a finite Galois extension of E. By ϕ˜ : G(M/F ) → G(N/E) we denote
the isomorphism induced by ϕ. Let f ∈ G(M/F ) and f˜ ∈ G(F ) be such that
f = f˜ |M and f˜ |S(M) = f |S(M) = idS(M) for some sort S. Our goal is to show that
ϕ˜(f)|S(N) = ϕ(f˜)|S(N) = idS(N).
By Theorem 4.3, there exists a ∈M such that M = dcl(F, a) and
G(M/F ) ∋ σ 7→ σ(a) ∈ G(F ) · a
is a bijection.
Claim The element a might be chosen in acl(L).
Proof of the claim: It is enough to show thatM = dcl(F,M∩acl(L)). Suppose that
M 6⊆ dcl(F,M ∩ acl(L)), so there exist m ∈M and h ∈ Aut(C/F,M ∩ acl(L)) such
that h(m) 6= m. Since M ∩ acl(L) ⊆ M is regular, we may use Fact 3.34 in [12],
to extend h|M and idacl(L) to some h
′ ∈ Aut(C). Note that h′(m) = h(m) 6= m,
h′|F = h|F = idF and h′|acl(L) = idacl(L), which contradicts m ∈ M ⊆ acl(F ) =
dcl(F, acl(L)) (provided by Proposition 2.5.(v) in [19]). Here ends the proof of the
claim.
From now on, we assume that a ∈ acl(L). Note that N = dcl(E, a) and
G(N/E) ∋ σ 7→ σ(a) ∈ G(E) · a
is also a bijection. Suppose that b ∈ S(N). We will end the proof if we show that
ϕ(f˜)(b) = b. Since N = dcl(E, a) there exist e ∈ E and an L-formula ψ(x, y, z)
such that
ψ(e, a,C) = {b}.
Let G(L) ·a = {a1, . . . , al} (= G(E) ·a), and consider the unique elements b1, . . . , bl
given by ψ(e, ai,C) = {bi}. Moreover, let σ ∈ Sl be a permutation satisfying
ϕ(f˜)(a1, . . . , al) = f˜(a1, . . . , al) = (aσ(1), . . . , aσ(l)).
Let ζ(z1, . . . , zl) be the conjunction
∧
i,j6l
ziR
i,jzj , where R
i,j is equal to “=” if
bi = bj and equal to “ 6=” if bi 6= bj .
Consider a partial type p(y1, . . . , yl) in the language L∪{P} (“P” is a predicate
corresponding to sets L, F,E) coding the following data
• (y1, . . . , yl) |= tp(a1, . . . , al/L),
• y1 . . . yl ≡L yσ(1) . . . yσ(l),
• the following formula θ(y1, . . . , yl):
(∃x ∈ P )(∃z1, . . . , zl ∈ S)
(
ζ(z1, . . . , zl) ∧
∧
i
ψ(x, yi, zi) ∧
∧
i
∃!z ψ(x, yi, z)
)
Of course (a1, . . . , al) realizes type p in (ME , E). Consider |L|+-saturated (MH , H) 
(MF , F ) such that MH  C. Since (ML, L)  (ME , E), (MF , F ) and (MF , F ) 
(MH , H), type p is also realized by some (a
′
1, . . . , a
′
l) in (MH , H).
It follows that a′1, . . . , a
′
l ⊆ acl(L) ⊆MF and there exist h0, h ∈ G(L) such that
h0(a1, . . . , al) = (a
′
1, . . . , a
′
l), and h(a
′
1, . . . , a
′
l) = (a
′
σ(1), . . . , a
′
σ(l)).
Because (MF , F )  (MH , H) and (MH , H) |= θ(a
′
1, . . . , a
′
l), we have that (MF , F ) |=
θ(a′1, . . . , a
′
l).
Since res : G(F )→ G(L) is onto, there exist h˜0, h˜ ∈ G(F ) such that h˜0|acl(L) = h0
and h˜|acl(L) = h. Moreover, there exist elements d ∈ F and b
′
1, . . . , b
′
l ∈ S such that
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for each i 6 l we have ψ(d, a′i,C) = {b
′
i}. Note that {a1, . . . , al} = {a
′
1, . . . , a
′
l} and
b′1, . . . , b
′
l ∈M .
If bσ(1) = ϕ(f˜)(b) 6= b = b1, then b
′
σ(1) 6= b
′
1. We have
ψ(d, a′1,C) = {b
′
1}, ψ(d, a
′
σ(1),C) = {b
′
σ(1)},
so also
ψ(d, a1,C) = {h˜
−1
0 (b
′
1)}, ψ(d, aσ(1),C) = {h˜
−1
0 (b
′
σ(1))}.
Because f(a1) = aσ(1), it follows that
ψ(d, aσ(1),C) = {f
(
h˜−10 (b
′
1)
)
}
but h˜−10 (b
′
1) ∈ S(M), hence f
(
h˜−10 (b
′
1)
)
= h˜−10 (b
′
1) and
ψ(d, aσ(1),C) = {h˜
−1
0 (b
′
1)}.
Therefore h˜−10 (b
′
1) = h˜
−1
0 (b
′
σ(1)) and b
′
1 = b
′
σ(1) which gives us a contradiction. 
Corollary 5.8. Let T be stable. If E  F are definably closed and bounded, then
the restriction map ϕ : G(F )→ G(E) is an absolutely sort-preserving isomorphism.
Proof. By the proof of Proposition 2.5 in [19], we know that ϕ is an isomorphism
of profinite groups. We want to use Proposition 5.7 for L = E, but to do this we
need to find proper MF and ME = ML.
Let MF be any elementary substructure of C which contains F . The structure
ME can be obtained as in the proof of the Claim in Proposition 4.26 in [12]. 
Although, the notion of an absolutely sort-preserving isomorphism of absolute
Galois groups arises quite naturally, it is not easy to find situations when it occurs
(e.g. Corollary 5.8). Therefore in the following lines we refine (and weaken) the
notion of an absolutely sort-preserving isomorpshism, so it can be encoded by a
first order theory of an absolute Galois group (as was done in [14]).
Definition 5.9. Element α ∈ C is a primitive element of a Galois extension K ⊆ L
(Definition 3.14 in [12]) if L = dcl(K,α). By e(L/K) we denote the subset of C of
all primitive elements of the Galois extension K ⊆ L.
Hence Theorem 4.3 states that if for a Galois extension K ⊆ L we have that
|G(L/K)| < ω, then e(L/K) 6= ∅. For small substructureK of C andN ∈ N (G(K)),
we put
Pe(N) :=
{
J ∈ S<ω |
(
∃α ∈ SJ(C)
)(
α ∈ e
(
acl(K)N/K
))}
,
F(N) := {J ∈ S<ω | |AutJ(acl(K)
N/K)| = |G(acl(K)N/K)|}.
The following definition and several facts after it were formulated in an early
version of [14], but for the purpose of a better exposition, the second and third
author decided to include these results in this paper.
Definition 5.10. Assume that F and E are small substructures of C and π :
G(F )→ G(E) is a continuous epimorphism.
(1) We say that π is sorted if for each N ∈ N (G(E)) we have F(N) ⊆
F(π−1[N ]).
(2) Let U : S<ω × N → S<ω be a function. We say that π is U -sorted if for
each N ∈ N (G(E)) and each S ∈ Pe(N) ∩ S we have that U(S, [G(F ) :
π−1[N ]]) ∈ Pe(π
−1[N ]).
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(3) Epimorphism π is weakly sorted if there exists U : S<ω × N → S<ω such
that π is U -sorted.
We say that π is a weakly sorted isomorphism [U -sorted isomorphism / sorted
isomorphism] if π is an isomorphism of profinite groups such that π and π−1 are
weakly sorted [U -sorted / sorted].
Fact 5.11. Assume that F and E are small substructures of C and π : G(F )→ G(E)
is a continuous epimorphism. We have (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v), where:
(i) π is an absolutely sort-preserving isomorphism,
(ii) π is a sorted isomorphism,
(iii) π is sorted,
(iv) π is U -sorted for U(J, n) = JaJa . . .a J︸ ︷︷ ︸
n-many times
,
(v) π is weakly sorted.
Proof. Implication (i)⇒ (ii) follows, since for eachN ∈ N (G(E)) and each J ∈ S<ω
there exists πN,J (induced by isomorphism πN , which is induced π) such that
G(acl(F )pi
−1[N ]/F )
piN //
res

G(acl(E)N/E)
res

AutJ(acl(F )
pi−1[N ]/F ) piN,J
// AutJ(acl(E)
N/E)
For the proof of implication (iii) ⇒ (iv) we argue as follows. Assume that N ∈
N (G(E)). Actually we will show more than we need, we will show that: if J ∈
Pe(N) then
JaJa . . .a J︸ ︷︷ ︸
l-many times
∈ Pe(ϕ
−1[N ]),
where l := [G(F ) : ϕ−1[N ]]. Let us pick some α ∈ e(L/E) for L := acl(E)N such
that α ∈ SJ . Let β := pαq ∈ S for a proper sort S (corresponding to the code of
the tuple α), it follows that β is also primitive element of the extension E ⊆ L so
G(L/E) ∋ σ 7→ σ(β) ∈ G(L/E) · β
is a bijection. Therefore
|AutS(L/E)| 6 |G(L/E)| = |G(L/E) · β| = |AutS(L/E) · β| 6 |AutS(L/E)|.
Thus both vertical maps in the following diagram are isomorphism
G(L′/F )
piN //
res

G(L/E)
res

AutS(L
′/F ) AutS(L/E)
where L′ := acl(F )ϕ
−1[N ]. We recursively choose elements c1, c2, . . . ∈ L′ such that
ck+1 ∈ S(L
′) \ S(dcl(F, c1, . . . , ck)).
Let Ak denote dcl(F, c1, . . . , ck). We get a strictly increasing tower of subsets
S(F ) ( S(A1) ( S(A2) ( . . .
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which translates into the following chain of subgroups
AutS(L
′/F )  AutS(L
′/A1)  AutS(L
′/A2)  . . .
Since |G(L′/F )| = l, the group AutS(L′/F ) is finite. Therefore there exists k′ 6 l
such that
{idS(L′)} = AutS(L
′/Ak′) = res
L′
S
(
G(L′/Ak′)
)
.
Because resL
′
S is an isomorphism, we obtain that G(L
′/Ak′ ) = {idL′} and so L′ =
dcl(F, c1, . . . , ck′) (by the Galois correspondence). Finally, we set c1 = c1, . . . , ck′ =
ck′ , ck′+1 = ck′ , . . . , cl = ck′ so L
′ = dcl(F, c1, . . . , cl). Since each ci ∈ S, there
exists a tuple γi ∈ SJ such that ci = pγiq and so we have that L′ = dcl(F, γ¯)
for γ¯ = (γ1, . . . , γl) which means that J
aJa . . .a J︸ ︷︷ ︸
l-many times
∈ F(ϕ−1[N ]). Proofs of the
omitted implications are straightforward. 
The following proposition validates our freshly introduced notion of sorted map
(i.e. it is natural for regular extensions in the stable case).
Proposition 5.12. Assume that T is stable and E ⊆ F is regular extension of
small substructures of C and π : G(F ) → G(E) is the restriction map. For each
N ∈ N (G(E)), if α ∈ e(acl(E)N/E), then α ∈ e(acl(F )pi
−1[N ]/F ). Therefore π is
sorted.
Proof. Be Lemma 2.15 from [13], the map π is onto. Let α ∈ e(acl(E)N/E) and
L := acl(E)N = dcl(E,α), N ′ := π−1[N ] and L′ := acl(F )N
′
. Our goal is to show
that L′ = dcl(F, α).
Of course G(F ) ·α ⊆ G(E) ·α. Actually it is even G(F ) ·α = G(E) ·α. To see this
we note that pG(F ) · αq ∈ F ∩ acl(E) = E (the last equality holds, since E ⊆ F is
regular), which means that G(F ) · α is E-invariant. Thus G(F ) · α must be equal
to the orbit G(E) · α.
Therefore Lα := dcl(F,G(F ) · α) = dcl(F, α). We need to show that Lα = L′.
Since F ⊆ acl(F )N
′
and α ∈ acl(F )N
′
, we obtain that Lα ⊆ L′. Consider the
following diagram
N ′
pi

⊆
// G(F )
pi

// G(F )/N ′
∼=

∼= // G(L′/F )
res

res // G(Lα/F )
res
xxrr
rr
rr
rr
rr
N
⊆
// G(E) // G(E)/N ∼=
// G(L/E)
We see that G(L′/Lα) = ker
(
res : G(L′/F ) → G(Lα/F )
)
= {1}, hence by the
Galois correspondence we get that L′ = Lα.
Now, we will argue for “π is sorted”. We start with N ∈ N (G(E)) and J ∈ S<ω
such that res : G(L/E) → AutJ (L/E), where L := acl(E)N , is an isomorphism.
Similarly as in the proof of Fact 5.11, we can find elements a1, . . . , al ∈ SJ(C), for l =
[G(E) : N ], such that L = dcl(E, a1, . . . , al). Hence α := p(a1, . . . , al)q ∈ e(L/E) ⊆
e(L′/F ), where L′ := acl(F )pi
−1[N ]. Therefore L′ = dcl(F, α) = dcl(F, a1, . . . , al)
and so res : G(L′/F )→ AutJ (L
′/F ) is an isomorphism, so J ∈ F(π−1[N ]). 
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6. The case of non-saturated PAC structures
Here, we want to drop the assumption about saturation in Proposition 3.8 and
Corollary 3.9. In fact, we will replace the assumption about saturation by other
assumptions, which at the end of the day seems to be a quite fair exchange. But
before we can do this, we need to show a fact about extending an isomorphism of
absolute Galois groups, where the notion of ultrafilters will be useful (see Lemma
20.3.1 in [11]).
Recall that we are working with the theory T = (T eq0 )
m in the language L =
(Leq0 )
m. It eliminates quantifiers and imaginaries. At the beginning of the paper, we
assumed stability of T , but (as in previous sections) it is not necessary to work with
a stable theory for the upcoming auxiliary facts, hence we relax this assumption for
now (i.e. T might be stable or unstable). Recall that C is an ambient monster
model for T .
Let C  C be saturated, but smaller than the saturation of C, let I be an
infinite index set and let U be an ultrafilter on I. We will consider ultraproducts of
many-sorted structures (i.e. we make ultraproduct over each sort separately), e.g.
C∗ :=
∏
U C, which is a model of T .
Let (Fi)i∈I be a family of small definably closed substructures of C, which are
living on the same sorts. Let F ∗ =
∏
U Fi be the ultraproduct of Fi’s with respect
to U . Then F ∗ is a definably closed substructure of C∗. Note that acl(Fi) ⊂ C,
acl(F ∗) ⊂ C∗ and that F ∗ is a substructure of
∏
U acl(Fi).
Remark 6.1. We have F ∗ ⊆ acl(F ∗) ⊆
∏
U acl(Fi) ⊆ C
∗.
Proof. Assumet that a ∈ acl(F ∗) ⊆ C∗ and a = (ai)/U . For some element e =
(ei)/U ∈ F ∗, an L-formula ϕ(x, y), and a natural number l we have that
ϕ(C∗, e) = G(F ∗) · a, |ϕ(C∗, e)| = l.
Therefore C∗ |= ∃=lxϕ(x, e), which (by  Los´’ theorem) is equivalent to: there exists
D ∈ U such that for every i ∈ D we have C |= ∃=lxϕ(x, ei). On the other hand
C∗ |= ϕ(a, e) gives us D′ ∈ U such that C |= ϕ(ai, ei) for every i ∈ D′. Hence for
every i ∈ D ∩D′ ∈ U we have that ai ∈ acl(Fi) and so a ∈
∏
U acl(Fi). 
Lemma 6.2 (Lemma 20.3.1a) in [11]). Assume that U : S<ω × N → S<ω. Let
{Ei | i ∈ I} and {Fi | i ∈ I} be families of small definably closed substructures
of C, and for each i ∈ I let ϕi : G(Fi) → G(Ei) be a U -sorted isomorphism. We
set E∗ :=
∏
U Ei and F
∗ :=
∏
U Fi. There is an isomorphism of profinite groups
ϕ : G(F ∗)→ G(E∗). Moreover,
(1) if each ϕi is an absolutely sort-preserving isomorphism, then ϕ is also an
absolutely sort-preserving isomorphism,
(2) if each ϕi is a sorted isomorphism, then ϕ is also a sorted isomorphism,
Proof. By Fact 4.2 combined with Theorem 4.3, we see that
G(F ∗) = lim
←a
G(a/F ∗), and G(E∗) = lim
←c
G(c/E∗),
where a runs over all elements of acl(F ∗) such that
(∗) G(a/F ∗) ∋ σ 7→ σ(a) ∈ {τ(a) | τ ∈ G(a/F ∗)}
is one-to-one, and c runs over analogous set of elements of acl(E∗). We will define
a map of the above inverse systems (note that they have different indexing and at
some point of the proof we will deal with that).
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Let a = (ai)/U ∈ acl(F ∗) satisfy (∗) and let l := |G(a/F ∗)|. There is a formula
ψ(x, y) and e = (ei)/U ∈ F ∗ such that C∗ |= ∃=lx ψ(x, e) and {a = a1, . . . , al} =
G(F ∗) · a = ψ(C∗, e). There exists D0 ∈ U and a sort S such that for each i ∈ D0
• as,i ∈ S for each s 6 l,
• C |= ∃=lx ψ(x, ei),
• C |= ψ(as,i, ei) for each s 6 l,
• G(Fi) · a1,i ⊆ {a1,i, . . . , al,i}.
Claim 1. There is D1 ∈ U with D1 ⊆ D0, such that for each i ∈ D1 we have
G(Fi) · a1,i = {a1,i, . . . , al,i}.
Proof of the claim: Define D1s := {i ∈ I | ai,s ∈ G(Fi) · a1,i} and D
0
s := {i ∈
I | ai,s 6∈ G(Fi) · a1,i}, where s 6 l. For each s 6 l one has that D1s ∈ U or D
0
s ∈ U .
If for every s 6 l we have D1s ∈ U , then it is enough to set D1 := D0∩D
1
1∩ . . .∩D
1
l .
Assume that there is s 6 l such that D0s ∈ U . Without loss of general-
ity assume that for some l′ < l we have D11, . . . , D
1
l′ , D
0
l′+1, . . . , D
0
l ∈ U . Let
di := p{a1,i, . . . , al′,i}q (the code of a finite set), so di = πS,l′(a1,i, . . . , al′,i),
where πS,l′ : S
l′ → S′ is a ∅-definable projection map, mapping l′-tuple to an
imaginary corresponding to its class in the relation of being equal as sets of l′
elements from the sort S (we are working in T = (T eq0 )
m). Since for i ∈ D :=
D0∩D11 ∩ . . .∩D
1
l′ ∩D
0
l′+1∩ . . .∩D
0
l ∈ U we have that G(Fi) ·a1,i = {a1,i, . . . , al′,i},
it follows that di ∈ Fi for all i ∈ D, so d := (di)/U ∈ F ∗.
On the other hand, C∗ |= d = πS,l′(a1, . . . , al′) and there exists σ ∈ G(F ∗) such
that σ(a1) = al, i.e. there is Dσ ∈ U such that σ(a1)i = al,i for all i ∈ Dσ.
Because d ∈ F ∗, we obtain C∗ |= πS,l′(a1, . . . , al′) = πS,l′(σ(a1), . . . , σ(al′)), i.e.
there is Dpi ∈ U such that for all i ∈ Dpi we have C |= πS,l′(a1,i, . . . , al′,i) =
πS,l′(σ(a1)i, . . . , σ(al′)i), so σ(a1)i ∈ {a1,i, . . . , al′,i}. If we consider i ∈ D∩Dσ∩Dpi,
then al,i ∈ {a1,i, . . . , al′,i} and al,i 6∈ {a1,i, . . . , al′,i}. Here ends the proof of the
claim.
By Claim 1, for every i ∈ D1 we have that |G(a1,i/Fi)| > l. We know that a1 sat-
isfies (∗), but we do not know whether similar property holds for a1,i, where i ∈ D1.
The following claim shows, in particular, that most of the time |G(a1,i/Fi)| = l holds
and so (∗) holds for a1,i and G(a1,i/Fi).
Claim 2. There is D2 ∈ U with D2 ⊆ D1, such that for each i ∈ D2 we have
that G(a1,i/Fi) ∼= G(a1/F ∗).
Proof of the claim: Note that if σ ∈ Sl is such that
Dσ := {i ∈ I | a1,i . . . al,i ≡Fi aσ(1),i . . . aσ(l),i} ∈ U
then a1 . . . al ≡F∗ aσ(1) . . . aσ(l). Let
H = {σ ∈ Sl | (∃f ∈ G(a1/F
∗))
(
f(a1, . . . , al) = (aσ(1), . . . , aσ(l))
)
}
and let Sl \H = {σ1, . . . , σm}, where m = l!− l. For j 6 m, introduce
A1j := {i ∈ I | a1,i . . . al,i ≡Fi aσj(1),i . . . aσj(l),i}, and A
0
j := I \A
1
j .
If there exists j 6 m such that A1j ∈ U , then, by the remark from the beginning
of this proof, σj ∈ H , which cannot happen. Therefore each A0j ∈ U , and also
D2 := D1 ∩ A
0
1 ∩ . . . ∩ A
0
m ∈ U .
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Assume that i ∈ D2. We identifyGi := G(a1,i/Fi) = Aut(dcl(Fi, a1,i, . . . , al,i)/Fi)
with a subgroup of Sl. We have that i ∈ D1, |Gi ·a1,i| = l, hence |Gi| > l. We have
also that Gi ∩ {σ1, . . . , σm} = ∅, hence Gi ⊆ H and, since |H | = l, we get Gi = H
as subgroups of Sl. Therefore G(a1,i/Fi) ∼= G(a1/F ∗). Here ends the proof of the
second claim.
We see that for i ∈ D2 the map
G(a1,i/Fi) ∋ σ 7→ σ(a1,i) ∈ {a1,i, . . . , al,i}
is a bijection. Let us introduce the following map:
Ψa : G(a/F
∗) ∋ σ 7→
(
Ψa(σ)i
)
/U ∈
∏
U
G(ai/Fi)/U ,
where, for i ∈ D2, Ψa(σ)i is the unique automorphism σ
′ ∈ G(ai/Fi) such that
σ′(a1,i) = σ(a1)i. It is well-defined and injective (by property (∗)). A short argu-
ment shows that Ψa is a group homomorphism.
Claim 3. The map Ψa is onto, so a group isomorphism.
Proof of the claim: Consider (σi)/U ∈
∏
U G(ai/Fi)/U and sets
D1s := {i ∈ I | σi(a1,i) = as,i}, D
0
s := I \D
1
s ,
where s 6 l. By Claim 1, it cannot be that D01 , . . . , D
0
l ∈ U , so there is some
s 6 l such that D1s ∈ U . Take σ ∈ G(a/F
∗) such that σ(a1) = as and note that
Ψa(σ) = (σi)/U . Here ends the proof of the third claim.
For each i ∈ I we introduce
Mi := acl(Ei)
ϕi
(
Aut(acl(Fi)/NFi (ai))
)
.
The extension Fi ⊆ NFi(ai) is Galois, so (by Fact 3.20 in [12]) also Ei ⊆ Mi is
Galois. Since ϕi is an isomorphism, the induced map
ϕ˜ai : G(a1,i/Fi)→ G(Mi/Ei)
is also an isomorphism, set ϕ˜i := ϕ˜
a
i . Moreover, for every i ∈ D2 we have
that G(Mi/Ei) ∼= G(a1,i/Fi) ∼= G(a1/F ∗), in particular |G(Mi/Ei)| = l. Let
J = (Sj1 , . . . , Sjs) := U(S, l). Here, we see that the function U assures that we
can uniformly choose tuple living on sorts J good for almost all i’s:
Claim 4. For each i ∈ D2 there exists a tuple (c1,i, . . . , cs,i) ∈ SJ(Mi) such
that Mi = dcl(Ei, c1,i, . . . , cs,i).
Proof of the claim: Let i ∈ D2. Because ϕi is U -sorted and
S ∈ Pe
(
G
(
acl(Fi)/ dcl(Fi, a1,i, . . . , al,i)
))
,
we have that J ∈ Pe
(
G(acl(Ei)/Mi)
)
. By definition, there exists a tuple (c1,i, . . . , cs,i) ∈
SJ(Mi) such that Mi = dcl(Ei, c1,i, . . . , cs,i). Here ends the proof of the fourth
claim.
For i ∈ D2 let di be the imaginary corresponding to the tuple (c1,i, . . . , cs,i), i.e.
di = πSJ (c1,i, . . . , cs,i) and for i ∈ I \D2 choose di arbitrarily among elements of
S′(Ei), where S
′ = SJ/ηSJ . Element d = (di)/U is well defined, because all di’s
live on the same sort, i.e. on the sort S′.
Assume that i ∈ D2. We have that Mi = dcl(Ei, di) and |G(Mi/Ei)| = l,
so |G(Mi/Ei) · di| = l and G(Mi/Ei) · di = {di =: d1,i, . . . , dl,i}. By dj , where
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1 < j 6 l, denote (dj,i)/U , where dj,i’s for i ∈ I \D2 are chosen “randomly” among
elements of S′(Ei). Finally let d1 := d.
Let πS′,l : (S
′)l → S′′ be the ∅-definable projection map, mapping l-tuple to
an imaginary corresponding to its class in the relation of being equal as a set of l
elements from the sort S′. Note that πS′,l(d1,i, . . . , dl,i) ∈ Ei for all i ∈ D2, hence
πS′,l(d1, . . . , dl) = πS′,l
(
(d1,i)/U , . . . , (dl,i)/U
)
∈ E∗.
The last line implies that for every j 6 l and every f ∈ Aut(C/E∗) one has that
f(dj) ∈ {d1, . . . , dl},
so d1 ∈ acl(E∗). Therefore the element d1 = (d1,i)/U is algebraic over E∗. Note
that d1 ≡E∗ dj for every j 6 l, hence G(E
∗) · d1 = {d1, . . . , dl}.
Let us define M := NE∗(d1) = dcl(E∗, d1, . . . , dl) and let d′ be the imaginary
corresponding to the tuple (d1, . . . , dl), i.e. d
′ = π(S′)×l(d1, . . . , dl). It follows that
M = dcl(E∗, d′) and there exists D ∈ U such that for every i ∈ D we have that
d′i = π(S′)×l(d1,i, . . . , dl,i), so Mi = dcl(Ei, d
′
i). Put D3 := D ∩D2.
Consider the following map:
Φd′ :
∏
U
G(d′i/Ei)/U → G(d
′/E∗),
where Φd′
(
(σi)/U
)
is the unique element fσ of the group G(d′/E∗) given by
fσ(d
′) = σi(d
′
i)/U .
To see that it is well-defined we note that {i ∈ I | σi(d′i) ≡Ei d
′
i} ∈ U , so(
σi(d
′
i)
)
/U ≡E∗ (d′i)/U = d
′ and there exists fσ ∈ G(d′/E∗) such that fσ(d′) =(
σi(d
′
i)
)
/U . If (σi)/U = (τi)/U , then
(
σi(d
′
i)
)
/U =
(
τi(d
′
i)
)
/U and so fσ(d′) =
fτ (d
′), which, by M = dcl(E∗, d′), means that fσ = fτ .
Using fσ(d
′), fτ (d
′) ∈ dcl(E∗, d′) it can be shown that Φd′ is a group homomor-
phism. If fσ = fτ , then fσ(d
′) = fτ (d
′) and so
(
σi(d
′
i)
)
/U =
(
τi(d
′
i)
)
/U , and there
exists D ∈ U such that σi(d′i) = τi(d
′
i) for every i ∈ D. If i ∈ D ∩D3, then σi = τi,
hence (σi)/U = (τi)/U . Therefore Φd′ is a group embedding.
Claim 5. The embedding Φd′ is an isomorphism.
Proof of the claim: Assume that i ∈ D3. It follows that
Mi = dcl(Ei, d
′
i), M = dcl(E
∗, d′)
G(Mi/Ei) ∼= G(ai/Fi) ∼= G(a/F
∗)
|G(Mi/Ei)| = |G(ai/Fi)| = l.
Since Mi = dcl(Ei, d
′
i) we obtain that
G(d′i/Ei) ∋ σ 7→ σ(d
′
i) ∈ G(Ei) · d
′
i
is a bijection. Therefore |G(Ei) · d
′
i| = l for each i ∈ D3.
Because M = dcl(E∗, d′), the map
G(d′/E∗) ∋ σ 7→ σ(d′) ∈ G(E∗) · d′
is also a bijection. Let G(d′/E∗) · d′ = {d′1, . . . , d
′
k}. Since Φd′ is an embedding, we
know that k = |G(E∗) · d′| = |G(d′/E∗)| > l.
Now, we apply Claim 1 to d′ to get D ∈ U such that for each i ∈ D we have
G(Ei) · d
′
i = G(Ei) · d
′
1,i = {d
′
1,i, . . . , d
′
k,i},
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so for i ∈ D we have |G(Mi/Ei) · d′i| = |G(Ei) · d
′
i| = k. Since D ∩D3 6= ∅ it must
be k = l. Here ends the proof of the fifth claim.
Finally we can define a group isomorphism Ta : G(a/F ∗)→ G(d′/E∗) by
Ta := Φd′ ◦ (ϕ˜i)/U ◦Ψa.
Consider the following collection of finite group isomorphisms(
Ta : G(a/F
∗)→ G(d′/E∗)
)
a∈acl(E∗) is such that the property (∗) holds
.
The above system of isomorphism is compatible (in the sense of morphism between
projective limits). To see this we need to verify the commutativity of the following
diagram
(♠) G(b/F ∗)
Ψb //
res

∏
G(bi/Fi)/U
(ϕ˜bi )/U //
res /U

∏
G(f ′i/Ei)/U
Φf′
//
res /U

G(f ′/E∗)
res

✤
✤
✤
G(a/F ∗)
Ψa
//
∏
G(ai/Fi)/U
(ϕ˜ai )/U
//
∏
G(d′i/Ei)/U Φd′
// G(d′/E∗)
where the upper line of mappings comes from our construction applied to an ele-
ment b ∈ acl(E∗) satisfying property (∗) and such that NF∗(a) ⊆ NF∗(b) (so the
whole line of mappings corresponds to Tb), and f
′ ∈ acl(E∗) is analogon of “d′” for
element b. We made the last vertical arrow dashed, since its existence depends on
the inclusion dcl(E∗, d′) ⊆ dcl(E∗, f ′), which is shown in the next claim.
Claim 6. We have dcl(E∗, d′) ⊆ dcl(E∗, f ′).
Proof of the claim: There exists D ∈ U such that for each i ∈ D we have
dcl(Ei, d
′
i) ⊆ dcl(Ei, f
′
i). Let us define f
′′
i := πS1×S2(d
′
i, f
′
i), where S1 and S2 are the
sorts corresponding to d′i and f
′
i respectively. Note that dcl(Ei, f
′
i) = dcl(Ei, f
′′
i ) so∏
G(f ′i/Ei)/U
=
∼=

∏
G(f ′′i /Ei)/U
∼=

G(f ′/E∗) G(f ′′/E∗)
Therefore |G(f ′/E∗)| = |G(f ′′/E∗)| < ω. Note that dcl(E∗, f ′) ⊆ dcl(E∗, f ′′) and
hence
G(f ′′/E∗)
res // G(f ′/E∗)
is an isomorphism. We see that for each σ ∈ Aut(C/E∗f ′) we have that σ(f ′′) = f ′′,
so f ′′ ∈ dcl(E∗, f ′) and dcl(E∗, f ′) = dcl(E∗, f ′′). On the other hand dcl(E∗, d′) ⊆
dcl(E∗, f ′′). Here ends the proof of the sixth claim.
To see that the left square in diagram (♠) commutes, we use that a ∈ dcl(F ∗, b),
so |= ψ(m, b, a) ∧ ∃!xψ(m, b, x) for some formula ψ and element m ∈ F ∗. There
existsD1 ∈ U such that for each i ∈ D we have |= ψ(mi, bi, ai) ∧ ∃!ψ(mi, bi.x), and
hence |= ψ(mi,Ψb(σ)(bi),Ψb(σ)(ai)) ∧ ∃!ψ(mi,Ψb(σ)(bi).x). On the other hand,
if σ ∈ G(b/F ∗), then also |= ψ(m,σ(b), σ(a)) ∧ ∃!xψ(m,σ(b), x) and there exists
D2 ∈ U such that |= ψ(mi, σ(b)i, σ(a)i)) ∧ ∃!xψ(mi, σ(b)i, x) for every i ∈ D2.
Assume that i ∈ D3 ∩D1 ∩D2. In this case, we have that
Ψb(σ)i(bi) = σ(b)i,
|= ψ(mi, σ(b)i, σ(a)i)) ∧ ∃!xψ(mi, σ(b)i, x),
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|= ψ(mi,Ψb(σ)(bi),Ψb(σ)(ai)) ∧ ∃!ψ(mi,Ψb(σ)(bi).x),
and clearly Ψb(σ)(ai) = σ(a)i = Ψa(σ)i(ai), and so Ψb(σ)i = Ψa(σ)i for every
i ∈ D3 ∩D1 ∩D2.
In a similar way, we can use d′ ∈ dcl(E∗, f ′) to show that the right square in
diagram (♠) commutes and we skip this step. The commutativity of the central
square in diagram (♠) is a standard diagram chase for each i ∈ D3.
Next thing we need to show is that the groups Ta
(
G(a/F ∗)
)
, where a ∈ acl(F ∗)
satisfies property (∗), form a cofinal subsystem in the system G(c/E∗), where c ∈
acl(E∗) satisfies the property (∗). We will show even more. Note that we can
repeat the whole procedure for some d ∈ acl(E∗) which satisfies (∗) and we obtain
a′ ∈ acl(F ∗) satisfying (∗) such that the following diagram commutes
G(a′/F ∗)
Ψa′ //
=

∏
G(a′i/Fi)/U
(ϕ˜a
′
i )/U//
=

∏
G(di/Ei)/U
Φd //
=

G(d/E∗)
=

G(a′/F ∗)
∏
G(a′i/Fi)/UΦa′
oo
∏
G(di/Ei)/U
(ϕ˜−1
d
i )/U
oo G(d/E∗)
Ψd
oo
thus G(d/E∗) = Ta′
(
G(a′/F ∗)
)
. Let T := lim
←a
Ta. By [21, Lemma 1.1.5], T is an
isomorphism of profinite groups.
Now, we pass to the proof of the “moreover part”. Assume that each ϕi is an
absolutely sort-preserving isomorphism and note that to show that T is absolutely
sort-preserving, we only need to show that each Ta is sort-preserving.
Claim 7. It follows that dcl(F ∗, a1, . . . , al) =
∏
dcl(Fi, a1,i, . . . , al,i)/U .
Proof of the claim: The right-to-left inclusion is an easy use of  Los´’ theorem. We
will prove the right-to-left inclusion. Let b = (bi)/U ∈
∏
dcl(Fi, a1,i, . . . , al,i)/U .
Without loss of generality, until the end of the proof of this claim, we assume
I = D3.
First, we will show that b1 := b ∈ acl(F ∗). Let G(Fi) · b1,i = {b1,i, . . . , bli,i}
and note that for each i ∈ I we have li 6 l. There exists 1 6 k 6 l and D′ ∈ U
such that for each i ∈ D′ we have that G(Fi) · b1,i = {b1,i, . . . , bk,i}. Now, we may
repeat the part of our proof which was used to show that d1 ∈ acl(E∗) and get that
b = b1 ∈ acl(F ∗).
Secondly, we will show that c := p(a1, . . . , al, b1, . . . , bk)q ∈ dcl(F ∗, a), where
bj := (bj,i)/U , which implies that b = b1 ∈ dcl(F ∗, a). Since dcl(F ∗, a) ⊆ dcl(F ∗, c),
as we have already proved in (♠), the following diagram commutes
G(c/F ∗)
res

Ψc //
∏
G(ci/Fi)/U
res /U

G(a/F ∗)
Ψa
//
∏
G(ai/Fi)/U
and Ψa and Ψc are isomorphisms of finite groups. Surely, the map res /U is onto.
Since for almost all i ∈ I we have that dcl(Fi, ci) = dcl(Fi, a1,i, . . . , al,i), the map
res /U is also an isomorphism. Therefore res : G(c/F ∗) → G(a/F ∗) is an isomor-
phism, thus c ∈ dcl(F ∗, a). Here ends the proof of the seventh claim.
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Let R be any sort. Suppose i ∈ D3. Since ϕi is an absolutely sort-preserving
isomorphism, the induced isomorphism ϕ˜ai : G(a1,i/Fi) → G(dcl(Ei, d
′
i)/Ei) is a
sort-preserving isomorphism. There exists a group isomorphism
ϕ˜ai,R : AutR(dcl(Fi, a1,i, . . . , al,i)/Fi)→ AutR(dcl(Ei, d
′
i)/Ei)
such that the following diagram commutes
(♦) G(a1,i/Fi)
ϕ˜ai //
res

G(dcl(Ei, d′i)/Ei)
res

AutR(dcl(Fi, a1,i, . . . , al,i)/Fi)
ϕ˜ai,R
// AutR(dcl(Ei, d
′
i)/Ei)
Consider the following diagram
∏
G(ai/Fi)/U
Φa //
res /U

G(a/F ∗)
res
∏
AutR(dcl(Fi, a1,i, . . . , al,i)/Fi)/U
Φa,R
//❴❴❴ AutR(dcl(F
∗, a1, . . . , al)/F
∗)
where the arrow Φa,R is given in the following way
Φa,R
(
(σi)/U
)
:= Φa
(
(σ˜i)/U
)
|R,
where (σi)/U = (σ˜i|R)/U . Note that for any
b = (bi)/U ∈ R
(∏
dcl(Fi, a1,i, . . . , al,i)/U
)
=
∏
R
(
dcl(Fi, a1,i, . . . , al,i)
)
/U
it follows that
Φa
(
(σ˜i)/U
)
|R(b) =
(
σi(bi)
)
/U .
Therefore, by Claim 7, we have that Φa,R is a well-defined homomorphism and it
is one-to-one. Since Φa,R ◦ res /U = res ◦Φa, the map Φa,R is also onto, hence it is
a group isomorphism. Since Φ−1a = Ψa, we get that Φ
−1
a,R ◦ res = res /U ◦Ψa.
We can repeat the above for Φd′ and finally obtain the following diagram
AutR
(
dcl(F ∗, a1, . . . , al)/F
∗
)
Φ−1
a,R
∼=

G(a/F ∗)
Ψa

resoo
∏
AutR
(
dcl(Fi, a1,i, . . . , al,i)/Fi
)
/U
(ϕ˜ai,R)/U ∼=

∏
G(ai/Fi)/U
(ϕ˜ai )/U

res /U
oo
∏
AutR
(
dcl(Ei, d
′
i)/Ei
)
/U
Φd′,R ∼=

∏
G(d′i/Ei)/U
Φd′

res /U
oo
AutR
(
dcl(E∗, d′)/E∗
)
G(d′/E∗)res
oo
The top and the bottom squares in the above diagram commute by what we have
just shown, and the central square commutes in a similar manner to the diagram
(♦). Therefore Ta = Φd′ ◦ (σ˜
a
i )/U ◦Ψa is a sort-preserving isomorphism.
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Point (2) of the “moreover part” follows from a modification of the last diagram.
Take J ′ ∈ Sω and note that repeating previous steps we can achieve:
AutJ′
(
dcl(F ∗, a1, . . . , al)/F
∗
)
Φ−1
a,J′
∼=

G(a/F ∗)
Ψa∼=

resoo
Ta
zz
∏
AutJ′
(
dcl(Fi, a1,i, . . . , al,i)/Fi
)
/U
∏
G(ai/Fi)/U
(ϕ˜ai )/U

res /U
oo
∏
AutJ′
(
dcl(Ei, d
′
i)/Ei
)
/U
Φd′,J′ ∼=

∏
G(d′i/Ei)/U
Φd′∼=

res /U
oo
AutJ′
(
dcl(E∗, d′)/E∗
)
G(d′/E∗)res
oo
If res : G(d′/E∗) → AutJ′(dcl(E
∗, d′)/E∗) is an isomorphism, then (since Φd′ is
an isomorphism) also res /U :
∏
G(d′i/Ei)/U →
∏
AutJ′
(
dcl(Ei, d
′
i)/Ei
)
/U is an
isomorphism. There exists D ∈ U such that for each i ∈ D we have that res :
G(d′i/Ei) → AutJ′(dcl(Ei, d
′
i)/Ei) is an isomorphism. Since each ϕi is sorted, we
obtain that for each i ∈ D also
res : G(ai/Fi)→ AutJ′(dcl(Fi, a1,i, . . . , al,i)/Fi)
is an isomorphism. Hence also
res /U :
∏
G(ai/Fi)/U →
∏
AutJ′
(
dcl(Fi, a1,i, . . . , al,i)/Fi
)
/U
is an isomorphism, and so also res : G(a/F ∗) → AutJ′
(
dcl(F ∗, a1, . . . , al)/F
∗
)
is
an isomorphism. 
Remark 6.3. Special case of the above lemma: if for each i ∈ I we have Ei = E =
dcl(E), Fi = F = dcl(F ) and ϕi = ϕ is a weakly sorted isomorphism, then there
exists an isomorphism T : G(FU )→ G(EU ).
Assume that F and E are small definably closed substructures of C such that
E,F ⊆ C  C (C was already chosen, see two paragraphs before Remark 6.1).
Now, we assume that CU is embedded in C. Note that the “diagonal map”
α : C→ CU , α(c) = (ci)/U ,
where ci = c for every i ∈ I, extends to an automorphism of C, which will be
also denoted by α. Since T has quantifier elimination, we may abuse notation and
introduce a “scheme of maps” α# defined as follows
α#(σ) =
(
α ◦ σ ◦ α−1
)
|A,
where σ is an automorphism of small substructure A of C - sometimes α# will be
well-defined.
Assume that ϕ : G(F ) → G(E) is a weakly sorted isomorphism. Consider T :
G(FU ) → G(EU ) given by the proof of Lemma 6.2 for (ϕi)i∈I , where ϕi = ϕ for
each i ∈ I (see Remark 6.3).
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Lemma 6.4. The following diagram commutes
G(FU )
T //
res

G(EU )
res

G
(
α(F )
)
(α#)−1
// G(F ) ϕ
// G(E)
α#
// G
(
α(E)
)
Proof. It is enough to show that for any σ ∈ G(FU ) and any b ∈ acl(E) we have
(
α−1 ◦
(
T (σ)|acl(α(E))
)
◦ α
)
(b) = ϕ
(
α−1 ◦ σ|acl(α(F )) ◦ α
)
(b).
Since acl
(
α(E)
)
= α
(
acl(E)
)
, there exist b1, . . . , bk ∈ acl(E) such that b1 = b and
G(EU ) · α(b) = {α(b1), . . . , α(bk)} ⊆ G
(
α(E)
)
· α(b) ⊆ acl
(
α(E)
)
.
Let c := p(b1, . . . , bk)q and note that α(c) = p
(
α(b1), . . . , α(bk)
)
q. It is sufficient to
show that (
α−1 ◦
(
T (σ)|acl(α(E))
)
◦ α
)
(c) = ϕ
(
α−1 ◦ σ|acl(α(F )) ◦ α
)
(c).
Since NEU
(
α(c)
)
= dcl
(
EU , α(c)
)
, we can find a ∈ acl(F ) such that NFU
(
α(a)
)
=
dcl
(
FU , α(a)
)
and such that T |
dcl
(
FU ,α(a)
) = Tα(a), where Tα(a) splits in this case
as follows
G
(
α(a)/FU
) Ψα(a)
//
Tα(a)
22G(a/F )
U ϕ˜
U
// G(c/E)U
Φα(c)
// G
(
α(c)/EU
)
We have the following(
α−1 ◦
(
T (σ)|acl(α(E))
)
◦ α
)
(c) =
(
α−1 ◦
(
T (σ)|N
EU
(α(c))
)
◦ α
)
(c)
=
(
α−1 ◦
(
Tα(a)(σ|N
FU
(α(a)))
)
◦ α
)
(c)
hence we start with “calculating” Tα(a)(σ|N
FU
(α(a))):
Ψα(a)
(
σ|N
FU
(α(a))
)
= (τi)/U ,
where for almost all i ∈ I the automorphism τi ∈ G(a/F ) is the unique one such
that τi(a) = σ
(
α(a)
)
i
. Note that, since a ∈ acl(F ), α(a) ∈ acl
(
α(F )
)
and so also
σ
(
α(a)
)
∈ acl
(
α(F )
)
= α
(
acl(F )
)
. Hence τi is equal to some τ ∈ G(a/F ) for
almost all i ∈ I. Without loss of generality, we may assume that
(2) α
(
τ(a)
)
= σ
(
α(a)
)
.
The next arrow changes (τ)/U into (ϕ˜(τ))/U . Observe that
(
Tα(a)(σ|N
FU
(α(a)))
)
◦ α(c) = Φα(c)
(
(ϕ˜(τ))/U
)(
α(c)
)
= α
(
ϕ˜(τ)(c)
)
,
thus (
α−1 ◦
(
Tα(a)(σ|N
FU
(α(a)))
)
◦ α
)
(c) = ϕ˜(τ)(c).
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On the other hand, since the following diagram commutes
G(
(
α(F )
) (α#)−1
//
res

G(F )
ϕ
//
res

G(E)
res

G
(
α(a)/α(F )
)
(α#)−1
// G(a/F )
ϕ˜
// G(c/E)
we have that
ϕ
(
α−1 ◦ σ|acl(α(F )) ◦ α
)
(c) = ϕ˜
(
α−1 ◦ σ|dcl(α(F ),α(a)) ◦ α
)
(c).
Equation (2) implies that
τ(a) =
(
α−1 ◦ σ|dcl(α(F ),α(a)) ◦ α
)
(a).
Because NF (a) = dcl(F, a), we get that
τ =
(
α−1 ◦ σ|dcl(α(F ),α(a)) ◦ α
)
and so
ϕ
(
α−1 ◦ σ|acl(α(F )) ◦ α
)
(c) = ϕ˜(τ)(c),
what ends the proof. 
Regularity is preserved after taking an ultraproduct:
Remark 6.5. Assume that, for each i ∈ I, Ki and Fi are small substructures of C
such that dcl(Ki) = Ki and Ki ⊆ Fi is regular. Then
∏
Ki/U ⊆
∏
Fi/U is regular.
However, there is no reason for which being a PAC substructure will be preserved
under taking an ultraproduct. Therefore we need to add some assumptions. The
following theorem is the second main theorem of this paper and generalizes (the
perfect case of) Theorem 20.3.3 from [11]. Now, we assume stability of the theory
T again.
Theorem 6.6 (Elementary Equivalence Theorem for Structures - EETS). Suppose
PAC is a first order property and pure [or strict] saturation over P is a first order
property. Assume that
• K, L, M , E, F are small definably closed substructures of C,
• K ⊆ L ⊆ E, K ⊆M ⊆ F ,
• F and E are PAC,
• Φ0 ∈ Aut(C/K) is such that Φ0(L) =M ,
• ϕ : G(F )→ G(E) is a weakly sorted isomorphism such that
G(F )
ϕ
//
res

G(E)
res

G(M) ϕ0
// G(L)
where ϕ0(σ) := Φ
−1
0 ◦ σ ◦ Φ0, commutes.
Then E ≡K F .
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Proof. Since
(C, F ) ∼=
(
α(C), α(F )
)
 (C, F )U = (CU , FU )
and C was chosen to be at least |F |+-saturated, it follows that FU is PAC in C.
Similarly, EU is PAC in C.
By Lemma 6.2 and Lemma 6.4 we obtain the following commuting diagram
G(FU )
T //
res

G(EU )
res

G
(
α(F )
)
res

(α#)−1
// G(F )
ϕ
//
res

G(E)
res

α# // G
(
α(E)
)
res

G
(
α(M)
)
σ 7→(αΦ0α
−1)−1◦σ◦(αΦ0α
−1)
88(α#)−1
// G(M) ϕ0
// G(L)
α#
// G
(
α(L)
)
Note that αΦ0α
−1 ∈ Aut(C/α(K)). By Proposition 3.8, we obtain that FU ≡α(K)
EU . Since α(F )  FU and α(E)  EU , it follows that α(F ) ≡α(K) α(E) and so
F ≡K E. 
Corollary 6.7. Suppose PAC is a first order property and pure [or strict] saturation
over P is a first order property. If the restriction map res : G(F ) → G(E), where
E ⊆ F are PAC structures, is a weakly sorted isomorphism, then E  F . (Compare
with Corollary 5.8)
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