We image 104 newly identified low-mass (mostly M-dwarf) pre-main sequence members of nearby young moving groups with Magellan Adaptive Optics (MagAO) and identify 27 binaries with instantaneous projected separation as small as 40 mas. 15 were previously unknown. The total number of multiple systems in this sample including spectroscopic and visual binaries from the literature is 36, giving a raw multiplicity rate of at least 35 +5 −4 % for this population. In the separation range of roughly 1 -300 AU in which infrared AO imaging is most sensitive, the raw multiplicity rate is at least 24 +5 −4 % for binaries resolved by the MagAO infrared camera (Clio). The M-star sub-sample of 87 stars yields a raw multiplicity of at least 30 +5 −4 % over all separations, 21 +5 −4 % for secondary companions resolved by Clio from 1 to 300 AU (23 +5 −4 % for all known binaries in this separation range). A combined analysis with binaries discovered by the Search for Associations Containing Young stars shows that multiplicity fraction as a function of mass and age over the range of 0.2 to 1.2 M and 10 -200 Myr appears to be linearly flat in both parameters and across YMGs. This suggests that multiplicity rates are largely set by 100 Myr without appreciable evolution thereafter. After bias corrections are applied, the multiplicity fraction of low-mass YMG members (< 0.6M ) is in excess of the field.
INTRODUCTION
Young moving groups (YMGs) are groups comprising several dozens of coeval, kinematically-associated stars that share a common birth environment. Typically aged 10 -150 Myr, they are in the process of dispersing into the field (Zuckerman & Song 2004; Torres et al. 2008 ). This population represents an excellent laboratory for directly imaging giant planets (e.g. Delorme et al. 2013; Bowler et al. 2017) .
Because stars from a given YMG formed from the same collapsing gas cloud, they offer an opportunity to directly test stellar evolution models (e.g. Zuckerman & Song 2004; Yee & Jensen 2010; Jeffries et al. 2016) . In par-ticular, the binary systems among them are important for these tests in 3 ways. First, it is often possible to recover more detailed information on individual binaries, such as dynamical mass measurements, making them a stronger test of stellar evolution (e.g. Azulay et al. 2015; Montet et al. 2015) . Second, when considering an ensemble of YMG members, it is important to have accurate properties, which might be inferred improperly if a close binary is thought to be a single star. Finally, binarity information is crucial to reaching dependable YMG membership conclusions, since unresolved binaries may affect the measured photometry as well as the radial velocity of a system used for its YMG assignment (e.g. Malo et al. 2013; Kraus et al. 2014) .
In addition, the multiplicity of YMGs themselves may provide important insight into the formation and evolution of binary star systems. In general, primordial binarity could play an important role in protostellar disk evolution as well as planet formation (Cieza et al. 2009; Kraus et al. 2012 Kraus et al. , 2016 . Furthermore, YMG members are representative of a transitional stage between stars in their birth clusters and those in the field (López-Santiago et al. 2006) . Their sparse present-day density and youth suggest that they likely represent a pristine population that has not undergone and will not undergo much dynamical processing. Therefore, their multiplicity likely reflects primordial conditions.
The Search for Associations Containing Young stars (SACY) consortium has been actively studying the properties of stars in nearby YMGs (Torres et al. 2008 ).
Based on their survey of FGK-dwarfs, Elliott et al. (2014 Elliott et al. ( , 2015 Elliott et al. ( , 2016 find that stellar multiplicity is independent of primary mass. This result is consistent with findings from studies of very young star-forming regions (Leinert et al. 1993; Köhler et al. 2000) , as well as young (5 Myr) OB-associations ), but very different from what is observed in the field (e.g. Duchêne & Kraus 2013, and references therein) .
In this work, we present adaptive optics (AO) imaging for recently discovered, nearby, K and M-type YMG members that complement the multiplicity study of Elliott et al. (2014 Elliott et al. ( , 2015 Elliott et al. ( , 2016 . We identify visual binaries from 3 -300 AU and examine their overall multiplicity fractions as a function of mass, age, and YMG, as well as distributions in separation and mass ratio. This paper is organized as follows. The sample is presented in Section 2. We document our observations and the data reduction procedure in Section 3. Section 4 describes the binaries in our observed targets. The visual binary discoveries are validated through, among others methods, co-moving analysis combined with measurements from literature (Section 4.1.1). We perform multiplicity statistics measurements on our sample in Section 5. Therein we first describe the construction of detection completeness maps (Section 5.1) and then the evaluation of physical parameters for the systems (Section 5.2). From there we calculate overall raw multiplicity fractions (Section 5.3) and distributions in separation and mass ratio for our sample (Section 5.4). In Section 5.5, we combine our sample with that of SACY for a joint analysis. This extends YMG multiplicity fraction measurements from 0.2 to 1.2M . Possible biases and their effects are discussed at length in Section 5.6. We conclude with Section 6.
A SAMPLE OF LOW-MASS YMG MEMBERS
Our target list is drawn primarily from Malo et al. 2013 , and Kraus et al. 2014 (34 targets) , and supplemented by targets from Moór et al. 2013 (5 targets) and Rodriguez et al. 2013 (2 targets) . Stars in these catalogues are members of young (< 200 Myr) , local ( 100 pc) YMGs. In selecting targets, we had a strong preference for late-type dwarfs (K5V -M5V, see Figure 1 ) with δ < −40
• and H < 11mag. From these catalogues, we eliminated many of the known visual binaries with separately resolvable spectral types. Section 5.6.2 discusses the potential effect this selection strategy has on our statistics. We do not take into account whether or not a target is a known spectroscopic binary (SB). At the time of observation, most of these targets have not been previously imaged with AO. Table 1 displays properties of the seven YMGs with members included in this study. The age for each YMG comes from Table 2 in Bell et al. (2015) except for Argus which is from Table 1 in Malo et al. (2013) . Janson et al. (2016) [hereafter J16] independently surveyed southern YMGs and published a catalogue of lowmass visual binaries among them. The J16 observations were performed using lucky imaging in the z -band on the 3.5m ESO New Technology telescope, with very comparable angular resolution sensitivity. There are 56 targets in common between J16 and our sample. Twenty-four of our targets were also previously observed with AO by Janson et al. (2012) [hereafter J12]. 
Notes: a The ages of the closest isochrones from Baraffe et al. (2015) adopted for stellar mass calculations, see Section 4.1. b YMG distance ranges are from Table 1 in Malo et al. (2013) . c Unbracketed value denotes the total number of observed targets attributed to the group. In parentheses are the number of targets which have non-negligible probability (i.e. > 10%) of belonging to another YMG.
OBSERVATIONS & DATA
3.1. MagAO Observations Adaptive Optics observations were conducted on the 6.5m Magellan Clay Telescope at the Las Campanas Observatory in Chile using the MagAO instrument . Images were taken with two science cameras simultaneously: Clio in the near-infrared and VisAO in the optical. Since late-type dwarfs are brighter in the NIR, we use Clio images for our science analysis. We allocate the visible light as follows: 96% is directed towards the wavefront sensor whereas VisAO receives 4% of the remainder. Consequently, VisAO images tend to have poor signal-to-noise and are only used to vet some close binaries.
We use Clio's narrow camera mode (according to Morzinski et al. 2015 's measurements: plate scale = 15.846 ± 0.064 mas/pixel; instrument north angle = −1.8
• ± 0.34, FOV = 16 × 8 ) and conducted most of our observations through the H-bandpass, except in one run where the Ks-filter was used. These filters are only slightly offset from their 2MASS counterparts (see Males et al. 2014, Tables 7 & 8 therein) , hence throughout this paper we will use Clio photometry interchangeably with 2MASS. For each target, one or two sets of 4 images were taken in an ABBA nodding scheme. Each image is composed of 20 co-added exposures, each 280 ms long, which prevents saturation. A summary of the run dates and filters used is presented in Table 2. 105 targets were observed over 5 epochs, 30 of which have been imaged in multiple epochs. Table 2 summarizes these observations, and Table 3 lists the observed targets and their relevant properties. A distribution of their spectral types as listed in their source references may be found in Figure 1 . They are chiefly pre-main sequence K/M-dwarfs. Figure 1 . The distribution of spectral types for our observed targets. They are chiefly pre-main sequence K/M-dwarfs Fourteen of our YMG targets have Tycho designations and are part of the recent Gaia Data Release 1 (Gaia Collaboration 2016). For those targets, we adopt the Gaia distances, which are consistent with the statistical ones derived from their sources in literature. In addition to the targets in Table 3 , we observed J06511418-4037510, J12170465-5743558, J10252092-4241539, and J13213722-4421518, which were later eliminated from our sample because of new distance information. The first two have Gaia parallax measurements consistent with being background giants and are thus excluded from analysis. This means 10-20% of the sample may have incorrect YMG designations. The last two have been rejected by Donaldson et al. (2016) from membership in TWA also on the basis of parallax. None of these four objects harbours obvious visual companions down to 0.08 . Future Gaia releases will clarify the YMG assignments for the remaining targets.
3.2. Data Reduction Sky Subtraction -We perform sky subtraction by directly subtracting the nod pairs that are closest temporally (i.e. 'A' and 'B' images). This procedure also eliminates the dark and bias current.
Bad Pixels -We exclude bad pixels and obvious cosmic rays from any analysis and source-fitting we perform when extracting measurements from our images.
Flat Fielding -H-band flat fields are constructed from MagAO twilight flats (and darks) taken on the same night as the observations whenever available, and from an adjacent night otherwise. For Ks images, we use the master Ks-flat field from April 2014 supplied by the Magellan MagAO team, available through the online Clio user manual.
MagAO twilight flats are known to be unreliable (see, e.g. Morzinski et al. 2015) . Thus, we compared photometric and astrometric measurements derived from several images of binaries that had been flat-fielded to the unflattened ones. In terms of astrometry, the two sets of images produce virtually identical values with indistinguishable precision. For the flux ratio measurements, flattening leads to a slight reduction in the errors. Therefore, we opt to use flattened images for our entire analysis.
YMG BINARIES

Clio Binary Detections
We visually examined every Clio as well as VisAO image in SAOImage DS9 (Joye & Mandel 2003) at various contrasts to identify visual doubles among our targets. To the Clio images we fit triple bivariate Gaussian PSFs to all suspected sources using mpfitfun.pro, an IDL routine that uses a Levenberg-Marquardt technique to efficiently explore the χ 2 space of a multi-parameter function (Markwardt 2009 ). This is similar to the algorithm described by Bowler & Hillenbrand (2015) . The fits are initialized by parameter estimates from visual inspection of the images. For every target whose Clio or VisAO images in a particular epoch exhibit multiple clear, visually identifiable components, we perform a multi-source fit to its Clio images. The PSFs of all components are constrained to share the same PSF shape. The centroid positions and the overall height scalings are allowed to vary independently for each component. Figure 2 shows an example fit to a tight binary.
For all images, we measure the minimum radius of the PSF cross-section at half-height. We compute the axis ratio of this cross-section as the minimum radius divided by the maximum radius. We also output the East of North orientation of the major axis. We give these parameters in Table 4 for all targets measured in their best epochs (determined by the depth of their contrast curves in the annulus between 0. 1 and 1. 0). For binaries we additionally measure their separation, position angle (PA), and flux ratio from the fitted Gaussians. Binary separation is the distance between the two fitted PSF centroids, in pixel units. This can be converted into angular units using the plate scale (15.846 mas/pixel, Morzinski et al. 2015) , and then into physical units using the distance to the source (as reported in Table 3 ). When comparing the plate scale measured in 2012 (Morzinski et al. 2015) to that measured from data taken in November 2015, the systematic uncertainty in the plate scale is approximately 0.1 mas/pixel. We use this value as the fiducial error in our plate scale. Position angle (PA) is the angle between the vector connecting the primary to the secondary centroid and north, measured counterclockwise (i.e. east of north). To obtain the true PA, the image angles are derotated using the de-rotation angle (ROTOFF) associated with that observation as well as the true north angle (NORTH CLIO = −1.80 ± 0.34; Morzinski et al. 2015) of the instrument. The flux ratio is determined as the overall secondary-to-primary PSF scaling factor, which is converted into ∆mag. The final reported values are averaged over the independent measurements in the set of (4 or 8) consecutive images taken for each target at each epoch. We note that, in the case of PA, we take the average in complex space. We take the measurement errors to be the standard error of the mean for each epoch. The final errors combine, in quadrature, the measurement errors and uncertainties from the instrument calibrations. Physical quantities also include uncertainties due to the distances from the literature.
For all apparently single sources where the average PSF axis ratio at a given epoch is less than 0.72 (corresponding to a fractional elongation of 40%), we perform a 2-source fit. Based on our wider binary detections, we define secure close binary detection to be one in which the standard deviations in the measured binaries quantities meet the following criteria:
• Position Angle: σ PA < 15
• ,
• Flux ratio: σ Fs/Fp < 0.1, and
In addition, we require that the 1-source elongated PSF has an orientation angle that is consistent with the 2-source PA within 15 degrees, and that the 2-source PSF is more round than the 1-source counterpart (i.e. axis ratio increases towards 1). This procedure allowed us to obtain robust astrometric measurements for 3 very tight (< 70 mas) binaries, which were also resolved in VisAO (see Figure 6 ). Furthermore, if a binary is observed in one or more epochs, we perform a 2-source fit to that object in all epochs. In summary, our Clio images revealed 27 close (< 4") visual doubles that were confidently fit by 2-source solutions among 105 targets, of which 14 are new discoveries. The left panel of Figure 3 shows the distribution of these doubles as a function of ∆mag and projected angular separation. Snapshots of these visual pairs detected are found in Figures 4, 5, and 6 . For targets imaged in previous works, our multiplicity designation are mostly in agreement except in individual cases, listed under Section 4.3.
The right panel of Figure 3 shows the detected binaries in physical units. To estimate the primary masses we use the 2MASS magnitudes for each target in conjunction with the latest stellar isochrones for low-mass PMS stars from Baraffe et al. (2015) , which assumes solar metallicity. Table 1 lists the isochrone ages adopted for each YMG. For single stars, this conversion is straightforward. For the doubles, we must account for the fact that the 2MASS magnitudes include both unresolved visual components. We split the corresponding 2MASS flux according to the flux ratios we measure in the Clio H or K-band for the best epoch and use the evolutionary models from Baraffe et al. (2015) for both components. Cases in which a tertiary and/or a known SB exists are described individually in Section 4.3.
Validation
There are three ways in which we validate the Clio visual binaries as bound companions. First, in combination with published information from literature (Chauvin et al. 2010 , J12, Elliott et al. 2015 , and J16), we have multi-epoch astrometric measurements for 18 visual doubles that can be used to confirm whether or not they are co-moving and therefore bound. For all of the binaries, we also checked finder charts from DSS, 2MASS (Skrutskie et al. 2006) , and WISE (Wright et al. 2010 ) using NASA's IRSA database 12 , but find no evidence that any of the binaries are caused by chance alignment.
Finally, given the spatial distribution of stars in the galaxy, we can compute the chance alignment probability of a given pair of sources with the measured angular separation and magnitudes. We use the TRILEGAL stellar population synthesis code to calculate the density of stars in the 0.5 deg 2 field around each VB candidate. We compute P bound for each binary following Duchêne et al. (2001, see Section 3.1.2 therein) . We find that all binaries have essentially 100% bound probability. This is due to their small angular separations, relatively large flux ratios, and distributions in the sky being generally out of the galactic plane. A summary of the chance alignment probabilities (that is, P unbound = 100% − P bound ) is recorded in Table 8 .
Other Binaries
Two additional new, close, visual companions were apparent through the VisAO camera but were not resolved in their Clio images. Table 6 gives their approximate properties and their VisAO images are shown in Figure 7 . Since only 4% of the light was sent to the VisAO camera, accurate photometric measurements on these discoveries have not been attempted. Notably, both objects have been flagged as probable binaries by the BANYAN YMG membership analysis from Malo et al. (2013) .
Several of the targets are also previously known spectroscopic binaries. These are listed in Table 7 . Note that the tertiary is outside the 4 limit we set for our statistical analysis in Section 5, but by virtue of its inner binary, this system is counted as a multiple.
J0102-6235 - Kraus et al. (2014) describe this object to be a member of TucHor and an SB3. We observe this target to be a 0. 5 visual double. Our co-moving analysis suggests that the fainter component is a background object (see Table 5 and Figure 14 in Appendix A). There is insufficient information to determine which of the visual components is the tight binary. Future spectroscopic observations could resolve this issue. In the meantime, we exclude this target from our statistical analysis.
J0222-6022 - Kraus et al. (2014) find that their singleepoch RV measurement is not consistent with being a member of TucHor, unless it is an SB1. In contrast, deem it a very secure TucHor member based on an independent RV measurement. From these discrepant classifications, we posit that this system is in fact a single-lined spectroscopic binary and treat it as such in the analysis. We do not detect a visual companion in this system, but most SBs are below our detection limits.
J0241-5259AB -We observe both targets to be tight binaries. This updates J12's multiplicity designation for the 'B' component, which they observed to be single. The nominal A and B components are ∼ 21 apart. At their common distance of 43 pc they may be part of the same system separated by 1000 AU. Moreover, since each component is a tight binary in itself (this work), the system is potentially a hierarchical quadruple.
J0511-4903 -J16 tentatively suggest the existence of a very faint, ∆z = 6.1 companion at 2. 4 whose mass would be 0.015M . According to the Baraffe isochrones corresponding to the age of Columba, for a low-mass companion of this ∆z , the expected ∆H is ∼ 4.5. We do not observe such a companion in our short exposures, but we would not expect to. At this separation, these short Clio exposures are sensitive to ∆H ∼ 4.3 at 15σ and ∆H ∼ 4.8 at 10σ.
J0903-6348 -Co-moving analysis shows that the ∼ 1. 1 'companion' detected in Clio is a background object (see Table 5 ). J16 also reports a detection of this companion, but their z -band measurement indicates the spectral energy distribution (SED) rises towards the optical bandpasses, consistent with the hypothesis that it is a background object. In addition, there exists a wide (7. 9) companion Janson et al. 2016 ). Regardless, we include this system as a single-star system in our statistical analysis.
J1234-4538 -This visual binary was first imaged by J12 in the i and z bands. Our additional epoch gives us a ∼ 5-year baseline in total, providing astrometric confirmation (see Table 5 and Figure 15 ). Based on NIR fluxes (∆H = 0.03, Section 5.2), we determine primary and secondary masses to be roughly equal-mass at 0.49 and 0.48 M , respectively. These are discrepant from the masses estimated by J12 (0.355 and 0.290 M ), which are based partly on optical flux ratios ∆i = 0.48 and ∆z = 0.51. While the nature of this discrepancy is unclear, it may be because 1) J12 derived their masses from spectral types using relations calibrated for older field stars, and that the spectral type they use (M2.5) is different than that measured by Shkolnik et al. (2011) (M1.8) and 2) there exists systematic differences between models at this age, mass, and wavelength range. We opt to use our own inferred masses for consistency with the rest of our sample.
J1657-5343 -We resolve this target into a ∼ 51 mas binary (see Figure 6 ). J16 claims a possible detection of two sub-stellar companions at 3.2 and 3.5 with ∆z = 5.6 and 6.59, respectively, but flags them as probable background objects. Their inferred masses are 0.03 and 0.02 M . There is no evidence of these objects in Clio images, whose sensitivity at these separations is ∆H = 7.5, supporting the hypothesis that these are blue background contaminants. J2149-6413 -This object appears single in both the Clio and VisAO images taken on the night of 2015-05-11, for which the VisAO corrections are relatively poor. The minor axis of the half-width-at-half-maximum surface has width 64 mas and the axis ratio is 0.89, meaning the single-source PSF is rather round. Attempted 2-source fits did not find robust solutions. Chauvin et al. (2010) find this is a nearly equal-mass (∆K = 0.2) binary with separation 74 mas in 2005. As in Sections 4.1 and 5.2, we use the ∆K measured from Chauvin et al. (2010) to calculate the primary mass to be 0.18 and the secondary mass 0.16 M . At a distance of 44 pc the projected separation corresponds to 3.3 AU and the period of this target assuming equal-mass components (M tot = 0.18 + 0.16 = 0.34M ) would be ∼ 10 years. We include this target in our calculations of multiplicity rates based on all known binaries, but not in the visual binary rate and the separation range and mass ratio distributions which are based on our Clio detections only (see Section 5).
J2247-6920 -We detect a faint visual companion at 0.25 ∼ 12 AU with Clio. J16 observed the same target but designated it as a single star. This object is also an SB1 and the RV amplitude of > 27 km/s suggests a tight binary , making the observed companion a tertiary. This object was originally noted by Malo et al. (2013) to be a possible field interloper. However, it is unclear whether the SB1 is corrupting the RV measurement. With a new parallax from Gaia, J16 re-analyzes this system using BANYAN and assigns it to the field. However, the Gaia distance appears to be consistent with the statistical distance prediction from Malo et al. (2013) assuming it is a TucHor member. We opt to keep J2247 in our sample.
Comparison to BANYAN
The Bayesian Analysis for Nearby Young AssociatioNs (BANYAN, Malo et al. 2013; Gagné et al. 2014 ) is an algorithm that assigns to stars a statistical probability of belonging to a given nearby young moving group. It considers the hypothesis that a given object may be an unresolved equal-luminosity binary. If the binary solution gives a higher membership probability, then the object is flagged to reflect its possible binary nature. Malo et al. (2014) suggests that follow-up observations could be used to verify the BANYAN methodology for identifying binaries.
Sixty-four of the targets in our sample were drawn from Malo et al. (2013 and therefore have a BANYAN assessment of binarity. We observe 17 visual binaries with Clio and 2 additional binaries with VisAO. Of these, 5 and 2, respectively, were flagged as possible binaries by BANYAN. BANYAN flags a further 10 systems as possible binaries. We do not observe any of these to be VBs. However, one system (J2149-6413, see Section 4.3) was identified by Chauvin et al. (2010) to be a binary and three more are confirmed SBs (J1231-4558: SB2; J1425-4113: SB2; J1524-4929: SB1; refer to Table 7 ). Of the remaining BANYAN objects in our sample which are not flagged as binaries, 4 are detected to be SB2's (J0533-5117 and J0451-4647 (Kraus et al. 2014) , and J0818-7239 and J0846-7246 ). J2247-6920 is not only an unequal-mass visual binary (this work) but also an SB1 (Malo et al. 2014, see Section 4.3) . In addition, we infer J0222-6022 to be an SB1 (see Section 4.3).
While we expect the BANYAN algorithm to miss very high mass-ratio pairs, it is unclear why it failed to identify nearly equal-mass binaries (e.g.J1516-5855, J0717-6311). It would be worthwhile to reassess the YMG membership probabilities for the new binaries presented in this work.
MULTIPLICITY STATISTICS
We compute multiplicity statistics within our sample. For each statistic, we will perform the analysis on two binary sub-samples below 4. 0: 1) all known binaries (including SBs) and 2) visual binaries robustly fit by a 2-source model in the Clio images.
Contrast Curves & Observational Completeness
Maps In order to study population statistics, we must first compute the completeness corrections by computing contrast curves for our targets.
We calculate azimuthally-averaged contrast curves using the formalism in Brandeker et al. (2006) (see Eqn 1 therein):
Here R denotes distance from the primary star's centroid and Σ(R) denotes the limiting contrast for the secondary to be detected in terms of magnitudes. n is the threshold SNR determined to serve as a good threshold signal-tonoise corresponding to the detection method. σ pix (R) is the RMS in an annulus of R − δR to R + δR around the primary. N PSF represents the number of pixels within the FWHM of the primary PSF and F PSF is the integrated flux enclosed in the pixels. In the narrow mode, the Clio detector is 8 × 16 , so we are generally sensitive to companions occurring below 8/2 = 4 in all directions. For simplicity, we calculate the contrast curves to 4 and use that as our cutoff for companion detections.
For each processed image we use the best-fit triple bivariate Gaussian PSF solution for the primary to numerically compute F PSF and N PSF . If there is a companion, we subtract the PSF model of the companion before computing the contrast curve.
The chosen contrast threshold should result in reliable identification of true stellar companions. The most prevalent false sources are in the form of ghosts and speckles.
To determine the appropriate threshold, for every target we constructed residual images by subtracting the empirical, azimuthally-averaged flux profile around the primary centroid. We searched for candidate sources that fell above the local annular RMS in the residual image at n-σ as follows: First, we isolated each pixel that meets this criteria. We treated each pixel as if it could be the centroid of a source scaled from the fitted PSF of the primary, hence taking the pixel flux to be the peak flux of such a 'source'. We demand that, within a square with side length equal to the PSF half-maximum diameter around this pixel, 70% of all pixels are at least 50% as bright as the target pixel. For pixels that meet the conditions thus far, we cross-match them to within 3 pixels of the same position with respect to the primary in the other images for a given target and epoch. The last step is very effective in screening out bright ghosts associated with the instrument whose location depends on the dithering position. Inspection reveals that speckles Notes: a Mass derived from single-passband photometry, age, distance, and pre-MS isochrones (Baraffe et al. 2015) , assuming the star is single. b Same as 'a' but now taking into account whether the star appears to be an equal-mass binary. c see Section 5.2 for explanation. sometimes exceed ∼ 10σ, but are virtually nonexistent at ∼ 15σ. Therfore, we choose n = 15 for the contrast curves. Figure 9 shows a representative contrast curve constructed for a typical image. The lower panel shows that the dependence on azimuthal angle is weak. Mawet et al. (2014) points out that speckles increase the noise level above the naive Gaussian assumption for 2-3 λ/D. In contrast, Eqn. (1) assumes Gaussian noise and so our computation of the contrast curves does not explicitly take this effect into account. At the same time, we do not expect this to have a substantial effect on our results because we choose our detection threshold based on the level of the speckle noise.
For each target, we averaged all the contrast curves for each epoch. We chose the best among the epochs for our detectability proxy. Here 'best' is defined as the curve with the most sensitivity between 0. 1 and 1. 0 from the primary.
From these contrast curves we construct an observational completeness map for our sample. At any given ∆mag and log(separation), we use the contrast curves to calculate the fraction of stars in the sample for which a companion with these properties would be detectable. The completeness map in these observed parameters is displayed in the left panel of Figure 3 .
Calculation of Physical Parameters
Physical projected separations are calculated using the reported distances to each target ( Table 3 ). The primary mass is derived from the 2MASS photometry in conjunction with the latest stellar isochrones for PMS stars (Baraffe et al. 2015) . If the star is a detected VB, then we divide the 2MASS magnitude between the components according to the measured flux ratio (see also Section 4.1). For the 2 binaries detected in VisAO and not Clio, there is not enough throughput for a reliable extrapolation from the observed visual flux ratio to the NIR flux ratio, thus we used the following approximation: if we judge the flux ratio to be large, we assigned all of the 2MASS flux to the primary; otherwise, we split the light equally between the two components, equivalent to obtaining the mass of each component from the system magnitude revised upwards by 0.75 (see Table  6 ). If the target is a known SB (see Section 4.2), we take that information into account when calculating the mass. For SB1s, we assume the primary is the dominant component in flux and mass and neglect any contribution from the secondary. For SB2s, unless an explicit measurement of flux and/or mass ratio is available, we assume an equal-mass binary. For J2149-6413 and the triple system J0030-6236, see Section 4.3.
For most targets, the dominant source of mass error comes from uncertainties in the distance, resulting in an error of ∼ 0.02M on average. For comparison, typical uncertainties on 2MASS photometry and measured ∆ mag (∼ 0.03) correspond to an error of ∼ 0.005M . The youngest targets (< 30 Myr) may be subjected to greater mass error due to uncertainty in age, since luminosity evolves most steeply at lower ages. For TWA (10 ± 3 Myr) and β Pictoris (24 ± 3 Myr), the typical mass error from age indeterminacy can be up to ∼ 0.08M and ∼ 0.03M , respectively. Inherent stellar model uncertainties can introduce greater errors and are briefly discussed in Section 5.6.6. We also note that Baraffe models are computed for solar abundances. Since young stars tend to be more metal-rich on average, any metallicitydependence of the isochrones could introduce a systematic error in the inferred mass.
We then transform the observational completeness map into one in mass ratio and projected physical separation. To calculate the binary separations we again use the reported distances to each target (Table 3) . We convert each target's best contrast curve into one in the space of mass ratio vs projected physical separation. In the case of known unresolved binaries (J2149-6413, VisAO binaries, and SBs), we calculate the mass ratio relative to the sum of the masses of the binary components (see Tables 6 and 7 by the detector's field of view translates into a variable limit in projected physical separation. The resulting map is shown in the right panel of Figure 3 . Our completeness to mass ratios greater than 0.2 between 10 and 100 AU is ∼ 90%. The 100% detectability contour for the sub-sample of primaries with masses less than 0.5M is overlaid in black. In general, less massive primaries are fainter and allow for greater sensitivity to closer-in and lower-mass companions. Based on a lack of q < 1 binary discoveries beyond 20 AU in their sample of young M-dwarfs, Daemgen et al. (2007) suggest that, for M-dwarf primaries, there may be a desert of low-mass ratio companion occurrence beyond 25 AU. In this work we have found 10 companions to Mtype stars beyond 20 AU with mass ratios between ∼ 0.5 and 0.99, hence it is unclear whether such a desert really exists.
Integrated Multiplicity Fractions
Out of the total sample of 104 imaged systems (after discarding J0102-6235, see Section 4.3), 25 are found to have a NIR visual companion whose projected separation lies between ∼ 0. 05 and 4. 0 (Table 8 ). The widest companion in this angular separation range lies at ∼ 300 AU. At least 1 of these systems also harbour SB signatures (J2247-6920). VisAO resolved 2 more binaries (Table 6) . From the literature, a further 9 systems have known RV or close visual companions (Tables 7, J2149-6413). At least 2 of these systems may be triples (J0030-6236 and J2247-6920), and 1 might be a ∼ 1000 AU hierarchical quadruple. Counting the quadruple as two separate systems, the resulting measurement of the raw multiplicity fraction (MF ≡ N multiple /N all ) for our sample is 36/104 = 35 +5 −4 % for all separations below 300 AU, and 25/104 = 24 +5 −4 % for Clio VBs only. When referring to M-dwarfs for pre-main sequence stars we are faced with a dilemma: should we designate objects as 'M-dwarfs' on account of spectral type or stellar mass? On the main sequence, the two are tightly correlated, hence can be used interchangeably (e.g. a M0 star has mass ∼ 0.6M Baraffe & Chabrier 1996) . However, the correspondence is sensitive to age for premain sequence stars. While its mass stays relatively constant, a young star's observable spectroscopic parameters change with time during the PMS phase as it contracts towards the main sequence. Stellar mass is a more fundamental and physically meaningful parameter that is also relatively invariant with age. However, characterizing a system by spectral type is attractive because it is a direct observable and less sensitive to any binarity information to which we are ignorant. Hereafter, for any measurements made for the 'M-dwarf sub-sample', we will specify whether they refer to systems of the M-spectral type or with M prim ≤ 0.6M , whichever is more appropriate.
The sub-sample of M-dwarfs (by spectral type) exhibits a raw multiplicity rate of 26/87 = 30% +5 −4 below 300 AU and 18/87 = 21% +5 −4 for visual companions identified in Clio imaging. For the sample of systems for which M prim ≤ 0.6M , the rates are 23/64 = 36 ± 6% and 17/64 = 27% +6 −5 , respectively. To account for our detection incompleteness to binaries of particular mass ratios and physical separations, we compute the correction factor for each Clio VB detection as the inverse-detectability evaluated at its location in the physical completeness map. After applying these corrections, the Clio VB rate for the total sample is 34 ± 5%. For the M-type sub-sample the VB multiplicity with this correction becomes 27 ± 5%. For the M prim ≤ 0.6M sample, the revised VB rate after accounting for detectability is 36 ± 6%. When all binaries are counted, the fractions are 42 ± 5% for the entire Clio sample, 34±% for M-stars, and 44±6% for M ≤ 0.6M . Note that in this calculation we have explicitly excluded those VBs in regions with detectability > 0% that we resolved by VisAO (J0017-7032 and J0241-5259A) or noted in previous works (J2149-6413) but were missed by Clio, as they should have been accounted for in the detectability corrections.
Distribution in Projected Physical Separation and
Mass Ratio The upper left panel of Figure 10 shows the distribution of all the Clio visual binary discoveries between 0. 05 − 4. 0 in log projected physical separation. We attempted to fit a log-normal function with mean µ and intrinsic width σ to the detections, modified by the empirical completeness map from the right panel of Figure  3 . Using a maximum likelihood prescription we find the distribution to be both consistent with being log-normal and flat. Thus, we cannot make a meaningful comparison to the field, where FGKM binaries exhibit separations adequately described by a log-normal (e.g. Raghavan et al. 2010; Janson et al. 2012; Duchêne & Kraus 2013; Ward-Duong et al. 2015) .
The right panel of Figure 10 shows the mass ratio (q) distributions of the Clio visual binaries. We fit a power-law (q γ ), modified by the physical completeness map in Figure 3 , to each individual detection in a maximum likelihood framework. The best-fit γ is 0.7 ± 0.4, hence inconsistent with a flat distribution. It is apparent that there is a strong preference for equal-mass pairings in this sample. To compare, in the field, FGK binaries mass distributions can generally be characterized by γ ∼ 0.3 − 0.4 (Duchêne & Kraus 2013) . Of course, the mass for a stellar companion has a lower bound at the hydrogen-burning limit (0.08M ). When considering stellar companions, the lower-bound on the relevant mass ratios increases for decreasing primary mass.
Combined Analysis with SACY
The Search for Associations Containing Young stars (SACY) consortium has been actively studying the properties of stars in nearby YMGs (Torres et al. 2008) . Elliott et al. (2014 Elliott et al. ( , 2015 present results from their multiplicity survey of SBs and visual binaries. SACY covers many of the same YMGs as in our work over a comparable separation range but their objects are generally more massive -predominantly greater than M . Here we combine our samples (see Elliott et al. 2015 Tables  1 and 5 ) and repeat our calculation of multiplicity fractions. This joint analysis commands greater statistical power and over an extended range in parameter space.
Of the 109 targets in the SACY sample with secure YMG memberships, we discard BD-20 1111 from the joint sample due to ambiguity over its YMG membership status (see Notes under Table 5 in Elliott et al. 2015) . Of the remaining 108 objects, there are secure detections (i.e. bound probability exceeds 95%) for 32 visual multiples, 5 of which are triples (3 visual triples, 2 visual binaries + SB), and an additional 5 SBs. In the joint sample analysis, we use measurements from our campaign for the 9 targets that were also observed by SACY (2 VBs, 1 SB) . Our mass, astrometry, and mul- tiplicity measurements are consistent with SACY when accounting for the modest distance discrepancies (up to 5pc) except in the following cases:
• V* DZ Cha (J1149-7851): SACY assigns this star to η-Cha at distance 102.7 pc (see also Luhman 2007; Murphy, Lawson, & Besslel 2013) , deriving a mass of 0.91M , while lists it under β-Pic at 68 pc, which is used to derive a stellar mass of 0.72M in this work. This lower stellar mass is more consistent with the spectral type (M0-1V), therefore we use this mass and the YMG designation. Nevertheless, we acknowledge that youth signatures found by Murphy, Lawson, & Besslel (2013) argue in favour the η-Cha interpretation. A Gaia parallax will settle this ambiguity.
• CD-53 544 (J0241-5259A): this target is observed to be a 40 mas binary using VisAO imaging (see Table 6 ), which is below the imaging resolution of SACY. • TYC 8098-414-1 (J0533-5117): Kraus et al. (2014) identify this object as an SB2.
• GSC 08350-01924 (J1729-5014) & CD-44 1173 (J0331-4359): Small differences exists between our astrometry measurements for these objects which can be explained by expected orbital motion over the time span of ∼2 -10 years separating our images from the SACY work. Our primary and secondary mass calculations are consistent with each other.
In total, for the joint sample of 203 targets there are at least 52 visual multiples with projected separations above 75 mas, 6 visual binaries below 75 mas, 13 SBs which have no noted VB counterparts, and 7 triples, all of which also manifested as visual multiples. This gives a combined raw multiplicity fraction of 35 ± 3% and a triple fraction of 3 ± 1% for MKG-dwarfs in YMGs. The companion fraction (CF ≡ (N binary + 2N triple + ...)/N all is then 38 ± 3%. The visual binarity rate is 29 ± 3%. Figure 11 shows the raw multiplicity fraction of all known multiple systems (black) and that of detected visual multiples (red) for the joint sample of 203 systems spanning a primary mass range of 0.1 -1.2 M . In mass bins for which each survey contributes comparable numbers of targets (0.6 -0.8 M ), the binarity rates we measure agree. Below 0.6 M the statistics are dominated by our campaign whereas above 0.8 M they are chiefly determined by SACY. With the added statistical power in each mass bin and an extended range of masses, we still see no indication of deviation from flatness in the raw multiplicity fraction observed. This finding appears to extend the same conclusion from Elliott et al. (2015) for FGK-dwarfs in YMGs down to 0.2M (but see below). Figure 12 shows the fraction of multiple systems among the targets in our sample grouped by YMG membership and plotted against their ages for the joint sample. Once again, there does not appear to be a dependence on age or environment in the range spanned by this set of YMGs. Figure 11 . The raw multiplicity fraction of our joint YMG sample with SACY. The black solid histogram denotes multiplicity calculated from all known binaries (including VisAO and SBs) over the entire sample whereas the red dashed histogram signifies the visual binary detections with physical projected separations between 1 and 300 AU. 1σ binomial confidence intervals are shown. Fractions near the top of the plot correspond to number of total known multiple systems out of number of systems observed, and in parentheses the number of VBs (excluding J2149-6413 and VisAO binaries unresolved by Clio). The gray and pink shaded regions depict the average overall and visual multiplicities and their uncertainties across all masses.
Sources of Bias
As with all population studies, a number of observational biases could have influenced our results and interpretations. Under Section 5.3 we have used completeness maps to correct the bias due to non-uniform sensitivity to the mass ratios and separation ranges of companions for each target. This is done for our assessments of the distributions in separation and mass ratio as well as the overall visual binarity. In this subsection we discuss other relevant biases. Their net effects are summarized in Section 5.6.7. Table 1 ). Range shaded in cyan indicates the overall multiplicity rate (35 ± 3%). Right Panel: same as the left, but only for known VBs between 1 and 300 AU, excluding J2149-6413 and VisAO binaries unresolved by Clio. The overall visual multiplicity rate for VBs in this projected separation range is 28 ± 3%. On both plots we use dashed error bars to indicate YMGs for which the measurements come entirely from SACY.
Branch Bias
Branch (1976) cautioned that a key observational bias affecting binary statistics from magnitude-limited surveys is a systematic difference in the volume out to which binaries are visible as compared to single stars. The net outcome is a binary rate boosted by a factor dependent on the intrinsic binarity rate as well as the underlying distribution of companion flux ratios (see, e.g. Burgasser et al. 2003, Section 6.1, eqn. (4-5) ). The relative enhancement is greater for populations with lower binarity and those consisting of systems biased towards equal-mass pairings. Similarly, it tends to inflate a population's mass ratio distribution at the high end. Furthermore, in general we expect the bias to affect M-dwarfs most severely because they are intrinsically fainter.
However, it is difficult to evaluate a quantitative Branch boost factor for our study. This is in part due to our relative ignorance over the intrinsic mass ratio distribution of our target population, but also because our sample is not strictly magnitude-limited -sample selection is primarily motivated by membership in YMGs. Compared to a magnitude-limited study in uniform space, the Branch bias should be markedly weaker for populations which have a finite spatial extent tangentially and radially, as for YMGs. This is because the increased volume for binaries from larger distances goes as r rather than r 3 . Furthermore, when there exists an upper bound in distance, stars which are brighter than the threshold survey magnitude even at the far end of the population will not suffer from this bias at all. This implies that earlier-type stars are systematically less affected than later-type ones. Below we attempt to estimate the possible effect of Branch bias in our multiplicity measurement.
There are two ways in which Branch bias could manifest in our study. First, we need to examine whether such bias may already be present in the target source catalogues. None of the catalogues claim to be complete and it is difficult to assess their intrinsic selection biases. To address the level of their completeness to low-mass stars we ask the following: whether the catalogues document a substantial population of members down to M4 in each YMG (they do), and whether the later types are dominated by known multiples over singles (they are not, except in distant Carina). We conclude that catalogue bias is probably sub-dominant to the next source of Branch bias.
The other source of Branch bias is associated with our own target selection strategy, which has prioritized brighter objects and resulted in the majority of observed stars being K < 10.
To understand this bias for our specific selection of YMGs and target spectral types, we constructed toy models of our YMGs at their corresponding ages and distances. We distributed young, low-mass star systems, a controlled fraction of which are equal-mass binaries, in a Gaussian around the average YMG distance. The Gaussian widths are defined such that 2σ incorporates the range of distances spanned by the known group members. After computing their apparent Kmagnitudes using Baraffe models (Baraffe et al. 2015) , we calculated the ratio of injected to observed binary fraction (F ≡ f obs /f true ) for a given limiting K-magnitude. Based on the magnitudes of the observed targets, we set the limiting magnitude to be K < 10mag, and injected f true = 0.3.
We arrive at the following estimates: the massweighted mean F for each YMG is less than 1.3 over masses 0.2 − 0.6M , and the overall weighted mean is ∼ 1.16. In all groups, there is no bias at the upper end of the mass bracket (> 0.5M ). Of course, the Branch effect is more pronounced for lower masses. Carina is most extreme, where in our toy model F ∼ 3 for M = 0.2M , followed by TucHor and Columba at F ∼ 2.3. The rest have F < 1.6 for M = 0.2M . In reality, only 6% of our survey targets are drawn from Carina. Since all 6 targets are relatively massive (> 0.4M ), Carina does not actually contribute to the low-mass Branch bias. Nevertheless, in the lowest-mass range (0.1 − 0.3M ) the mean F is still relatively high at ∼ 1.8 due to the high repre-sentation of TucHor members in our sample.
It is worth remembering that the estimates above are conservative in the sense that the toy models include equal-mass binaries only. Branch bias is reduced for a realistic population with a range of mass ratios. Furthermore, Branch bias is not only a function of a star's intrinsic brightness (therefore mass and age) but also highly dependent on the geometry of a population's spatial distribution.
In sum, we expect Branch bias to inflate the average overall M-dwarf multiplicity measured here by no more than a multiplicative factor of 1.25 (i.e. requires multiplying the observed rate by 0.8 to correct). However, a more than 0.6 downward adjustment may be needed in the lowest mass bins.
Selection Bias
One obvious bias affecting observed multiplicity is the sample selection bias. As described in Section 2, the initial sample was culled for Malo et al. (2013) binaries for which components have been separately resolved and have individual spectral types identified. The net effect of such a selection bias is to depress the observed binarity.
We can estimate the extent to which our measurement is affected by this selection bias, as follows. We assemble the full pool of M-type candidate YMG members with declinations below −40
• from the 5 source catalogues (see Section 2) without regard to binarity. All but one (J1814-3246) of our M-type targets have δ < −40
• . There are 192 objects in this pool, 86 of which have visual binarity constraints provided by Clio imaging (excluding J0102-6235, see Section 4.3) . 19 other candidates were part of J12's AO campaign, screened for visual binarity as close as 0. 075, who found 13 more multiples. Another 34 objects were observed by J16, who identified a further 9 visual multiples in addition to 2 VBs and 2 SBs already noted by . In addition, we have identified two more binaries (J03210395-6816475 and J20143542-5430588) in the full sample pool based on guider camera imaging.
For the 51 remaining objects for which there are no binarity constraints available, including J0102-6235, we have assigned to them an 'average' < 300 AU multiplicity equalling the overall rate derived from our own M-star sub-sample (34 ± 5%). After accounting for Branch bias (34%×0.8 = 27%, see Section 5.6.1), we get an additional 51 × 0.27 = 13.8 binaries. In total, the multiplicity rate for the YMG M-type sample pool becomes [13 + 9 + 2 + 2 + 13.8 + 26]/192 = 34%. This is ∼ 4% higher than the raw value of 30%.
We conclude that sample selection bias has an appreciable effect on our raw multiplicity fraction and, independent of other biases, it means our measured value of raw multiplicity is underestimated by another additive factor of ∼ 4%.
Separation Distribution Bias
Both SACY and our own multiplicity survey are sensitive to a limited range of projected separations, meaning we are potentially probing only a subset of all binaries. The fraction we are missing depends on the underlying separation distribution.
In the field, the separation distribution is a function of primary mass. The average G-dwarf binary tends to be farther separated than an M-dwarf binary. When fitted with a uni-modal log-normal function, the peaks are ∼ 45 AU and ∼ 5 AU respectively. The distribution for G-dwarfs is also broader, with a significant number of binaries lying between 10 3 and 10 6 AU (e.g. Duchêne & Kraus 2013) . Therefore, to probe a fixed range of separations for all masses may introduce a systematic skew in the space of multiplicity versus primary mass.
Our search for companions to KM-dwarfs is effectively confined to under ∼ 300 AU. The binaries in our sample have a comparable separation distribution to the field, with most of the density confined within 300 AU (see Figure 10 ). Therefore, if the true distribution is fieldlike, we expect our low-mass multiplicity measurement to be representative of the total multiplicity.
The SACY study detects companions to FGK-dwarf members between 3 and 1000 AU, which we supplement with known SBs to enhance their completeness at shorter periods. Using kernel density estimation, SACY measures a separation distribution for their sample that is significantly narrower than the field, extending negligibly beyond 1000 AU. If YMG G-dwarf binaries really have this narrower range of separations, then SACY would be essentially complete as well.
Nevertheless, Elliott et al. (2015) cautions that bias against wider companion discovery may exist in the algorithm they use to identify bound systems in the survey, which could render their derived separation distribution too narrow. If we instead assume a field-like separation distribution for sun-like stars in YMGs, then SACY has missed ∼ 20% of all multiple systems from the wide end. Therefore, a factor of up to 1.25 may need to be applied to correct for the total multiplicity fraction for the higher-mass bins.
Membership Bias
The methods by which memberships are determined for these targets are statistical and includes any RV information available for the target, attributed to its galactic motion. Therefore, SB1s have a higher chance of being assigned to the wrong YMG or the field.
In our sample selection and YMG assignment, we have largely used the versions of the ) and (Kraus et al. 2014) catalogues that disregarded RV information. Therefore, we expect this bias to play a minimal role in our overall multiplicity values. It is possible that mis-assigment of stars to incorrect YMG could affect our evaluation of the environmental/age dependence of multiplicity, but so long as the SB1 bias is not systematically undermining a specific YMG, there should be no net effect.
Chance Alignment Bias
A visual binary could appear to be single if its components are chance aligned along our line of sight. Unlike semi-major axis, projected separation is not an intrinsic property of a binary system but a function of orientation and time of observation. Depending on the orbital elements of the system, binary components whose semi-major axes are theoretically resolvable may become momentarily chance aligned, i.e. their projected separation may drop below the resolution limit, in an arbitrary snapshot. On the surface, this phenomenon constitutes a potential source of bias that results in systematically missing binaries.
Upon closer inspection, the issue is more subtle. Such a bias is only problematic if we were interested in retrieving the true distribution of semi-major axes in our sample, which is difficult in practice. Semi-major axis is only statistically related to the projected separation measured at any give moment (see, e.g. Duquennoy & Mayor 1991: Section 5.3; Torres 1999: Fig 3; Brandeker et al. 2006: Appendix) . While the average projected separation is within a factor of order unity to the true semi-major axis, a large dispersion exists.
Therefore, despite semi-major axis being a more meaningful quantity to characterize a binary system, we do not attempt to perform a statistical retrieval. Nevertheless, we do investigate this issue for a fixed range of semi-major axes to which observations are most sensitive, namely 3 to 300 AU. Due to the range of possible orbital eccentricities, overall we expect comparable quantities of visual binaries to be scattered in as out by this bias, for a negligible net effect.
Stellar Model Uncertainties
Current state-of-the-art stellar evolution models tend to over-predict the radii (hence luminosity) of young, low-mass stars by 10-25% compared to empirical measurements (e.g. David et al. 2016) . This is a source of systematic error in any derivations of stellar mass from luminosity. As the error acts differentially on stars of different masses, it could also affect mass ratio calculations of binary components, and therefore our physical contrast curves and estimates of incompleteness.
To examine the magnitude of such a bias, we consider the case of an M-dwarf binary for which one star is radiative (0.5M ) and the other fully convective (0.2M ). We expect any differential effect on mass ratio to be most pronounced for such a pairing, since the massluminosity scaling relation changes across the fully convective boundary. For a given over-estimation factor in stellar luminosity of 30% for both components, the offset in mass ratio is only ∼ 5%. Since 30% is already a conservative upper bound in the model luminosity error, we conclude that its impact on our physical sensitivity curves would be minuscule. Figure 13 compares the multiplicity fraction in the field versus our YMG measurements, as a function of primary mass. We divide the mass range spanned by the combined sample into 3 bins: 0.2 − 0.6, 0.6 − 1.0, and > 1.0M . The field values for the two higher mass bins are supplied by Raghavan et al. (2010) , whereas the lowest bin is an average from literature computed by Duchêne & Kraus (2013) . The lowest mass bin consists predominantly of MagAO stars, whereas the highest mass bin comprises objects almost exclusively from SACY. SACY targets also account for just over 60% of the intermediate mass bin. In addition to the raw measured value, this plot shows a crude correction representing the combined effect of biases discussed.
Net Effect of Biases
In the low-mass bin, we begin by applying the detectability corrections (Section 5.3), which constitutes a Figure 13 . A comparison of multiplicity fractions as a function of primary mass between the field and that measured for YMGs in this study. Black squares denote field points (Duchêne & Kraus 2013) . Red solid circles represent raw measurements from our combined sample with SACY, and red empty circles are the post-bias correction values to our measurements. The bias-corrected values in the higher-mass bins agree well with the field. However, the low-mass bin is in mild tension.
6% additive boost. Then, we multiply the resulting fraction by the Branch bias factor of 0.8 (see Section 5.6.1). Finally, we add an upward correction of 4% for selection bias. The overall increase is ∼ 2%.
In the intermediate-mass bin, we compute detectability corrections to the Clio targets and assume perfect sensitivity in this mass range from the SACY survey. The Branch bias is negligible in this mass regime. We add only 2% for selection bias because Clio targets contribute only ∼ 40% to this mass bin. Lastly, we multiply the multiplicity fraction by factor 1.1 assuming a ∼ 10% contribution from binaries wider than our detection range.
In the highest-mass bin, which is composed of SACY targets exclusively, we apply a correction factor of 1.25 to account for the contribution from wide binaries, as discussed under Section 5.6.3).
After correction, multiplicity rates in the higher mass bins agree well with the field. However, the YMG Mdwarf binary rate has been increased by the bias corrections to greater (> 1σ) than the field. Nevertheless, since the corrections are relatively crude and the discrepancy of limited significance, the YMG findings may be reconcilable with the field measurements.
DISCUSSION & CONCLUSIONS
In this paper we have summarized our work to identify unresolved binaries in recently proposed low-mass members of local YMGs using NIR AO imaging. The campaign resulted in images of 27 visual binaries, 15 of which are previously unknown, between 0. 05 and 4. 0 (roughly 3 to 300 AU) in a sample of 104 KM-dwarf stars associated with 7 YMGs with ages from 10 to 200 Myr. For 25 systems we have measured astrometric and photometric properties, deriving stellar masses and projected physical separations. When combined with the literature, 18 visual doubles now have multi-epoch and multi-waveband data. Two additional suspected visual binaries (and J0102-6235 and J0903-6348) are rejected on astrometric grounds, and the rest verified. In conjunction with spectroscopic binarity information from literature, we also find that two of systems are in reality triples (J0030-6236 and J2247-6920), and two of the binaries potentially form a hierarchical quadruple (J0241-5259A and B).
We have measured standard multiplicity statistics for this population in concert with SACY's GK-dwarfs (Torres et al. 2008; Elliott et al. 2014 Elliott et al. , 2015 Elliott et al. , 2016 . In so doing, we generate a broader picture of stellar multiplicity for YMG stars in the mass range of 0.1 and 1.2 M , roughly doubling the mass range and number of targets from previous efforts. The 58 visual multiples and 12 spectroscopic binaries known from literature with no visual counterparts in the joint sample of 203 stars gives a combined raw multiplicity rate of at least 35 ± 3% with separations below 1000 AU. The raw visual binarity rate (1 -1000 AU) is at least 26 ± 3%, and the companion fraction is 38 ± 3%. These are comparable to field FGK stars for the same separation range (Raghavan et al. 2010; Duchêne & Kraus 2013 ). 7 of the targets are triples, giving a triple rate of 3% for the joint YMG GKM population.
Our M-star sub-sample has an overall raw observed binarity rate of 30 +5 −4 % under 300 AU, and the raw rate of occurrence for visual binaries resolved by the Clio camera between 1 and 300 AU is 21 +5 −4 %. The rates for stars with < 0.6M are 36 ± 6% and 27 +6 −5 %, respectively. While the visually-resolved raw binarity appears to be roughly consistent with the most recent field measurement for Mdwarfs over comparable separation ranges (CF ∼ 23±3% for 3 − 10, 000 AU, Ward-Duong et al. 2015) , the overall multiplicity fraction is discrepant (MF ∼ 26±3% overall, Duchêne & Kraus 2013) .
Our combined analysis with SACY finds no evidence for the overall multiplicity fraction to be dependent on primary mass from 0.2 to 1.2M in the raw measurements. This would corroborate the findings of SACY (Elliott et al. 2015) , now with the statistics appreciably bolstered in the mass range of 0.2 − 0.7M . However, such a finding is in conflict with the well-known behaviour in the field, where more massive primaries are more likely to be multiple.
As discussed in depth under Section 5.6, the raw observed multiplicity rates can deviate from the true rates due to various biases. Detectability considerations (Section 5.3) and initial selection bias against known visual binaries (Section 5.6.2) could have rendered our measurement for M-star multiplicity an underestimate from the true rate by ∼ 10%. Meanwhile, Branch bias (Section 5.6.1) could inflate our observed M-dwarf binarity by up to a factor of 1.25, and even more at the low-mass end. On the other hand, when separation bias (see Section 5.6.3) is accounted for in the measurement of highermassed SACY objects, the values for GK-dwarfs are boosted. The bias-adjusted multiplicities in the higher mass bins are consistent with those in the field, while in the low mass bin there is still tension at ∼ 1.5σ, subjected to various assumptions in corrections (see Figure  13 in Section 5.6.7).
There is no significant indication of varying multiplicity fractions from YMGs despite their differences in age and possibly birth environments. Furthermore, no notable changes in binary separations are found as a function of age, though the statistics are based on small numbers. These results agree with the YMG solar-type star sample of SACY and suggests minimal dynamical evolution in the ∼ 10 − 200 Myr after their formation even for binaries systems of lower mass, and supports a similar formation pathway for all YMGs.
Previous studies have used binary fraction as evidence for the contribution of a given population to the field. For example, Patience et al. (2002) compared the field binary separation distribution with that of open clusters and T-associations, concluding that dense and loose star-forming environments contribute 70% and 30% of the field stars, respectively. Goodwin (2010) points out that, when deducing the origin of the field from comparing binary statistics, one must consider the effect of dynamical processing on young populations, which could modify their binary rates before they enter the field. If the low-mass stars in YMGs do exhibit greater multiplicity than field stars and are expected to retain their multiplicity properties due to lack of dynamical evolution before entering the field, then YMGs may not be a significant contributor to the field. This agrees with the assessment by Lada & Lada (2003) that most field stars originate in OB associations. The gray shaded regions represent 1σ and 2σ errors in the background tracks based on uncertainties in the proper motion, distance, and first epoch astrometry. The dotted lines show a perfectly comoving track. A real companion should not follow the background track and should move minimally relative to the primary (i.e. follow the dotted lines). Any movement between the epochs should be adequately explained by orbital motion. Right: ∆RA and ∆Dec as seen on the sky (∆ refers to primary -secondary position).
