A new method is presented for arbitrarily assigning the closed-loop poles of a linear MIMO system using linear output feedback. The method employs a new notion of rank one system representations, and involves the use of state transformation matrices which preserve such representations while reducing the degree of the feedforward matrix.
Introduction
In this paper we show how the transfer matrix (the matrix of transfer functions) of almost any linear, time-invariant, multi-input/multi-output (MIMO) system can be expressed as the sum of a \rank one" matrix and a \feedforward" matrix. State transformation matrices which preserve such rank one representations also are dened and used to reduce the degree of the feedforward matrix. The consequences of employing linear output feedback to compensate a rank one system with a reduced degree feedforward matrix are then discussed. It is shown that in those cases when the product (m p) of the number of inputs (m) and the number of outputs (p) equals or exceeds the system order (n), real gain linear output feedback compensators sometimes can be directly determined which arbitrarily position the closed-loop poles of the system.
Companion Form State Transformations
Consider any linear, time invariant, minimal (controllable and observable) system of dynamic order n, with m independent inputs u(t), and p independent outputs y(t), as de ned by the state-space representation _ x(t) = A x(t) + Bu(t); y(t) = C x(t) (2:1) If A is a cyclic 6] state matrix 2 , and if r is any cyclic column vector of A, then R ?1 def = r A r A 2 r : : : A n?1 r ] (2:2) 1 Division of Engineering, Brown University, Providence, RI 02912. waw@lems.brown.edu 2 If A is not cyclic, it can be made so using almost any output feedback control law.
will be nonsingular. If R k denotes the k-th row of R, the Cayley-Hamilton theorem then implies that Dz(t) = Dx n (t) = x n?1 (t) ? a n?1 z(t) + b n?1 u(t);
or that
x n?1 (t) = D + a n?1 ]z(t) ? b n?1 u(t);
and that D 2 z(t) = Dx n?1 (t) ? a n?1 Dz(t) + b n?1 Du(t) = x n?2 (t) ? a n?2 z(t) + b n?2 u(t) ? a n?1 Dz(t) + b n?1 Du(t);
or that x n?2 (t) = D 2 + a n?1 D + a n?2 ]z(t) ? b n?1 D + b n?2 ]u(t); and so on, so that each component of the state x(t) can be expressed as a function of z(t), u(t) and their derivatives. In general, where < , the observability index, and if the resulting R ?1 de ned by ( 2.2) is nonsingular, then R will both transform A to right-companion form and zero the rst = N iC columns of C = C R ?1 . In light of ( 5.1), E(D) = E if the nal n ? ? 2 = N fB rows of B = R B are zeroed by R.
Since the maximum possible observability index max = n ? p + 1, a constant E(D) = E can be obtained in those cases when p = 2 and = max if an r can be found which both satis es ( 5.3) for = n ? 2, and implies a nonsingular R ?1 via ( 2.2) (see Example 2).
To obtain a constant E(D) = E in those cases when m > 2 and/or < max , and when p > 2 and/or < max , both ( 5.1) and ( 5.2) must be satis ed by some q and a corresponding r, de ned by the rst column of Q ?1 , for some and such that + n ? 2, which implies that + n is a necessary condition for obtaining a constant E(D) = E.
Linear Output Feedback
We next consider the compensation of a rank one system by a general linear output feedback (lof) control law, namely u(s) = ?H(s)y(s); (6:1) where the m p compensation matrix H(s) has yet to be speci ed. Our focus here will be on closed-loop pole placement using a non-dynamic lof control law Wang 5] was rst to prove that when m p > n, all (n) closed-loop poles of most systems can be arbitrarily assigned using a real gain lof control law. Wang's proof, which makes extensive use of methods from algebraic geometry, is quite complicated and somewhat abstract. A more elementary and insightful proof of the same result is given in 3]. However, neither reference contains a simple constructive procedure for determining arbitrary pole-placing lof gain matrices when they exist.
New and useful constructive algorithms for pole-placement are contained in both 2] and 1], although the iterative algorithm in 2] does not always converge to an appropriate gain matrix. It is of interest to note that the Grassmannian invariant form utilized in 1] also can imply vanishing nonlinear lof terms in the case of rank one systems, provided appropriate matrix reductions are made.
The algorithm presented here for constructively determining real lof pole-placing gain matrices, although restricted to those cases when E(D) = E is constant, is both simple (linear) and direct, although nonlinear terms are implicit in the computations.
Moreover, the condition that E(D) = E appears to include those special situations in 1] when the nonlinear interacting factors can be eliminated, as we will illustrate in Example 2.
In light of ( 4.2 A k0 = 0 implies an inability to attain certain desired poles or sets of poles, as de ned by the roots of (s). This will occur (say) in Example 2 if s = ?1 is a root of (s), as we will later show.
will correspond to the desired pole locations.
In light of ( 6.2), a subsequent choice in ( provided the indicated inverse exists, will imply a \low order" lof control law which yields the poles. Moreover, if E(s) = E is constant, then H(s) = H will be constant as well. This latter observation now serves to motivate our main result.
Theorem: Consider any minimal state-space system ( 2.1) that is equivalent to a rank one system ( 3.5) characterized by a constant feedforward matrix E(D) = E. If the (m p + 1) (n + 1) matrix L de ned by ( 6.4) has rank n + 1, then a real lof gain matrix H can be found which attains almost any set of n desired roots of attains the same desired closed-loop poles.
Example 2:
We next consider the (minimal) Example 1 system in 1] and the Example 2 system in 2], as de ned by ( 2.1), with Clearly k 0 = 0 if s = ?1 is a root of (s) = s 6 + 5 s 5 + 4 s 4 + 3 s 3 + 2 s 2 + 1 s + 0 , which implies that a pole at s = ?1 cannot be attained using nite gain lof in this example. This is due to the fact that lof cannot alter the controllability or the observability \properties" of a system. In this case s = ?1 is a root of B(s). Therefore, lof cannot be used to attain a (s) divisible by s+1, since this would imply that the given minimal system would no longer be controllable. This observation explains the \singular point" restriction noted in Example 1 of 2].
Conclusions
The notion of a rank one linear MIMO system has been de ned and illustrated. State transformation matrices which preserve rank one representations also have been characterized. The consequences of compensating a rank one system by linear output feedback have been discussed. Given a su cient number of inputs and outputs, \low order" compensators can be determined which attain desired closedloop poles. In those particular cases when the feedforward matrix is constant and m p n, real gain lof control laws which arbitrarily position all n closed-loop poles of a system often can be readily determined.
