Introduction
In recent years, non-convex quadratic minimization problems with quadratic constraints have attracted more and more attention. The problems arise from applications in such diverse fields as computational science, machine learning, data mining, pattern recognition, computational mechanics, and so on.
In 2012, Feng et al. [1] studied the non-convex quadratic minimization problem with one quadratic constraint (QP1QC). They showed that, under given assumptions, the non-convex QP1QC problem could be solved through a dual approach with no duality gap. In 2014, Flores-Baza´and Ca´rcamo [2] considered quadratic minimization problems with finitely many linear equality constraints and a single (non-convex) quadratic inequality constraint. They characterized geometrically the strong duality necessary and sufficient optimality conditions with or without the Slater assumption.
In 2013, Tuy and Tuan [3] studied new strong duality conditions for multiple constrained quadratic optimization based on the topological minimax theorem. Their results showed that many quadratic programs can be solved by solving just one or a few semidefinite programs. In the last work of Tuy and Hoai-Phuong [4] , they proposed a novel approach to get more appropriate approximate optimal solutions to the problems. In 2007, Jeyakumar et al. [5] studied necessary global optimality conditions for D special classes of quadratic optimization problems such as weighted least squares with ellipsoidal constraints, quadratic minimization with binary constraints, and so on.
In 2013, Misener and Floudas [6] introduced the global mixed-integer quadratic optimizer. These problems can be considered as special cases of (P) defined by equation (1) . They proposed a novel algorithm to solve the problems based on the branch-and-bound method. In 2013, Kirst et al. [7] studied the spatial branch-and-bound method [8] . They proposed a novel method to perturb infeasible iterates along Mangasarian-Fromovitz directions to feasible points. Their numerical results showed that their proposed algorithm could perform well, even for optimization problems where the standard branchand-bound method did not converge to the correct optimal value.
In 2012, Yuan et al. [9] considered a class of quadrinomial minimization problems with one quadratic constraint. In that work, the objective function is fourth-order polynomial. Before this work, canonical duality was employed to solve the alternating support vector machine [10] , and the corresponding problems with linear inequality constraints were studied [11] .
Non-convex quadratic minimization problems with quadratic constraints (P) can be formulated as follows
where A = A T 2 R n × n is an indefinite matrix, and the feasible space X a is defined by
in which Q T i = Q i 2 R n × n (i = 1, 2, . . . , m) are given non-singular matrices, b i 2 R n (i = 1, 2, . . . , m) are given vectors which control the geometric centers, and c i 2 Rði ¼ 1; 2; . . . ; mÞ are given input constants.
In order to make sure that the feasible space X a is non-empty, the quadratic constraints must satisfy the Slater regularity condition, i.e. there exists one point x 0 such that 1 2 
. In this work, one hard restriction is given that f 6 ¼ 0 2 R n . The restriction is very important to guarantee the uniqueness of a globally optimal solution of (P). In physics, P(x) = 1 2 x T Ax À f T x is an energy function. The first part 1 2 x T Ax means energy, such as kinetic or elastic energy. The second part f T x means work under an input force f. If force f = 0 (i.e. the object is in a stable state), the problems may have infinite globally optimal solutions. For example, we consider the following problem min (x, y)2R 2 P(x, y) = À x 2 À y 2 È É s:t:
This problem has infinite solutions (x,y) in R 2 and x 2 + y 2 = 4. In other words, the boundary points of feasible space are the globally optimal solutions. If force f = (2,2) T , the problem is formulated as follows
This problem has a unique globally optimal solution (x Ã , y Ã ) = ( ffiffi ffi 2 p , ffiffi ffi 2 p ), as shown in Figure 1 . It is known that linear mixed 0-1, fractional, polynomial, bilevel, and generalized linear complementarity problems can be reformulated as special cases of (P). Such problems have attracted the attention of many researchers in recent years. The problem of minimizing a non-convex quadratic function with one convex quadratic constraint arises from applying the trust region method in solving unconstrained optimization. It was first proposed by Celis et al. [12] and developed by Powell and Yuan in 1990 and 1991 [13, 14] . The subproblem of the trust region method is described as follows
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in which d is the objective vector (after solving the model in equation (3), we can construct the next iteration points where x (k + 1) = x (k) + d), g (k) = rf(x (k) ) is the gradient vector, B (k) is the Hessian matrix or approximate Hessian matrix, and r k is the trust region parameter. If the objective function is non-convex, then this problem is NP-hard [15] . With two (general) convex quadratic constraints, the problem has recently been termed the extended trust region subproblem [12, 16] . In general, has been proven to be NP-hard [15, 17] . Actually, the extended trust region subproblem is a special case of our presented problem (P). It can be formulated as follows [16] (ST T R) :
Motivated by the difficulty of solving these problems, we are looking for an effective and powerful method to determine the globally optimal solution. A very powerful method has been proposed by David Gao [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , called canonical duality. The idea is from Legendre duality, which was presented and explored by Ekeland [29] [30] [31] . It has been proven to have some advantages in global optimization and non-linear mechanics [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] . In this work, we employ it to deal with a special class of (P) and use it to convert (P) into a concave maximization dual problem over a convex set.
The paper is organized as follows. In Section 2, a novel definition is introduced and stated as a complementary positive-definite matrix group. The basic procedure is presented to convert (P) into a concave maximization dual problem. Two theorems are presented to support us to find the globally optimal solution. The main result in Theorem 1 is the equation between the optimal solution of (P) and the canonical duality problem. The main result in Theorem 2 is to give conditions to make sure that the canonical duality problem has a unique optimal solution. In Section 3, we present the basic framework of the proposed algorithm. In Section 4, several examples illustrate the correctness of the given conditions and the effectiveness of the presented theorems. Finally, we make a conclusion.
Canonical duality problem

Complementary positive-definite matrix
In order to study the existence of the problem (P), we introduce a definition. The left one is f = 0 and it shows that the problem has infinite globally optimal solutions on the feasible space's boundary. The right one is f = (2, 2) T and it shows that the problem has a unique globally optimal solution on the point
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Especially, if A + B = I, B is called an identity complementary matrix of A, where I is the identity matrix of order n by n.
With the same idea, a new definition of complementary negative-definite matrix group can be given.
Canonical duality problem of (P qq )
Following the standard procedure and ideas proposed by David Gao [25] [26] [27] [28] , we construct the geometrical mapping as follows
The indicator is defined by
With the indicator, the quadratic constraints in (P) can be relaxed and (P) takes the following unconstrained form
Because I (e) is convex and lower semicontinuous on R m , the canonical dual variable s satisfies the following duality relation
where ∂ 2 is the subdifferential of I in convex analysis. I Ã (s) is the Fenchel sup-conjugate of I by
The canonical dual function of P(x) is defined by the following equation [24] 
where
in which the notation staf* : x 2 R n g is the operator that is used to find the stationary point in the space R n . G(s), F(s) and c are defined by
where s i is the ith element of s.
The canonical dual problem (P d ) associated with (P) can be eventually formulated as follows
Two important theorems
In order to show that there is no duality gap, the following theorem is presented.
.,m, are given with definitions in (P) such that the dual feasible space
is not empty, then the problem
is canonically (perfectly) dual to (P). In another words, if s is a solution of the dual problem (P d ),
is a solution of (P) and
Proof. If s is a solution of the dual problem (P d ) such that equation (17) holds, it must satisfy the Karush-Kuhn-Tucker (KKT) conditions. Then, according to the complementarity conditions, we have
Considering equation (13) and the fact that x must satisfy the constraints, we have
This result shows that x = G(s) À1 F(s) is a KKT point of (P).
Next, we show the equivalence between the primal problem and the canonical duality problem. According to the complementarity conditions in equation (20) , we have
Thus, in terms of
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which shows that there is no duality gap between (P) and (P d ). The proof of the theorem is concluded.
In order to get the optimal solution of (P), we introduce the following subset
In order to confirm the uniqueness of the optimal duality solution, the following existence theorem is presented.
Theorem 2. For any given symmetrical matrices A, Q i 2 R n × n , G + (A) (defined by equation (5)) is the complementary positive-definite matrix group of A, f , b i 2 R n , c i 2 R, i = 1,2,.,m, if the following two conditions are satisfied:
where Q k = D T k D k and ||*|| is some vector norm.
Then, the canonical duality problem (equation (16)) has a unique non-zero solution s in the space S + .
Proof. If the condition C 1 is satisfied, the dual feasible space defined by equation (23) is non-empty. If C 2 is also satisfied, we can get two results. The first one is that there is one positive-definite matrix D k such that
The second one is that the stationary point of the quadratic objective function is out of the convex constraint defined by
The first one is easy to prove because Q k is symmetric positive-definite. Next, we will show how to get the second result. Because D k from the first result is also positivedefinite, we have
Considering equation (24) and the above inequalities, the following inequalities are easy to obtain
So, A 21 f is out of the constraint. According to complementary theory,
Then, there is a non-zero solution for the canonical duality problem in the space S + . Because the objective function is concave and differentiable in the space S + , the canonical duality solution is unique. The proof of the theorem is concluded.
Algorithm
In this section, an algorithm is proposed to solve the problem (P). The basic procedures are listed in Algorithm 1.
The algorithm has two important parts. The first one is to judge the conditions. The other one is to find the dual optimal solution. Algorithm 1. Canonical Duality Quasi-Newton for Quadratic Programming with Quadratic Constraints (DQN-QPQS) algorithm. 1: Input: the matrices A, Q i , i = 1, 2,.,m, the load item f and linear items b i , i = 1, 2,.,m, the constants of the constraints c i , i = 1, 2,.,m, algorithm stop cutoff e; 2: Initialization: s 0 = 0, H 0 = I, a 0 = 1, i := 0 and ps := 0; 3: Computing: F i = P d (s i ) and g i = rP d (s i ); mes = min eig A + P m k = 1 Q k À Á À Á ; 4: if mes . 0 then 5:
for k = 1: m do 6:
v k = min(eig(Q k )); 7:
if v k . 0 then 8: ps = ps + 1; 9:
Av k = min(eig(A + Q k )); 10: else 11: ps = ps; 12:
Av k = 21; 13:
end if 14:
end for 15:
Compute mv = max(Av); 16:
if ps\0 or mv\0 then 17: ss = 0; 18: else 19:
Select Q i such that v i . 0 and Av i . 0, let PQ = Q i , k = i; computing orthogonal decomposition of PQ = D T D;
if lp\rp then 21: ss = 0; 22: else 23:
The quasi-Newton method is employed to solve the canonical duality problem ss = arg max In the first part, we need to complete two important steps; they are from the computation of eigenvalues of A + P m k = 1 Q k and A + Q i . If we recall the parameters, n is the dimension of the input variable x, and m is the number of constraints. The complexity of the first part is
In the other part, the time complexity comes from the method used to solve the canonical duality problem. The complexity is
The complexity of the final time complexity of our proposed algorithm is
Applications
In this section, several examples are illustrated to show how to use the presented theory to solve problems. We employ the quasi-Newton method to solve the canonical duality problems.
Example 1. First, let us consider a two-dimensional quadratic minimization problem with one quadratic constraint. If we take
the following minimization problem is obtained.
such that
This problem is to search for the global minimum of P(x) in the inner part of an elliptic sphere whose boundary is determined by 2x 2 1 + (x 2 À 1) 2 = 4, shown in Figure 2 . We can easily verify that condition C 1 in Theorem 2 is satisfied because the eigenvalues of matrix A + Q are 6 and 1. C 2 is also satisfied because ||DA 21 f|| = 5.1962 and
The corresponding dual problem is
such that s ! 0. Then we can present the solution of this problem. This dual problem has a unique solution:
The canonical duality globally maximized value is P d (s) = À 14:0576:
The graph of the canonical duality problem P d (s) on the interval [25, 5] is shown in Figure 3 . In this figure, we can easily see that s = 1:5358 is the global maximizer and max P d (s) = P d (1.5) = 214.0576.
The optimal solution of the primal problem can be obtained by
It is very easy to verify that P( x) = À 14:0576 = P d (s):
The fact that s = 1:5358 shows that the solution x is on the boundary of the feasible space. In fact, we can understand this from Figure 2 . We can easily check that x = 0:3684 2:9309 satisfies 2x 2 1 + (x 2 À 1) 2 = 4. Example 2. We now consider a three-dimensional quadratic minimization problem with two quadratic constraints. If we take the following minimization problem is obtained, This problem is to look for the global minimum of P(x) in the communal inner part of one parabola and one sphere whose boundary is determined by 2x 2 1 + 2x 2 2 + 2x 2 3 = 2 and 2x 2 1 À 0:5x 2 2 + 2x 2 3 À 3x 1 = 2, shown in Figure 4 .
Also, we can easily verify that condition C 1 in Theorem 2 is satisfied because the eigenvalues of A + Q 1 + Q 2 are 5, 6 and 6, and the eigenvalues of A + Q 1 are 2, 2 and 6. C 2 is satisfied because ||D 1 A 21 f|| = 6 and b T 1 D À1
where Q 1 = D T 1 D 1 . According to canonical duality theory, the canonical dual problem of equation (31) is as follows
such that s 1 ! 0,s 2 ! 0. Then we can get the solution of this problem as follows:
The canonical duality global maximum is P d (s 1 , s 2 ) = À 6:8627: Figure 5 , where we can easily see that (s 1 = 1:9447, s 2 = 0) is the global maximum and maxP d (s 1 ,0) = P d (1.9447,0) = 26.8627.
The optimal solution of the primal problem can be obtained by 2 and 2x 2 1 À 0:5x 2 2 + 2x 2 3 À 3x 1 2. 
the following minimization problem is obtained,
and
The equality of the first constraint is spherical, the second one is ellipsoid and the last one is hyperboloid.
Also, we can easily verify that condition C 1 in Theorem 2 is satisfied because the eigenvalues of A + Q 1 + Q 2 + Q 3 are 4, 7, 7 and 10, and the eigenvalues of A + Q 1 are 4, 4, 4 and 6. C 2 is satisfied because ||D 1 A 21 f|| = 8.9855 and
where Q 1 = D T 1 D 1 . According to canonical duality theory, the canonical dual problem of equation (35) such that s i ! 0,i = 1,2,3.
Then we can get the solution of this problem as follows s 1 = 1:1983, s 2 = 0, s 3 = 0:
The canonical duality global maximum is The optimal solution of the primal problem can be obtained by where Q 1 = D T 1 D 1 . The canonical duality solution is s 1 = 1:6894, s 2 = 0:
The canonical duality global maximum is P d (s 1 , s 2 ) = À 149:6523:
The optimal solution of the primal problem can be obtained by x = ( À 2:6417, À 0:1485, 0:1268, À 0:2010, À 1:9168, À 0:3058, 1:5580, À 0:3112, 0:0087, À 0:2020):
It is very easy to verify that P(1:6984, 0) = À 149:6523 = P d ( x):
Conclusions
Non-convex quadratic minimization problems with quadratic constraints are well known because it is very difficult to find globally optimal solutions to them. In this paper, we have employed canonical duality to convert them into a concave maximization dual problem over a convex set. With the conditions presented in Theorem 2, we have proved that the canonical duality problem of equation (16) has a unique non-zero solution s in the space S + . With Theorem 1, we can find the globally optimal solutions x of the class of non-convex quadratic minimization problems with quadratic constraints by equation (17) . Several numerical examples have shown that the given conditions and results in Theorem 1 and Theorem 2 are correct.
