Abstract: We are interested in the statistical linear inverse problem Y = Af + ǫξ, where A denotes a compact operator and ǫξ a stochastic noise. In a first time, we investigate the link between some threshold estimators and the risk hull point of view introduced in (5). The penalized blockwise Stein's rule plays a central role in this study. In particular, this estimator may be considered as a risk hull minimization method, provided the penalty is wellchosen. Using this perspective, we study the properties of the threshold and propose an admissible range for the penalty leading to accurate results. We eventually propose a penalty close to the lower bound of this range. The risk hull point of view provides interesting tools for the construction of adaptive estimators. It sheds light on the processes governing the behavior of linear estimators. The variability of the problem may be indeed quite large and should be carefully controlled.
Introduction
This paper deals with the statistical inverse problem:
where H, K are Hilbert spaces and A : H → K denotes a linear operator. The function f ∈ H is unknown and has to be recovered from a measure of Af corrupted by some stochastic noise ǫξ. Here, ǫ represents a positive noise level 4) where the ξ k are i.i.d. standard Gaussian variables. Hence, for all k ∈ N, we can obtain from (1.1) an observation on θ k = f, φ k . In the ℓ 2 -sense, θ = (θ k ) k∈N and f represent the same mathematical object. The sequence space model (1.4) clarifies the effect of A on the signal f . Since A is compact, b k → 0 as k → +∞. For large values of k, the coefficients b k θ k are negligible compared to ǫξ k . In a certain sense, the signal is smoothed by the operator. The recovering becomes difficult in the presence of noise for large 'frequencies', i.e. when k is large.
From now, our aim is to estimate the sequence (θ k ) k∈N . The linear estimation plays an important role in the inverse problem framework and is a starting point for several recovering methods. Let (λ k ) k∈N be a real sequence with values in [0, 1] . In the following, this sequence will be called a filter. The associated linear estimator is defined by:f
imsart-ejs ver. 2008/01/24 file: ejs_2008_263.tex date: July 14, 2008 In the sequel,f λ may be sometimes identified withθ λ = (λ k b −1 k y k ) k∈N . The meaning will be clear following the context. The error related tof λ is measured through the quadratic risk:
The most interesting filters are data-driven in the sense that they do not require a priori informations on f . In order to evaluate the performances of a datadriven estimator, we use in this paper the oracle point of view. Given a family of estimators T , define:
This is the oracle for the family T: it is the best possible estimator of θ in the family T . A data-driven estimator θ ⋆ may be compared to θ T via the oracle inequality: 6) with ϑ ǫ , C > 0. The quantity Cǫ 2 is a residual term. The inequality (1.6) is said to be sharp if ϑ ǫ → 0 as ǫ → 0: θ ⋆ asymptotically mimics the behaviour of θ T . Oracle inequalities play an important, though recent role in statistics. They provide a precise measure on the performances of θ ⋆ . They do not require a priori informations on the signal and are non-asymptotic. In several situations, oracle results may also lead to interesting minimax rates of convergence. This theory has given rise to a considerable amount of literature. We mention in particular (9) , (1), (6) or (3) for a survey.
There exist several approaches leading to accurate oracle inequalities. The unbiased risk estimation (URE) method presents an interesting behavior. However, it does not take into account the variability of the problem. This is quite problematic in the inverse problem framework. The risk hull minimization (RHM) method initiated in (5) is an interesting alternative. This method proposes a data-driven bandwidth for projection schemes in the SVD setting. The principle is to identify the stochastic processes that control the behavior of a projection estimator. Then, a deterministic criterion, called a hull, is constructed in order to contain these processes. In several cases, this approach leads to an accurate recovering.
Our aim in this paper is to obtain oracle inequalities on wide families of estimators. In order to achieve this goal, we will consider the penalized blockwise Stein's rule initiated by (8) . Some specific choices of penalty have already been proposed. Here, we present a general approach. The risk hull point of view may precise the role of the penalty. In particular, we present a link between the RHM procedure and such thresholds estimators. This paper is organized as follows. The construction of the penalized blockwise Stein's rule and some related results are recalled in Section 2. Section 3 presents a link between hulls and such threshold estimators. Section 4 investigates the performances of the penalized blockwise Stein's estimator following the chosen penalty. Section 5 proposes some examples and a discussion on the choice of the penalty. Some results on the theory of ordered processes and the proofs of the main results are eventually gathered in Section 6.
The penalized blockwise Stein's rule
The construction of adaptive estimators is an interesting problematic. In the oracle sense, an ideal goal of adaptation is to obtain a sharp oracle inequality over all possible estimators. This is in most cases an unreachable task since this set is rather large. The difficulty of the oracle adaptation increases with the size of the considered family. In this paper, we restrict ourselves to the linear and monotone estimators. In the following, this family will be identified to the collection:
of linear and monotone filters. This family contains most of the existing linear procedures. We may mention for instance the spectral cut-off, Tikhonov, Pinsker or the Landweber filters (see for instance (10) or (2)).
A good way to obtain oracle inequalities on Λ mon is to consider in a first time the family of blockwise constant filters Λ ⋆ defined by:
where J, N and (K j ) j=0...J are such that K 0 = 1, K J = N + 1 and K j > K j−1 .
In the following, we will also use the notations
The family Λ ⋆ can easily be handled. In particular, each block I j can be studied independently of the other ones. This simplifies considerably the study of the considered estimators. Moreover, for all θ ∈ ℓ 2 , 2) are in fact rather close, subject to some reasonnable constraints on the sequences (b k ) k∈N and (T j ) j=1...J (see Section 5 or (8) for more details).
In order to construct a data-driven filter on Λ ⋆ , one may consider the wellknown unbiased risk estimation approach (URE). The principle is rather intuitive. We want to construct a filter as close as possible to the oracle on Λ ⋆ . The quadratic risk R(θ, λ) associated to each filter is unknown: it explicitly depends on the function f , i.e. the sequence θ. This term can however be approximated by an estimator U (y, λ). The related adaptive filter is then defined as:
and can explicitly be computed:
with, ỹ
In a certain sense,λ URE only keeps the blocks where the signal is not negligible compared to σ 2 j . However,λ URE is rather unstable, due to the ill-posedness of the problem. It is only concerned with the average behavior of the loss, or equivalently of ỹ 2 (j) . The URE approach does not take into account the variability of the problem: the variance of ỹ 2 (j) explodes for large j. A complete discussion illustrated by some numerical simulations is provided in (5) in a slightly different setting.
As a benchmark for the URE method limitations, one may consider penalized estimators. Let (pen j ) j=1...J a real positive sequence. For all λ ∈ Λ ⋆ , consider the penalized unbiased risk estimator of the quadratic risk: 5) where U (y, λ) is defined in (2.3). The penalty should ideally contain the variability of the problem. An adaptive estimator may be constructed as the minimizer of U p (y, λ) on the family Λ ⋆ . The solution is:
Cavalier and Tsybakov (2002) proposed to choose pen j = ϕ j σ 2 j for all j ∈ {1, . . . , J}. Concerning the sequence (ϕ j ) j=1...J , they set the following condition:
Assumption A1: There exists a constant C 1 independent of ǫ such that:
for all j ∈ {1, . . . , J}.
The performances of the related estimatorθ are summarized in the following theorem: Theorem 1. ). Letθ the estimator associated to the filter λ ⋆ defined in (2.6) with the penalty pen j = ϕ j σ 2 j for all j ∈ N. Assume that the sequence (ϕ j ) j∈1...J satisfies Assumption A1 and ϕ j ≤ 1 − 4∆ j , for all j ∈ {1, . . . , J}. Then, for all θ ∈ ℓ 2 and 0 < ǫ < 1, we have:
For a large range of inverse problems, Theorem 1 provides a sharp oracle inequality on Λ ⋆ for λ ⋆ with pen j = ϕ j σ 2 j for all j ∈ {1 . . . J}. Indeed, assume for instance that the sequence (b k ) k∈N possesses a polynomial decay. In this case, with an appropriate choice of blocks, ∆ j → 0 as ǫ → 0. It remains to choose ϕ j such that ϕ ǫ → 0 as ǫ → 0.
In this paper, we investigate the relationship between the properties of the penalty (pen j ) j=1...J and the performances of the related estimator. In particular, we shed some light on the link between such threshold estimators and the risk hull point of view introduced in (5). The underneath aim of this study is to precise the role of the penalty and provide an admissible range in the oracle sense.
Risk hull and penalties
The principle of risk hull minimization method has been introduced in (5) . It provides an adaptive bandwidth choice for the projection (also called spectral cut-off) filters: (1 {k≤N } ) k∈N with N ∈ N. The projection estimation in the SVD formalism (1.4) may be seen as a toy model for adaptive estimation. Nevertheless, it presents several difficulties and requires a careful treatment. In this section, we recall the principle of the risk hull minimization for projection schemes. Then, we prove that the penalized quadratic risk is a hull for the family of blockwise constant filters. This result requires some conditions on the penalty (pen j ) j=1...J : the role of this sequence is then precised.
For all N ∈ N, denote byθ N the projection estimator associated to the filter (1 {k≤N } ) k∈N . For each value of N ∈ N, the related quadratic risk is:
The optimal choice for N is the oracle N 0 that minimizes E θ θ N − θ 2 . It is a trade-off between the two sums (bias and variance) in the r.h.s. of (3.1).
In order to construct an adaptive bandwidth N ⋆ , one may use the classical URE procedure. This approach has been studied in this setting by (6) . The theoretical results are interesting but the numerical simulations may be somewhat disapointing in several cases. The URE approach does not take into account the variability of the problem, which may be quite large when considering compact operators.
The construction of an adaptive filter can be decomposed in two steps. First: evaluate the error associated to each filter by constructing an appropriate criterion. Then, use this criterion in order to propose an adaptive estimator. The criterion associated to the URE approach is the quadratic risk. It corresponds to the average behavior of the considered estimators and does not detect the variability. (5) are interested instead in the loss:
As a criterion, they use a deterministic term V (θ, N ), called a hull, satisfying:
This hull bounds uniformly the loss in the sense of inequality (3.2). It is constructed in order to contain the variability of the projection estimators.
The risk hull point of view makes the role of the stochastic processes involved in linear estimation more precise. In the same way, it quantifies the limitations of the URE method and may lead to an accurate understanding of the problem. The hull proposed by (5) precisely take into account the variability of the problem. The related adaptive estimator possesses interesting theoretical and numerical properties. In the same spirit, we mention (17) for general families of linear estimators.
The risk hull point of view may provide an interesting perspective on the blockwise constant adaptive approach. In this section, we propose sufficient conditions on the penalty making the penalized quadratic risk a hull.
First, we introduce some notations. For all j ∈ {1, . . . , J}, let η j defined by:
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where ∆ j is defined in (2.7). We will see that ρ ǫ → 0 as ǫ → 0 with appropriate choices of blocks and minor assumptions on the sequence (b k ) k∈N (see Section 5 for more details). Concerning the penalty, we set the following condition:
Assumption A2: There exists a constant C 2 independent of ǫ such that:
Assumptions A1 and A2 are in fact rather close. Indeed, the exponential term in A1 corresponds to the probability of the event {λ ⋆ Kj > 0} when the signal to noise ratio is small on the block j. In such a situation, ỹ
If the penalty is 'well-chosen', P (λ j > 0) is small, i.e. the penalty controls in a certain sense the variables η j . This is exactly the principle of Assumption A2. In Section 4, the link between these two hypotheses will be strengthened via an upper bound of the l.h.s. of (3.5).
The proof of the following result is presented in Section 6.
Theorem 2. Assume that Assumption A2 holds. Then, there exists B > 0 such that:
is a risk hull on Λ ⋆ , i.e.:
Theorem 2 states in fact that the penalized quadratic risk:
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This result is established for general blocks. Following (7), there exist several choices that may lead to interesting results. An example is presented in Section 5.
The penalty (pen j ) j=1...J in the hull V (θ, λ) is associated in each block I j to the term 2λ j . The construction is then closely related to the problem of proving that:
see the proof of Theorem 2 in Section 6. The penalty may also be associated to the term λ 2 j . In this case, we obtain the following result. Theorem 3. Assume that Assumption A2 holds. Then, there exists B > 0 such that:
is a risk hull on Λ ⋆ , i.e.
Both hulls V (θ, λ) and W (θ, λ) contain the loss in the same way, i.e. the residual terms and the constant B are exactly the same. However, W (θ, λ) is slighty smaller than V (θ, λ) since 0 < λ j < 1 for all j ∈ {1 . . . J}. In some sense, W (θ, λ) is more precise. Nevertheless, we will use V (θ, λ) as a criterion in the following: the associated estimator has a simpler form. We will also see in Section 4 that the variability of the estimator of V (θ, λ) is contained by the penalty. This is not the case for W (θ, λ).
The proof of Theorem 3 is presented in Section 6. It follows essentially the same lines of the proof of Theorem 2.
Oracle inequalities
In Section 3, we have proposed a family of hull indexed by the penalty (pen j ) j=1...J . A hull may be a good criterion in order to evaluate the performances of the estimators contained in Λ ⋆ since it takes into account the variability of the problem. In this section, we are interested in the performances of the estimators constructed from these hulls. We are looking for conditions on the penalty (pen j ) j=1...J that may lead to sharp oracle inequalities.
In the sequel, we set λ j = λ Kj for all j ∈ {1 . . . J}. This is a slight abuse of notation but the meaning will be clear following the context. Then define:
The
The solution of (4.1) is the penalized blockwise Stein's estimator introduced in (2.6).
Theorem 4.
Assume that Assumption A2 holds. Then, there exists C ⋆ > 0 independent of ǫ such that, for all θ ∈ ℓ 2 and any 0 < ǫ < 1:
where τ ǫ → 0 as ǫ → 0 provided max j pen j /σ 2 j → 0 and ρ ǫ → 0 as ǫ → 0. In some sense, this result generalizes Theorem 1. However, we construct a different proof through the risk hull point of view (see Section 6) .
Theorem 4 provides in fact an admissible range for the penalty. If we want a sharp oracle inequality, necessarily max j pen j /σ 2 j → 0 as ǫ → 0. Hence, the penalty should not be too large. In the same time, we require from Assumption A2 that the penalty contains in a certain sense the variables (η j ) j=1...J . The following lemma provides upper bounds on the term E θ [η j − pen j ] + and makes more explicit the behavior of the penalty. PROOF. Let j ∈ {1, . . . , J} be fixed. First remark that for all δ > 0:
Then, provided 0 < δ < ǫ −2 b 2 Kj−1 /2:
This conclude the proof of Lemma 1.
Let u and v two real sequences. Here and in the sequel, for all k ∈ N, we write u k v k if we can find a positive constant C independent of k such that u k ≤ Cv k , and u k ≃ v k if both u k v k and u k v k .
From Assumption A2 and Lemma 1, it is possible to prove that (pen j ) j=1...J should at least fulfill pen j Σ j for all j ∈ {1, . . . , J}. Since we require in the same time max j σ 2 j /pen j → 0 as j → +∞, an admissible penalty in the sense of Theorem 3 should satisfy:
In Section 5, we present a discussion on the choice of the penalty. A specific assumption on (b k ) k∈N make the situation easier to handle. We present examples where pen j /Σ j → +∞ as j → +∞ and ǫ → 0. In particular, we will see that the penalty pen j = ϕ j σ 2 j with ϕ j = ∆ γ j and 0 < γ < 1/2 is admissible following (4.3).
We are now able to propose an oracle inequality on Λ mon , the family of monotone filters. 
Let r ≥ 0 be fixed and N ≥ max{m :
ǫ }. Then , for any θ ∈ ℓ 2 such that θ ≤ r, we have:
where C 3 denotes a positive constant independent of ǫ, Γ ǫ = (2η ǫ + τ ǫ )/(1 − 2η ǫ ) and τ ǫ is introduced in Theorem 4.
The proof is a direct consequence of Lemma 1 of (8).
The choice of the penalty
Following Theorems 2 and 4, the penalized blockwise Stein's estimator is derived from the risk hull method. In the previous section, we have presented conditions on the penalty (pen j ) j that lead to sharp oracle inequalites. In this context, the following question naturally arises: what is the smaller possible hull, i.e. may the criterion constructed in (8) be refined?
The Stein hull V (θ, λ) being, up to some constants, the sum of the quadratic risk and a penalty, the previous question may be transfered to the penalty: how can we choose this quantity? This question is quite difficult. The answer cannot be summarized in a single paper. This section only try to shed some light on the properties of the penalty.
Concerning the sequence (b k ) k∈N , we set the following condition:
The eigenvalues are supposed to be polynomially decreasing. The problem is said to be mildly ill-posed.
Assume that B1 holds. Then, for all j ∈ {1 . . . J}:
and
We deduced from Theorem 2 in Section 3 an admissible range (in the oracle sense) for the penalty:
which, following Assumptions A3 is equivalent to:
Since, all the penalties in this admissible range may lead to a sharp oracle inequality, one may be interested in finding the smaller possible one, or at least as close as possible to the lower bound of this range.
For all j ∈ {1, . . . , J}, the penalty of (8) is:
For γ = 1/2, Assumption A1 does not hold. The penalized blockwise Stein's estimator is not sharp following (1.6). Remark that this particular choice exactly corresponds to the lower bound of the range (4.3).
The principle of risk hull minimization may lead to more accurate choices. The only restriction on (pen j ) j from the risk hull point of view is expressed through Assumption A2:
for some positive constant C 2 . Since E θ [η j − 2u] + ≤ E θ η j 1 {ηj ≥u} for all positive u, we may be interested in the penalty:
for some positive α > 0.
In the following, we prove that the sequence (pen j ) j=1...J defined in (5.1) leads to a sharp oracle inequality. In particular, Assumption A2 holds, i.e. the penalty contains the variability of the problem. For the sake of convenience, we restrict ourselves to one specific type of blocks. All the results presented in the sequel hold for other constructions (see for instance (7)). We leave the proof to the interested reader.
Let ν ǫ = ⌈log ǫ −1 ⌉ and κ ǫ = log −1 ν ǫ , where for all x ∈ R, ⌈x⌉ denotes the minimal integer strictly greater than x. Define the sequence (T j ) j=1...J by:
and the bandwidth J as:
Assumption B2: The length of the blocks is defined by the sequence (T j ) j=1...J where J satisfies (5.3) and the terms T j are defined in (5.2) . For all j ∈ {1, . . . , J}, the penalty is pen j = (1 + α)U j , for some α > 0.
In practice, the penalty (5.1) can be computed using Monte-Carlo approximations. We may also use the following lower bound:
Lemma 2. Assume that Assumptions B1 and B2 hold. Then there exists a constant C independent of j and ǫ such that:
where for all j ∈ {1 . . . J}, Σ 2 j is defined in (4.2) . The proof can be directly derived from the Lemma 1 of (5). Now, if Assumption A3 holds:
This penalty reaches, up to a log term, the lower bound of the range (4.3). As we will see the related hull V (θ, λ) is close to the smaller possible one, provided Assumption B1 holds. Next corollary establishes that the sequence ((1 + α)U j ) j=1...J , where the U j are defined in (5.4), is a relevant choice for the penalty.
Corollary 2. Let θ
⋆ the estimator introduced in (2.6) . Assume that Assumption B1 and B2 hold. Then,
where C 4 denotes a positive constant independent of ǫ and γ ǫ = o(1) as ǫ → 0.
PROOF. From Theorems 2 and 4, we only have to prove that Assumption A2 holds since max j pen j /σ 2 j converges to 0 as ǫ → 0. For all j ∈ {1, . . . , J}, using Lemma 1 in Section 4:
and using Lemma 2, we obtain:
Indeed, provided (5.2), (5.3) and Assumption B1 hold, δb
Kj−1 and the last term in the right hand side of the exponential in (5.5) converge to 0 as j → +∞. Hence, we eventually obtain:
where D and C denote two positive constants independent of ǫ. This concludes the proof of Corollary 2.
From Corollary 2, the penalty (pen j ) j=1,...,J leads to a sharp oracle inequality. Using the same bounds as in the proof, it seems hopeless to obtain a similar result with the penalty (Σ j ) j=1...J . Remark that with our assumptions, this choice exactly corresponds to the penalty of (8) with γ = 1/2. From (5.5), the Assumption A2 will not be satisfied. However, the bound proposed by the Lemma 1 may be perhaps improved or this Assumption A2 relaxed.
In a certain sense, the risk hull point of view quantifies the effects of the penalty. We have presented an admissible range for this quantity and proposed a choice close to the lower bound of this range. From now, the question is: 'What is a good penalty?'. A small penalty leads to a sharp hull (see Theorem 2) but the constant C ⋆ in Theorem 3 may be large. On the opposite hand, large penalties perfectly contain the variability of the problem but the hull is less precise. Hence, it is not clear that such a problem may be easily solved. This was not the goal of the present paper.
In order to conclude, it seems necessary to discuss about the role played by the constant α in the penalty (pen j ) j=1...J . Assumption A2 does not hold for α = 0. On the other hand, the proof of Corollary 2 indicates that large values for α will not lead to an accurate recovering. The choice of α has already been discussed and illustrated via some numerical simulations in a sligthy different setting: see (5) or (17) for more details. Remark that we do not require α to be greater than 1 in this paper. This is a small difference with the constraints expressed in a regularization parameter choice scheme. This can be explained by the blockwise structure of the variables (η j ) j=1...J .
Proofs and technical lemmas

Ordered processes
Ordered processes were introduced in (16) . The more recent paper (4) studies in detail these processes and provides very interesting tools. These stochastic objects may play an important role in adaptive estimation: see in particular (13) or (17) for more details.
The aim of this section is not to provide an exhaustive presentation of this theory but rather to introduce some definitions and useful properties. Definition 1. Let ζ(t), t ≥ 0 a separable random process with Eζ(t) = 0 and finite variance Σ 2 (t). It is called ordered if for all t 2 ≥ t 1 ≥ 0,
Let ζ a standard Gaussian random variable. The process t → ζt is the most simple example of ordered process. Wiener processes are also covered by Definition 1. The family of ordered processes is in fact quite large.
Assumption C1. There exists κ > 0 such that:
This assumption is not very restrictive. Several processes encountered in linear estimation satisfy this hypothesis.
The proof of the following result can be found in (4).
Lemma 3. Let ζ(t), t ≥ 0 an ordered process satisfying ζ(0) = 0 and Assumption C1. There exists a constant C = C(κ) such that for all γ > 0:
This lemma is rather important in the theory of ordered processes and leads to several interesting results. In particular, the following corollary will be often used in the proofs. 
PROOF. Let γ > 0 be fixed. Using Lemma 1,
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Proofs of Theorems 2-4
Proof of Theorem 2. First, remark that:
Let j ∈ {1, . . . , J} be fixed. Use the decomposition:
j denotes the blockwise constant oracle on the block j. Using Corollary 3 in Section 6.1:
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; +∞[ are ordered and satisfy Assumption C1. For all γ > 0, using: 6) and the Cauchy-Schwartz and Young inequalities:
for some positive constant C. The bound of the last term in the r.h.s. of (6.7) requires to be careful. In a first time, suppose that:
In such a situation, for all γ > 0:
If (6.8) holds, then:
where λ 0 is the oracle defined in (2.2). Indeed,
, ∀j ∈ {1, . . . , J}.
Then, for all γ > 0:
Using (6.10):
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for some constant C > 0 independent of ǫ. The same bound occurs for the term A 2 j in (6.4). Hence, there exists B > 0 independent of ǫ such that:
where ρ ǫ is defined in (3.4). Now, using (3.3) and (3.6),
Let j ∈ {1 . . . J} be fixed. We are looking for λ j ∈ [0, 1] that maximizes the quantity λ 2 j η j − 2λ j pen j . If η j < 0, the function λ → λ 2 η j − 2λpen j is concave and the maximum on [0, 1] is attained for λ = 0. Now, if η j > 0, the function λ → λ 2 η j − 2λpen j is convex and the maximum on [0, 1] is attained in 0 or in 1. Therefore: sup
Using Assumption A2, we eventually obtain:
This concludes the proof of Theorem 2.
Proof of Theorem 3. Using the same algebra of the proof of Theorem 2, we obtain:
For all j ∈ {1 . . . J}, the only difference with V (θ, λ) is contained in the bound of: sup
Using Assumption A2, we obtain Theorem 3.
Proof of Theorem 4. In the situation where Assumption A2 holds, Theorem 3 provides that: and B denotes a positive constant independent of ǫ. Moreover, from (4.1),
The proof of Theorem 4 is mainly based on this two equalities. First remark that:
Hence,
where η j and X j are respectively defined in (3.3) and (6.3). Hence, from (4.1),
2 }(η j + 2X j − pen j ), (6.14) where
and R p (θ, λ) is defined in (3.7). Then, with simple algebra: This leads to,
2 }(η j + 2X j − pen j ). (6.15) We are now interested in the behavior of the right hand side of (6.15). First, using (6.4)-(6.11) in the proof of Theorem 2:
for all j ∈ {1, . . . , J}. Here, C andC denote positive constants independent of ǫ.
In particular, it is always possible to obtainC verifyingCρ ǫ < 1 (see the proof of Theorem 2 for more details). Hence:
