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Résumé
Le potentiel de Lennard-Jones est un modèle rela-
tivement réaliste décrivant les interactions entre deux
atomes au sein d’un gaz rare. Déterminer la configura-
tion la plus stable d’un cluster à N atomes revient à
trouver les positions relatives des atomes qui minimisent
l’énergie potentielle globale ; ce potentiel joue un rôle
important dans le cadre des agrégats atomiques et les
nanotechnologies.
Le problème de cluster est NP-difficile et ouvert pour
N > 4, et n’a jamais été résolu par des méthodes glo-
bales fiables. Nous proposons de résoudre le problème
de cluster à cinq atomes de manière optimale avec des
méthodes d’intervalles qui garantissent un encadrement
du minimum global, même en présence d’arrondis. Notre
modèle spatial permet d’éliminer certaines symétries du
problème et de calculer des minorants plus précis dans
le branch and bound par intervalles.
Nous montrons que la meilleure solution connue
du problème à cinq atomes est optimale, fournissons
la configuration spatiale correspondante et comparons
notre solveur fiable aux solveurs BARON et Couenne.
Alors que notre solution est numériquement certifiée
avec une précision de 10−9, les solutions de BARON
et Couenne sont entachées d’erreurs numériques.
Abstract
The Lennard-Jones potential is a relatively realis-
tic model that describes pairwise interactions between
spherical noble gas atoms. Determining the most stable
configuration of a cluster with N atoms amounts to fin-
ding the relative positions of the atoms that minimize
the global potential energy ; this potential plays an im-
portant role in cluster chemistry and nanotechnologies.
The cluster problem is NP-hard and is open for
N > 4. It has never been solved with reliable global op-
timization methods. We solve the cluster problem with
five atoms using interval-based methods ; they compute
a rigorous enclosure of the global minimum, even in the
presence of roundoff errors. Our spatial model eliminates
the symmetries of the problem and reduces the overes-
timation inherent to interval computations.
We show that the best known solution of the clus-
ter problem with five atoms in the literature is opti-
mal, and provide the corresponding spatial configuration.
While our solution is numerically certified with precision
10
−9, the solutions of state-of-the-art solvers BARON
and Couenne are vitiated by roundoff.
1 Motivation
1.1 Potentiel de Lennard-Jones
Le potentiel de Lennard-Jones [6] est un modèle re-
lativement réaliste décrivant les interactions (répulsion
à courte distance et attraction à grande distance) entre
deux atomes sphériques au sein d’un gaz rare. Il est
donné en unités réduites par :











où d∗ij est la distance (en ångströms) entre les centres
des atomes i et j.
Déterminer la configuration la plus stable d’un clus-
ter à N atomes revient à trouver les positions rela-

















Ce potentiel simplifié modélise les interactions de Van
der Waals (terme attractif à la puissance 6) et joue
donc un rôle crucial dans le problème de repliement
de protéine ; celui-ci consiste à prédire la structure tri-
dimensionnelle d’une protéine à partir de sa séquence
d’acides aminés.
1.2 Un problème ouvert
En dépit de son apparente simplicité, le problème
de cluster de Lennard-Jones est NP-difficile ; les tests
numériques de [8] suggèrent que le nombre de minima
locaux croît de manière exponentielle avec N .
PourN ≤ 4, les positions des atomes qui minimisent
l’énergie globale correspondent aux sommets d’un té-
traèdre régulier. En revanche, le problème de cluster
de Lennard-Jones pour N ≥ 5 demeure un problème
ouvert qui n’a jamais été résolu par des méthodes glo-
bales fiables [17]. Nombre de configurations supposées
optimales 1 ont été obtenues grâce à un vaste panel de
techniques de résolution approchées [10, 5, 7, 18, 4]. La
meilleure solution connue pour le cluster de Lennard-
Jones à cinq atomes est une bipyramide à base trian-
gulaire [14], d’évaluation −9.103852415708.
2 Optimisation globale fiable
2.1 Analyse d’intervalles
L’analyse d’intervalles [9] est un outil de choix pour
l’optimisation de problèmes à variables continues. Une
extension aux intervalles F d’une fonction réelle f
construit de manière automatique un minorant et un
majorant rigoureux de f sur un intervalleX = [X, X] :
f(X) = {f(x) | x ∈ X} ⊂ F (X) (3)
L’arithmétique d’intervalles est implémentée sur ma-
chine en arrondissant vers l’extérieur. Les algorithmes
de branch and bound par intervalles [13] exploitent les
propriétés conservatives de l’arithmétique d’intervalles
pour borner le minimum global f∗ de manière rigou-
reuse : f˜−f∗ < ε, où f˜ est le meilleur majorant connu
de f∗, et ε est la précision requise.
Cependant, les techniques d’intervalles produisent
généralement une surestimation de l’image de la fonc-
tion en raison du problème de dépendance : les occur-
rences multiples des variables apparaissant dans l’ex-
pression analytique de f sont décorrélées. Par exemple,
X−X = [X−X, X−X] non réduit à {0}. L’ensemble
construit est {x1−x2 | x1 ∈ X, x2 ∈ X} ⊃ {x−x | x ∈
X} = {0}.
2.2 Programmation par contraintes sur intervalles
Les techniques de contraction [3] ont récemment
donné un second souﬄe aux méthodes d’optimisation
1. Une liste des meilleures solutions connues est disponible
sur http://doye.chem.ox.ac.uk/jon/structures/LJ.html
globale. Les contracteurs réduisent les domaines des
variables par rapport à une contrainte ou un système
de contraintes sans perte de solutions. En optimisa-
tion sans contraintes, ils peuvent être invoqués pour
contracter les boîtes par rapport aux contraintes f ≤ f˜
et ∇f = 0 (où ∇f est le gradient de f).
En particulier, l’algorithme d’évaluation-
propagation (aussi connu sous le nom HC4Revise [2])
calcule une approximation de la cohérence 2B. Il
consiste à propager une contrainte en effectuant un
double parcours de son arbre syntaxique, dans le but
de contracter chaque occurrence des variables.
3 La première preuve d’optimalité pour
cinq atomes
Nous proposons de résoudre le problème de cluster
à cinq atomes avec des méthodes d’intervalles : notre
algorithme Charibde [16] est un solveur hybride coopé-
ratif (figure 1) combinant un algorithme de branch and
contract par intervalles et un algorithme stochastique
à population [15]. Les deux algorithmes, indépendants,
sont exécutés en parallèle et échangent bornes, solu-
tions et espace de recherche par passage de messages.
Charibde converge lorsqu’est trouvée une solution x˜












Figure 1 – Schéma coopératif de Charibde
Lorsque l’algorithme évolutionnaire améliore sa
meilleure évaluation, il met à jour le meilleur majo-
rant connu f˜ du minimum global afin d’accélérer les
coupes du branch and contract par intervalles. En re-
tour, lorsque la méthode d’intervalles trouve une solu-
tion ponctuelle qui améliore f˜ , elle est injectée dans la
population. Enfin, la population est périodiquement
réinitialisée dans un domaine réduit, calculé à par-
tir des sous-domaines restants. Ceci permet de ne pas
explorer certains sous-espaces sous-optimaux éliminés
par la méthode d’intervalles.
Charibde combine de manière séquentielle un algo-
rithme de contraction de type HC4Revise et la diffé-
rentiation automatique en mode adjoint, ce qui permet
d’exploiter la contraction sur les nœuds intermédiaires
dans l’arbre syntaxique [12].
3.1 Modèle spatial
L’atome i est caractérisé par ses coordonnées
cartésiennes (xi, yi, zi) ∈ R
3. On note x =
(x1, y1, z1, . . . , xN , yN , zN ) le vecteur des 3N variables
du cluster à N atomes. La distance interatomique
d∗ij > 0 entre les atomes i et j est alors :
d∗ij
2 = (xi − xj)
2 + (yi − yj)
2 + (zi − zj)
2 (4)
En injectant l’équation 4 dans l’équation 2, nous ob-
tenons un problème d’optimisation sans contraintes.
3.2 Reformulation du problème
Une technique usuelle permettant d’éliminer le pro-
blème de dépendance dans l’équation 1 consiste à com-
pléter le carré :










L’expression analytique du potentiel de Lennard-Jones
V (d∗ij) est donc optimale par rapport aux occurrences
de d∗ij . L’expression de la fonction objectif (équation 2)
reste néanmoins sujette au problème de dépendance,
car les coordonnées des atomes interviennent à plu-
sieurs reprises dans les termes de distances d∗ij . No-
tons que les coordonnées sphériques ou cylindriques
feraient apparaître plusieurs occurrences des coordon-
nées dans chaque terme de distance, et n’ont donc pas
été privilégiées.
L’équation 2 ne faisant intervenir que des distances
entre atomes, la solution optimale du problème de
cluster est invariante par translation et rotation. Afin
d’éliminer les symétries et de réduire considérable-
ment l’espace de recherche, les coordonnées de certains
atomes peuvent être fixées :

x1 = y1 = z1 = 0
x2 ≥ 0, y2 = z2 = 0
x3 ≥ 0, y3 ≥ 0, z3 = 0
x4 ≥ 0, y4 ≥ 0, z4 ≥ 0
(6)
La taille du problème de cluster à cinq atomes est
alors réduite de 15 à 9 variables.
3.3 Solution optimale certifiée
Charibde prouve l’optimalité de la meilleure solu-
tion connue (voir sous-section 1.2) avec une précision




Les coordonnées spatiales correspondantes sont don-
nées dans le tableau 1, pour un domaine initial
Atome x y z
1 0 0 0
2 1.1240936 0 0
3 0.5620468 0.9734936 0
4 0.5620468 0.3244979 0.9129386
5 0.5620468 0.3244979 -0.9129385
Table 1 – Solution optimale du cluster à cinq atomes
Figure 2 – Configuration optimale en bipyramide à
base triangulaire
(xi, yi, zi) ∈ [−1.2, 1.2]. La configuration optimale est
illustrée dans la figure 2.
Les temps de calcul moyens et nombres d’évalua-
tions (NE) moyens de la fonction objectif et de son
gradient sont donnés dans le tableau 2 sur 100 exé-
cutions. Charibde atteint l’optimum global f∗
5
pour
chacune des exécutions, après une moyenne de 764 ité-
rations (en un temps de 0.11s), mais un total de 1436s
est nécessaire à la preuve d’optimalité.
Temps CPU moyen (s) 1436
Temps CPU maximal (s) 1800
NE de f5 483642320
NE de sa fonction d’inclusion 132 + 7088758
NE de son gradient 78229737
Table 2 – Résultats moyens sur 100 exécutions
3.4 Comparaison avec des solveurs de pointe
Les solveurs complets BARON [11] et Couenne [1]
sont basés sur des algorithmes de branch and bound
spatial ; les minorants de la fonction objectif sur
les sous-domaines sont calculés par des relaxations
convexes qui peuvent être sujettes à des erreurs d’ar-
rondis. Une comparaison entre BARON, Couenne et
Charibde (tableaux 3 et 4) suggère que les solveurs
non fiables BARON et Couenne convergent beaucoup
plus rapidement que les méthodes d’intervalles. Néan-
moins, ils ne peuvent garantir de bornes sur la solution
en raison d’erreurs numériques, contrairement à Cha-
ribde. Ainsi, l’optimum local trouvé par BARON est
incorrect à partir de la sixième décimale (pour une
précision demandée de 10−9) et l’optimum global de
Couenne l’est à partir de la cinquième décimale (les
décimales incorrectes sont soulignées).









Table 4 – Comparaison des temps de convergence
4 Conclusion
Nous avons prouvé que la meilleure solution connue
pour cinq atomes est optimale, fermant ainsi le pro-
blème ouvert de cluster de Lennard-Jones pour N = 5.
Charibde fournit une preuve d’optimalité avec une pré-
cision ε = 10−9 même en présence d’arrondis.
Notre modèle spatial élimine les symétries du pro-
blème et calcule des minorants plus précis la fonction
objectif. Une comparaison de Charibde avec les sol-
veurs de pointe BARON et Couenne montre que ces
derniers ne peuvent garantir d’encadrement rigoureux
du minimum global et produisent des solutions enta-
chées d’erreurs numériques.
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