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1. Introduction
In a recent paper [52], the present author studied the rank and inertia of the following linearmatrix
function (LMF)
p0(X) = A − BXB∗, (1.1)
where A is a given Hermitian matrix of the orderm, B is a givenm × n complex matrix, X is a variable
Hermitian matrix of the order n, and B∗ denotes the conjugate transpose of B. Through some pure
algebraic operations of the given matrices in (1.1) and their generalized inverses, the present author
obtained a group of closed-form formulas for the maximal and minimal ranks and inertias of the LMF,
andused the formulas to characterize thenonsingularity ofp0(X), the existenceof aHermitian solution
of thematrix equation BXB∗ = A, as well as the existence of a Hermitianmatrix X satisfying thematrix
inequality BXB∗ > A (A,<A,A) in the Löwner partial ordering. Throughout this paper, we also
use the notation and definitions of [52]. In particular, we use CmH to stand for the set of all complex
Hermitian matrices of orderm.
As a continuation, we consider in this paper the rank and inertia of the following LMF
p(X) = A − BX − (BX)∗, (1.2)
where A and B are the same as in (1.1), and X ∈ Cn×m is a variable matrix. By using some known
results on ranks and inertias of matrices and their generalized inverses, we shall solve in Section 2 the
following optimization problems on the partial inertia of (1.2):
max
X∈Cn×m
i±[p(X)], min
X∈Cn×m
i±[p(X)]. (1.3)
Eq. (1.2) is often encountered in solving some matrix equations with symmetric patterns and in
the investigation of Hermitian parts of complex matrices. In particular, p(X) = 0 and p(X) >
0 (0,<0,0) in (1.2) correspond to the following well-known linear matrix equation (LME) and
linear matrix inequalities (LMIs) of Lyapunov type
BX + (BX)∗ = A, BX + (BX)∗ < A (A,>A,A). (1.4)
Some previous work on the rank of p(X) in (1.2), as well as the LME and LMIs in (1.4) can be found,
e.g., in [2,3,12,21,22,29,30,37,39,57,59]. From the results obtained on the rank and inertia of p(X) in
(1.2), we also derive in Section 2 general expressions of thematrix X that satisfies the four inequalities
in (1.4), respectively. In Section 3, we extend the results on the rank and inertia of (1.2) to two general
LMFs. In Sections 4 and 5, we derive closed-form formulas for the extremal ranks and inertias of the
matrices X ± X∗, where X is a solution of the matrix equation AXB = C, and then give a variety of
consequences of these formulas in characterizing algebraic properties of the solutions of AXB = C. In
Section 6, we give closed-form formulas for the extremal ranks and inertias of the difference X1 − X2,
where X1 and X2 are Hermitian solutions of twomatrix equations A1X1A
∗
1 = C1 and A2X2A∗2 = C2, and
then use the formulas to characterize relations between Hermitian solutions of the two equations.
The rank and inertia of a matrix are two basic concepts in matrix theory for describing the di-
mension of the row/column vector space and the sign distribution of the eigenvalues of the ma-
trix, both of which are well understood and are easy to compute by the well-known elementary or
congruent matrix operations. These two quantities play an essential role in characterizing algebraic
properties of Hermitian matrices. In fact, ranks and inertias of Hermitian matrices have been the
main objects of study in matrix theory and applications. Some previous systematical researches on
ranks and inertias of Hermitian matrices and their applications can be found, to mention a few, in
[4–9,13–18,20,27,28,32–35,38,44]. In recent years, the present author reconsidered ranks and in-
ertias of Hermitian matrices by using some tricky operations on block matrices and generalized
inverses of matrices, and obtained many new formulas for ranks and inertias of Hermitian matri-
ces and their operations; see [39–43,52–55,57].
The following results are obvious from the definitions of the rank and inertia of a matrix.
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Lemma 1.1. Let S be a set consisting of matrices over Cm×n, and let H be a set consisting of Hermitian
matrices overCmH . Then,
(a) Under m = n, S has a nonsingular matrix if and only ifmax
X∈S r(X) = m.
(b) Under m = n, all X ∈ S are nonsingular if and only ifmin
X∈S r(X) = m.
(c) 0 ∈ S if and only ifmin
X∈S r(X) = 0.
(d) S = {0} if and only ifmax
X∈S r(X) = 0.
(e) All X ∈ S have the same rank if and only ifmax
X∈S r(X) = minX∈S r(X).
(f) H has a matrix X > 0 (X < 0) if and only ifmax
X∈H i+(X) = m
(
max
X∈H i−(X) = m
)
.
(g) All X ∈ H satisfy X > 0 (X < 0) if and only ifmin
X∈H i+(X) = m
(
min
X∈H i−(X) = m
)
.
(h) H has a matrix X  0 (X  0) if and only ifmin
X∈H i−(X) = 0
(
min
X∈H i+(X) = 0
)
.
(i) All X ∈ H satisfy X  0 (X  0) if and only ifmax
X∈H i−(X) = 0
(
max
X∈H i+( X) = 0
)
.
(j) All X ∈ H have the same positive index of inertia if and only ifmax
X∈H i+(X) = minX∈H i+(X).
(k) All X ∈ H have the same negative index of inertia if and only ifmax
X∈H i−(X) = minX∈H i−(X).
Lemma 1.2. Let S1 and S2 be two sets consisting of matrices over Cm×n, and let H1 and H2 be two sets
consisting of Hermitian matrices overCmH . Then,
(a) Under m = n, there exist X1 ∈ S1 and X2 ∈ S2 such that X1 − X2 is nonsingular if and only if
max
X1∈S1, X2∈S2
r( X1 − X2 ) = m.
(b) Under m = n, X1 − X2 is nonsingular for all X1 ∈ S1 and X2 ∈ S2 if and only if
min
X1∈S1, X2∈S2
r( X1 − X2 ) = m.
(c) There exist X1 ∈ S1 and X2 ∈ S2 such that X1 = X2, i.e., S1 ∩ S2 = ∅, i.e., if and only if
min
X1∈S1, X2∈S2
r( X1 − X2 ) = 0.
(d) S1 ⊆ S2 (S1 ⊇ S2) if and only if
max
X1∈S1
min
X2∈S2
r( X1 − X2 ) = 0
(
max
X2∈S2
min
X1∈S1
r( X1 − X2 ) = 0
)
.
(e) There exist X1 ∈ H1 and X2 ∈ H2 such that X1 > X2 (X1 < X2) if and only if
max
X1∈H1, X2∈H2
i+( X1 − X2 ) = m
(
max
X1∈H1, X2∈H2
i−( X1 − X2 ) = m
)
.
(f) X1 > X2 (X1 < X2) for all X1 ∈ H1 and X2 ∈ H2 if and only if
min
X1∈H1, X2∈H2
i+( X1 − X2 ) = m
(
min
X1∈H1, X2∈H2
i−( X1 − X2 ) = m
)
.
(g) There exist X1 ∈ H1 and X2 ∈ H2 such that X1  X2 (X1  X2) if and only if
min
X1∈H1, X2∈H2
i−( X1 − X2 ) = 0
(
min
X1∈H1, X2∈H2
i+( X1 − X2 ) = 0
)
.
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(h) X1  X2 (X1  X2) for all X1 ∈ H1 and X2 ∈ H2 if and only if
max
X1∈H1, X2∈H2
i−( X1 − X2 ) = 0
(
max
X1∈H1, X2∈H2
i+( X1 − X2 ) = 0
)
.
Lemma 1.3 [45]. Let A ∈ Cm×n, B ∈ Cm×k, and C ∈ Cl×n be given. Then,
r[A, B] = r(A) + r(EAB) = r(B) + r(EBA), (1.5)
r
⎡
⎣ A
C
⎤
⎦ = r(A) + r(CFA) = r(C) + r(AFC), (1.6)
r
⎡
⎣ A B
C 0
⎤
⎦ = r(B) + r(C) + r(EBAFC), (1.7)
r
⎡
⎣±AA∗ B
B∗ 0
⎤
⎦ = r[A, B] + r(B), (1.8)
where EP and FP denote the two matrices EP = I − PP† and FP = I − P†P for P = A, B, C and their
Moore–Penrose inverses.
The following are some simple or well-known formulas for partial inertias of Hermitian matrices.
Lemma 1.4. Let A ∈ CmH , B ∈ CnH and Q ∈ Cm×n be given, and P ∈ Cm×m nonsingular. Then,
i±(PAP∗) = i±(A), (1.9)
i±(λA) =
⎧⎨
⎩
i±(A) if λ > 0
i∓(A) if λ < 0
, (1.10)
i±
⎡
⎣ A 0
0 B
⎤
⎦ = i±(A) + i±(B), (1.11)
i±
⎡
⎣ 0 Q
Q∗ 0
⎤
⎦ = r(Q). (1.12)
Lemma 1.5 [23,46]. Let A, B ∈ CmH . Then, the following statements are equivalent:
(a) R(A) ∩ R(B) = {0}.
(b) r( A + B ) = r(A) + r(B).
(c) i+( A + B ) = i+(A) + i+(B) and i−( A + B ) = i−(A) + i−(B).
Lemma 1.6 [52]. Let A ∈ CmH and B ∈ Cm×n, and denote M =
⎡
⎣ A B
B∗ 0
⎤
⎦ . Then,
i±(M) = r(B) + i±(EBAEB). (1.13)
In particular,
(a) If A  0, then i+(M) = r[A, B] and i−(M) = r(B).
(b) If A  0, then i+(M) = r(B) and i−(M) = r[A, B].
(c) i±(A)  i±(M)  i±(A) + r(B).
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Three useful formulas derived from (1.13) are given below
i±
⎡
⎣ A BFP
FPB
∗ 0
⎤
⎦ = i±
⎡
⎢⎢⎢⎣
A B 0
B∗ 0 P∗
0 P 0
⎤
⎥⎥⎥⎦− r(P), r
⎡
⎣ A BFP
FPB
∗ 0
⎤
⎦ = r
⎡
⎢⎢⎢⎣
A B 0
B∗ 0 P∗
0 P 0
⎤
⎥⎥⎥⎦− 2r(P). (1.14)
Lemma 1.7 [48]. Let A ∈ Cm×n, B ∈ Cp×q and C ∈ Cm×q be given. Then,
(a) There exists an X ∈ Cn×q such that
AX = C (1.15)
if and only if R(C) ⊆ R(A), or equivalently, AA†C = C. In this case, the general solution of (1.15)
can be written in the following parametric form
X = A†C + FAV, (1.16)
where V ∈ Cn×q is arbitrary.
(b) There exists an X ∈ Cn×p such that
AXB = C (1.17)
if and only if R(C) ⊆ R(A) and R(C∗) ⊆ R(B∗), or equivalently, AA†CB†B = C. In this case, the
general solution of (1.17) can be written as
X = A†CB† + FAV1 + V2EB, (1.18)
where V1, V2 ∈ Cn×p are arbitrary.
Lemma 1.8. Let Aj ∈ Cmj×n, Bj ∈ Cp×qj and Cj ∈ Cmj×qj be given, j = 1, 2. Then,
(a) [47] There exists an X ∈ Cn×p such that
A1XB1 = C1 and A2XB2 = C2 (1.19)
if and only if
R(Cj) ⊆ R(Aj), R(C∗j ) ⊆ R(B∗j ), r
⎡
⎢⎢⎢⎣
C1 0 A1
0 −C2 A2
B1 B2 0
⎤
⎥⎥⎥⎦ = r
⎡
⎣ A1
A2
⎤
⎦+ r[B1, B2], j = 1, 2.
(1.20)
(b) [50] Under (1.20), the general common solution of (1.19) can be written as
X = X0 + FAV1 + V2EB + FA1V3EB2 + FA2V4EB1 , (1.21)
where X0 is a special solution of (1.19), A =
⎡
⎣ A1
A2
⎤
⎦ , B = [B1, B2], and the four matrices
V1, . . . , V4 ∈ Cn×p are arbitrary.
Lemma 1.9. Let A ∈ Cm×n and B ∈ CmH be given. Then,
(a) [24] There exists an X ∈ CnH such that
AXA∗ = B (1.22)
if and only if R(B) ⊆ R(A), or equivalently, AA†B = B.
2114 Y. Tian / Linear Algebra and its Applications 434 (2011) 2109–2139
(b) [52] Under R(B) ⊆ R(A), the general Hermitian solution of (1.22) can be written as
X = A†B(A†)∗ + FAV + V∗FA, (1.23)
where V ∈ Cn×n is arbitrary.
(c) [1] There exists an X ∈ Cn×n such that
AXX∗A∗ = B  0 (1.24)
if and only ifR(B) ⊆ R(A). In this case, the general solution of (1.24) can bewritten in the following
parametric form
XX∗ = ( A†B1/2 + FAW )( A†B1/2 + FAW )∗, (1.25)
where W ∈ Cn×m is arbitrary.
The following result on the extremal ranks of A − BXC was shown in [19] through the restricted
singular value decomposition (RSVD), and in [51,56] through generalized inverses of matrices.
Lemma 1.10. Let A ∈ Cm×n, B ∈ Cm×k and C ∈ Cl×n be given. Then,
max
X∈Ck×l
r( A − BXC ) = min
⎧⎨
⎩r[ A, B ], r
⎡
⎣ A
C
⎤
⎦
⎫⎬
⎭ , (1.26)
min
X∈Ck×l
r( A − BXC ) = r[A, B] + r
⎡
⎣ A
C
⎤
⎦− r
⎡
⎣ A B
C 0
⎤
⎦ . (1.27)
In order to simplify block matrices, we use the following three types of elementary block matrix
operation (EBMO, for short): (i) interchange two block rows (columns) in a block matrix, (ii) multiply
a block row (column) by a nonsingular matrix from the left-hand (right-hand) side in a block matrix,
(iii) add a block row (column) multiplied by a matrix from the left-hand (right-hand) side to another
block row (column); and use the following three types of elementary block congruence matrix oper-
ation (EBCMO, for short) for a block Hermitian matrix with the same row and column partition: (i)
interchange ith and jth block rows, while interchange ith and jth block columns in the block Hermitian
matrix, (ii) multiply ith block row by a nonsingular matrix P from the left-hand side, while multiply
ith block column by P∗ from the right-hand side in the block Hermitian matrix; (iii) add ith block row
multiplied by amatrix P from the left-hand side to jth block row,while add ith block columnmultiplied
by P∗ from the right-hand side to jth block column in the block Hermitian matrix. It is obvious that
EBMOs do not change the rank of a matrix, while EBCMOs do not change the inertia of a Hermitian
matrix.
2. Extremal ranks and inertias of A − BX − (BX)∗
The following result on the extremal ranks of the LMF in (1.2) was given in [39,57].
Lemma 2.1. Let p(X) be as given in (1.2), and denote
M =
⎡
⎣ A B
B∗ 0
⎤
⎦ . (2.1)
Then,
max
X∈Cn×m
r[p(X)] = min{m, r(M) }, min
X∈Cn×m
r[p(X)] = r(M) − 2r(B). (2.2)
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Hence,
(a) There exists an X ∈ Cn×m such that p(X) is nonsingular if and only if r(M)  m.
(b) p(X) is nonsingular for all X ∈ Cn×m if and only if r(A) = m and B = 0.
(c) There exists an X ∈ Cn×m such that p(X) = 0 if and only if r(M) = 2r(B), or equivalently,
EBAEB = 0. In this case, the general solution of p(X) = 0 can be written in the following parametric
form
X = B†A − 1
2
B†ABB† + UB∗ + FBV, (2.3)
where U = −U∗ ∈ Cn×n and V ∈ Cn×m are arbitrary.
(d) p(X) = 0 for all X ∈ Cn×m if and only if both A = 0 and B = 0.
(e) r[p(X)] = r(A) for all X ∈ Cn×m if and only if B = 0.
(f) Under A  0, the following equalities hold
max
X∈Cn×m
r[p(X)] = min {m, r[A, B] + r(B)} , min
X∈Cn×m
r[p(X)] = r[A, B] − r(B). (2.4)
(g) Under A  0, there exists an X ∈ Cn×m such that p(X) = 0 if and only if EBA = 0. In this case,
the general solution of p(X) = 0 can be written as
X = 1
2
B†A + UB∗ + FBV, (2.5)
where U = −U∗ ∈ Cn×n and V ∈ Cn×m are arbitrary.
Matrices Xs that, respectively, satisfy the two formulas in (2.2) were also given in [39,57]. Some
earlierworkon thefirst equation in (1.4)was given in [29]; see also [49].Wenext solve theoptimization
problems in (1.3) and the four inequalities in (1.4).
Theorem 2.2. Let p(X) and M be as given in (1.2) and (2.1), respectively. Then,
(a) The maximal partial inertia of p(X) is given by
max
X∈Cn×m
i±[p(X)] = i±(M) = r(B) + i±(EBAEB). (2.6)
Two matrices satisfying (2.6) are given by
X = B†A − 1
2
B†ABB† + (U ± In)B∗ + FBV, (2.7)
respectively, where U = −U∗ ∈ Cn×n and V ∈ Cn×m are arbitrary.
(b) The minimal partial inertia of p(X) is given by
min
X∈Cn×m
i±[p(X)] = i±(M) − r(B) = i±(EBAEB). (2.8)
A matrix X ∈ Cn×m satisfying the two equalities in (2.8) is given by
X = B†A − 1
2
B†ABB† + UB∗ + FBV, (2.9)
where U = −U∗ ∈ Cn×n and V ∈ Cn×m are arbitrary.
(c) Under A  0, the following equalities hold
max
X∈Cn×m
i+[p(X)] = r[A, B], min
X∈Cn×m
i+[p(X)] = r[A, B] − r(B), (2.10)
max
X∈Cn×m
i−[p(X)] = r(B), min
X∈Cn×m
i−[p(X)] = 0. (2.11)
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Proof. Note from Lemma 1.6(c) that
i±[p(X)]  i±
⎡
⎣ p(X) B
B∗ 0
⎤
⎦  i±[p(X)] + r(B). (2.12)
Applying (1.13) to the block matrix in (2.12) and simplifying, we obtain
i±
⎡
⎣ p(X) B
B∗ 0
⎤
⎦ = r(B) + i±[EBp(X)EB] = r(B) + i±(EBAEB). (2.13)
Combining (2.12) and (2.13) leads to
i±(EBAEB)  i±[p(X)]  r(B) + i±(EBAEB), (2.14)
that is, i±(EBAEB) and r(B) + i±(EBAEB) are lower and upper bounds of i±[p(X)], respectively. Substi-
tuting (2.7) into p(X) gives
p(X) = A − BB†A − ABB† + BB†ABB† − BUB∗ − (BUB∗)∗ ∓ 2BB∗ = EBAEB ∓ 2BB∗.
Note that R(EBAEB) ∩ R(BB∗) = {0}. Hence, it follows from Lemma 1.5 that
i±[p(X)] = i±(EBAEB ± 2BB∗) = i±(EBAEB) + i±(±2BB∗) = r(B) + i±(EBAEB).
These equalities imply that the right-hand side of (2.14) is the maximal partial inertia of p(X), estab-
lishing (a).
Substituting (2.9) into (1.2) gives
p(X) = A − BB†A − ABB† + BB†ABB† − BUB∗ − (BUB∗)∗ = EBAEB.
Hence, i±[p(X)] = i±(EBAEB). Combining these two equalities with the left-hand side of (2.14) leads
to (b). Result (c) follows from applying Lemma 1.6(a) to (2.6) and (2.8). 
Theorem 2.3. Let A ∈ CmH and B ∈ Cm×n be given. Then,
(a) There exists an X ∈ Cn×m such that
BX + (BX)∗  A (2.15)
if and only if
EBAEB  0. (2.16)
In this case, the general solution of (2.15) can be written as
X = 1
2
B†[A + ( J1 + BU )( J1 + BU )∗]( 2Im − BB† ) + VB∗ + FBW, (2.17)
where J1 = (−EBAEB)1/2, and U, W ∈ Cn×m and V = −V∗ ∈ Cn×n are arbitrary.
(b) There exists an X ∈ Cn×m such that
BX + (BX)∗ > A (2.18)
if and only if
EBAEB  0 and r(EBAEB) = r(EB). (2.19)
In this case, the general solution of (2.18) can be written as (2.17), in which U ∈ Cn×m is anymatrix
such that r( J1 + BU ) = m, and W ∈ Cn×m and V = −V∗ ∈ Cn×n are arbitrary.
(c) There exists an X ∈ Cn×m such that
BX + (BX)∗  A (2.20)
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if and only if
EBAEB  0. (2.21)
In this case, the general solution of (2.20) can be written as
X = 1
2
B†[A − ( J2 + BU )( J2 + BU )∗]( 2Im − BB† ) + VB∗ + FBW, (2.22)
where J2 = (EBAEB)1/2, and U, W ∈ Cn×m and V = −V∗ ∈ Cn×n are arbitrary.
(d) There exists an X ∈ Cn×m such that
BX + (BX)∗ < A (2.23)
if and only if
EBAEB  0 and r(EBAEB) = r(EB). (2.24)
In this case, the general solution of (2.23) can be written as (2.22), in which U ∈ Cn×m is any
matrix such that r( J2 + BU ) = m, and W ∈ Cn×m and V = −V∗ ∈ Cn×n are arbitrary.
Proof. Inequality (2.15) is equivalent to
BX + (BX)∗ = A + YY∗ (2.25)
for somematrix Y . From Lemma 2.1(c), there exists an X that satisfies (2.25) if and only if YY∗ satisfies
EBYY
∗EB = −EBAEB. (2.26)
From Lemma 1.9(c), there exists a YY∗ that satisfies (2.26) if and only if (2.16) holds, in which case, the
general solution of (2.26) can be written as
YY∗ = ( J1 + BU )( J1 + BU )∗,
where U is an arbitrary matrix. Substituting this YY∗ into (2.25) gives
BX + (BX)∗ = A + ( J1 + BU )( J1 + BU )∗. (2.27)
By Lemma 2.1(c), the general solution of (2.27) can be written as (2.17). It can be seen from (2.27) that
(2.18) holds if and only if
( J1 + BU )( J1 + BU )∗ > 0,
that is, r( J1+BU ) = m. Applying (1.26) and simplifyingbyR(J1) = R(EBAEB) andR(B)∩R(EBAEB) ={0}, we obtain
max
U
r( J1 + BU ) = r[B, J1] = r[B, EBAEB] = r(B) + r(EBAEB).
Thus, r( J1 + BU ) = m is equivalent to r(B) + r(EBAEB) = m, i.e., r(EBAEB) = r(EB). The results in (c)
and (d) can be shown similarly. 
The four LMIs in Theorem 2.3 and their applications were considered in control theory; see, e.g.,
[22]. Recall that the Hermitian part of a square matrix A is defined to be (A + A∗)/2. Hence, the
Hermitian part of the LMF A + BX can be written as
(A + A∗)/2 + [BX + (BX)∗]/2;
the Hermitian part of the LMF A + BX + YC can be written as
1
2
(A + A∗) + 1
2
[B, C∗]
⎡
⎣ X
Y∗
⎤
⎦+ 1
2
[X∗, Y]
⎡
⎣ B∗
C
⎤
⎦ .
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Applying Lemma 2.1 and Theorem 2.2 to the two LMFs will yield two groups of formulas for the
extremal ranks and partial inertias of the Hermitian parts of A+ BX and A+ BX + YC. Some previous
work on the inertia of Hermitian part of A + BX was given in [32].
Furthermore, the results in Lemma 2.1 and Theorem 2.2 can be used to characterize relations be-
tween the following two LMFs
p1(X1) = A1 + B1X1 + (B1X1)∗, p2(X2) = A2 + B2X2 + (B2X2)∗, (2.28)
where Aj ∈ CmH and Bj ∈ Cm×nj are given, and Xj ∈ Cnj×m is a variable matrix, j = 1, 2.
Theorem 2.4. Let p1(X1) and p2(X2) be as given in (2.28), and denote
B = [B1, B2], M =
⎡
⎣ A1 − A2 B
B∗ 0
⎤
⎦ .
Then,
max
X1∈Cn1×m, X2∈Cn2×m
r[p1(X1) − p2(X2)] = min{m, r(M) }, (2.29)
min
X1∈Cn1×m, X2∈Cn2×m
r[p1(X1) − p2(X2)] = r(M) − 2r(B), (2.30)
max
X1∈Cn1×m, X2∈Cn2×m
i±[p1(X1) − p2(X2)] = i±(M), (2.31)
min
X1∈Cn1×m, X2∈Cn2×m
i±[p1(X1) − p2(X2)] = i±(M) − r(B). (2.32)
Hence,
(a) There exist X1 ∈ Cn1×m and X2 ∈ Cn2×m such that p1(X1) − p2(X2) is nonsingular if and only if
r(M)  m.
(b) p1(X1)−p2(X2) is nonsingular for all X1 ∈ Cn1×m and X2 ∈ Cn2×m if and only if r( A1−A2 ) = m
and B = 0.
(c) There exist X1 ∈ Cn1×m and X2 ∈ Cn2×m such that p1(X1) = p2(X2) if and only if r(M) = 2r(B).
(d) p1(X1) = p2(X2) for all X1 ∈ Cn1×m and X2 ∈ Cn2×m if and only if A1 = A2 and B = 0.
(e) There exist X1 ∈ Cn1×m and X2 ∈ Cn2×m such that p1(X1) > p2(X2) (p1(X1) < p2(X2)) if and
only if i+(M) = m (i−(M) = m) .
(f) p1(X1) > p2(X2) (p1(X1) < p2(X2)) for all X1 ∈ Cn1×m and X2 ∈ Cn2×m if and only if i−(M) =
m (i+(M) = m) .
(g) There exist X1 ∈ Cn1×m and X2 ∈ Cn2×m such that p1(X1)  p2(X2) (p1(X1)  p2(X2)) if and
only if i−(M) = r(B) (i+(M) = r(B)) .
(h) p1(X1)  p2(X2) (p1(X1)  p2(X2)) for all X1 ∈ Cn1×m andX2 ∈ Cn2×m if andonly ifA1−A2  0
and B = 0 (A1 − A2  0 and B = 0).
Proof. The difference of p1(X1) and p2(X2) in (2.28) can be written as
p1(X1) − p2(X2) = A1 − A2 + [B1, B2]
⎡
⎣ X1
−X2
⎤
⎦+ [X∗1 , −X∗2 ]
⎡
⎣ B∗1
B∗2
⎤
⎦ . (2.33)
Applying Lemma 2.1 and Theorem 2.2 to this matrix expression leads to (2.29)–(2.32). Results (a)–(h)
follow from applying Lemma 1.2 to (2.29)–(2.32). 
In the remaining part of this section, we give the extremal ranks and inertias of p(X) in (1.2) subject
to a consistent matrix equation CX = D.
Theorem 2.5. Let p(X) be as given in (1.2), and assume that there exists an X ∈ Cn×m such that CX = D,
where C ∈ Cp×n and D ∈ Cp×m are given. Also denote
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M =
⎡
⎢⎢⎢⎣
A B D∗
B∗ 0 C∗
D C 0
⎤
⎥⎥⎥⎦ , N =
⎡
⎣ B
C
⎤
⎦ .
Then,
max
CX=D r[p(X)] = min{m, r(M) − 2r(C)}, minCX=D r[p(X)] = r(M) − 2r(N), (2.34)
max
CX=D i±[p(X)] = i±(M) − r(C), minCX=D i±[p(X)] = i±(M) − r(N). (2.35)
Hence,
(a) CX = D has a solution X such that p(X) is nonsingular if and only if r(M)  m + 2r(C).
(b) p(X) is nonsingular for all solutions of CX = D if and only if r(M) = 2r(N) + m.
(c) The two equations CX = D and BX + (BX)∗ = A have a common solution if and only if r(M) =
2r(N).
(d) Any solution of CX = D satisfying BX + (BX)∗ = A if and only if r(M) = 2r(C).
(e) The rank of p(X) is invariant subject to CX = D if and only if r(M) = 2r(N)+morR(B∗) ⊆ R(C∗).
(f) CX = D has a solution X satisfying p(X) > 0 (< 0) if and only if i+(M) = r(C) + m ( i−(M) =
r(C) + m ).
(g) p(X) > 0 (< 0) for all solutions of CX = D if and only if i+(M) = r(N)+m (i−(M) = r(N) + m) .
(h) CX = D has a solution X satisfying p(X)  0 (0) if and only if i−(M) = r(N) (i+(M) = r(N)) .
(i) Any solution of CX = D satisfying p(X)  0 (0) if and only if i−(M) = r(C) (i+(M) = r(C)) .
(j) i+[p(X)] is invariant subject to CX = D ⇔ i−[p(X)] is invariant subject to CX = D ⇔ R(B∗) ⊆
R(C∗).
Proof. Note from Lemma 1.7(a) that the general solution of CX = D can bewritten as X = C†D+ FCV,
where V ∈ Cn×m is arbitrary. Substituting this general solution into (1.2) yields
p(X) = A − BC†D − (BC†D)∗ − BFCV − V∗(BFC)∗. (2.36)
Applying (2.2), (2.6) and (2.8) to (2.36) gives
max
CX=D r[p(X)] = maxV∈Cn×m r[A − BC
†D − (BC†D)∗ − BFCV − V∗(BFC)∗]
= min
⎧⎨
⎩m, r
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦
⎫⎬
⎭ , (2.37)
min
CX=D r[p(X)] = minV∈Cn×m r[A − BC
†D − (BC†D)∗ − BFCV − V∗(BFC)∗]
= r
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦− 2r(BFC), (2.38)
max
CX=D i±[p(X)] = maxV∈Cn×m i±[A − BC
†D − (BC†D)∗ − BFCV − V∗(BFC)∗]
= i±
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦ , (2.39)
min
CX=D i±[p(X)] = minV∈Cn×m i±[A − BC
†D − (BC†D)∗ − BFCV − V∗(BFC)∗]
= i±
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦− r(BFC). (2.40)
Applying (1.14) to the block matrix in (2.37)–(2.40), and simplifying by CC†D = D and EBCMOs, we
obtain
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i±
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦ = i±
⎡
⎢⎢⎢⎣
A − BC†D − (BC†D)∗ B 0
B∗ 0 C∗
0 C 0
⎤
⎥⎥⎥⎦− r(C)
= i±
⎡
⎢⎢⎢⎣
A B D∗
B∗ 0 C∗
D C 0
⎤
⎥⎥⎥⎦− r(C) = i±(M) − r(C), (2.41)
r
⎡
⎣ A − BC†D − (BC†D)∗ BFC
(BFC)
∗ 0
⎤
⎦ = r(M) − 2r(C), r(BFC) = r
⎡
⎣ B
C
⎤
⎦− r(C) = r(N) − r(C).
(2.42)
Substituting (2.41) and (2.42) into (2.37)–(2.40) yields (2.34) and (2.35). Results (a)–(j) follow from
applying Lemma 1.1 to (2.34) and (2.35). 
3. Extremal ranks and inertias of some general LMFs
In this section, we derive closed-form formulas for the extremal ranks and inertias of the following
two LMFs
f (X1, X2) = A − BX1 − (BX1)∗ − CX2C∗,
g(X1, X2, X3) = A − BX1 − (BX1)∗ − CX2C∗ − DX3D∗, (3.1)
where A ∈ CmH , B ∈ Cm×n, C ∈ Cm×n2 andD ∈ Cm×n3 are given.Hermitian solutions of somematrix
equations can be written in the forms of (3.1); see, e.g., (5.5) below.
Lemma 3.1 [52]. Let A ∈ CmH and B ∈ Cm×n be given. Then,
max
X∈CnH
r( A − BXB∗ ) = r[A, B], min
X∈CnH
r( A − BXB∗ ) = 2r[A, B] − r
⎡
⎣ A B
B∗ 0
⎤
⎦ , (3.2)
max
X∈CnH
i±( A − BXB∗ ) = i±
⎡
⎣ A B
B∗ 0
⎤
⎦ , min
X∈CnH
i±( A − BXB∗ ) = r[A, B] − i∓
⎡
⎣ A B
B∗ 0
⎤
⎦ . (3.3)
Lemma 3.2 [41,52]. Let f (X) = A − B1X1B∗1 − B2X2B∗2, where A ∈ CmH and Bj ∈ Cm×nj are given,
j = 1, 2, and denote B = [B1, B2]. Then,
max
Xj∈CnjH ,j=1,2
r[f (X)] = r[A, B], (3.4)
min
Xj∈CnjH ,j=1,2
r[f (X)] = 2r[A, B] + r
⎡
⎣ A B1
B∗2 0
⎤
⎦− r
⎡
⎣ A B
B∗1 0
⎤
⎦− r
⎡
⎣ A B
B∗2 0
⎤
⎦ , (3.5)
max
Xj∈CnjH ,j=1,2
i±[f (X)] = i±
⎡
⎣ A B
B∗ 0
⎤
⎦ , (3.6)
min
Xj∈CnjH ,j=1,2
i±[f (X)] = r[A, B] − i∓
⎡
⎣ A B
B∗ 0
⎤
⎦ . (3.7)
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Combining Theorem 2.2 with Lemma 3.1, we obtain the following result.
Theorem 3.3. Let f (X1, X2) be as given in (3.1), and denote
M =
⎡
⎢⎢⎢⎣
A B C
B∗ 0 0
C∗ 0 0
⎤
⎥⎥⎥⎦ , N =
⎡
⎣ A B C
B∗ 0 0
⎤
⎦ , P =
⎡
⎣ A C
C∗ 0
⎤
⎦ . (3.8)
Then,
max
X1∈Cn×m, X2∈Cn2H
r[f (X1, X2)] = min{m, r(N) }, (3.9)
min
X1∈Cn×m, X2∈Cn2H
r[f (X1, X2)] = 2r(N) − r(M) − 2r(B), (3.10)
max
X1∈Cn×m, X2∈Cn2H
i±[f (X1, X2)] = i±(M), (3.11)
min
X1∈Cn×m, X2∈Cn2H
i±[f (X1, X2)] = r(N) − i∓(M) − r(B). (3.12)
Hence,
(a) There exist X1 ∈ Cn×m and X2 ∈ Cn2H such that f (X1, X2) is nonsingular if and only if r(N)  m.
(b) f (X1, X2) is nonsingular for all X1 ∈ Cn×m and X2 ∈ Cn2H if and only if r(A) = m and r(M) =
2r(N) − 2r(B) − m.
(c) There exist X1 ∈ Cn×m andX2 ∈ Cn2H such that f (X1, X2) = 0 if and only if r(M) = 2r(N)−2r(B).
(d) The rank of f (X1, X2) is invariant for all X1 ∈ Cn×m and X2 ∈ Cn2H if and only if r(M) = 2r(N) −
2r(B) − m, or B = 0 and r(P) = r[A, C].
(e) There exist X1 ∈ Cn×m and X2 ∈ Cn2H such that f (X1, X2) > 0 ( f (X1, X2) < 0 ) if and only if
i+(M) = m ( i−(M) = m ).
(f) f (X1, X2) > 0 (f (X1, X2) < 0) for all X ∈ Cn×m and Y ∈ Cn2H if and only if A > 0 (A < 0) and[B, C] = 0.
(g) There exist X1 ∈ Cn×m and X2 ∈ Cn2H such that f (X1, X2)  0 (f (X1, X2)  0) if and only if
i+(M) = r(N) − r(B) ( i−(M) = r(N) − r(B) ).
(h) f (X1, X2)  0 (f (X1, X2)  0) for all X1 ∈ Cn×m and X2 ∈ Cn2H if and only if A  0 (A  0) and[B, C] = 0.
(i) i+[f (X1, X2)] is invariant for all X1 ∈ Cn×m and X2 ∈ Cn2H ⇔ i−[f (X1, X2)] is invariant for all
X1 ∈ Cn×m and X2 ∈ Cn2H ⇔ B = 0 and r(P) = r[A, C].
Proof. Applying (2.2)–(2.6) and (2.8) to the variable matrix X1 of f (X1, X2) in (3.1), we first obtain
max
X1∈Cn×m
r[f (X1, X2)] = min
⎧⎨
⎩m, r
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦
⎫⎬
⎭ , (3.13)
min
X1∈Cn×m
r[f (X1, X2)] = r
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦− 2r(B), (3.14)
max
X1∈Cn×m
i±[f (X1, X2)] = i±
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ , (3.15)
min
X1∈Cn×m
i±[f (X1, X2)] = i±
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦− r(B). (3.16)
2122 Y. Tian / Linear Algebra and its Applications 434 (2011) 2109–2139
Note that⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ =
⎡
⎣ A B
B∗ 0
⎤
⎦−
⎡
⎣ C
0
⎤
⎦ X2[C∗, 0].
Applying (3.2) and (3.3) to this expression, we obtain
max
X2∈Cn2H
r
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ = r(N), min
X2∈Cn2H
r
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ = 2r(N) − r(M), (3.17)
max
X2∈Cn2H
i±
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ = i±(M), min
X2∈Cn2H
i±
⎡
⎣ A − CX2C∗ B
B∗ 0
⎤
⎦ = r(N) − i∓(M). (3.18)
Finally, substituting (3.17) and (3.18) into (3.13)–(3.16) gives (3.9)–(3.12). Results (a)–(i) follow from
applying Lemma 1.1 to (3.9)–(3.12). 
Corollary 3.4. Let f (X1, X2) be as given in (3.1) with A  0. Then,
max
X1∈Cn×m, X2∈Cn2H
r[f (X1, X2)] = min{m, r[A, B, C] + r(B) }, (3.19)
min
X1∈Cn×m, X2∈Cn2H
r[f (X1, X2)] = r[A, B, C] − r[B, C], (3.20)
max
X1∈Cn×m, X2∈Cn2H
i+[f (X1, X2)] = r[A, B, C], (3.21)
max
X1∈Cn×m, X2∈Cn2H
i−[f (X1, X2)] = r[B, C], (3.22)
min
X1∈Cn×m, X2∈Cn2H
i+[f (X1, X2)] = r[A, B, C] − r[B, C], (3.23)
min
X1∈Cn×m, X2∈Cn2H
i−[f (X1, X2)] = 0. (3.24)
Proof. Under A  0, the following equalities
r(M) = r[A, B, C] + r[B, C], r(M) = r[A, B, C] + r(B),
i+(M) = r[A, B, C], i−(M) = r[B, C]
follow from (1.8) and Lemma 1.6(a). Thus, (3.9)–(3.12) reduce to (3.19)–(3.24). 
Similarly, combining Theorem 2.2with Lemma 3.2 yields the following result. The proof is omitted.
Theorem 3.5. Let g(X1, X2, X3) be as given in (3.1), and denote
M =
⎡
⎢⎢⎢⎢⎢⎢⎣
A B C D
B∗ 0 0 0
C∗ 0 0 0
D∗ 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
, N =
⎡
⎣ A B C D
B∗ 0 0 0
⎤
⎦ .
Then,
max
X1∈Cn×m, Xj∈CnjH ,j=2,3
r[g(X1, X2, X3)] = min{m, r(N) }, (3.25)
min
X1∈Cn×m, Xj∈CnjH ,j=2,3
r[g(X1, X2, X3)] = 2r(N) − r(M) − 2r(B), (3.26)
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max
X1∈Cn×m, Xj∈CnjH ,j=2,3
i±[g(X1, X2, X3)] = i±(M), (3.27)
min
X1∈Cn×m, Xj∈CnjH ,j=2,3
i±[g(X1, X2, X3)] = r(N) − i∓(M) − r(B). (3.28)
Eqs. (3.25)–(3.28) can simplify further if the given matrices in them satisfy some restrictions. For
instance, if R(B) ⊆ R[C, D], then
max
X1∈Cn×m, Xj∈CnjH ,j=2,3
i±[g(X1, X2, X3)] = i±
⎡
⎣ A N
N∗ 0
⎤
⎦ , (3.29)
min
X1∈Cn×m, Xj∈CnjH ,j=2,3
i±[g(X1, X2, X3)] = r
⎡
⎣ A N
B∗ 0
⎤
⎦− r(B) − i∓
⎡
⎣ A N
N∗ 0
⎤
⎦ , (3.30)
where N = [C, D]. We shall use (3.29) and (3.30) in Section 5 to characterize the existence of non-
negative definite solution of the matrix equation AXB = C.
4. Extremal ranks and inertias of Hermitian parts of solutions of some matrix equations
Denote the Hermitian part of a complex square matrix A by H(A) = (A + A∗)/2. Then, A is said to
be Re-positive definite (Re-nonnegative definite) if H(A) > 0 (H(A)  0), and Re-negative definite
(Re-nonpositive) if H(A) < 0 (H(A)  0). In this section, we derive formulas for the extremal ranks
and inertias of the Hermitian parts of solutions of the two equations in (1.15) and (1.17), and give some
direct consequences of these formulas.
Theorem 4.1. Let A, B ∈ Cm×n, and assume that there exists an X ∈ Cn×n such that AX = B. Then,
(a) The maximal rank of X + X∗ is
max
AX=B r( X + X
∗ ) = min{ n, 2n + r( AB∗ + BA∗ ) − 2r(A)}. (4.1)
(b) The minimal rank of X + X∗ is
min
AX=B r( X + X
∗ ) = r( AB∗ + BA∗ ). (4.2)
A matrix X ∈ Cn×n satisfying (4.2) is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ + FAUFA, (4.3)
where U = −U∗ ∈ Cn×n is arbitrary.
(c) The maximal partial inertia of X + X∗ is
max
AX=B i±( X + X
∗ ) = n + i±( AB∗ + BA∗ ) − r(A). (4.4)
Two matrices X ∈ Cn×n satisfying the two formulas in (4.4) are given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ ± FA + FAUFA, (4.5)
respectively, where U = −U∗ ∈ Cn×n is arbitrary.
(d) The minimal partial inertia of X + X∗ is
min
AX=B i±( X + X
∗ ) = i±( AB∗ + BA∗ ). (4.6)
A matrix X ∈ Cn×n satisfying the two formulas in (4.6) is given by (4.3).
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In particular,
(e) AX = B has a solution such that X + X∗ is nonsingular if and only if r( AB∗ + BA∗ )  2r(A) − n.
(f) X + X∗ is nonsingular for all solutions of AX = B if and only if r( AB∗ + BA∗ ) = n.
(g) AX = B has a solution satisfying X + X∗ = 0, i.e., AX = B has a skew-Hermitian solution, if and
only if AB∗ + BA∗ = 0. Such a solution is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ + FAUFA, (4.7)
where U = −U∗ ∈ Cn×n is arbitrary.
(h) All solutions of AX = B satisfy X + X∗ = 0 if and only if r( AB∗ + BA∗ ) = 2r(A) − 2n.
(i) The rank of X + X∗ is invariant subject to AX = B if and only if r( AB∗ + BA∗ ) = n or r(A) = n.
(j) AX = B has a solution such that X + X∗ > 0, i.e., AX = B has a Re-positive definite solution, if
and only if i+( AB∗ + BA∗ ) = r(A). Such a solution is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ + FA + FAUFA, (4.8)
where U = −U∗ ∈ Cn×n is arbitrary.
(k) AX = B has a solution X ∈ Cn×n such that X + X∗ < 0, i.e., AX = B has a Re-negative definite
solution, if and only if i−( AB∗ + BA∗ ) = r(A). Such a solution is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ − FA + FAUFA, (4.9)
where U = −U∗ ∈ Cn×n is arbitrary.
(l) All solutions of AX = B satisfy X+X∗ > 0 (<0) if and only if i+( AB∗+BA∗ ) = n (i−( AB∗ + BA∗ )= n) .
(m) AX = B has a solution such that X + X∗  0, i.e., AX = B has a Re-nonnegative definite solution,
if and only if AB∗ + BA∗  0. Such a solution is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ + FA(U + W)FA, (4.10)
where U = −U∗ ∈ Cn×n and 0  W ∈ Cn×n are arbitrary.
(n) AX = B has a solution X such that X + X∗  0, i.e., AX = B has a Re-nonpositive definite solution,
if and only if AB∗ + BA∗  0. Such a solution is given by
X = A†B − (A†B)∗ + A†AB∗(A†)∗ + FA(U − W)FA, (4.11)
where U = −U∗ ∈ Cn×n and 0  W ∈ Cn×n are arbitrary.
(o) All solutions of AX = B satisfy X + X∗  0 (0) if and only if AB∗ + BA∗  0 and r(A) = n
(AB∗ + BA∗  0 and r(A) = n) .
(p) i+( X + X∗ ) is invariant subject to AX = B ⇔ i−( X + X∗ ) is invariant subject to AX = B ⇔
r(A) = n.
Proof. In fact, setting A = 0 and B = In, and replacing C and D with A and B in (2.34) and (2.35), we
obtain (4.1), (4.2), (4.4) and (4.6). It is easy to verify that (4.3) satisfies AX = B. Substituting (4.3) into
X + X∗ gives
X + X∗ = A†B − (A†B)∗ + (A†B)∗ − A†B + A†AB∗(A†)∗ + A†BA†A + FAUFA − FAUFA
= A†( AB∗ + BA∗)(A†)∗. (4.12)
Also, note that
A( X + X∗ )A∗ = AA†( AB∗ + BA∗)(A†)∗A∗ = AB∗ + BA∗. (4.13)
Both (4.12) and (4.13) imply that r( X + X∗ ) = r( AB∗ + BA∗ ), that is, (4.3) satisfies (4.2). It is easy to
verify that (4.5) satisfies AX = B. Substituting (4.5) into X + X∗ gives
X + X∗ = A†( AB∗ + BA∗)(A†)∗ ± 2FA. (4.14)
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Also, note that R(A†) ∩ R(FA) = {0}. Applying Lemma 1.5 to (4.14), we obtain
i±( X + X∗ ) = i±( AB∗ + BA∗ ) + i±(±FA) = n + i±( AB∗ + BA∗ ) − r(A),
that is, (4.5) satisfies (4.4). It is easy to verify that (4.3) satisfies AX = B and (4.6). Results (e)–(p) follow
from applying Lemma 1.1 to (a)–(d). 
Re-nonnegative definite solutions of thematrix equation AX = Bwere considered in [11,25,60,61].
Theorem 4.1(g) was partially given in these papers. In addition to Re-nonnegative definite solutions,
we are also able to derive from (2.34) and (2.35) the solutions of AX = B that satisfy X + X∗ > P
(< P,  P,  P).
Theorem 4.2. Let A ∈ Cm×n, B ∈ Cn×p, C ∈ Cm×p and P ∈ CnH, and assume that there exists an
X ∈ Cn×n such that AXB = C. Also denote
M =
⎡
⎢⎢⎢⎣
APA∗ C A
C∗ 0 B∗
A∗ B 0
⎤
⎥⎥⎥⎦ , N = [A∗, B].
Then,
max
AXB=C r( X + X
∗ − P ) = min {n, 2n + r(M) − 2r(A) − 2r(B)} , (4.15)
min
AXB=C r( X + X
∗ − P ) = r(M) − 2r(N), (4.16)
max
AXB=C i±( X + X
∗ − P ) = n + i∓(M) − r(A) − r(B), (4.17)
min
AXB=C i±( X + X
∗ − P ) = i∓(M) − r(N). (4.18)
Hence,
(a) AXB = C has a solution such that X+X∗−P is nonsingular if and only if r(M)  2r(A)+2r(B)−n.
(b) X + X∗ − P is nonsingular for all solutions of AXB = C if and only if r(M) = 2r(N) + n.
(c) AXB = C has a solution X ∈ Cn×n satisfying X + X∗ = P if and only if r(M) = 2r(N).
(d) All solutions of AXB = C satisfy X + X∗ = P if and only if r(M) = 2r(A) + 2r(B) − 2n.
(e) The rank of X + X∗ − P subject to AXB = C is invariant if and only if r(M) = 2r(N) + n or
r(A) = r(B) = n.
(f) AXB = C has a solution satisfying X + X∗ > P (X + X∗ < P) if and only if i−(M) = r(A) + r(B)
(i+(M) = r(A) + r(B)) .
(g) All solutions of AXB = C satisfy X + X∗ > P (X + X∗ < P) if and only if i−(M) = r(N) + n
(i+(M) = r(N) + n) .
(h) AXB = C has a solution X ∈ Cn×n satisfying X+X∗  P (X+X∗  P) if and only if i+(M) = r(N)
(i−(M) = r(N)) .
(i) All solutions of AXB = C satisfy X + X∗  P (X + X∗  P) if and only if i+(M) = r(A)+ r(B)− n
(i−(M) = r(A) + r(B) − n) .
Proof. Note from Lemma 1.7(b) that if AXB = C is consistent, the general expression X + X∗ − P can
be written as
X + X∗ − P = A†CB† + (A†CB†)∗ − P + [FA, EB]V + V∗[FA, EB]∗ = G + HV + V∗H∗, (4.19)
where G = A†CB† + (A†CB†)∗ −P,H = [FA, EB], and V =
⎡
⎣ V1
V∗2
⎤
⎦ ∈ C2n×n is arbitrary. Applying (2.2),
(2.6) and (2.8) to (4.19) gives
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max
AXB=C r( X + X
∗ − P ) = max
V
r
(
G + HV + V∗H∗) = min{ n, r(J) }, (4.20)
min
AXB=C r( X + X
∗ − P ) = min
V
r
(
G + HV + V∗H∗) = r(J) − 2r(H), (4.21)
max
AXB=C i±( X + X
∗ − P ) = max
V
i±
(
G + HV + V∗H∗) = i±(J), (4.22)
min
AXB=C i±( X + X
∗ − P ) = min
V
i±
(
G + HV + V∗H∗) = i±(J) − r(H), (4.23)
where J =
⎡
⎣ G H
H∗ 0
⎤
⎦ . Applying (1.14) to the matrix J, and simplifying by (1.11), (1.12), AA†CB†B =
AA†C = CB†B = C and EBCMOs, we obtain
i±(J) = i±
⎡
⎢⎢⎢⎣
G FA EB
FA 0 0
EB 0 0
⎤
⎥⎥⎥⎦ = i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A†CB† + (A†CB†)∗ − P In In 0 0
In 0 0 A
∗ 0
In 0 0 0 B
0 A 0 0 0
0 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In In − 12 (CB†)∗ + 14PA∗ − 12A†C + 14PB
In 0 0 A
∗ 0
In 0 0 0 B
− 1
2
CB† + 1
4
AP A 0 0 0
− 1
2
(A†C)∗ + 1
4
B∗P 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In 0 0 0
In 0 0 0 0
0 0 0 −A∗ B
0 0 −A 1
2
CB†A∗ + 1
2
A(B†)∗C∗ − 1
2
APA∗ 1
2
C − 1
4
APB
0 0 B∗ 1
2
C∗ − 1
4
B∗PA∗ 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= n + i±
⎡
⎢⎢⎢⎣
0 −A∗ B
−A −APA∗ C
B∗ C∗ 0
⎤
⎥⎥⎥⎦− r(A) − r(B) = n + i∓
⎡
⎢⎢⎢⎣
APA∗ C A
C∗ 0 B∗
A∗ B 0
⎤
⎥⎥⎥⎦− r(A) − r(B)
= n + i∓(M) − r(A) − r(B). (4.24)
Adding the two equalities in (4.24) gives
r(J) = 2n + r(M) − 2r(A) − 2r(B). (4.25)
Applying (1.6) to [FA, EB] and simplifying by EBMOs, we obtain
r[FA, EB] = r
⎡
⎢⎢⎢⎣
In In
A 0
0 B∗
⎤
⎥⎥⎥⎦− r(A) − r(B) = r
⎡
⎢⎢⎢⎣
In 0
0 −A
0 B∗
⎤
⎥⎥⎥⎦− r(A) − r(B)
= n + r[A∗, B] − r(A) − r(B). (4.26)
Substituting (4.24), (4.25) and (4.26) into (4.20)–(4.23) yields (4.15)–(4.18). Results (a)–(i) follow from
applying Lemma 1.1 to (4.15)–(4.18). 
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Corollary 4.3. Let A ∈ Cm×n, B ∈ Cn×p and C ∈ Cm×p, and assume that there exists an X ∈ Cn×n
such that AXB = C. Also denote
M =
⎡
⎢⎢⎣
0 C A
C∗ 0 B∗
A∗ B 0
⎤
⎥⎥⎦ , N = [A∗, B].
Then,
max
AXB=C r(X + X
∗) = min {n, 2n + r(M) − 2r(A) − 2r(B)} , (4.27)
min
AXB=C r(X + X
∗) = r(M) − 2r(N), (4.28)
max
AXB=C i±(X + X
∗) = n + i∓(M) − r(A) − r(B), (4.29)
min
AXB=C i±(X + X
∗) = i∓(M) − r(N). (4.30)
Hence,
(a) AXB = C has a solution such that X + X∗ is nonsingular if and only if r(M)  2r(A) + 2r(B) − n.
(b) X + X∗ is nonsingular for all solutions of AXB = C if and only if r(M) = 2r(N) + n.
(c) AXB = C has a solution X ∈ Cn×n satisfying X + X∗ = 0, i.e., AXB = C has a skew-Hermitian
solution, if and only if r(M) = 2r(N).
(d) All solutions of AXB = C are skew-Hermitian if and only if r(M) = 2r(A) + 2r(B) − 2n.
(e) The rank of X + X∗ subject to AXB = C is invariant if and only if r(M) = 2r(N) + n or r(A) =
r(B) = n.
(f) AXB = C has a solution satisfying X + X∗ > 0 (X + X∗ < 0), i.e., AXB = C has a Re-
positive definite solution (a Re-negative definite solution), if and only if i−(M) = r(A) + r(B)
(i+(M) = r(A) + r(B)) .
(g) All solutions of AXB = C satisfy X + X∗ > 0 (X + X∗ < 0) if and only if i−(M) = r(N) + n
(i+(M) = r(N) + n) .
(h) AXB = C has a solution X ∈ Cn×n satisfying X + X∗  0 (X + X∗  0), i.e., AXB = C has a
Re-nonnegative definite solution (a Re-nonpositive definite solution), if and only if i+(M) = r(N)
(i−(M) = r(N)) .
(i) All solutions of AXB = C satisfy X + X∗  0 (X + X∗  0) if and only if i+(M) = r(A)+ r(B)− n
(i−(M) = r(A) + r(B) − n) .
(j) i+( X + X∗ ) is invariant subject to AXB = C ⇔ i−( X + X∗ ) is invariant subject to AXB = C ⇔
r(A) = r(B) = n.
The existence of a Re-definite solution of the matrix equation AXB = C was considered, e.g., in
[11,58,60–62], and some identifying conditions were derived through matrix decompositions and
generalized inverses of matrices.
Recalling that the generalized inverse A− of amatrix A is a solution of thematrix equation AXA = A,
we apply Corollary 4.3 to AXA = A to produce the following result.
Corollary 4.4. Let A ∈ Cm×m. Then,
min
A−
r[A− + (A−)∗] = r( A + A∗ ) + 2r(A) − 2r[A∗, A], (4.31)
min
A−
i±[A− + (A−)∗] = i±( A + A∗ ) + r(A) − r[A∗, A]. (4.32)
Hence,
(a) There exists an A− such that A− + (A−)∗ = 0 if and only if r( A + A∗ ) + 2r(A) = 2r[A∗, A].
(b) There exists an A− such that A− + (A−)∗  0 if and only if i−( A + A∗ ) + r(A) = r[A∗, A].
(c) There exists an A− such that A− + (A−)∗  0 if and only if i+( A + A∗ ) + r(A) = r[A∗, A].
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5. Extremal ranks and inertias of Hermitian solutions of some matrix equations
Hermitian solutions and definite solutions of matrix equations have been an attractive subject in
matrix theory and applications. In particular, Hermitian solutions and definite solutions of the two
matrix equations AX = B and AXB = C were widely considered in the literature, and various results
on these solutions were derived; see, e.g., [31,36]. In this section, we first establish a formula for the
minimal rank of the difference X −X∗ of a solution of AXB = C, and then use the formula to character-
ize the existence of Hermitian solution of AXB = C. Under the condition that AXB = C has a Hermitian
solution, we also derive formulas for the extremal ranks and inertias of X − P, where P is a given
Hermitian matrix, and use the formulas to characterize the existence of definite solutions of AXB = C.
Theorem 5.1. Let A ∈ Cm×n, B ∈ Cn×p and C ∈ Cm×p, and assume that there exists an X ∈ Cn×n
such that AXB = C. Then,
min
AXB=C r( X − X
∗ ) = r
⎡
⎢⎢⎢⎣
C 0 A
0 −C∗ B∗
B A∗ 0
⎤
⎥⎥⎥⎦− 2r[A∗, B]. (5.1)
Hence, the following statements are equivalent:
(a) There exists an X ∈ CnH such that AXB = C.
(b) There exists a Y ∈ Cn×n such that
AYB = C and B∗YA∗ = C∗. (5.2)
(c) A, B and C satisfy
r
⎡
⎢⎢⎢⎣
C 0 A
0 −C∗ B∗
B A∗ 0
⎤
⎥⎥⎥⎦ = 2r[A∗, B]. (5.3)
In this case, the general Hermitian solution of AXB = C can be written as
X = 1
2
(Y + Y∗), (5.4)
where Y is the common solution of (5.2), or equivalently,
X = 1
2
(Y0 + Y∗0 ) + EGU1 + (EGU1)∗ + FAU2FA + EBU3EB, (5.5)
where Y0 is a special common solution of (5.2), G = [A∗, B], and the three matrices U1 ∈ Cn×n,
U2, U3 ∈ CnH are arbitrary.
Proof. Note from (1.18) that the general expression of the difference X − X∗ for solution of AXB = C
can be written as
X − X∗ = A†CB† − (A†CB†)∗ + FAV1 + V2EB − (FAV1)∗ − (V2EB)∗
= H + [FA, EB]V − V∗[FA, EB]∗, (5.6)
where H = A†CB† − (A†CB†)∗, and V =
⎡
⎣ V1
−V∗2
⎤
⎦ is arbitrary. It was shown in [57] that if A = −A∗,
then
min
X∈Cn×m
r( A + BX − X∗B∗ ) = r
⎡
⎣ A B
B∗ 0
⎤
⎦− 2r(B).
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Applying this formula to (5.6) and simplifying by (1.14), (4.26), AA†C = CB†B = C and EMBOs, we
obtain
min
AXB=C r( X − X
∗ )
= min
V
r
(
H + [FA, EB]V − V∗[FA, EB]∗) = r
⎡
⎢⎢⎢⎣
H FA EB
FA 0 0
EB 0 0
⎤
⎥⎥⎥⎦− 2r[FA, EB]
= r
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A†CB† − (A†CB†)∗ In In 0 0
In 0 0 A
∗ 0
In 0 0 0 B
0 A 0 0 0
0 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− 2n − 2r[A∗, B]
= r
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In 0 0 0
In 0 0 A
∗ 0
In 0 0 0 B
−CB† 0 −A 0 0
(A†C)∗ 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− 2n − 2r[A∗, B]
= r
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In 0 0 0
In 0 0 0 0
0 0 0 −A∗ B
0 0 −A 0 C
0 0 B∗ −C∗ 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− 2n − 2r[A∗, B] = r
⎡
⎢⎢⎢⎣
C 0 A
0 −C∗ B∗
B A∗ 0
⎤
⎥⎥⎥⎦− 2r[A∗, B],
establishing (5.1). Equating the right-hand side of (5.1) to zero leads to the equivalence of (a) and (c).
Also, note that if AXB = C has a Hermitian solution X0, then it satisfies B∗X0A∗ = C∗, that is to say, the
pair of equations in (5.2) have a common solution X0. Conversely, if the pair of equations in (5.2) have a
common solution, then thematrix X in (5.4) is Hermitian and it also satisfies AXB = 1
2
(AYB+AY∗B) =
1
2
(C + C) = C. Thus, (5.4) is a Hermitian solution of AXB = C. This fact shows that (a) and (b) are
equivalent. Also, note that any Hermitian solution X0 to AXB = C is a common solution of (5.2), and
can be written as X0 = 12 (X0 + X∗0 ). Thus, the general solution of AXB = C can really be rewritten as
(5.4). The equivalence of (b) and (c) follows from Lemma 1.8(a). Solving (5.2) by Lemma 1.8(b) gives
the following general common solution
Y = Y0 + EGV1 + V2EG + FAV3FA + EBV4EB,
where Y0 is a special solution of the pair, and V1, . . . , V4 ∈ Cn×n are arbitrary. Substituting this
solution into (5.4) yields
X = 1
2
(Y + Y∗)
= 1
2
(Y0 + Y∗0 ) +
1
2
EG(V1 + V∗2 ) +
1
2
(V∗1 + V2)EG +
1
2
FA(V3 + V∗3 )FA +
1
2
EB(V4 + V∗4 )EB
= 1
2
(Y0 + Y∗0 ) + EGU1 + (EGU1)∗ + FAU2FA + EBU3EB,
where U1 ∈ Cn×n and U2, U3 ∈ CnH are arbitrary, establishing (5.5). 
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Theorem 5.2. Let A ∈ Cm×n, B ∈ Cn×p, C ∈ Cm×p and P ∈ CnH, and assume that there exists an
X ∈ CnH such that AXB = C. Also denote
M1 =
⎡
⎢⎢⎢⎣
APA∗ C A
C∗ B∗PB B∗
A∗ B 0
⎤
⎥⎥⎥⎦ , M2 =
⎡
⎢⎢⎢⎣
0 C A
C∗ 0 B∗
A∗ B 0
⎤
⎥⎥⎥⎦ ,
N1 =
⎡
⎣ APA∗ C A
C∗ B∗PB B∗
⎤
⎦ , N2 =
⎡
⎣ 0 C A
C∗ 0 B∗
⎤
⎦ .
Then,
max
AXB=C, X∈CnH
i±( X − P ) = i∓(M1) + n − r(A) − r(B), (5.7)
min
AXB=C, X∈CnH
i±( X − P ) = r(N1) − i±(M1), (5.8)
max
AXB=C, X∈CnH
i±(X) = i∓(M2) + n − r(A) − r(B), (5.9)
min
AXB=C, X∈CnH
i±(X) = r(N2) − i±(M2). (5.10)
Hence,
(a) AXB = C has a solution X > P (X < P) if and only if i−(M1) = r(A) + r(B) ( i+(M1) =
r(A) + r(B) ).
(b) AXB = C has a solution X  P (X  P) if and only if i−(M1) = r(N1) ( i+(M1) = r(N1) ).
(c) AXB = C has a solution X > 0 (X < 0) if and only if i−(M2) = r(A) + r(B) ( i+(M2) =
r(A) + r(B) ).
(d) All Hermitian solutions of AXB = C satisfy X > 0 (X < 0) if and only if i+(M2) = r(N2) − n
( i−(M2) = r(N2) − n ).
(e) AXB = C has a solution X  0 (X  0) if and only if i−(M2) = r(N2) ( i+(M2) = r(N2) ).
(f) All Hermitian solutions of AXB = C satisfy X  0 (X  0) if and only if i+(M2) = r(A)+ r(B)− n
( i−(M2) = r(A) + r(B) − n).
Proof. From (5.5), the difference X − P can be expressed as
X − P = X0 − P + EGU1 + (EGU1)∗ + FAU2FA + EBU3EB, (5.11)
where X0 is a special Hermitian solution of AXB = C. We next show that the set inclusion R(FG) ⊆
R[FA, EB] holds, where G = [A∗, B]. Applying (1.6) to [EG, FA, EB] and simplifying by EBMOs, we
obtain
r[EG, FA, EB] = r
⎡
⎢⎢⎢⎢⎢⎢⎣
In In In
G∗ 0 0
0 A 0
0 0 B
⎤
⎥⎥⎥⎥⎥⎥⎦
− r(G) − r(A) − r(B) = r
⎡
⎢⎢⎢⎢⎢⎢⎣
In 0 0
0 −G∗ −G∗
0 A 0
0 0 B∗
⎤
⎥⎥⎥⎥⎥⎥⎦
− r(G) − r(A) − r(B)
= r
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 A
0 B∗ 0
0 A 0
0 0 B∗
⎤
⎥⎥⎥⎥⎥⎥⎦
+ n − r(G) − r(A) − r(B) = n + r(G) − r(A) − r(B).
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Combining this equality with (4.26) leads to r[FG, FA, EB] = r[FA, EB], i.e.,R(FG) ⊆ R[FA, EB]. In this
case, applying (3.29) and (3.30) to (5.11) gives
max
AXB=C, X∈CnH
i±( X − P ) = max
U1∈Cn×n,U2,U3∈CnH
i±
[
X0 − P + EGU1 + (EGU1)∗ + FAU2FA + EBU3EB ]
= i±
⎡
⎢⎢⎢⎣
X0 − P FA EB
FA 0 0
EB 0 0
⎤
⎥⎥⎥⎦ , (5.12)
min
AXB=C,X∈CnH
i±( X − P ) = min
U1∈Cn×n,U2,U3∈CnH
i±
[
X0 − P + EGU1 + (EGU1)∗ + FAU2FA + EBU3EB]
= r
⎡
⎣ X0 − P FA EB
EG 0 0
⎤
⎦− i∓
⎡
⎢⎢⎢⎣
X0 − P FA EB
FA 0 0
EB 0 0
⎤
⎥⎥⎥⎦− r(EG). (5.13)
Applying the first pair of formulas in (1.14) to the 3×3 blockmatrix in (5.12) and (5.13), and simplifying
by (1.11), (1.12), AX0B = C and EBCMOs, we obtain
i±
⎡
⎢⎢⎢⎢⎣
X0 − P FA EB
FA 0 0
EB 0 0
⎤
⎥⎥⎥⎥⎦ = i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X0 − P In In 0 0
In 0 0 A
∗ 0
In 0 0 0 B
0 A 0 0 0
0 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In In − 14X0A∗ + 14PA∗ − 14X0B + 14PB
In 0 0 A
∗ 0
In 0 0 0 B
− 1
4
AX0 + 14AP A 0 0 0
− 1
4
B∗X0 + 14B∗P 0 B∗ 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In 0 0 0
In 0 0 0 0
0 0 0 −A∗ B
0 0 −A 1
2
AX0A
∗ − 1
2
APA∗ 1
4
C − 1
4
APB
0 0 B∗ 1
4
C∗ − 1
4
B∗PA∗ 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎣
0 −A∗ B
−A − 1
2
APA∗ 1
2
C
B∗ 1
2
C∗ − 1
2
B∗PB
⎤
⎥⎥⎥⎥⎦+ n − r(A) − r(B)
= i±
⎡
⎢⎢⎢⎢⎣
0 −A∗ −B
−A −APA∗ −C
−B∗ −C∗ −B∗PB
⎤
⎥⎥⎥⎥⎦+ n − r(A) − r(B)
= i∓(M1) + n − r(A) − r(B). (5.14)
2132 Y. Tian / Linear Algebra and its Applications 434 (2011) 2109–2139
Applying the second equality in (1.14) to the 2×3 blockmatrix in (5.13), and simplifying by AX0B = C
and EBMOs, we obtain
r
⎡
⎣ X0 − P FA EB
EG 0 0
⎤
⎦ = r
⎡
⎢⎢⎢⎢⎢⎢⎣
X0 − P In In 0
In 0 0 G
0 A 0 0
0 0 B∗ 0
⎤
⎥⎥⎥⎥⎥⎥⎦
− r(G) − r(A) − r(B)
= r
⎡
⎢⎢⎢⎢⎢⎢⎣
0 In In PG − X0G
In 0 0 0
0 A 0 0
0 0 B∗ 0
⎤
⎥⎥⎥⎥⎥⎥⎦
− r(G) − r(A) − r(B)
= r
⎡
⎢⎢⎢⎣
In 0 0
0 −A AX0G − APG
0 B∗ 0
⎤
⎥⎥⎥⎦+ n − r(G) − r(A) − r(B)
= r
⎡
⎣−A AX0A∗ − APA∗ C − APB
B∗ 0 0
⎤
⎦+ 2n − r(G) − r(A) − r(B)
= r
⎡
⎣−A −APA∗ C − APB
B∗ C∗ 0
⎤
⎦+ 2n − r(G) − r(A) − r(B)
= r
⎡
⎣ A APA∗ C
B∗ C∗ B∗PB
⎤
⎦+ 2n − r(G) − r(A) − r(B)
= r(N1) + 2n − r(G) − r(A) − r(B). (5.15)
Substituting (5.14) and (5.15) into (5.12) and (5.13) leads to (5.7) and (5.8), respectively. Setting P = 0
in (5.7) and (5.8) yields (5.9) and (5.10), respectively. Results (a)–(f) follow from applying Lemma 1.1
to (5.7)–(5.10). 
A special case of the matrix equation AXB = C is AXA∗ = C = C∗, which was studied by many
authors; see, e.g., [1,24,26,36,40,43]. Applying Theorems 5.1 and 5.2 to the Hermitianmatrix equation
AXA∗ = C leads to the following result.
Corollary 5.3. Let A ∈ Cm×n, C ∈ CmH and P ∈ CnH be given, and assume that AXA∗ = C has aHermitian
solution. Then,
max
AXA∗=C, X∈CnH
i±( X − P ) = n + i±( C − APA∗ ) − r(A), (5.16)
min
AXA∗=C, X∈CnH
i±( X − P ) = i±( C − APA∗ ), (5.17)
max
AXA∗=C, X∈CnH
i±(X) = n + i±(C) − r(A), (5.18)
min
AXA∗=C, X∈CnH
i±(X) = i±(C). (5.19)
Hence,
(a) AXA∗ = C has a solution X > P (X < P) if and only if
i+( C − APA∗ ) = r(A) (i−( C − APA∗ ) = r(A)) .
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(b) AXA∗ = C has a solution X  P (X  P) if and only if C  APA∗ (C  APA∗) .
(c) AXA∗ = C has a solution X > 0 (X < 0) if and only if
C  0 and r(A) = r(C) (C  0 and r(A) = r(C)) .
(d) AXA∗ = C has a solution X  0 (X  0) if and only if C  0 (C  0) .
Now rewrite the matrix equation AXA∗ = C in the following partitioned form
[A1, A2]
⎡
⎣ X1 X2
X∗2 X3
⎤
⎦
⎡
⎣ A∗1
A∗2
⎤
⎦ = C, (5.20)
where A1 ∈ Cm×n1 , A2 ∈ Cm×n2 , X1 ∈ Cn1H , X2 ∈ Cn1×n2 and X3 ∈ Cn2H with n1 + n2 = n.
The extremal ranks of the submatrices X1, X2 and X3 were given in [40]. Note that X1, X2, X3 can be
rewritten as
X1 = P1XP∗1 , X2 = P1XP∗2 , X3 = P2XP∗2 , (5.21)
where P1 = [In1 , 0] and P2 = [ 0, In2 ]. Substituting the general solution in (1.23) into (5.21) yields
X1 = P1X0P∗1 + P1FAV1 + V∗1 FAP∗1 , X3 = P2X0P∗2 + P2FAV2 + V∗2 FAP∗2 , (5.22)
where X0 = A†C(A†)∗, V = [V1, V2]. For convenience, we adopt the following notation for the
collections of the submatrices X1 and X3 in (5.20):
S1 =
⎧⎨
⎩X1 ∈ Cn1H
∣∣∣∣∣∣ [A1, A2]
⎡
⎣ X1 X2
X∗2 X3
⎤
⎦
⎡
⎣ A∗1
A∗2
⎤
⎦ = C, X3 ∈ Cn2H
⎫⎬
⎭ , (5.23)
S3 =
⎧⎨
⎩X3 ∈ Cn2H
∣∣∣∣∣∣ [A1, A2]
⎡
⎣ X1 X2
X∗2 X3
⎤
⎦
⎡
⎣ A∗1
A∗2
⎤
⎦ = C, X1 ∈ Cn1H
⎫⎬
⎭ . (5.24)
Theorem 5.4. Suppose that the matrix equation in (5.20) has a Hermitian solution, and let S1 and S3 be
as given in (5.23) and (5.24), respectively. Also denote
M1 =
⎡
⎣ C A1
A∗1 0
⎤
⎦ , M2 =
⎡
⎣ C A2
A∗2 0
⎤
⎦ .
Then,
max
X1∈S1
i±(X1) = i±(M2) − r(A) + n1, min
X1∈S1
i±(X1) = i±(M2) − r(A2), (5.25)
max
X3∈S3
i±(X3) = i±(M1) − r(A) + n2, min
X3∈S3
i±(X3) = i±(M1) − r(A1). (5.26)
Hence,
(a) Eq. (5.20) has a solution inwhich X1 > 0 (X1 < 0) if and only if i+(M2) = r(A) (i−(M2) = r(A)) .
(b) X1 > 0 (X1 < 0) in all solutions of (5.20) if and only if i+(M2) = n1 + r(A2) (i−(M2) =
n1 + r(A2) ).
(c) Eq. (5.20) has a solution in which X1  0 (X1  0) if and only if i−(M2) = r(A2) ( i+(M2) =
r(A2) ).
(d) X1  0 (X1  0) in all solutions of (5.20) if and only if i−(M2) = r(A)−n1 ( i+(M2) = r(A)−n1 ).
(e) i+(X1) is invariant for all X1 in (5.20)⇔ i−(X1) is invariant for all X1 in (5.20)⇔R(A1)∩R(A2) ={0} and r(A1) = n1.
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Proof. Applying (2.6) and (2.8) to the first formula in (5.22) gives
max
X1∈S1
i±(X1) = max
V1
i±( P1X0P∗1 + P1FAV1 + V∗1 FAP∗1 ) = i±
⎡
⎣ P1X0P∗1 P1FA
FAP
∗
1 0
⎤
⎦ , (5.27)
min
X1∈S1
i±(X1) = min
V1
i±( P1X0P∗1 + P1FAV1 + V∗1 FAP∗1 ) = i±
⎡
⎣ P1X0P∗1 P1FA
FAP
∗
1 0
⎤
⎦− r(P1FA). (5.28)
Applying (1.7) and (1.14) to the 2 × 2 block matrix and P1FA in (5.27) and (5.28), and simplifying by
AX0A
∗ = C and EBCMOs, we obtain
i±
⎡
⎣ P1X0P∗1 P1FA
FAP
∗
1 0
⎤
⎦ = i±
⎡
⎢⎢⎢⎣
P1X0P
∗
1 0 P1
0 0 A
P∗1 A∗ 0
⎤
⎥⎥⎥⎦− r(A) = i±
⎡
⎢⎢⎢⎣
0 − 1
2
P1X0A
∗ P1
− 1
2
AX0P
∗
1 0 A
P∗1 A∗ 0
⎤
⎥⎥⎥⎦− r(A)
= i±
⎡
⎢⎢⎢⎣
0 0 P1
0 C A
P∗1 A∗ 0
⎤
⎥⎥⎥⎦− r(A) = i±
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 In1 0
0 C A1 A2
In1 A
∗
1 0 0
0 A∗2 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
− r(A)
= i±
⎡
⎣ C A2
A∗2 0
⎤
⎦+ n1 − r(A) = i±(M2) + n1 − r(A), (5.29)
r(P1FA) = r
⎡
⎣ P1
A
⎤
⎦− r(A) = n1 + r(A2) − r(A). (5.30)
Substituting (5.29) and (5.30) into (5.27) and (5.28) produces the desired formulas in (5.25). Eq. (5.26)
can be shown similarly. Results (a)–(e) follow from applying Lemma 1.1 to (5.25). 
6. Relations between solutions of two Hermitian matrix equations
Consider a pair of Hermitian matrix equations
A1X1A
∗
1 = C1 and A2X2A∗2 = C2, (6.1)
where Aj ∈ Cmj×n and Cj ∈ CmjH are given, j = 1, 2. Applying Theorem 2.4 to (6.1), we obtain the
following result.
Theorem 6.1. Assume that there exist two Hermitian matrices X1 and X2 such that (6.1) holds, and let
Sj =
{
Xj ∈ CnH | AjXjA∗j = Cj
}
, j = 1, 2. (6.2)
Also denote
M =
⎡
⎢⎢⎢⎣
C1 0 A1
0 −C2 A2
A∗1 A∗2 0
⎤
⎥⎥⎥⎦ . (6.3)
Then,
max
X1∈S1,X2∈S2
r( X1 − X2 ) = { n, r(M) + 2n − 2r(A1) − 2r(A2) } , (6.4)
min
X1∈S1,X2∈S2
r( X1 − X2 ) = r(M) − 2r[A∗1, A∗2], (6.5)
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max
X1∈S1,X2∈S2
i±( X1 − X2 ) = i±(M) + n − r(A1) − r(A2), (6.6)
min
X1∈S1,X2∈S2
i±( X1 − X2 ) = i±(M) − r[A∗1, A∗2]. (6.7)
(a) There exist two Hermitian solutions X1 and X2 of (6.1) such that X1 − X2 is nonsingular if and only
if r(M)  2r(A1) + 2r(A2) − n.
(b) X1−X2 is nonsingular for any twoHermitian solutions of (6.1) if and only if r(M) = 2r[A∗1, A∗2]+n.
(c) [57] Eq. (6.1) has a common Hermitian solution if and only if R(Cj) ⊆ R(Aj) and r(M) =
2r[A∗1, A∗2], j = 1, 2.
(d) The rank of X1 − X2 is invariant for any two Hermitian solutions of (6.1) if and only if r(M) =
2r[A∗1, A∗2] − n or r(A1) = r(A2) = n.
(e) There exist two Hermitian solutions X1 and X2 of (6.1) such that X1 > X2 (X1 < X2) if and only if
i+(M) = r(A1) + r(A2) (i−(M) = r(A1) + r(A2)) .
(f) X1 > X2 (X1 < X2) for any two Hermitian solutions X1 and X2 of (6.1) if and only if i+(M) =
r[A∗1, A∗2] + n
(
i−(M) = r[A∗1, A∗2] + n
)
.
(g) There exist two Hermitian solutions X1 and X2 of (6.1) such that X1  X2 (X1  X2) if and only if
i−(M) = r[A∗1, A∗2]
(
i+(M) = r[A∗1, A∗2]
)
.
(h) X1  X2 (X1  X2) for any twoHermitian solutions of (6.1) if and only if i−(M) = r(A1)+ r(A2)−
n (i+(M) = r(A1) + r(A2) − n) .
(i) i+( X1 − X2 ) is invariant for any two Hermitian solutions of (6.1) ⇔ i−( X1 − X2 ) is invariant for
any two Hermitian solutions of (6.1) ⇔ r(A1) = r(A2) = n.
Proof. By Lemma 1.9, the general Hermitian solutions of the two equations in (6.1) can be written as
X1 = A†1C1(A†1)∗ + FA1U1 + (FA1U1)∗, X2 = A†2C2(A†2)∗ − FA2U2 − (FA2U2)∗,
respectively, where U1, U2 ∈ Cn×n are arbitrary. Consequently,
X1 − X2 = A†1C1(A†1)∗ − A†2C2(A†2)∗ + FA1U1 + (FA1U1)∗ + FA2U2 + (FA2U2)∗
= G + HU + U∗H∗, (6.8)
where G = A†1C1(A†1)∗ − A†2C2(A†2)∗, H = [FA1 , FA2], and U =
⎡
⎣ U1
U2
⎤
⎦ is arbitrary. Applying Theorem
2.4 to (6.8) gives
max
X1∈S1,X2∈S2
r( X1 − X2 ) = max
U∈C2n×n
r
(
G + HU + U∗H∗) = {n, r(J)} , (6.9)
min
X1∈S1,X2∈S2
r( X1 − X2 ) = min
U∈C2n×n
r
(
G + HU + U∗H∗) = r(J) − 2r(H), (6.10)
max
X1∈S1,X2∈S2
i±( X1 − X2 ) = max
U∈C2n×n
i±
(
G + HU + U∗H∗) = i±(J), (6.11)
min
X1∈S1,X2∈S2
i±( X1 − X2 ) = min
U∈C2n×n
i±
(
G + HU + U∗H∗) = i±(J) − r(H), (6.12)
where J =
⎡
⎣ G H
H∗ 0
⎤
⎦ . Applying (4.26) and (1.14) to the H and J in (6.9)–(6.12), and simplifying by
A1A
†
1C1 = C1, A2A†2C2 = C2, (1.11), (1.12) and EBCMOs, we obtain
r(H) = r[FA1 , FA2] = n + r[A∗1, A∗2] − r(A1) − r(A2), (6.13)
i±(J) = i±
⎡
⎢⎢⎢⎣
G FA1 FA2
FA1 0 0
FA2 0 0
⎤
⎥⎥⎥⎦
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= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A
†
1C1(A
†
1)
∗ − A†2C2(A†2)∗ In In 0 0
In 0 0 A
∗
1 0
In 0 0 0 A
∗
2
0 A1 0 0 0
0 0 A2 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A1) − r(A2)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In In − 12A†1C1 12A†2C2
In 0 0 A
∗
1 0
In 0 0 0 A
∗
2
− 1
2
C1(A
†
1)
∗ A1 0 0 0
1
2
C2(A
†
2)
∗ 0 A2 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A1) − r(A2)
= i±
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 In 0 0 0
In 0 0 0 0
0 0 0 −A∗ A∗2
0 0 −A1 C1 0
0 0 A2 0 −C2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
− r(A1) − r(A2)
= i±
⎡
⎢⎢⎢⎣
0 A∗1 A∗2
A1 C1 0
A2 0 −C2
⎤
⎥⎥⎥⎦+ n − r(A1) − r(A2) = i±(M) + n − r(A1) − r(A2). (6.14)
Adding the two equalities in (6.14) leads to
r(J) = r(M) + 2n − 2r(A1) − 2r(A2). (6.15)
Substituting (6.13), (6.14) and (6.15) into (6.9)–(6.12) yields (6.4)–(6.7). Results (a)–(i) follow from
applying Lemma 1.1 to (6.4)–(6.7). 
We next derive a parametric form for the general common Hermitian solutions of the pair of equa-
tions in (6.1).
Theorem 6.2. Let M be as given in (6.3). Then, the pair of matrix equations in (6.1) have a common
solution X ∈ CnH if and only if
R(Cj) ⊆ R(Aj) and r(M) = 2r(A), j = 1, 2. (6.16)
where A =
⎡
⎣ A1
A2
⎤
⎦ . In this case, the general common Hermitian solution of (6.1) can be written in the
following parametric form
X = X0 + FAU1 + (FAU1)∗ + FA1U2FA2 + (FA1U2FA2)∗, (6.17)
where X0 is a special solution of (6.1), and U1, U2, U3 ∈ Cn×n are arbitrary.
Proof. If the pair of equations in (6.1) have a common Hermitian solution, then (6.16) follows from
Theorem 6.1(c). Conversely, if (6.16) holds, then also by Theorem 6.1(c) there exists a matrix X0 such
thatA1X0A
∗
1 = C1 andA2X0A∗2 = C2. Taking conjugate transpose givesA1X∗0A∗1 = C1 andA2X∗0A∗2 = C2.
Adding the two pairs leads to
A1(X0 + X∗0 )A∗1 = 2C1, A2(X0 + X∗0 )A∗2 = 2C2,
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both of which mean that the Hermitian matrix (X0 + X∗0 )/2 is also a common solution of (6.1). By
Lemma 1.7(b), the general common solution of (6.1) can be expressed as
X = X0 + FAV1 + V2FA + FA1V3FA2 + FA2V4FA1 ,
where X0 is a special solution of (6.1), and V1, . . . , V4 are arbitrary. Correspondingly, (X + X∗)/2 can
be expressed as
( X + X∗ )/2 =( X0 + X∗0 )/2 + FA( V1 + V∗2 )/2 + ( V1 + V∗2 )FA/2
+ FA1( V3 + V∗4 )FA2/2 + FA2( V∗3 + V4 )FA1/2,
establishing (6.17). 
As demonstrated before, many algebraic properties of common Hermitian solutions of (6.1) can be
derived from the rank and inertia of the parametric form of the general solution in (6.17). Also, observe
that (6.17) is a special case of the following LMF
A + BX + (XB)∗ + CYD + (CYD)∗, (6.18)
where X and Y are two variable matrices. Hence, it is necessary to further consider the extremal
ranks and inertias of (6.18) and some other general LMFs. In fact, some conjectures on the extremal
ranks of A + CYD + (CYD)∗ were given in [57], and formulas for the extremal ranks and inertias of
A+ CYD+ (CYD)∗ were derived, respectively, in [10,42] through some simultaneous decompositions
of matrices. From these results, it is easy to derive a group of closed-form formulas for the extremal
ranks and inertias of (6.18) with respect to X and Y . The corresponding results and their applications
will be given in another paper.
If neither of the two equations in (6.1) is consistent, we may also consider relations between the
least-squares Hermitian solutions of the two equations in (6.1). Recall that the two normal equations
corresponding to (6.1) are given by
A∗1A1X1A∗1A1 = A∗1C1A1 and A∗2A2X2A∗2A2 = A∗2C2A2. (6.19)
This pair ofmatrix equations are consistent, respectively, and their solutions are thewell-known least-
squares solutions of the two equations in (6.1), respectively. Applying Theorem 6.1 to (6.19) will yield
a group of results on relations between the least-squares Hermitian solutions of the two equations in
(6.1). We leave this routine task for the reader.
7. Concluding remarks
We solved in the previous sections the optimization problems on the rank and inertia of the LMF in
(1.2), andused the results obtained to studymanyproblemsonnonsingularityofmatrices, existencesof
solutions of matrix equations and matrix inequalities, relations between solutions of different matrix
equations, etc. The techniques for solving these optimization problems are completely based on the
conventional operations ofmatrices and their generalized inverses,while the formulas for the extremal
ranks and inertias are represented through the ranks and inertias of the given matrices and their
operations.
As demonstrated in the previous sections, many basic problems in matrix theory and applications
canbeconverted to certainoptimizationproblemson ranks and inertias ofmatrices.Once solutions to a
rank or inertia optimization problemare obtained,we can derive a variety of remarkable consequences
from the corresponding rank or inertia formulas. It is expected that more optimization problems on
ranks and inertias of linear or nonlinear matrix functions can be solved analytically, so that the theory
on ranks and inertias of matrices can play more important roles in linear algebra and its applications.
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