Constant-power loads are notoriously known to destabilise power systems, such as DC microgrids, due to their negative incremental impedance. This paper equips distributed generation units with decentralised L1 adaptive controllers at the primary level of the microgrid control hierarchy. Necessary and sufficient conditions are provided to local controllers for overall microgrid stability when constant-power loads are connected. The advantages of the architecture over conventional heuristic approaches are: (i) scalable design, (ii) plug-and-play functionality, (iii) well defined performance and robustness guarantees in a heterogeneous and uncertain system, and (iv) avoids the need for online measurements to obtain non-a priori system impedance information. The proposed primary control architecture is evaluated with distributed consensus-based secondary level controls using a bus-connected DC microgrid, which consists of DC-DC buck and boost converters, linear and non-linear loads. Stability of the overall hierarchical control system is proven using a unit-gain approximation of the primary level.
Introduction
utility grid which act to stabilise the overall system during load changes.
The proposed architecture is implemented in a bus-connected DC mG, consisting of DC-DC boost and buck converters together with closed-loop speed controlled DC motors. Though the lowfrequency CPL approximation of [14] is also used, the low-pass filtering feature inherent in L 1 AC architectures, means that the high-frequency content of the CPL can be neglected without adversely affecting transient stability. Furthermore, due to the adaptive nature of the architecture, mapping bus-connected coupling parameters into the load-connected design model via Kron reduction can be avoided as long as the parameters are contained within the uncertainty subset.
Finally, the proposed primary controllers are fitted with distributed consensus-based secondary controllers to achieve voltage restoration and load-power sharing objectives. Consensus algorithms have become popular in distributed systems as they can help decentralised controllers achieve centralisedlike performance. Consensus allows nodes in a sparse communications network to construct a vision of the global system with limited information in a fault-tolerant manner. From the perspective of the secondary controllers, the primary level can be modelled as a unit-gain approximation [13] . Lyapunov functions are again used to demonstrate asymptotic stability using both approximations. The system's PnP capabilities and resiliency to communication faults is tested.
A version of this paper has been submitted to the 12 th UKACC International Conference on Control.
Constant-power load model
A bus-connected mG is a typical topology in automotive, marine and aircraft applications [32] is shown in Fig. 1 . This section derives the negative-incremental impedance model of load-side converters acting as CPLs, by decomposing each converter's closed-loop impedance into low and high frequency components using the Extra Element Theorem [5] . At frequencies less than the closed-loop bandwidth i.e. where the controller loop-gain, T 
where
assuming unity sensor and actuator gain, and k ∈ M = {1, ..., m} denotes the set of load-converters, or number of CPLs. The overall admittance can be written as,
A CPL can be expressed as,
where P L k , v bus and i bus k represent the fixed power, and variable bus voltage and current. Within the closed-loop bandwidth, the voltage controller works to maintain a fixed load-power by adjusting its duty cycle to maintain a constant v bus k (t), regardless of any input voltage disturbances from a mG bus. Typically, to exhibit good power quality, load-side converters are tuned to have very fast control-bandwidth. Therefore, if the bus voltage at the power converter's input terminals reduces, then i bus k (t) will increase. This is the manifestation of negative-incremental impedance, which is analytically shown as,
For completion, the transfer function for the open-loop input impedance Z D k (s) can be found in [6] .
Power converter models for DC microgrids
This section defines the models for DC-DC source-side and load-side power converters. Boost converters, which increase input voltages, and buck converters, which decrease input voltages, are considered. Following the control design approach of [11] , loads are treated as exogenous inputs in a load-connected topology. Fig.2 shows each converter circuit topology with RL power lines that connect converters to each other. Each converter can be modelled in small-signal state-space form as,
where , and (i, j) ∈ N = {1, ..., n} denotes the set of DGUs, and j ∈ N i = {1, ..., n − 1} denotes the neighbour set of DGU i. From [28] , the matrices of (5) for the boost converter are defined as,
where A ii ∈ R 2×2 is the state matrix; A ij ∈ R 2×2 is the coupling matrix, B i ∈ R 2 is the input vector,
(1−Di) , and
, where R Li is the effective local load resistance at each converter's terminals. However, since the lad-connected topology treats loads as disturbance R Li is unknown.
From [11] , the matrices of (5) for the buck converter are defined as,
Comparing both converter models, it is clear that the dynamics of the boost are dependent on its duty cycle operating point and is non-minimum phase (NMP) for output voltage control. The NMP action makes controller tuning more difficult, particularly when coupled to unknown power lines as addressed in [33] .
To introduce the CPL model of (4), the exogenous input is altered such that i Li = i CPL i +i li , wherẽ i li (t) represents the current disturbance due to non-CPL loads i.e. neighbouring DGUs or battery banks. The large-signal equivalent line resistances and currents at the load-connected terminals of each DGU must be mapped from the original bus-connected topology using Kirchoff's voltage and current laws, as in [10] ;
where R i and R j are the line resistances that connect DGUs to the mG bus as in Fig. 1 . Furthermore, as the mG bus voltage varies depending on the line resistances and the number of grid-forming DGUs present, v bus is represented in terms of the output voltage of each DGU.
Using (4) and substituting
Alternatively, if the upper-bound R CPL k is known, i.e. within the bounds of adaptation, the effective CPL rating can be written as,
Finally, i Li must be linearised about the operating point as i
is non-linear. This yields,
As a result, the state matrix of the boost converter model becomes,
and the state matrix of the buck converter model becomes,
Ultimately, the low frequency approximation of the CPL can no longer be modelled as an exogenous input as it now directly influences the eigenvalues of both converters. This introduces greater uncertainty into the model as loads are unknown when considering flexible and heterogeneous DC mGs.
Decentralised L 1 adaptive primary voltage control
Over the last decade, efforts to improve the transient performance and robustness guarantees of conventional MRAC architectures with fast adaptation, led to the formulation of L 1 AC theory [26] . This robust-adaptive control architecture achieves transient performance and bounded state and control signal guarantees by inserting a low-pass filter (LPF) at the input to both the plant and state-predictor of an indirect MRAC. The theory has been developed state and output feedback architectures for time-varying uncertainties and disturbances, unmodelled dynamics, time-delays, unknown input gains and non-linearities [26] .
Centralised L 1 AC architectures have been notably successful in safety-critical applications including; sub-scale NASA aircraft auto-pilots [34] , manned aircraft [35] , and unmanned water/aerial vehicles [36, 37] . In addition to our decentralised [28] and distributed [29] L 1 AC architectures, decentralised schemes were formulated in [38, 39] , and were implemented to augment aircraft baseline controllers [40] . Unlike [34] [35] [36] [37] [38] [39] [40] , we consider unmatched interconnections and provide robustness to constant disturbances via integral action.
Plant structure
The plant has a known structure, but with unknown parameter values. The control objective is to design a bounded control input 
Remark 1. Initially, the unmatched coupling term ζ [i] is neglected to enable local decoupled design. Subsequently, the term is reintroduced when GAS conditions are provided. Moreover, as in [28] , the integrator provides adequate robustness to unmatched constant disturbances, and thereforeĩ can be represented as,
wherex [i] (t) ∈ R 3 , is the system measurable state vector; u
3 is the unknown parametric uncertainty vector, which belongs to the known uniformly bounded convex set Θ. The matrices of (14) are defined as,
Control law
The small-signal control input
is a fusion of a state-feedback controller and lowfrequency banded uncertainty compensation signal, as defined in the Laplace domain,
is the state-feedback control gain vector, C(p) represents a second -order Butterworth LPF 1 , and p d dt represents the differential operator. The robustness of the L 1 AC is dependent on the LPF bandwidth ω c , as subsequently designed.
State-predictor
The state-predictor generates an estimate of the system states. Thereafter, the adaptive law is used to asymptotically drive the uncertain plant dynamics to converge to the desired closed-loop dynamics of the state-predictor. Without loss of generality, the state-predictor formulation and the desired closed-loop dynamics are equal for all DGUs,
Hurwitz,Â m is the design matrix that specifies the desired closed-loop dynamics, andĀ nom ii is the state matrix in which the designer estimates as the nominal dynamics without uncertainty in order to design the nominal control gains.
Adaptive law
The adaptive law generates an estimate of the plant uncertainties. Defining the state-error and parametric estimation error vectors as,
, the state-error dynamics, used to drive the adaptive law, can be defined as,
The adaptive law is determined from Lyapunov's second stability method. A quadratic Lyapunov candidate is defined as a function in terms ofx [i] 
where, P i ∈ R 3×3 is a symmetric matrix, such that P i = P T i > 0 is the solution to the algebraic Lyapunov linear inequality A
+ is the adaptive gain. If the time-derivative of (18) is at least negative semi-definite, then (14) is locally stable since the energy along the trajectories of state and estimation errors decreases. By defining the adaptive law as,θ
where the projection operator, defined in [41] , bounds the parametric uncertainty estimate, theṅ
By invoking Barbalat's Lemma it follows that lim 
Filter design
The phase-lag introduced by LPFs can reduce phase-margin and lead to instability. This section defines the conditions for which local stability is ensured when the LPF is inserted. The closed-loop dynamics are presented in the Laplace domain as,
is the initial state and,
From (19) and (20) is non-linear due to the term in (22) . To determine stability conditions upon insertion of the LPF and to prescribe performance specifications such as rise-time, settling-time etc., a linear time-invariant (LTI) reference model is defined where the uncertainty term is known. The available reference system can be given as,
where,
From (23), estimation is decoupled from control as the identification of the local state vector is independent of the control input. The performance and robustness specifications can now be set independent of the estimation process. Subsequently, section 4.6 shows that theΣ
converges to the LTI reference model with uniform and decoupled performance bounds as the adaptation increases.
Using the LTI reference model, the conditions for local stability due to insertion of the LPF are determined by the following Lemma: Lemma 1. Following the small-gain theorem and Lemma 2.1. (23) is bounded-input-bounded-state stable with respect to initial conditions and reference output.
Proof. From the definition of the closed-loop reference system (23), it follows that,
As, (sI −Â m ) −1 and C(s) are stable transfer functions, the following bound holds,
Sincex i.c.
[i] (t) and y ref [i] (t) are uniformly bounded, the reference states are bounded as long as the denominator of (25) does not equal zero. As defined in [26] , the worst case adaptation bound is,
is determined as the required gain such that the eigenvalues ofĀ ii andÂ m are the same. Here,Ā ii is at its most uncertain, i.e. maximal deviation between plant and desired eigenvalues. θ max represents the boundary of projection for estimating the parameters when using the adaptation law (19) . Finally, for the reference states to remain bounded, the following L 1 -norm condition must be satisfied,
where the degree-of-freedom is ω c .
Consequently, Barbalat's lemma can be used again to show lim [i] (t) = 0, i.e. asymptotic tracking is maintained when inserting the LPF. By designing the LPF bandwidth to minimise (27) , the L 1 AC guarantees uniform transient and steady-state performance bounds.
Remark 2. In order to neglect the high-frequency component of the CPL, the bandwidth of C(s) should be smaller than the closed-loop natural frequency of the overall impedance Z in (s).
Design considerations
This section derives: local stability conditions when CPLs augment the dynamics of each DGU; uniform and decoupled performance bounds of input and output signals between the non-linear system (14) and LTI reference model (23) ; and global stability conditions.
The closed-loop desired dynamics matrix for boost converters is defined as,
The closed-loop desired dynamics matrix for buck converters is defined as,
Necessary and sufficient conditions for the stability of the local closed-loop subsystems are: trace(Â Boost/Buck m ) < 0 and det(Â Boost/Buck m ) > 0. As a result, the control gains must satisfy the following conditions in order to preserve the local stability of the DC mG under CPLs. The conditions for boost converters are,
The conditions for buck converters are,
The convergence of the non-linear closed-loop adaptive system to the uncertainty free linear reference model in (23) can be shown by subtracting (23) from the uncertain plant in . The bound on this is represented as
where, from Lemma 2.2.5 in [26] , ρ [i] (s) is the Laplace transform of the upper-bound on the non-zero state-error initialisation,
(32) is rewritten as,
For bound between real and LTI reference control inputs, we define,
where, following (22) 
. Using Lemma A.12.1 of [26] , which implies that there exists an arbitrary c 0 , we define the strictly proper and boundedinput-bounded-output stable transfer function,
The error-dynamics in (17) can be written in the Laplace domain as,
Using (36) and (37)
The performance bound of (38) is written as,
or,
Remark 3. It is clear that if the relative degree of C(s) is not at least equal to the relative degree of the plant, (sI−Â m ) −1B i , then the first term in (41) is not strictly proper, and will result in unbounded control inputs, and therefore no transient guarantees can be provided. This is also why in standard MRAC architectures, i.e. C(s) = 1, such guarantees cannot be provided.
Remark 4. The inversion of (sI−Â m ) −1B i results in unstable poles for non-minimum-phase systems. Boost converters are non-minimum-phase for duty-cycle to output voltage control. Therefore, the desired dynamics must be carefully designed to be minimum-phased. This can be done by transforming local systems to control-canonical form, as performed in [29] . Finally, lim Conservative global asymptotic stability conditions are derived offline using collective Lyapunov functions. The overall Lyapunov function candidate that describes the global system can be written as,
Assumption 1. We assume local controllers exploit (19) , and plant dynamics have converged to desired dynamics.
The derivative of (42) 
if and only if matrix P satisfies the Lyapunov inequality equation,
represents the overall desired dynamics;
represents the coupling dynamics only. As each DGU is designed to be locally asymptotically stable, the matrices of (a) are negative definite. Therefore, the design of K is performed iteratively offline to ensure ||(a)|| > ||(b)||. This typically results in detuned controller gains, as expected due to the conservative requirements of decentralised systems. Furthermore, this method can suffer when system size expands as the retuning of K becomes more difficult, despite the advantage of designing the desired dynamics as the same for all DGUs. The controller gains can be tuned optimally using LQR guidelines, such as in [42] , provided conditions (30) or (31) depending on converter topology, and (44) are satisfied.
The decentralised L 1 adaptive primary control architecture can be seen in Fig.3 . 
Coordinated secondary control
Coordination among multiple DGUs within any mG is imperative for dynamic operation and system management. Two key control objectives include: (i) voltage restoration, and (ii) load-power sharing [6, 23] . In reference to (i), as the bus voltage of a bus-connected mG cannot be directly controlled and since unknown voltage drops occur across unknown power-lines, the secondary control level is required to compute appropriate voltage references for the primary control level in order to maintain each DGU voltage within a prescribed range. In reference to (ii), secondary controllers are required to also provide a voltage reference that ensures DGUs can share the power delivery between each other independent of both topology and power-lines. The mathematical definitions are as follows. Definition 1. Equal-current sharing is achieved if the output current of each DGU equals the average load-current, i.e.
where, i
T is the local unknown load current vector, and the operator . denotes the average value of a vector. 
Remark 5. We consider a network of communication links consisting of a set of nodes T = {T 1 , T 2 , ..., T N }, connected through edges E = T × T . Such a network is described by a graph G = (T , E). Each node represents a DGU in the network and edges represent communication links for information exchange. The Laplacian matrix, L(G) describes the graph in matrix form, and is defined as,
where deg(T i ) represents the number of adjacent nodes to connected to T i .
The secondary control level is typically implemented at a slower bandwidth to the primary level, and utilises a communication network in order to coordinate and manage voltage and current/power levels within the overall mG.
Distributed consensus-based controller design
In a distributed system, the bus voltage of a bus-connected mG cannot be directly controlled. Instead, each primary level voltage reference is controlled such that the average of all the local voltages equals an estimate of the bus. Secondary controllers in [2, 10, 23, 33] have utilised a fullyconnected low-bandwidth communications (LBC) network, whereby the average voltage estimate is determined by measuring every DGU. However, this clearly places restrictions on the network i.e. fault-tolerance. As a result, a sparse-connected, peer-to-peer, LBC network has been proposed, whereby dynamic consensus algorithms are implemented to estimate global information from a limited number of nodes [19, 20] .
The dynamic consensus algorithm used to estimate the mG bus voltage is denoted as,
where a ij = 1 ifΣ
is connected toΣ
, otherwise a ij = 0. Subsequently, the estimate of the mG bus voltage is used to drive the average of all the voltages to equal a bus voltage reference.
To achieve (ii), the voltage reference for the primary level is controlled to ensure equal current sharing, i.e. the current injected equals the average total current injected within the mG. A consensus algorithm similar to above is also used for this.
Using remark 5, the global consensus algorithm can be represented by vector form as,
depending on how the vectorV is constructed. Similarly,
depending on how the vectorÎ is constructed. Finally, the following controlled correction terms can be added to
where m i is the load-sharing co-efficient i.e. for equal current-sharing m i = m j , and ∆v dci and ∆i out i are generated from PI controllers, represented in the Laplace domain as,
and,
The PI controllers can be tuned by representing the primary level as a unit-gain approximation [12, 15] . Finally, the voltage reference sent to the proposed primary control level to achieve (i) and (ii) is given as,
The overall distributed hierarchical control structure can be seen Fig.4 ,
Stability analysis
This section uses Lyapunov stability analysis to show that under the effect of secondary control, stability of the overall system is maintained and all DGU output currents and voltages converge such that (45) and (46) are satisfied. Following [13] , unit-gain approximations of the primary L 1 AC level are made and subsequently, stability is proven.
Unit-gain approximation
Approximating the primary L 1 adaptive control loops with ideal unitary gains is a reasonable one at low-frequencies since the loop can be shaped by the LPF of L 1 AC. The global relationship between the primary L 1 AC level and the distributed-consensus based secondary control level is represented as, T . The overall adjustment signals from the PI controllers are defined in vector form as,
The global secondary control error dynamics are defined as, 
Lemma 2. The symmetric Laplacian matrix L(G) is positive definite.
Proof. An arbitrary vector, z ∈ R n , can always be written as z =ẑ +z, whereẑ ∈ H 1 andz ∈ H 1 ⊥ . H 1 ∈ R is a subspace composed of vectors with zero average, i.e. H 1 = {ẑ ∈ R n : ẑ = 0} and
is equivalent to the following cases,
Therefore, L(G) is positive definite.
For convenience, we prove convergence of the output current loop first by isolating the currentsharing adjustment term in (57), which is expressed as,
The following Lyapunov function candidate is considered,
The derivative of which equates to,V
where the derivative of (61) is,ė
and the derivative of (64) yields,
Therefore, (66) can be written as,
or,V
where A = (I + K I P ) −1 . To prove convergence, Barbalat's lemma is invoked. The derivative of (70) is,V
Since (65) and (71) Next, the following Lyapunov function is considered to prove voltage stability and convergence,
where,V =∆V +∆I
Using (51) and similar analysis from above,
To prove asymptotic stability, we again invoke Barbalat's lemma where a bounded second derivative,
leads to a uniformly continuous (75) and lim t→∞V V = 0. Similar to before, the average of each output voltage converges to the bus voltage reference.
Results
Simulations are performed in Matlab/Simulink. Firstly, we show instability induced by negativeincremental impedance between two DC-DC power converters using non-adaptive state-feedback controllers. Subsequently, the proposed architecture is evaluated using a bus-connected mG consisting of 6 DGUs and 2 power electronic loads.
Constant-power load instability
A lightly damped boost converter, stepping 100 V to 382 V is interfaced with a tightly regulated buck converter which powers a resistive load at 48 V. Fig. 5(a) highlights the family of unstable and stable closed-loop eigenvalues as the effective incremental impedance of the boost converter's load is varied from -10 Ω to 10 Ω. Fig.5(b) shows a poorly damped bus voltage in response to a step Real Axis 
Stable voltage restoration and equal-current sharing
Next, the 6 DGUs of a bus-connected mG, similar to that in Fig.2 , are equipped with C
L1
[i] , i = {1, ..., 6}, whereΣ [5] are boost converters whileΣ DGU [6] is a buck converter. Each DGU provides power to a 380 V DC bus which is loaded with a 5 kW linear resistive load and a 3.8 kW non-linear closed-loop controlled DC motor. Each load is interfaced to the bus via buck converters, where the bus voltage is stepped down to 48 V. System parameters are detailed in Table I of [28] .
As shown in section 4.6, C(s) must at least match the smallest relative degree of the plant. Therefore a second-order Butterworth LPF is designed according to (27) , where a frequency sweep from 100 − 100krads −1 is performed. From Fig.6 , the bandwidth can be selected arbitrarily. However, from remark 2, in order to allow Z in (s) to be approximated as a negative-incremental resistance, an upper-bound on the bandwidth of C(s) should be provided. Fig.5(a) compares the Bode plot of the overall closed-loop load impedance Z in (s) to the overall open-loop load impedance Z D (s), i.e. overall high frequency content of CPL loads. In Fig.5(a) , Z in (s) asymptotically approximates Z D (s) at 3 krads −1 for small CPL levels i.e. each load equal to 100 W. In Fig.5(b) , Z in (s) asymptotically approximates Z D (s) at 50 krads −1 for large CPL levels i.e. each load equal to 10 kW. As a result, the upper-bound is conservatively chosen as 3 krads −1 . In general, as it is assumed that power levels are unknown, the upper-bound on C(s) should be selected using an a priori estimate 
The bus-connected mG is powered initially by DGUsΣ
, whilē Σ DGU [6] powers a local load on its own. The bus voltage reference v ref bus is set as 380 V.
Plug-and-play operation
At t = 8s,Σ DGU [6] , which steps an input voltage of 700 V down to 380.5 V, plugs-in. The topology change is represented by the following Laplacian matrices, Fig.8(a) shows the response of all the DGUs when a fully-connected communications network is used. Fig.8(b) shows the response when a sparse connected communications network with optimal link redundancy is used. plugs-in.
Here, it is clear that all DGUs restore their output voltages such that their average equals 380 V. The secondary control response is adequately fast with 0.7 s settling times and the sparse network compares well with the fully-connected network. Fig.10 shows the maintenance of equal-current sharing during the plug-in test. Again, a fullyconnected network and the sparse network are compared. plugs-in.
WhenΣ DGU [6] joins the network, all DGU output current injections quickly converge to a current of 26.78 A. Though steady-state performance is similar for both networks with a settling time of approximately 0.6 s, the transient response ofΣ DGU [5] in particular has a large 55% overshoot. As a resultΣ DGU [6] undershoots by the same amount in order to satisfy (45). The convergence rates at start-up, i.e. t = 0s, and at t = 8s when the topology reconfigures i.e. L(G) changes, are plotted below.
Link-failure resiliency
Finally, the system's resiliency to communication link failures is investigated. At t = 14s, though the topology of the physical system remains the same whenΣ DGU [6] plugs-in at t = 8s, the topology of the communication network changes. Edges ε 12 and ε 13 fail.Σ DGU [1] can only exchange information 
The response to the change in communication topology is shown below. Fig.11 shows the system's fault tolerant capability. As long as each node in the communication network has a neighbour such that information can be exchanged throughout the system either directly or indirectly then system irrespective of communication faults. Ultimately, the topology change, reflected by the Laplacian matrices, only affects the transient response. In general, the less nodes connected the slower the response and the larger over/under shoots can be, as seen in Fig.11 (a).
Conclusion
This paper develops a novel scalable and purely adaptive L 1 AC architecture to stabilise DGUs in a bus-connected DC mG with CPLs. The architecture draws on a control orientated load-connected model which enables scalability and treats unknown loads and exogenous inputs. Due to the adaptive nature of the architecture, a bus-connected topology does not need to be mapped into this loadconnected topology, as long as the bus-connected parameters exist within the uncertainty bound.
The destabilising current disturbances induced by the CPL at each DGU terminal is approximated by its low-frequency content due to the LPF of the L 1 AC architecture. Necessary and sufficient stability conditions are provided for DC-DC boost and buck converters using a nominally expected load power. Subsequently, the smallest a priori expected load total is used to determine an upperbound for designing the bandwidth of the architecture's LPF. As a result, very fast asymptotic convergence of local state and estimation errors is theoretically proven and demonstrated with a busconnected mG. For overall system stability of the primary level, a conservative, offline approach is used.
The proposed adaptive primary controllers are cascaded with distributed consensus-based secondary controllers where global knowledge of the average bus voltage and load current are estimated using limited local information. Asymptotic stability of the hierarchical control system is shown using Lyapunov functions. Voltage restoration and equal-current sharing responses are shown to be fast and stable during PnP and communication link failure tests.
