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MEROMORPHIC MAPPINGS OF A COMPLETE CONNECTED
KA¨HLER MANIFOLD INTO A PROJECTIVE SPACE SHARING
HYPERPLANES
SI DUC QUANG1,2
Abstract. Let M be a complete Ka¨hler manifold, whose universal covering is biholo-
morphic to a ball Bm(R0) in C
m (0 < R0 ≤ +∞). In this article, we will show that if
three meromorphic mappings f1, f2, f3 ofM into Pn(C) (n ≥ 2) satisfying the condition
(Cρ) and sharing q (q > 2n + 1 + α + ρK) hyperplanes in general position regardless
of multiplicity with certain positive constants K and α < 1 (explicitly estimated), then
f1 = f2 or f2 = f3 or f3 = f1. Moreover, if the above three mappings share the
hyperplanes with mutiplicity counted to level n + 1 then f1 = f2 = f3. Our results
generalize the finiteness and uniqueness theorems for meromorphic mappings of Cm into
Pn(C) sharing 2n+ 2 hyperplanes in general position with truncated multiplicity.
1. Introduction
In 1926, R. Nevanlinna [1] showed that there are at most two distinct non-constant
meromorphic functions f and g on the complex plane C having the same inverse images
for four distinct values, and these functions must be linked by a Mo¨bius transformation.
This result is usually called the four values theorem of Nevanlinna. After that, many
authors have extended and improved the result of Nevanlinna to the case of meromorphic
mappings into complex projective spaces. These theorems are called finiteness theorems.
Firstly, in 1983, L. Smiley [2] showed that there are at most two distinct linearly non-
degenerate meromorphic mappings from Cm into Pn(C) sharing 3n + 1 hyperplanes in
general position regardless of multiplicity. Here, two meromorphic mappings are said to
share a hyperplane if they have the same inverse image for that hyperplane and they
coincide on this inverse image. The best result on this problem is recently given by the
author [3, 4] when we reduced the number 3n+1 of hyperplanes in the result of L. Smiley
to 2n+ 2. To state this result, first of all we recall the following.
Let Bm(R0) be the ball {z ∈ C
m; ‖z‖ < R0}, where 0 < R0 ≤ +∞. Let f be a
non-constant meromorphic mapping of Bm(R0) into P
n(C) with a reduced representation
f = (f0 : · · · : fn), and H be a hyperplane in P
n(C) given by H = {a0ω0+ · · ·+anωn = 0},
where (a0, . . . , an) 6= (0, . . . , 0). Set (f,H) =
∑n
i=0 aifi. We see that ν(f,H) is the pull-
back divisor of H by f , which is defined independently from the choice of the reduced
representation of f and the representation of H .
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Let H1, . . . , Hq be q hyperplanes of P
n(C) in general position. Assume that f is linearly
non-degenerate and satisfies
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ q).
Let d be a positive integer. We consider the set F(f, {Hi}
q
i=1, d) of all meromorphic
mappings g : Bm(R0)→ P
n(C) satisfying the following conditions:
(a) ν
[d]
(f,Hi)
= ν
[d]
(g,Hi)
(1 ≤ i ≤ q),
(b) f(z) = g(z) on
⋃q
i=1 f
−1(Hi).
Here, by νϕ we denote the divisor of the meromorphic function ϕ and ν
[d]
ϕ = min{νϕ, d}.
For the case of R0 = +∞, the best finiteness theorem available at the present is stated
as follows.
Theorem A ([4, Theorem 1.1]). If n ≥ 2 and q = 2n+ 2 then ♯ F(f, {Hi}
q
i=1, 1) ≤ 2.
We would also like to emphasize here, Theorem A is a weak form of [4, Theorem 1.1].
Actually, in [4, Theorem 1.1] all zeros of functions (f,Hi) with multiplicity more than a
certain number are omitted in the sharing hyperplanes condition.
Our first purpose in this paper is to generalize Theorem A to the case, where the
meromorphic mapping f is from a complete Ka¨hler manifold into Pn(C). We would like
to emphazise here that, in order to study the finiteness problem of meromorphic mappings
for the case of mappings from Cm, almost all authors use Cartan’s auxialiary functions (see
Definition 2.2) and compare the counting functions of these auxialiary functions with the
characteristic functions of the mappings. However, in the general case of Ka¨hler manifold,
this method may do not work since this comparation does not make sense if the growth
of the characteristic functions do not increase quickly enough. In order to overcome this
difficulty, in this paper, we will introduce the notion of small integration and bounded
integration for plurisubharmonic functions with respect to a set of meromorphic mappings
(see Definitions 3.1 and 3.3). Our essential key in the proof of the main results of this
paper is Proposition 3.5, which can be considered as a general form of finiteness theorem
for meromorphic mampings on Ka¨hler manifold. Our method in this paper is not only
used to study finiteness problem of meromorphic mapping, but also may be applied to
study unicity, degeneracy and algebraic dependence problems of meromorphic mappings.
Many results for the case of meromorphic mappings on Cm can be translated to the case
of mappings on Ka¨hler manifold by this method.
To state our first main result, we need to recall the following.
Let M be an m-dimensional connected Ka¨hler manifold with Ka¨hler form ω and f be
a meromorphic map of M into Pn(C). Throughout this paper, we always assume that
the universal covering of M is biholomorphic to a ball Bm(R0) in C
m (0 < R0 ≤ +∞).
For ρ > 0, we say that f satisfies the condition (Cρ) if there exists a nonzero bounded
continuous real-valued function h on M such that
ρΩf + dd
c log h2 ≥ Ricω,
where Ωf denotes the pull-back of the Fubini-Study metric form on P
n(C) by f .
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Let f be a linearly non-degenerate meromorphic mapping from M into Pn(C) which
satisfies the condition (Cρ). LetH1, . . . , Hq be q hyperplanes of P
n(C) in general possition.
Denote by ν(f,Hi) the pull-back divisor of Hi by f . Assume that
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ q).
The family F(f, {Hi}
q
i=1, d) is defined similarly as above.
In this paper, we will prove the following finiteness theorem for meromorphic mappings
from Ka¨hler manifold into Pn(C) sharing hyperplanes regardless of multiplicity as follows.
Theorem 1.1. Let M be an m-dimensional connected Ka¨hler manifold whose universal
covering is biholomorphic to is biholomorphic to a ball Bm(R0) in C
m (0 < R0 ≤ +∞),
and let f be a linearly non-degenerate meromorphic mapping of M into Pn(C) (n ≥ 2).
Let H1, . . . , Hq be q hyperplanes of P
n(C) in general possition. Assume that f satisfies
the condition (Cρ) and
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ q).
If q > 2n+ 1 +
2n
3n+ 1
+ ρ
(n2 + 4q − 3n)(6n+ 1)
6n2 + 2
then ♯F(f, {Hi}
q
i=1, 1) ≤ 2.
Here, by ♯S we denote the cardinality of the set S.
Note: If M = Cm then ρ = 0, and hence Theorem 1.1 immediately implies Theorem A.
In the last section of this paper, we will extend the uniqueness theorems for meromorphic
mappings of Cm into Pn(C) sharing 2n + 2 hyperplanes (see [5, 6]) to the case of Ka¨hler
manifolds. Our last result is stated as follows.
Theorem 1.2. Let M be an m-dimensional connected Ka¨hler manifold whose universal
covering is biholomorphic to is biholomorphic to a ball Bm(R0) in C
m (0 < R0 ≤ +∞),
and let f be a linearly non-degenerate meromorphic mapping of M into Pn(C) (n ≥ 2)
satisfying the condition (Cρ). Let H1, . . . , Hq be q hyperplanes of P
n(C) in general possition
such that
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ q).
Assume that
q > 2n+ 1 +
6np
6np+ 1
+ ρ
(
2n(n+ 1) +
6n2(n+ 1)p+ np(p− 2)
6np + 1
)
,
where p =
(
2n+2
n+1
)
. Then ♯F(f, {Hi}
q
i=1, n+ 1) = 1.
If M = Cm then ρ = 0 and the above theorem implies the following corollary, which is
a weak form of [6, Theorem 1.2].
Corollary 1.3. Let f be a linearly non-degenerate meromorphic mapping of Cm into
Pn(C) (n ≥ 2). Let H1, . . . , H2n+2 be 2n + 2 hyperplanes of P
n(C) in general possition.
Assume that
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ 2n+ 2).
Then ♯F(f, {Hi}
2n+2
i=1 , n+ 1) = 1.
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2. Basic notions and auxiliary results from Nevanlinna theory
2.1. Counting function.We set ‖z‖ =
(
|z1|
2+ · · ·+ |zm|
2
)1/2
for z = (z1, . . . , zm) ∈ C
m
and define
B
m(R) := {z ∈ Cm : ‖z‖ < R} (0 < R ≤ ∞),
S(R) := {z ∈ Cm : ‖z‖ = R} (0 < R <∞).
Define
vm−1(z) :=
(
ddc‖z‖2
)m−1
and
σm(z) := d
clog‖z‖2 ∧
(
ddclog‖z‖2
)m−1
on Cm \ {0}.
For a divisor ν on a ball Bm(R) of Cm, and for a positive integer p or p =∞, we define
the counting function of ν by
ν[p](z) = min {p, ν(z)},
n(t) =


∫
|ν| ∩B(t)
ν(z)vm−1 if m ≥ 2,∑
|z|≤t
ν(z) if m = 1.
Similarly, we define n[p](t).
Define
N(r, r0, ν) =
r∫
r0
n(t)
t2m−1
dt (0 < r0 < r < R).
Similarly, define N(r, r0, ν
[p]) and denote it by N [p](r, r0, ν).
Let ϕ : Bm(R) −→ C be a meromorphic function. Denote by νϕ (res. ν
0
ϕ) the divisor
(resp. the zero divisor) of ϕ. Define
Nϕ(r, r0) = N(r, r0, ν
0
ϕ), N
[p]
ϕ (r, r0) = N
[p](r, r0, (ν
0
ϕ)
[p]).
For brevity, we will omit the character [p] if M =∞.
2.2. Characteristic function. Throughout this paper, we fix a homogeneous coordi-
nates system (x0 : · · · : xn) on P
n(C). Let f : Bm(R) −→ Pn(C) be a meromorphic
mapping with a reduced representation f = (f0, . . . , fn), which means that each fi is a
holomorphic function on Bm(R) and f(z) =
(
f0(z) : · · · : fn(z)
)
outside the indetermi-
nancy locus I(f) of f . Set ‖f‖ =
(
|f0|
2 + · · ·+ |fn|
2
)1/2
.
The characteristic function of f is defined by
Tf (r, r0) =
∫ r
r0
dt
t2m−1
∫
B(t)
f ∗Ω ∧ vm−1, (0 < r0 < r < R).
By Jensen’s formula, we have
Tf(r, r0) =
∫
S(r)
log ‖f‖σm −
∫
S(r0)
log ‖f‖σm +O(1), (as r → R).
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2.3. Auxiliary results. Repeating the argument in [7, Proposition 4.5], we have the
following.
Proposition 2.1. Let F0, . . . , Fl−1 be meromorphic functions on the ball B
m(R0) in C
m
such that {F0, . . . , Fl−1} are linearly independent over C. Then there exists an admissible
set
{αi = (αi1, . . . , αim)}
l−1
i=0 ⊂ N
m,
which is chosen uniquely in an explicit way, with |αi| =
∑m
j=1 |αij| ≤ i (0 ≤ i ≤ l − 1)
such that:
(i) Wα0,...,αl−1(F0, . . . , Fl−1)
Def
:= det (Dαi Fj)0≤i,j≤l−1 6≡ 0.
(ii) Wα0,...,αl−1(hF0, . . . , hFl−1) = h
l+1Wα0,...,αl−1(F0, . . . , Fl−1) for any nonzero mero-
morphic function h on Bm(R0).
The function Wα0,...,αl−1(F0, . . . , Fl−1) is called the general Wronskian of the mapping
F = (F0, . . . , Fl−1).
Definition 2.2 (Cartan’s auxialiary function). For meromorphic functions F,G,H on
B
m(R0) and α = (α1, . . . , αm) ∈ Z
m
+ , we define the Cartan’s auxiliary function as follows:
Φα(F,G,H) := F ·G ·H ·
∣∣∣∣∣∣
1 1 1
1
F
1
G
1
H
Dα( 1
F
) Dα( 1
G
) Dα( 1
H
)
∣∣∣∣∣∣ .
Lemma 2.3 (see [8, Proposition 3.4]). If Φα(F,G,H) = 0 and Φα( 1
F
, 1
G
, 1
H
) = 0 for all α
with |α| ≤ 1, then one of the following assertions holds:
(i) F = G,G = H or H = F ,
(ii) F
G
, G
H
and H
F
are all constant.
Lemma 2.4 (see [4, Lemma 2.2]). Let f be a meromorphic mapping from Bm(R0) (0 <
R0 ≤ +∞) into P
n(C). Let f 1, f 2, f 3 be three maps in F(f, {Hi}
q
i=1, 1). Assume that
each f i has a representation f i = (f i0 : · · · : f
i
n), 1 ≤ i ≤ 3. Suppose that there exist
s, t, l ∈ {1, . . . , q} such that
P := det

 (f 1, Hs) (f 1, Ht) (f 1, Hl)(f 2, Hs) (f 2, Ht) (f 2, Hl)
(f 3, Hs) (f
3, Ht) (f
3, Hl)

 6≡ 0.
Then we have
νP ≥
∑
i=s,t,l
(
min
1≤u≤3
{ν(fu,Hi)} − ν
[1]
(f,Hi)
)
+2
q∑
i=1
ν
[1]
(f,Hi)
.
Let G be a torsion free abelian group and let A = (a1, a2, . . . , aq) be a q−tuple of
elements ai in G. Let q ≥ r > s > 1. We say that the q−tuple A has the property (Pr,s) if
any r elements al(1), . . . , al(r) in A satisfy the condition that for any given i1, . . . , is (1 ≤
i1 < · · · < is ≤ r), there exist j1, . . . , js (1 ≤ j1 < · · · < js ≤ r) with {i1, . . . , is} 6=
{j1, . . . , js} such that al(i1) · · · al(is) = al(j1) · · · al(js).
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Proposition 2.5 (See H. Fujimoto [9]). Let G be a torsion free abelian group and A =
(a1, . . . , aq) be a q−tuple of elements ai in G. If A has the property (Pr,s) for some r, s
with q ≥ r > s > 1, then there exist i1, . . . , iq−r+2 with 1 ≤ i1 < · · · < iq−r+2 ≤ q such
that ai1 = ai2 = · · · = aiq−r+2.
3. Functions of small integration
Let f 1, f 2, . . . , fk be m meromorphic mappings from the complete Ka¨hler manifold
Bm(1) into Pn(C), which satisfies the condition (Cρ) for a non-negative number ρ. For
each 1 ≤ u ≤ k, we fix a reduced representation fu = (fu0 : · · · : f
u
n ) of f
u and set
‖fu‖ = (|fu0 |
2 + · · ·+ |fun |
2)1/2.
We denote by C(Bm(R0)) the set of all non-negative functions g : B
m(R0) → [0,+∞]
which are continuous outside an analytic set of codimension two (corresponding to the
topology of the compactification [0,+∞]) and only attain +∞ in an analyic thin set.
Definition 3.1 (Functions of small integration). A function g in C(Bm(R0)) is said to
be of small integration with respective to f 1, . . . , fk at level l0 if there exist an element
α = (α1, . . . , αm) ∈ N
m with |α| ≤ l0, a positive number K, such that for every 0 ≤ tl0 <
p < 1, ∫
S(r)
|zαg|tσm ≤ K
(
R2m−1
R − r
k∑
u=1
Tfu(r, r0)
)p
for all r with 0 < r0 < r < R < R0, where z
α = zα11 · · · z
αm
m .
We denote by S(l0; f
1, . . . , fk) the set of all functions in C(Bm(R0)) which are of
small integration with respective to f 1, . . . , fk at level l0. We see that, if g belongs
to S(l0; f
1, . . . , fk) then g is also belongs to S(l; f 1, . . . , fk) for every l > l0. Moreover, if
g is a constant function then g ∈ S(0; f 1, . . . , fk).
Proposition 3.2. If gi ∈ S(li; f
1, . . . , f l) (1 ≤ i ≤ s) then
∏s
i=1 gi ∈ S(
∑s
i=1 li; f
1, . . . , f l).
Proof. We take the element αi = (αi1, . . . , α
i
m) with respect to gi as in the above definition.
Then, for every 1 ≤ t
∑s
i=1 li < p < 1, by Ho¨lder inequality we have∫
S(r)
|zα
1+···+αsg1 · · · gs|
tσm ≤
s∏
i=1
(∫
S(r)
|zα
i
gi|
(t
∑s
j=1 lj)/liσm
)li/∑sj=1 lj
≤
(
K
(
R2m−1
R− r
k∑
u=1
Tfu(r, r0)
)p)∑si=1 li/∑sj=1 lj
= K
(
R2m−1
R − r
k∑
u=1
Tfu(r, r0)
)p
,
for every r, 0 < r0 < r < R < 1. Therefore, g1 · · · gs ∈ R(
∑s
i=1 li; f
1, . . . , fk). 
Definition 3.3 (Functions of bounded integration). A meromorphic function h on Bm(R0)
is said to be of bounded integration with bi-degree (p, l0) for the family {f
1, . . . , fk} if there
exists g ∈ S(l0; f
1, . . . , fk) satisfying
|h| ≤ ‖f 1‖p · · · ‖fu‖p · g,
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outside a proper analytic subset of Bm(R0).
Denote by B(p, l0; f
1, . . . , fk) the set of all meromorphic functions on Bm(R0) which are
of bounded integration of bi-degree (p, l0) for {f
1, . . . , fk}. We have the following:
• For a meromorphic mapping h, |h| ∈ S(l0; f
1, . . . , fk) iff h ∈ B(0, l0; f
1, . . . , fk).
• B(p, l0; f
1, . . . , fk) ⊂ B(p, l; f 1, . . . , fk) for every 0 ≤ l0 < l.
• If hi ∈ B(pi, li; f
1, . . . , fk) (1 ≤ i ≤ s) then
h1 · · ·hm ∈ B(
s∑
i=1
pi,
s∑
i=1
li; f
1, . . . , fk).
The following proposition is proved by Fujimoto [?] and reproved by Ru-Sogome [11].
Proposition 3.4 (see [?, Proposition 6.1], also [11, Proposition 3.3]). Let L1, . . . , Ll be
linear forms of l variables and assume that they are linearly independent. Let F be a mero-
morphic mapping from the ball Bm(R0) ⊂ C
m into Pl−1(C) with a reduced representation
F = (F0, . . . , Fl−1) and let (α1, . . . , αl) be an admissible set of F . Set l0 = |α1|+ · · ·+ |αl|
and take t, p with 0 < tl0 < p < 1. Then, for 0 < r0 < R0, there exists a positive constant
K such that for r0 < r < R < R0,∫
S(r)
∣∣∣∣zα1+···+αlWα1,...,αl(F0, . . . , Fl−1)L0(F ) . . . Ll−1(F )
∣∣∣∣tσm ≤ K
(
R2m−1
R − r
TF (R, r0)
)p
.
This proposition implies that the function
∣∣∣∣Wα1,...,αl(F0, . . . , Fl−1)L0(F ) . . . Ll−1(F )
∣∣∣∣ belongs to S(l0;F ).
We will prove the following proposition, which can be considered as a general form of
finiteness theorems for meromorphic mappings on Ka¨hler manifold into projective space.
Proposition 3.5. Let M be a complete connected Ka¨hler manifold whose universal cov-
ering is biholomorphic to a ball Bm(R0) (0 < R0 ≤ +∞). Let f
1, f 2, . . . , fk be m linearly
non-degenerate meromorphic mappings from M into Pn(C), which satisfy the condition
(Cρ). Let H1, . . . , Hq be q hyperplanes of P
n(C) in general position, where q is a positive
integer. Assume that there exists a non zero holomorphic function h ∈ B(p, l0; f
1, . . . , fk)
such that
νh ≥ λ
k∑
u=1
q∑
i=1
ν
[n]
(fu,Hi)
,
where p, l0 are non-negative integers, λ is a positive number. Then we have
q ≤ n + 1 + ρk
n(n + 1)
2
+
1
λ
(p+ ρl0) .
Proof. Without loss of generality, we may assume that M = Bm(R0).
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If R0 = +∞, by the second main theorem we have
(q − n− 1)
k∑
u=1
Tfu(r, 1) ≤
k∑
u=1
q∑
i=1
N
[n]
(fu,Hi)
(r, 1) + o(
k∑
u=1
Tfu(r, 1))
≤
1
λ
Nh(r, 1) + o(
k∑
u=1
Tfu(r, 1))
=
p
λ
k∑
u=1
Tfu(r, 1) + o(
k∑
u=1
Tfu(r, 1)),
for all r ∈ [1; +∞) outside a Lebesgue set of finite measure. Letting r → +∞, we obtain
q ≤ n+ 1 +
p
λ
.
Now, we consider the case where R0 < +∞. Without loss of generality we assume that
R0 = 1. Suppose contrarily that q > n + 1 + ρk
n(n + 1)
2
+
1
λ
(p+ ρl0). Then, there is a
positive constant ǫ such that
q > n+ 1 + ρk
n(n + 1)
2
+
1
λ
(p+ ρ(l0 + ǫ)) .
Put l′0 = l0 + ǫ > 0.
Suppose that fu has a reduced representation fu = (fu0 : · · · : f
u
n ) for each 1 ≤ u ≤ k.
Since fu is linearly non-degenerate, there exists an admissible set (αu0 , . . . , α
u
n) ∈ (N
m)n+1
with |αui | ≤ i (0 ≤ i ≤ n) such that the general Wronskian
W (fu) := det
(
Dα
u
i (fuj ); 0 ≤ i, j ≤ n
)
6≡ 0.
By usual argument of Nevanlinna theory, we have
νh ≥ λ
k∑
u=1
q∑
i=1
ν
[n]
(fu,Hi)
≥ λ
k∑
u=1
(
q∑
i=1
ν(fu,Hi) − νW (fu)
)
.
Put wu(z) := z
αu0+···+α
u
n
W (fu)∏q
i=1(f,Hi)
(1 ≤ u ≤ 3). Since h ∈ B(p, l0; f
1, . . . , fk), there ex-
ists a non-negative plurisubharmonic function g ∈ S(l0; f
1, . . . , fk) and β = (β1, . . . , βm) ∈
Zm+ with |β| ≤ l0 such that∫
S(r)
∣∣zβg∣∣t′ σm = O
(
R2m−1
R− r
k∑
u=1
Tfu(r, r0)
)l
,(3.6)
for every 0 ≤ l0t
′ < l < 1 and
|h| ≤
(
k∏
u=1
‖fu‖
)p
|g|.(3.7)
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Put t = ρ
q−n− p
λ
−1
> 0 and φ := |w1| · · · |wk| · |z
βh|1/λ. Then a = t log φ is a plurisubhar-
monic function on Bm(1) and (
k
n(n + 1)
2
+
l′0
λ
)
t < 1.
Therefore, we may choose a positive number p′ such that 0 ≤ (k n(n+1)
2
+
l′0
λ
)t < p′ < 1.
Since fu satisfies the condition (Cρ), then there exists a continuous plurisubharmonic
function ϕu on B
m(1) such that
eϕudV ≤ ‖fu‖ρvm.
We see that ϕ = ϕ1 + · · ·+ ϕk + a is a plurisubharmonic function on B
m(1). We have
eϕdV = eϕ1+···+ϕk+t log φdV ≤ et log φ
k∏
u=1
‖fu‖ρvm = |φ|
t
k∏
u=1
‖fu‖ρvm
= |zβg|t/λ
k∏
u=1
(|wu|
t · ‖fu‖ρ+pt/λ)vm = |z
βg|t/λ
k∏
u=1
(|wu|
t · ‖fu‖(q−n−1)t)vm.
Setting x =
l′0/λ
kn(n+ 1)/2 + l′0/λ
, y =
n(n + 1)/2
kn(n + 1)/2 + l′0/λ
, then we have x + ky = 1.
Therefore, by integrating both sides of the above inequality over Bm(1) and applying
Ho¨lder inequality, we have∫
Bm(1)
eudV ≤
∫
Bm(1)
k∏
u=1
(|wu|
t · ‖fu‖(q−n−1)t)|zβg|t/λvm
≤
(∫
Bm(1)
|zβg|t/(λx)vm
)x
×
k∏
u=1
(∫
Bm(1)
(|wu|
t/y · ‖fu‖(q−n−1)t/y)vm
)y
≤
(
2m
∫ 1
0
r2m−1
(∫
S(r)
|zβg|t/(λx)σm
)
dr
)x
×
k∏
u=1
(
2m
∫ 1
0
r2m−1
(∫
S(r)
(
|wu| · ‖f
u‖(q−n−1)
)t/y
σm
)
dr
)y
.
(3.8)
(a) We now deal with the case where
lim
r→1
sup
∑k
u=1 Tfu(r, r0)
log 1/(1− r)
<∞.
We see that
l0t
λx
≤
l′0t
λx
=
(
k
n(n + 1)
2
+
l′0
λ
)
t < p′ and
n(n+ 1)
2
t
y
=
(
k
n(n+ 1)
2
+
l′0
λ
)
t < p′.
By [7, Proposition 6.1] and (3.6), there exists a positive constant K such that, for every
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0 < r0 < r < r
′ < 1, we have∫
S(r)
(
|wu| · ‖f
u‖(q−n−1)
)t/y
σm ≤ K
(
r′2m−1
r′ − r
Tfu(r
′, r0)
)p′
(1 ≤ u ≤ k)
and
∫
S(r)
|zβg|t/(λx)σm ≤ K
(
r′2m−1
r′ − r
k∑
u=1
Tfu(r
′, r0)
)p′
.
Choosing r′ = r +
1− r
emax1≤u≤k Tfu(r, r0)
, we have Tfu(r
′, r0) ≤ 2Tfu(r, r0), for all r
outside a subset E of (0, 1] with
∫
E
1
1−r
dr < +∞. Hence, the above inequality implies
that ∫
S(r)
(
|wu| · ‖f
u‖(q−n−1)
)t/y
σm ≤
K ′
(1− r)p′
(
log
1
1− r
)2p′
(1 ≤ u ≤ k)
and
∫
S(r)
|zβg|t/(λx)σm ≤
K ′
(1− r)p′
(
log
1
1− r
)2p′
for all r outside E, and for some positive constant K ′. Then the inequality (3.8) yields
that ∫
Bm(1)
eudV ≤ 2m
∫ 1
0
r2m−1
K ′
1− r
(
log
1
1− r
)2p′
dr < +∞.
This contradicts the results of S.T. Yau [12] and L. Karp [13].
(b) We now deal with the remaining case where
lim
r→1
sup
∑k
u=1 Tfu(r, r0)
log 1/(1− r)
=∞.
As above, we have
∫
S(r)
|zβg|t/(λx)σm ≤ K
(
1
1− r
k∑
u=1
Tfu(r, r0)
)p′
for every r0 < r < 1. By the concativity of logarithmic function, we have∫
S(r)
log |zβ|t/(λx)σm +
∫
S(r)
log |g|t/(λx)σm ≤ K
′′
(
log+
1
1− r
+ log+
k∑
u=1
Tfu(r, r0)
)
.
This implies that
∫
S(r)
log |g|σm = O
(
log+
1
1− r
+ log+
k∑
u=1
Tfu(r, r0)
)
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By [7, proposition 6.2] and (3.7), we have
k∑
u=1
pTfu(r, r0) +
∫
S(r)
log |g|σm ≥ Nh(r, r0) + S(r) ≥ λ
k∑
u=1
q∑
i=1
N
[n]
(f,Hi)
(r, r0) + S(r)
≥ λ
k∑
u=1
(q − n− 1)Tfu(r, r0) + S(r),
where S(r) = O(log+ 1
1−r
+ log+
∑k
u=1 Tfu(r0, r)) for every r excluding a set E with∫
E
dr
1−r
< +∞. Letting r → 1, we get p
λ
> q − n− 1. This is a contradiction. Hence, the
supposition is false The proposition is proved. 
4. Proof of Theorem 1.1
Since the case where M = Cm have already proved by the author in [4], without loss of
generality, in this proof we only consider the case where M = Bm(1).
Hence, f is a linearly non-degenerate meromorphic mapping of Bm(1) into Pn(C) and
H1, . . . , H2n+2 be 2n+ 2 hyperplanes of P
n(C) in general position with
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ 2n+ 2).
In order to prove Theorem 1.1, we need the following lemmas.
Lemma 4.1. If q > 2n+ 1 +
2n
3n+ 1
+ ρ
(n2 + 4q − 3n)(6n+ 1)
6n2 + 2
then the following hold:
(i) q > n+ 1 + 3ρ
n(n + 1)
2
+
3nq
2q + 2n− 2
.
(ii) q > n+ 1 + 3ρ
n(n + 1) + 4(q − n)
2
.
(iii) q > n+ 1 + 3ρ
n(n + 2)
2
+
3n
11n− 6
((q − 1) + ρ(q − 1)).
(iv) q > n + 1 + 3ρ
n(n+ 1)
2
+
3n(q2 + ρq(q − 2))
6nq + (n− 2)(q − 2) + 4q − 6n− 2
.
Proof. From the assumption, we have
q > n+ 1 +
3nq
6n+ 1
+ 3ρ
n(n+ 1) + 4(q − n)
2
,
and also q ≥ 2n+ 2. Then we have
3nq
2q + 2n− 2
≤
3nq
6n+ 2
<
3nq
6n+ 1
.
This implies the inequality (i).
The inequality (ii) and (iii) are clear. We now show that the inequality (iv) is also
satisfied. Indeed, we have
3nq2
6nq + (n− 2)(q − 2) + 4q − 6n− 2
<
3nq2
6nq + q
=
3nq
6n+ 1
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and
ρq(q − 2)
6nq + (n− 2)(q − 2) + 4q − 6n− 2
≤
ρq(q − 2)
6nq + q
= ρ
q − 2
6n + 1
≤ 6ρ(q − n).
This implies the inequality (iv). 
Lemma 4.2. Let f be a linearly non-degenerate meromorphic mapping from Bm(1) into
Pn(C), which satisfies the condition (Cρ). Let q be a positive integer with q ≥ 2n + 1 +
ρn(n + 1). Then every mapping g ∈ F(f, {Hi}
q
i=1, 1) is linearly non-degenerate.
Proof. Suppose contrarily that there exists a hyperplane H satisfying g(Cm) ⊂ H . We
assume that f and g have reduced representations f = (f0 : · · · : fn) and g = (g0 :
· · · : gn) respectively. Since f is linearly non-degenerate, there exists an admissible set
(α0, . . . , αn) ∈ (N
m)n+1 with |αi| ≤ i (0 ≤ i ≤ n) such that
W (f) := det (Dαi(fj); 0 ≤ i, j ≤ n+ 1) 6≡ 0.
Assume that H = {(ω0 : · · · : ωn) |
∑n
i=0 aiωi = 0}. Since f is linearly non-degenerate,
(f,H) 6≡ 0. On the other hand (f,H)(z) = (g,H)(z) = 0 for all z ∈
⋃q
i=1 f
−1(Hi), hence
ν(f,H)n ≥ n
q∑
i=1
ν
[1]
(f,Hi)
≥
q∑
i=1
ν
[n]
(f,Hi)
.
We see that |(f,H)n| ≤ C · ‖f‖n for a positive constant C. Then (f,H)n ∈ B(n, 0; f).
Hence, applying Proposition 3.5 for the function (f,H)n and q hyperplanes H1, . . . , Hq,
we deduce that
q ≤ n+ 1 + ρn(n + 1) + n = 2n+ 1 + ρn(n + 1).
This is a contradiction. 
Now for three mappings f 1, f 2, f 3 ∈ F(f, {Hi}
q
i=1, 1), we define:
• F ijk =
(fk, Hi)
(fk, Hj)
(0 ≤ k ≤ 2, 1 ≤ i, j ≤ 2n+ 2),
• Vi = ((f
1, Hi), (f
2, Hi), (f
3, Hi)) ∈M
3
m,
• νi: the divisor whose support is the closure of the set {z; ν(fu,Hi)(z) ≥ ν(fv ,Hi)(z) =
ν(f t,Hi)(z) for a permutation (u, v, t) of (1, 2, 3)}.
We write Vi ∼= Vj if Vi ∧ Vj ≡ 0, otherwise we write Vi 6∼= Vj . For Vi 6∼= Vj, we write
Vi ∼ Vj if there exist 1 ≤ u < v ≤ 3 such that F
ij
u = F
ij
v , otherwise we write Vi 6∼ Vj.
Lemma 4.3. If n ≥ 2 then f 1∧f 2∧f 3 = 0 for every f 1, f 2, f 3 ∈ F(f, {Hi}
q
i=1, 1) provided
q > n+ 1 + 3ρ
n(n + 1)
2
+
3nq
2q + 2n− 2
.
This lemma is firstly proved in [14, Theorem 1]. For the sake of completeness, we will
give another short simple proof.
Proof. Suppose that f 1 ∧ f 2 ∧ f 3 6≡ 0. Without loss of generality, we may assume that
V1 ∼= · · · ∼= Vl1︸ ︷︷ ︸
group 1
6∼= Vl1+1
∼= · · · ∼= Vl2︸ ︷︷ ︸
group 2
6≡ Vl2+1
∼= · · · ∼= Vl3︸ ︷︷ ︸
group 3
6∼= · · · 6∼= Vls−1
∼= · · · ∼= Vls︸ ︷︷ ︸
group s
,
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where ls = q. For each 1 ≤ i ≤ q, we set
σ(i) =
{
i+ n if i+ n ≤ q,
i+ n− q if i+ n > q.
Then, we see that Vi and Vσ(i) belong to two distinct groups, i.e., Vi∧Vσ(i) 6≡ 0. Therefore,
we may choose another index, denoted by γ(i), such that
Vi ∧ Vσ(i) ∧ Vγ(i) 6≡ 0.
We set
Pi := det

 (f 1, Hi) (f 1, Hσ(i)) (f 1, Hγ(i))(f 2, Hi) (f 2, Hσ(i)) (f 2, Hγ(i))
(f 3, Hi) (f
3, Hσ(i)) (f
3, Hγ(i))

 6≡ 0.
Then, by Lemma 2.4 we have
νPi ≥
(
min
1≤u≤3
{ν(fu,Hi)} − ν
[1]
(f,Hi)
)
+
(
min
1≤u≤3
{ν(fu,Hσ(i))} − ν
[1]
(f,Hσ(i))
)
+2
q∑
j=1
ν
[1]
(f,Hj)
≥
3∑
u=1
(ν
[n]
(fu,Hi)
+ ν
[n]
(fu,Hσ(i))
)− (2n+ 1)(ν [1](f,Hi) + ν
[1]
(f,Hσ(i))
) + 2
q∑
j=1
ν
[1]
(f,Hj)
.
Summing-up both sides of the above inequality over all 1 ≤ i ≤ q, we have
ν∏q
i=1 Pi
≥ 2
3∑
u=1
ν
[n]
(fu,Hi)
+ (2q − 4n− 2)
q∑
j=1
ν
[1]
(f,Hj)
≥
3∑
u=1
(2 +
2q − 4n− 2
3n
)ν
[n]
(fu,Hi)
.
It is easy to see that Pi ∈ B(1, 0; f
1, f 2, f 3) (1 ≤ i ≤ q), and hence
q∏
i=1
Pi ∈ B(q, 0; f
1, f 2, f 3).
Then, by Proposition 3.5 we have
q ≤ n + 1 + 3ρ
n(n+ 1)
2
+
3nq
2q + 2n− 2
.
This is a contradiction.
Then f 1 ∧ f 2 ∧ f 3 ≡ 0. The lemma is proved. 
Lemma 4.4. With the assumption of Theorem 1.1, let h and g be two elements of
F(f, {Hi}
q
i=1, 1). If there exist a constant λ and two indices i, j such that
(h,Hi)
(h,Hj)
= λ (g,Hi)
(g,Hj)
then λ = 1.
Proof. Set H =
(h,Hi)
(h,Hj)
and G =
(g,Hi)
(g,Hj)
. Then H = λG. Supposing that λ 6= 1, since
H = G on the set
⋃
t6=i,j f
−1(Ht) \ (f
−1(Hi) ∪ f
−1(Hj)), we have⋃
t6=i,j
f−1(Ht) ⊂ f
−1(Hi) ∪ f
−1(Hj).
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By the assumption dim (f−1(Hs) ∩ f
−1(Ht)) ≤ m− 2 (s 6= t), this implies that⋃
t6=i,j
f−1(Ht) = ∅.
Applying Proposition 3.5 for the function 1 ∈ B(0, 0; f) and (q− 2) hyperplanes {Ht; t 6=
i, j}, we have
q − 2 ≤ n+ 1 + ρn(n + 1).
This is a contradiction. Therefore λ = 1. The lemma is proved. 
Lemma 4.5. With the assumption of Theorem 1.1, let f 1, f 2, f 3 be three meromorphic
mappings in F(f, {Hi}
q
i=1, 1). Suppose that f
1∧f 2∧f 3 ≡ 0 and Vi ∼ Vj for some distinct
indices i and j. Then f 1, f 2, f 2 are not distinct.
Proof. Suppose f 1, f 2, f 2 are distinct. Since Vi ∼ Vj , we may suppose that F
ij
1 =
F ij2 6= F
ij
3 . Since f
1 ∧ f 2 ∧ f 3 ≡ 0 and f 1 6= f 2, there exists a meromorphic function α
such that
F tj3 = αF
tj
1 + (1− α)F
tj
2 (1 ≤ t ≤ 2n+ 2).
This implies that F ij3 = F
ij
1 = F
ij
2 . This is a contradiction. Hence f
1, f 2, f 3 are not
distinct. The lemma is proved 
Lemma 4.6. With the assumption of Theorem 1.1, let f 1, f 2, f 3 be three meromorphic
mappings in F(f, {Hi}
q
i=1, 1). Suppose that f
1, f 2, f 3 are distinct and there are two indices
i, j ∈ {1, . . . , q} (i 6= j) such that Vi 6∼= Vj and
Φαij := Φ
α(F ij1 , F
ij
2 , F
ij
3 ) ≡ 0
for every α = (α1, . . . , αm) ∈ N
m with |α| = 1. Then for every t ∈ {1, . . . , q} \ {i}, the
following assertions hold:
(i) Φαit ≡ 0 for all |α| ≤ 1.
(ii) If Vi 6∼= Vt then F
ti
1 , F
ti
2 , F
ti
3 are distinct and there exists a meromorphic function
hit ∈ S(1; f
1, f 2, f 3) such that
νhit ≥ −ν
[1]
(f,Hi)
− ν
[1]
(f,Ht)
+
∑
j 6=i,t
ν
[1]
(f,Hj)
.
Proof. By the supposition Vi 6∼= Vj , we may assume that F
ji
2 − F
ji
1 6= 0.
(a) For all α ∈ Nm with |α| = 1, we have Φαij = 0, and hence
Dα
(
F ji3 − F
ji
1
F ji2 − F
ji
1
)
=
1
(F ji2 − F
ji
1 )
2
·
(
(F ji2 − F
ji
1 ) · D
α(F ji3 − F
ji
1 )
− (F ji3 − F
ji
1 ) · D
α(F ji2 − F
ji
1 )
)
=
1
(F ji2 − F
ji
1 )
2
·
∣∣∣∣∣∣
1 1 1
F ji1 F
ji
2 F
ji
3
Dα(F ji1 ) D
α(F ji2 ) D
α(F ji3 )
∣∣∣∣∣∣ = 0.
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Since the above equality holds for all |α| = 1, then there exists a constant c ∈ C such that
F ji3 − F
ji
1
F ji2 − F
ji
1
= c.
By Lemma 4.3, we have f 1 ∧ f 2 ∧ f 3 = 0. Then for each index t ∈ {1, . . . , q} \ {i, j}, we
have
0 = det

 (f1, Hi) (f1, Hj) (f1, Ht)(f2, Hi) (f2, Hj) (f2, Ht)
(f3, Hi) (f3, Hj) (f3, Ht)

 = 3∏
u=1
(fu, Hi) · det

 1 F ji1 F ti11 F ji2 F ti2
1 F ji3 F
ti
3


=
3∏
u=1
(fu, Hi) · det
(
F ji2 − F
ji
1 F
ti
2 − F
ti
1
F ji3 − F
ji
1 F
ti
3 − F
ti
1
)
.
Thus
(F ji2 − F
ji
1 ) · (F
ti
3 − F
ti
1 ) = (F
ji
3 − F
ji
1 ) · (F
ti
2 − F
ti
1 ).
If F ti2 − F
ti
1 = 0 then F
ti
3 − F
ti
1 = 0, and hence Φ
α
it = 0 for all α ∈ N
m with |α| < 1.
Otherwise, we have
F ti3 − F
ti
1
F ti2 − F
ti
1
=
F ji3 − F
ji
1
F ji2 − F
ji
1
= c.
This also implies that
Φαit = F
it
1 · F
it
2 · F
it
3 ·
∣∣∣∣∣∣
1 1 1
F ti1 F
ti
2 F
ti
3
Dα(F ti1 ) D
α(F ti2 ) D
α(F ti3 )
∣∣∣∣∣∣
= F it1 · F
it
2 · F
it
3 ·
∣∣∣∣ F ti2 − F ti1 F ti3 − F ti1Dα(F ti2 − F ti1 ) Dα(F ti3 − F ti1 )
∣∣∣∣
= F it1 · F
it
2 · F
it
3 ·
∣∣∣∣ F ti2 − F ti1 c(F ti2 − F ti1 )Dα(F ti2 − F ti1 ) cDα(F ti2 − F ti1 )
∣∣∣∣ = 0.
Then one always has Φαit = 0 for all t ∈ {1, . . . , q} \ {i}. The first assertion is proved.
(b) We suppose that Vi 6∼= Vt. From the above part, we have
cF si2 + (1− c)F
si
1 = F
si
3 (s 6= i).
By the supposition that f 1, f 2, f 3 are distinct, we have c 6∈ {0, 1}. This implies that
F ti1 , F
ti
2 , F
ti
3 are distinct.
We consider the meromorphic mapping Git of B
m(1) into P1(C) with a reduced repre-
sentation
Git = ((f
1, Ht)(f
2, Hi)(f3, Hi)/h : (f
1, Hi)(f
2, Ht)(f3, Hi)/h),
where h is a holomorphic function on Bm(1). It is clear that
‖Git‖ ≤
‖f 1‖ · ‖f 2‖ · ‖f 3‖
|h|
and hence
TGit(r, r0) ≤ Tf1(r, r0) + Tf2(r, r0) + Tf3(r, r0)−Nh(r, r0).
This yields that S(l;Git) ⊂ S(l; f
1, f 2, f 3) for all non-negative integers l.
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For a point z 6∈ I(Git) which is a zero of one of
{(f 1, Ht)(f
2, Hi)(f3, Hi)/h, (f
1, Hi)(f
2, Ht)(f3, Hi)/h, (f
1, Hi)(f
2, Hi)(f3, Ht)/h},
then z must be either zero of (f,Hi) or zero of (f,Ht), and hence
ν
[1]
(f1,Ht)(f2,Hi)(f3,Hi)/h
(z) + ν
[1]
(f1,Hi)(f2,Ht)(f3,Hi)/h
(z) + ν
[1]
(f1,Hi)(f2,Hi)(f3,Ht)/h
(z)
= 1 ≤ ν
[1]
(f,Hi)
(z) + ν
[1]
(f,Ht)
(z).
On the other hand, its is clear that
ν
[1]
(f1,Ht)(f2,Hi)(f3,Hi)/h−(f1,Hi)(f2,Ht)(f3,Hi)/h
≥
q∑
v=1
v 6=i,t
ν
[1]
(f,Hv)
.(4.7)
By Lemma 4.3, we see that Git is not constant. Then there is βit = (βit0, βit1), where
βitk ∈ N
m and |βitk| ≤ k (k = 0, 1), such that
Dβit =
∣∣∣∣ Dβit0((f 1, Ht)(f 2, Hi)(f3, Hi)) Dβit0((f 1, Hi)(f 2, Ht)(f3, Hi))Dβit1((f 1, Ht)(f 2, Hi)(f3, Hi)) Dβit1((f 1, Hi)(f 2, Ht)(f3, Hi))
∣∣∣∣ 6≡ 0
We put
hit =
((f 1, Ht)(f
2, Hi)(f3, Hi)− (f
1, Hi)(f
2, Ht)(f3, Hi))D
βit
(f 1, Ht)(f 2, Hi)(f 3, Hi).(f 1, Hi)(f 2, Ht)(f3, Hi).(f 1, Hi)(f 2, Hi)(f 3, Ht)
.
Hence, we see that hit ∈ S(1;Git) ⊂ S(1; f
1, f 2, f 3). Also by usual argument, we have
νhit = ν(F ti1 −F ti2 )ht + νW −
3∑
u=1
νF tiu ht
≥
q∑
v=1
v 6=i,t
ν
[1]
(f,Hv)
−
3∑
u=1
ν
[1]
F tiu ht
≥
q∑
v=1
v 6=i,t
ν
[1]
(f,Hv)
− ν
[1]
(f,Hi)
− ν
[1]
(f,Ht)
.
Moreover, we have |hit| ∈ S(0;Git) ⊂ S(0; f
1, f 2, f 3). The lemma is proved. 
Lemma 4.8. With the assumption of Theorem 1.1, let f 1, f 2, f 3 be three meromorphic
mappings in F(f, {Hi}
q
i=1, 1). Assume that there exist i, j ∈ {1, 2, . . . , q} (i 6= j) and
α ∈ Nm with |α| = 1 such that Φαij 6≡ 0. Then there exists a holomophic function gij ∈
B(1, 1; f 1, f 2, f 3) such that
νgij ≥
3∑
u=1
ν
[n]
(fu,Hi)
+
3∑
u=1
ν
[n]
(fu,Hj)
+ 2
q∑
t=1
t6=i,j
ν
[1]
(f,Ht)
− (2n+ 1)ν
[1]
(f,Hi)
− (n + 1)ν
[1]
(f,Hj)
+ νj
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Proof. We have
Φαij = F
ij
1 · F
ij
2 · F
ij
3 ·
∣∣∣∣∣∣
1 1 1
F ji1 F
ji
2 F
ji
3
Dα(F ji1 ) D
α(F ji2 ) D
α(F ji3 )
∣∣∣∣∣∣
=
∣∣∣∣∣∣
F ij1 F
ij
2 F
ij
3
1 1 1
F ij1 D
α(F ji2 ) F
ij
2 D
α(F ji2 ) F
ij
3 D
α(F ji3 )
∣∣∣∣∣∣
= F ij1
(Dα(F ji3 )
F ji3
−
Dα(F ji2 )
F ji2
)
+F ij2
(Dα(F ji1 )
F ji1
−
Dα(F ji3 )
F ji3
)
+ F ij3
(Dα(F ji2 )
F ji2
−
Dα(F ji1 )
F ji1
)
.
(4.9)
This implies that
(
3∏
u=1
(fu, Hj)) · Φ
α
ij = gij ,
where
gij =(f
1, Hi) · (f
2, Hj) · (f
3, Hj) ·
(
Dα(F ji3 )
F ji3
−
Dα(F ji2 )
F ji2
)
+ (f 1, Hj) · (f
2, Hi) · (f
3, Hj) ·
(
Dα(F ji1 )
F ji1
−
Dα(F ji3 )
F ji3
)
+ (f 1, Hj) · (f
2, Hj) · (f
3, Hi) ·
(
Dα(F ji2 )
F ji2
−
Dα(F ji1 )
F ji1
)
.
Hence, we easily see that
|gij| ≤ C · ‖f
1‖ · ‖f 2‖ · ‖f 3‖ ·
3∑
u=1
∣∣∣∣Dα(F jiu )F jiu
∣∣∣∣ ,
where C is a positive constant, and then gij ∈ B(1; 1; f
1, f 2, f 3). It is clear that
νΦαij = −
3∑
u=1
ν(fu,Hj) + νgij .(4.10)
Hence, it is sufficient for us to prove that
νΦαij ≥−
3∑
u=1
ν(fu,Hj) +
3∑
u=1
ν
[n]
(fu,Hi)
+
3∑
u=1
ν
[n]
(fu,Hj)
+ 2
q∑
t=1
t6=i,j
ν
[1]
(f,Ht)
− (2n+ 1)ν
[1]
(f,Hi)
− (n+ 1)ν
[1]
(f,Hj)
+ νj .
(4.11)
18 SI DUC QUANG1,2
We set
S =
⋃
s 6=t
{z; ν(f,Hs)(z) · ν(f,Ht)(z) > 0}.
Then S is an analytic subset of codimension at least two in Bm(1). We denote by P
the right hand side of the inequlity (4.11). In order to prove the inequality (4.11), it is
sufficient for us to show that
νΦαij (z) ≥ P (z)(4.12)
for all z outside the set I.
Indeed, for z 6∈ I, we distinguish the following cases:
Case 1: z ∈ Supp ν(f,Ht) (t 6= i, j). We see that P (z) = 2. We write Φ
α
ij in the form
Φαij = F
ij
1 · F
ij
2 · F
ij
3 ×
∣∣∣∣
(
F ji1 − F
ji
2
) (
F ji1 − F
ji
3
)
Dα
(
F ji1 − F
ji
2
)
Dα
(
F ji1 − F
ji
3
) ∣∣∣∣ .
Then by the assumption that f 1, f 2, f 3 coincide on Tt, we have F
ji
1 = F
ji
2 = F
ji
3 on Tt.
The property of the general Wronskian implies that νΦαij (z) ≥ 2 = P (z).
Case 2: z ∈ Supp ν(f,Hi). We have
P (z) =
3∑
u=1
ν
[n]
(fu,Hi)
(z)− (2n+ 1) ≤ min
1≤u≤3
{ν
[n]
(fu,Hi)
(z)} − 1.
We may assume that ν(f1,Hi)(z) ≤ ν(f2,Hi)(z) ≤ ν(f3,Hi)(z). We write
Φαij = F
ij
1
[
F ij2 (F
ji
1 − F
ji
2 )F
ij
3 D
α(F ji1 − F
ji
3 )− F
ij
3 (F
ji
1 − F
ji
3 )F
ij
2 D
α(F ji1 − F
ji
2 )
]
It is easy to see that F ij2 (F
ji
1 − F
ji
2 ), F
ij
3 (F
ji
1 − F
ji
3 ) are holomorphic on a neighborhood
of z, and
ν∞
F ij3 D
α(F ji1 −F
ji
3 )
(z) ≤ 1,
and ν∞
F ij2 D
α(F ji1 −F
ji
2 )
(z) ≤ 1.
Therefore, it implies that
νΦαij (z) ≥ ν
[n]
(f1,Hi)
(z)− 1 ≥ P (z).
Case 3: z ∈ Supp ν(f,Hj). We may assume that
νF ji1
(z) = d1 ≥ νF ji2
(z) = d2 ≥ νF ji3
(z) = d3.
Choose a holomorphic function h on Bm(1) whose the multiplicity of zero at z equal to 1
such that F jiu = h
duϕu (1 ≤ u ≤ 3), where ϕu are meromorphic on B
m(1) and holomorphic
on a neighborhood of z. Then
Φαij = F
ij
1 · F
ij
2 · F
ij
3 ·
∣∣∣∣ F ji2 − F ji1 F ji3 − F ji1Dα(F ji2 − F ji1 ) Dα(F ji3 − F ji1 )
∣∣∣∣
= F ij1 · F
ij
2 · F
ij
3 · h
d2+d3 ·
∣∣∣∣∣∣
ϕ2 − h
d1−d2ϕ1 ϕ3 − h
d1−d3ϕ1
Dα(hd2−d3ϕ2 − h
d1−d3ϕ1)
hd2−d3
Dα(ϕ3 − h
d1−d3ϕ1)
∣∣∣∣∣∣ .
MEROMORPHIC MAPPINGS OF A COMPLETE CONNECTED KA¨HLER MANIFOLD 19
This yields that
νΦαij (z) ≥ −
3∑
u=1
ν(fu,Hj)(z) + d2 + d3 −max{0,min{1, d2 − d3}}.
On the other hand
P (z) = −
3∑
u=1
ν(fu,Hj)(z) +
3∑
u=1
min{n, du} − (n + 1) + χνj
= −
3∑
u=1
ν(fu,Hj)(z) + d2 + d3 − 1 + χνj ≤ νΦαij (z).
From the above three cases, the inequality (4.12) holds. The lemma is proved. 
Proof of theorem 1.1. Suppose contrarily that there exist three distinct meromor-
phic mappings f 1, f 2, f 3 in F(f, {Hi}
q
i=1, 1). By Lemma 4.3, we have f
1 ∧ f 2 ∧ f 3 ≡ 0.
Without loss of generality, we may assume that
V1 ∼= · · · ∼= Vl1︸ ︷︷ ︸
group 1
6∼= Vl1+1
∼= · · · ∼= Vl2︸ ︷︷ ︸
group 2
6≡ Vl2+1
∼= · · · ∼= Vl3︸ ︷︷ ︸
group 3
6∼= · · · 6∼= Vls−1
∼= · · · ∼= Vls︸ ︷︷ ︸
group s
,
where ls = q.
Denote by P the set of all i ∈ {1, . . . , q} satisfying there exist j ∈ {1, . . . , q} \ {i} such
that Vi 6∼= Vj and Φ
α
ij ≡ 0 for all α ∈ Z
m
+ with |α| ≤ 1. We consider the following three
cases.
Case 1: ♯P ≥ 2. Then P contains two elements i, j. Then we have Φαij = Φ
α
ji = 0 for all
α ∈ Zm+ with |α| ≤ 1. By Lemma 2.3, there exist two functions, for instance they are F
ij
1
and F 2ij , and a constant λ such that F
ij
1 = λF
2
ij . This yields that F
ij
1 = F
ij
2 (by Lemma
4.4). Then by Lemma 4.6 (ii), we easily see that Vi ∼= Vj, i.e., Vi and Vj belong to the
same group in the above partition.
Without loss of generality, we may assume that i = 1 and j = 2. Since f 1, f 2, f 3 are
supposed to be distinct, the number of each group in the above partition is less than n+1.
Hence we have V1 ∼= V2 6∼= Vt for all t ∈ {n+ 1, . . . , q}. By Lemma 4.6 (ii), we have
νh1t ≥
∑
s 6=1,t
ν
[1]
(f,Hs)
− ν
[1]
(f,H1)
(r)− ν
[1]
(f,Ht)
and νh2t ≥
∑
s 6=2,t
ν
[1]
(f,Hs)
− ν
[1]
(f,H2)
(r)− ν
[1]
(f,Ht)
.
Summing-up both sides of the above two inequalities, we get
νh1t + νh2t ≥
∑
s 6=1,2,t
ν
[1]
(f,Hs)
− 2ν
[1]
(f,Ht)
.
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After summing-up both sides of the above inequalities over all t ∈ {n+1, . . . , q}, we easily
obtain
q∑
i=n+1
(νh1t + νh2t) ≥ (n+ 2)
n∑
t=3
ν
[1]
(f,Ht)
+ n
q∑
t=n+1
ν
[1]
(f,Ht)
≥ n
q∑
t=3
ν
[1]
(f,Ht)
≥
1
3
3∑
u=1
q∑
t=3
ν
[n]
(fu,Ht)
.
This implies that
ν∏q
i=n+1(h1th2t)
≥
1
3
3∑
u=1
q∑
t=3
ν
[n]
(fu,Ht)
.
Since
∏q
i=n+1(h1th2t) ∈ B(0, 2(q − n); f
1, f 2, f 3), from Proposition 3.5 we have
q ≤ n+ 1 + 3ρ
n(n + 1)
2
+ 3ρ2(q − n).
This is a contradiction.
Case 2: ♯P = 1. We assume that P = {1}. We easily see that V1 6∼= Vi for all i = 2, . . . , q
(otherwise i ∈ P , this contradicts to ♯P = 1). Then by Lemma 4.6 (ii), we have
νh1i ≥
∑
s 6=1,t
ν
[1]
(f,Hs)
− ν [1](f,H1)(r)− ν
[1]
(f,Hi)
.
Summing-up both sides of the above inequality over all i = 2, . . . , q, we get
q∑
i=2
νh1i ≥(q − 3)
q∑
i=2
ν
[1]
(f,Hi)
− (q − 1)ν
[1]
(f,H1)
.(4.13)
We also see that i 6∈ P for all 2 ≤ i ≤ q. Set
σ(i) =
{
i+ n if i+ n ≤ q,
i+ n− q + 1 if i+ n > q.
Then i and σ(i) belong to two distinct groups, i.e., Vi 6∼= Vσ(i), for all i ∈ {2, . . . , q}, and
hence Φαiσ(i) 6≡ 0 for some α ∈ N
m with |α| ≤ 1. By Lemma 4.8 we have
νgiσ(i) ≥
3∑
u=1
∑
t=i,σ(i)
ν
[n]
(fu,Ht)
− (2n+ 1)ν
[1]
(f,Hi)
− (n+ 1)ν
[1]
(f,Hσ(i))
+ 2
q∑
t=1
t6=i,σ(i)
ν
[1]
(f,Ht)
.
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Summing-up both sides of the above inequality over all i = 2, . . . , q, we get
q∑
i=2
νgiσ(i) ≥ 2
q∑
i=2
3∑
u=1
ν
[n]
(fu,Hi)
+ (2q − 3n− 8)
q∑
i=2
ν
[1]
(f,Hi)
+ 2(q − 1)ν
[1]
(f,H1)
≥ 2
q∑
i=2
3∑
u=1
ν
[n]
(fu,Hi)
+
4q − 3n− 14
3
3∑
u=1
q∑
i=2
ν
[1]
(fu,Hi)
− 2
q∑
i=2
νh1i
≥
4q + 3n− 14
3n
3∑
u=1
q∑
i=2
ν
[n]
(fu,Hi)
− 2
q∑
i=2
νh1i .
This implies that
ν∏q
i=2(giσ(i)h
2
1i)
≥
4q + 3n− 14
3n
3∑
u=1
q∑
i=2
ν
[n]
(fu,Hi)
≥
11n− 6
3n
3∑
u=1
q∑
i=2
ν
[n]
(fu,Hi)
.
It is clear that
∏q
i=2(giσ(i)h
2
1i) ∈ B(q−1, q−1; f
1, f 2, f 3). Then, from Proposition 3.5, we
have
q ≤ n+ 1 + 3ρ
n(n+ 2)
2
+
3n
11n− 6
((q − 1) + ρ(q − 1)).
This is a contradiction.
Case 3: P = ∅. Then for all i 6= j, by Lemma 4.8 we have
νgij ≥
3∑
u=1
ν
[n]
(fu,Hi)
+
3∑
k=1
ν
[n]
(fk ,Hj)
+ 2
q∑
t=1
t6=i,j
ν
[1]
(f,Ht)
− (2n + 1)ν
[1]
(f,Hi)
− (n + 1)ν
[1]
(f,Hj)
+ νj .
Setting
γ(i) =
{
i+ n if i ≤ q − n
i+ n− q if i > q − n
and summing-up both sides of the above inequality over all pairs (i, γ(i)), we get
q∑
i=1
νgiγ(i) ≥2
3∑
u=1
q∑
t=1
ν
[n]
(fu,Ht)
+ (2q − 3n− 6)
q∑
t=1
ν
[1]
(f,Ht)
+
q∑
t=1
νt.(4.14)
On the other hand, by Lemma 4.5, we see that Vj 6∼ Vl for all j 6= l. Hence, we have
P
iγ(i)
st :
Def
= (f s, Hi)(f
t, Hγ(i))− (f
t, Hγ(i))(f
s, Hi) 6≡ 0 (s 6= t, 1 ≤ i ≤ q).
Claim 4.15. With i 6= j 6= σ(i), for every z ∈ f−1(Hj) we have∑
1≤s<t≤3
ν
P
iγ(i)
st
(z) ≥ 4ν
[1]
(f,Hj)
(z)− νj(z).
Indeed, for z ∈ f−1(Hj) ∩ supνj , we have
4ν
[1]
(f,Hj)
(z)− νj(z) ≤ 4− 1 = 3 ≤
∑
1≤s<t≤3
ν
P
iγ(i)
st
(z).
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Now, for z ∈ f−1(Hj) \ sup νj , we may assume that ν(f1,Hj)(z) < ν(f2,Hj)(z) ≤ ν(f3,Hj)(z).
Since f 1 ∧ f 2 ∧ f 3 ≡ 0, we have det(Vi, Vγ(i), Vj) ≡ 0, and hence
(f 1, Hj)P
iγ(i)
23 = (f
2, Hj)P
iγ(i)
13 − (f
3, Hj)P
iγ(i)
12 .
This yields that
ν
P
iγ(i)
23
(z) ≥ 2
and hence ∑
1≤s<t≤3
ν
P
iγ(i)
st
(z) ≥ 4 = 4ν
[1]
(f,Hj)
(z)− νj(z).
Hence, the claim is proved.
On the other hand, with j = i or j = σ(i), for every z ∈ f−1(Hj) we see that
ν
P
iγ(i)
st
(z) ≥min{ν(fs,Hj)(z), ν(f t,Hj)(z)}
≥ν
[n]
(fs,Hj)
(z) + ν
[n]
(f t,Hj)
(z)− nν
[1]
(f,Hj)
(z).
and hence
∑
1≤s<t≤3
ν
P
iγ(i)
st
(z) ≥ 2
3∑
u=1
ν
[n]
(fu,Hj)
(z)− 3nν
[1]
(f,Hj)
(z).
Combining this inequality and the above claim, we have
∑
1≤s<t≤3
ν
P
iγ(i)
st
(z) ≥
∑
j=i,γ(i)
(
2
3∑
u=1
ν
[n]
(fu,Hj)
(z)− 3nν
[1]
(f,Hj)
(z)
)
+
q∑
j=1
j 6=i,γ(i)
(4ν
[1]
(f,Hj)
(z)− νj(z)).
This yields that
∑
1≤s<t≤3
ν
P
iγ(i)
st
≥
∑
j=i,γ(i)
(
2
3∑
u=1
ν
[n]
(fu,Hj)
− 3nν
[1]
(f,Hj)
)
+
q∑
j=1
j 6=i,γ(i)
(4ν
[1]
(f,Hj)
− νj).(4.16)
On the other hand, we easily see that
∏
1≤s<t≤3 P
iγ(i)
st ∈ B(2, 0; f
1, f 2, f 3).
Summing-up both sides of the above inequality over all i, we obtain
q∑
i=1
∑
1≤s<t≤3
ν
P
iγ(i)
st
≥4
3∑
u=1
q∑
i=1
ν
[n]
(fu,Hi)
+ (4q − 6n− 8)
q∑
i=1
ν
[1]
(f,Hi)
− (q − 2)
q∑
i=1
νi.
Thus
q∑
i=1
νi ≥
4
q − 2
3∑
u=1
q∑
i=1
ν
[n]
(fu,Hi)
+
4q − 6n− 8
q − 2
q∑
i=1
ν
[1]
(f,Hi)
−
1
q − 2
q∑
i=1
∑
1≤s<t≤3
ν
P
iγ(i)
st
.
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Using this estimate, from (4.14) we have
q∑
i=1
νgiγ(i) +
1
q − 2
q∑
i=1
∑
1≤s<t≤3
ν
P
iγ(i)
st
≥
(
2 +
4
q − 2
) 3∑
u=1
q∑
t=1
ν
[n]
(fu,Ht)
+
(
2q − 3n− 6 +
4q − 6n− 8
q − 2
) q∑
i=1
ν
[1]
(fu,Hi)
≥
(
2 +
4
q − 2
+
n− 2
3n
+
4q − 6n− 8
3n(q − 2)
) 3∑
u=1
q∑
t=1
ν
[n]
(fu,Ht)
.
This yields that
ν∏q
i=1(g
q−2
iγ(i)
P
iγ(i)
12 P
iγ(i)
13 P
iγ(i)
23 )
≥
(
2q +
(n− 2)(q − 2) + 4q − 6n− 8
3n
) 3∑
u=1
q∑
t=1
ν
[n]
(fu,Ht)
.
We see that
∏q
i=1(g
q−2
iγ(i)P
iγ(i)
12 P
iγ(i)
13 P
iγ(i)
23 ) ∈ B(q
2, q(q− 2); f 1, f 2, f 3). Then, from Proposi-
tion 3.5, we have
q ≤ n+ 1 + 3ρ
n(n+ 1)
2
+
3n(q2 + ρq(q − 2))
6nq + (n + 2)(q − 2)− 6n
.
This is a contradiction.
Hence the supposition is false. Therefore, ♯F(f, {Hi}
q
i=1, 1) ≤ 2. We complete the proof
of the theorem. 
5. Proof of Theorem 1.2
Since in the case where M = Cm, the theorem has already proved by the author in [6],
without loss of generality, in this proof we only consider the case where M = Bm(1).
In order to prove Theorem 1.2, we firstly prove the following theorem, which is the
generalization of the uniqueness theorem for meromorphic mappings of Cm into Pn(C)
sharing 2n+ 3 hyperplanes in general position regardless of multiplicity.
Theorem 5.1. Let M be a complete connected Ka¨hler manifold whose universal covering
is biholomorphic to Cm or the unit ball Bm(1) of Cm, and let f be a linearly non-degenerate
meromorphic maps of M into Pn(C) (n ≥ 2). Let H1, . . . , Hq be q hyperplanes of P
n(C)
in general possition. Assume that f satisfies the condition (Cρ) and
dim f−1(Hi) ∩ f
−1(Hj) ≤ m− 2 (1 ≤ i < j ≤ q).
Then ♯F(f, {Hi}
q
i=1, 1) = 1 if q > n + 1 + ρn(n + 1) +
2nq
q + 2n− 2
, in particular if
q > 2n+ 2 + 2ρn(n + 1).
Proof. Suppose contrarily that ♯F(f, {Hi}
q
i=1, 1) > 1. Then there exists two distinct
elements f 1, f 2 of F(f, {Hi}
q
i=1, 1). By changing indices if necessary, we may assume that
(f 1, H1)
(f 2, H1)
≡
(f 1, H2)
(f 2, H2)
≡ · · · ≡
(f 1, Hk1)
(f 2, Hk1)︸ ︷︷ ︸
group 1
6≡
(f 1, Hk1+1)
(f 2, Hk1+1)
≡ · · · ≡
(f 1, Hk2)
(f 2, Hk2)︸ ︷︷ ︸
group 2
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6≡
(f 1, Hk2+1)
(f 2, Hk2+1)
≡ · · · ≡
(f 1, Hk3)
(f 2, Hk3)︸ ︷︷ ︸
group 3
6≡ · · · 6≡
(f 1, Hks−1+1)
(f 2, Hks−1+1)
≡ · · · ≡
(f 1, Hks)
(f 2, Hks)︸ ︷︷ ︸
group s
,
where ks = q.
Then, we have Pi = (f
1, Hi)(f
2, Hσ(i))− (f
2, Hi)(f
1, Hσ(i)) 6≡ 0, for all 1 ≤ i ≤ q, where
σ(i) =
{
i+ n if i+ n ≤ q,
i+ n− q if i+ n > q.
By using the same argument as in the proof of Theorem 1.1, we have
νPi(z) ≥
∑
v=i,σ(i)
min{ν(f1,Hv)(z), ν(f2,Hv)(z)}+
q∑
v=1
v 6=i,σ(i)
ν
[1]
(f1,Hv)
(z)
≥
∑
v=i,σ(i)
(
ν
[n]
(f1,Hv)
(z) + ν
[n]
(f2,Hv)
(z)− nν
[1]
(f1,Hv)
(z)
)
+
q∑
v=1
v 6=i,σ(i)
ν
[1]
(f1,Hv)
(z).
Summing-up of both sides of the above inequality over i = 1, . . . , q, we obtain
ν∏q
i=1 Pi
(z) ≥
q∑
i=1
(
ν
[n]
(f1,Hi)
(z) + ν
[n]
(f2,Hi)
(z)
)
+(q − 2) ·
q∑
i=1
ν
[1]
(f1,Hi)
(z)
=
(
1 +
q − 2
2n
)
·
q∑
i=1
(
ν
[n]
(f1,Hi)
(z) + ν
[n]
(f2,Hi)
(z)
)(5.2)
Since
∏q
i=1 Pi ∈ B(q, 0; f
1, f 2), from Proposition 3.5 we have
q ≤ n + 1 + ρn(n + 1) +
q
1 + (q − 2)/(2n)
= n + 1 + ρn(n + 1) +
2nq
q + 2n− 2
.
This is a contradiction. Then ♯F(f, {Hi}
q
i=1, 1) = 1.
Now, if q > 2n+ 2 + 2ρn(n+ 1), we have
q > n+ 1 + ρn(n + 1) +
2nq
4n
≥ n + 1 + ρn(n + 1) +
2nq
q + 2n− 2
.
The theorem is proved. 
Proof of Theorem 1.2. By Theorem 5.1, it is enough for us to prove the theorem
with q ≤ 2n+ 2 + 2ρn(n+ 1).
Suppose contrarily that there exist two distinct elements f 1, f 2 of F(f 1, {Hi}
q
i=1, n+1).
Similarly as the proof of Theorem 5.1, we may assume that
(f 1, H1)
(f 2, H1)
≡
(f 1, H2)
(f 2, H2)
≡ · · · ≡
(f 1, Hk1)
(f 2, Hk1)︸ ︷︷ ︸
group 1
6≡
(f 1, Hk1+1)
(f 2, Hk1+1)
≡ · · · ≡
(f 1, Hk2)
(f 2, Hk2)︸ ︷︷ ︸
group 2
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6≡
(f 1, Hk2+1)
(f 2, Hk2+1)
≡ · · · ≡
(f 1, Hk3)
(f 2, Hk3)︸ ︷︷ ︸
group 3
6≡ · · · 6≡
(f 1, Hks−1+1)
(f 2, Hks−1+1)
≡ · · · ≡
(f 1, Hks)
(f 2, Hks)︸ ︷︷ ︸
group s
,
where ks = q.
Then, we have Pi = (f
1, Hi)(f
2, Hσ(i))− (f
2, Hi)(f
1, Hσ(i)) 6≡ 0, for all 1 ≤ i ≤ q, where
σ(i) =
{
i+ n if i+ n ≤ q,
i+ n− q if i+ n > q.
For each 1 ≤ i ≤ q, we set Si = {z ∈ C
m | ν(f1,Hi)(z) 6= ν(f2,Hi)(z)}. Then Si is an analytic
subset of dimension m−1 and Si \Si is an analytic subset of dimension ≤ m−2. Denote
by νSi the reduced divisor with the support Si. For z ∈ f
−1(Hi), it is easy to see that:
• If z ∈ Si then min{ν(f1,Hi)(z), ν(f2,Hi)(z)} > n. Because νSi(z) = 1, we have
min{ν(f1,Hi)(z), ν(f2,Hi)(z)} ≥ n+ 1 ≥ ν
[n]
(f1,Hi)
(z) + νSi(z).
• If z 6∈ Si then ν(f1,Hi)(z) = ν(f2,Hi)(z) and νSi(z) = 0 then
min{ν(f1,Hi)(z), ν(f2,Hi)(z)} = ν
[n]
(f1,Hi)
(z) = ν
[n]
(f1,Hi)
(z) + νSi(z).
It yields that
min{ν(f1,Hi)(z), ν(f2,Hi)(z)} ≥ ν
[n]
(f1,Hi)
(z) + νSi(z).
for all z ∈ f−1(Hi) and hence it holds for all z ∈ B
m(1).
By using the same argument as in the proof of Theorem 1.1, we have
νPi(z) ≥
∑
v=i,σ(i)
min{ν(f1,Hv)(z), ν(f2,Hv)(z)} +
q∑
v=1
v 6=i,σ(i)
ν
[1]
(f1,Hv)
(z)
≥
∑
v=i,σ(i)
(
ν
[n]
(f1,Hv)
(z) + νSv(z)
)
+
q∑
v=1
v 6=i,σ(i)
ν
[1]
(f1,Hv)
(z).
Summing-up of both sides of the above inequality over i = 1, . . . , q, we obtain
ν∏q
i=1 Pi
(z) ≥2
q∑
i=1
(
ν
[n]
(f1,Hi)
(z) + νSi
)
+(q − 2)
q∑
i=1
ν
[1]
(f1,Hi)
(z)
=
(
1 +
q − 2
2n
) q∑
i=1
(
ν
[n]
(f1,Hi)
(z) + ν
[n]
(f2,Hi)
(z)
)
+ 2
q∑
i=1
νSi(z).
(5.3)
Assume that Hi = {ai0ω0 + · · · + ainωn = 0}. We set hi =
(f1,Hi)
(f2,Hi)
(1 ≤ i ≤ q). Then
hi
hj
=
(f1,Hi)·(f2,Hj)
(f1,Hj)·(f2,Hi)
does not depend on representations of f 1 and f 2 respectively.
Take an arbitrary subset of 2n + 2 elements of the set {1, . . . , q}, for instance it is
{1, . . . , 2n+ 2}. Since
∑n
k=0 aikf
1
k − hi ·
∑n
k=0 aikf
2
k = 0 (1 ≤ i ≤ 2n + 2), it implies that
det (ai0, . . . , ain, ai0hi, . . . , ainhi; 1 ≤ i ≤ 2n + 2) = 0.
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For each subset I ⊂ {1, 2, . . . , 2n + 2}, put hI =
∏
i∈I hi. Denote by I the set of all
combinations I = (i1, . . . , in+1) with 1 ≤ i1 < ... < in+1 ≤ q.
For each I = (i1, . . . , in+1) ∈ I, define
AI = (−1)
(n+1)(n+2)
2
+i1+···+in+1 · det(airl; 1 ≤ r ≤ n+ 1, 0 ≤ l ≤ n)·
det(ajsl; 1 ≤ s ≤ n+ 1, 0 ≤ l ≤ n),
where J = (j1, . . . , jn+1) ∈ I such that I ∪ J = {1, 2, . . . , 2n+ 2}. We have∑
I∈I
AIhI = 0.
Take I0 ∈ I. Then AI0hI0 = −
∑
I∈I,I 6=I0
AIhI , that is,
hI0 = −
∑
I∈I,I 6=I0
AI
AI0
hI .
Remark that for each I ∈ I, then AI
AI0
6= 0.
Denote by t the minimal number satisfying the following: There exist t elements
I1, . . . , It ∈ I \ {I0} and t nonzero constants bi ∈ C such that hI0 =
∑t
i=1 bihIi.
Since hI0 6≡ 0 and by the minimality of t, it follows that the family {hI1, . . . , hIt} is
linearly independent over C.
Case 1. t = 1. Then
hI0
hI1
∈ C∗.
Case 2. t ≥ 2.
Consider the meromorphic mapping F : Bm(1)→ Pt−1(C) with a reduced representation
F = (hI1h/d : · · · : dhIth/d), where h =
∏2n+2
i=1 (f
2, Hi) and d is holomorphic on B
m(1).
If z is a zero of hIih/d, then z must be either zero or pole of some hv. Hence z belongs
to Sv for some v. This yields that ν
[1]
dhIi
(z) ≤
∑q
v=1 νSv .
It is clear that TF (r, r0) ≤ (n+ 1)(Tf1(r, r0) + Tf2(r, r0))−Nd(r, r0). Denote by W (F )
the general Wronskian of F and set
G :=
∏
0≤s<l≤2
(
(hIlh/d− hIsh/d) ·W (F )∏t
i=0(hIih/d)
)
.
Then we have G ∈ B(0, (t−1)(t+1)/2;F ) ⊂ B(0, (t−1)(t+1)/2; f 1, f 2). For each subset
J ⊂ {1, . . . , q}, set Jc = {1, . . . , q} \ J . It is clear that
⋃
0≤s<l≤2
((Il \ Is) ∪ (Is \ Il))
c = {1, . . . , q}.
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We have
−νG = 3
t∑
i=0
νhIih/d − 3νW (F ) −
∑
0≤s<l≤2
νhIlh/d−hIsh/d
≤ 3
t∑
i=0
ν
[1]
hIih/d
−
∑
0≤s<l≤2
(ν0hIl/hIs−1
)
≤ 3
t∑
i=0
ν
[1]
hIih/d
−
∑
0≤s<l≤2
∑
i∈((Il\Is)∪(Is\Il))c
ν
[1]
(f,Hi)
≤ 3
t∑
i=0
ν
[1]
hIih/d
−
q∑
i=1
ν
[1]
(f,Hi)
.
Then, we have
ν∏q
i=1 Pi
≥
(
1 +
q − 2
2n
) q∑
i=1
(
ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
)
+ 2
q∑
i=1
νSi
≥
(
1 +
q − 2
2n
) q∑
i=1
(
ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
)
+
2
3(t+ 1)
(
q∑
i=1
ν
[1]
(f,Hi)
+ νG
)
.
This yields that
νG(
∏q
i=1 Pi)
3(t+1) ≥
(
6(t+ 1) +
1
n
) q∑
i=1
(
ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
)
.
We note that G(
∏q
i=1 Pi)
3(t+1) ∈ B(3q(t+1), (t− 1)(t+1)/2; f 1, f 2). Hence, from Propo-
sition 3.5, we have
q ≤ n + 1 + 2ρn(n+ 1) +
3q(t+ 1) + ρ(t− 1)(t+ 1)
6(t+ 1) + 1
n
≤ n + 1 + 2ρn(n+ 1) +
3(t+ 1)(2n+ 2 + 2ρn(n + 1)) + ρ(t− 1)(t+ 1)
6(t+ 1) + 1
n
= 2n+ 1 +
6n(t + 1)
6n(t+ 1) + 1
+ ρ
(
2n(n+ 1) +
6n(n + 1)(t+ 1) + (t− 1)(t+ 1)
6(t+ 1) + 1
n
)
= 2n+ 1 +
6np
6np+ 1
+ ρ
(
2n(n+ 1) +
6n2(n+ 1)p+ np(p− 2)
6np+ 1
)
.
This is a contradiction. Hence, this case does not happen.
Therefore, for each I ∈ I, there is J ∈ I \ {I} such that
hI
hJ
∈ C.
We now consider the torsion free abelian subgroup generated by the family {[h1], . . . , [hq]}
of the abelian group M∗m/C
∗. Then the family {[h1], . . . , [hq]} has the property Pq,n+1.
It implies that there exist q− 2n ≥ 2 elements, without loss of generality we may assume
that they are [h1], [h2], such that [h1] = [h2]. Then
h1
h2
= λ ∈ C∗.
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Suppose that λ 6≡ 1. Since
h1(z)
h2(z)
= 1 for each z ∈
⋃q
i=3 f
−1(Hi) \ (f
−1(H1) ∪ f
−1(H2)),
it implies that
⋃q
i=3 f
−1(Hi) = ∅. Hence
∑q
i=3 ν
[n]
(f,Hi)
= 0. Then, by Proposition 3.5, we
have
q − 2 ≤ n+ 1 + ρn(n + 1).
This is a contradiction. Thus, λ ≡ 1, i.e., h1 ≡ h2. Hence ν(f1,Hi) = ν(f2,Hi), i = 1, 2.
Now we consider
P1 = (f
1, H1)(f
2, Hn+1)− (f
1, Hn+1)(f
2, H1)
=
(f 1, H1)
(f 1, H2)
(
(f 1, H2)(f
2, Hn+1)− (f
1, Hn+1)(f
2, H2)
)
6≡ 0.
From this inequality, we easily see that
νP1 ≥ (ν(f1,H1) + ν
[1]
(f1,H1)
) + ν
[n]
(f1,Hn+1)
+
q∑
v=1
v 6=1,n+1
ν
[1]
(f1,Hv)
(5.4)
and similarly
νPq−n+1 ≥ ν(f1,Hq−n+1) + (ν
[1]
(f1,H1)
+ ν
[n]
(f1,H1)
) +
q∑
v=1
v 6=1,q−n+1
ν
[1]
(f1,Hv)
,
νP2 ≥ (ν(f1,H2) + ν
[1]
(f1,H2)
) + ν
[n]
(f1,Hn+2)
+
q∑
v=1
v 6=2,n+2
ν
[1]
(f1,Hv)
,
νPq−n+2 ≥ ν(f1,Hq−n+2) + (ν
[1]
(f1,H2)
+ ν
[n]
(f1,H2)
) +
q∑
v=1
v 6=2,q−n+2
ν
[1]
(f1,Hv)
.
(5.5)
Then, similar as (5.3), we have
ν∏q
i=1 Pi
(z) ≥
(
1 +
q − 2
2n
) q∑
i=1
(
ν
[n]
(f1,Hi)
(z) + ν
[n]
(f2,Hi)
(z)
)
+
2
n
(ν
[n]
(f1,H1)
+ ν
[n]
(f1,H2)
).(5.6)
On the other hand, by setting
γ(i) =
{
i+ n if i+ n ≤ q
i+ n− q + 2 if i+ n > q
and P ′i = (f
1, Hi)(f
2, Hγ(i))− (f
2, Hi)(f
1, Hγ(i)),
we also have
νP ′i ≥ ν
[n]
(f1,Hi)
+ ν
[n]
(f1,Hγ(i))
+
q∑
j=1
j 6=i,γ(i)
ν
[1]
(f1,Hj)
.
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Summing-up both sides of this inequalities over all 3 ≤ i ≤ q, we have
ν∏q
i=3 P
′
i
≥
q∑
i=3
(
2ν
[n]
(f1,Hi)
+ (q − 4)ν
[1]
(f1,Hi)
)
+ (q − 2)
(
ν
[1]
(f1,H1)
+ ν
[1]
(f1,H2)
)
≥
(
1 +
q − 4
2n
) q∑
i=3
(ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
) +
q − 2
n
(
ν
[n]
(f1,H1)
+ ν
[n]
(f1,H2)
)
=
(
1 +
q − 4
2n
) q∑
i=1
(ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
)−
2n− 2
n
(
ν
[n]
(f1,H1)
+ ν
[n]
(f1,H2)
)
(5.7)
From (5.6) and (5.7), we have
ν(
∏q
i=1 Pi)
n−1·(
∏q
i=3 P
′
i )
≥
(
n− 1 +
(n− 1)(q − 2)
2n
+ 1 +
q − 4
2n
) q∑
i=1
(ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
)
=
nq + 2n2 − 2n− 2
2n
q∑
i=1
(ν
[n]
(f1,Hi)
+ ν
[n]
(f2,Hi)
).
It is clear that (
∏q
i=1 Pi)
n−1 · (
∏q
i=3 P
′
i ) ∈ B(nq − 2, 0; f
1, f 2). Then from Lemma 3.5, we
have
q ≤ n+ 1 + ρn(n + 1) +
(n− 1)q + q − 2
n− 1 + (n−1)(q−2)
2n
+ 1 + q−4
2n
≤ n+ 1 + ρn(n + 1) +
2n(n(2n+ 2 + 2ρn(n + 1))− 2)
n(2n+ 2) + 2n2 − 2n− 2
= n + 1 + ρn(n + 1) +
4n3 + 4n2 − 4n+ 4ρn2(n+ 1)
4n2 − 2
≤ 2n+ 1 +
4n2 − 2n
4n2 − 2
+ ρ(n(n + 1) +
4n2(n + 1)
4n2 − 2
).
This is a contradiction.
Hence f 1 ≡ f 2. The theorem is proved. 
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