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2 SAHARON SHELAH
Anotated Content
§0 Introduction
[We review results and background, and give notation.]
§1 The null ideal resricted to a non-null set may be ℵ1-saturated
[We explain the difficulty for the null case, solved by adding κ random reals
ηλ+α in the end, κmeasurable, but they are random over some subuniverses,
so we add in the beginning λ Cohens r
˜
i(i < λ). The memory is devised
such that {A : {ηλ+α : α ∈ A} null} will include a P(κ)V\D,D a normal
ultrafilter on κ. Whereas in [Sh 592], the Aα (memory) were chosen closed
enough, here we use automorphism of the memory structure.]
§2 Non-null set with no non-null function
[We show that consistently for some non-null set A of reals for every function
from A to the reals, its graph is a null subset of the plain.]
§3 The Lℵ1,ℵ1 -elmentary submodels and the forcing
[We deal with general FS iterations of c.c.c. definable in subuniverses, and
give sufficient condition for P ′A ⋖ Pα. As application we show consistency
of some values of 2ℵ0 , add(meagre), cov(meagre), unif(meagre) b, d.]
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§0 Introduction
Note that the result stated in the abstract tells us that the positive result explained
below cannot be improved (to ℵ1 sets). It is (Gitik, Shelah [GiSh 582])
(∗) given sets An of reals for n < ω, we can find Bn ⊆ An, pairwise disjoint
such that An, Bn have the same outer Lebesgue measure.
Lately, we have proved ([Sh 592]):
0.1 Theorem. Con(cov(null) = ℵω +MAℵn) for each n < ω.
The idea of the proof was to use finite support 〈Pi, Qi : i < α〉, where say Q
˜
i has
generic real r
˜
i and Qi is random forcing in V[〈r
˜
j : j ∈ ai〉], ai ⊆ i, ai closed enough
or r
˜
i is Cohen real but the “memory” is not transitive, i.e. j ∈ ai ; aj ⊆ ai.
As 0.1 was hard for me for long it seems reasonable to hope the solution will
open my eyes on other problems as well.
In this paper we deal mainly with “can every non-null set be partitioned to
uncountably many non-null sets?”, equivalently: “can the ideal of null sets which
are subsets of a fixed non-null subset of R be ℵ1-saturated?”. P. Komja´th [Ko],
proved that it is consistent that there is a non-meager set A such that the ideal of
meager subsets of A is ℵ1-saturated. The question whether a similar fact may hold
for measure dates back to Ulam, see also Prikry’s thesis, Fremlin had asked both
versions since the seventies.
So we prove the following:
0.2 Theorem. It is consistent that there is a non-null set A ⊆ R such that the ideal
of null subsets of A is ℵ1-saturated (of course, provided that “ZFC +∃ measurable”
is consistent).
The proof of 0.1 was not directly applicable, but “turning the tables” make it
relevant as explained in §1.
The question appears on the current Fremlin’s list of problems, [Fe94] as problem
EL(a) respectively.
We also have some further remarks, e.g. the exact cardinal assumption for 0.1.
We try to make the paper self-contained for readers with basic knowledge of forcing
and of [Sh 592].
Also we answer the following problem which Komja´th draws our attention to:
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0.3 Theorem. It is consistent that:
⊕ there is a non-null A ⊆ R such that: for every f : A → R, the function f
as a subset of the plane R× R is null
provided that “ZFC + there is a measurable cardinal” is consistent.
Lastly, in §3 we investigate when partial memory iteration behaves as in [Sh 592]
and gives an example how to apply the method. This originally was a part of [Sh
592], but as the main part of [Sh 592] was in final form and this was not and we
like to add §3, we separate.
0.4 Notation. We denote:
(1) natural numbers by k, l,m, n and also i, j
(2) ordinals by α, β, γ, δ, ζ, ξ (δ always limit)
(3) cardinals by λ, κ, χ, µ
(4) reals by a, b and positive reals (normally small) by ε
(5) subsets of ω or ω≥2 or Ord by A,B,C,X, Y, Z
(6) B is a Borel function
(7) finitely additive measures by Ξ
(8) sequences of natural numbers or ordinals by η, ν, ρ
(9) s is used for various things.
T is as in Definition 2.9 of [Sh 592], t is a member of T .
We denote
(1) forcing notions by P,Q
(2) forcing conditions by p, q
(3) p ≥ q means p stronger than q
and use r to denote members of Random (see below)
(1) Leb is Lebesgue measure (on {A : A ⊆ ω2})
(2) Random will be the family
{r ⊆ ω≥2 :r is a subtree of (ω>2, ⊳) (i.e. closed under initial segments, <>∈ r
with no ⊳ -maximal element (so lim(r) ⊆ ω2
is closed)) and Leb(lim(r)) > 0 and moreover η ∈ r ⇒ lim(r[η])
is not null (on r[η] see below)}
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ordered by inverse inclusion. We may sometimes use instead
{B : B is a Borel non-null subset of ω2}.
For η ∈ ω>2, A ⊆ ω≥2 let
A[η] = {ν ∈ A : ν ⊳ η ∨ η E ν}.
We thank Tomek Bartoszyn´ski and Mariusz Rabus and Heike Mildenberger for
reading and commenting and correcting.
6 SAHARON SHELAH
§1 The null ideal restricted to a non-null set may be ℵ1-saturated
Let us first describe an outline of Komja´th’s solution to the problem for the meagre
ideal. Note that by a theorem of Solovay, the conclusion implies that there is a
measurable cardinal in some inner model. So Komja´th starts with
V |= “κ is measurable and D is a normal ultrafilter on κ”.
He uses finite support iteration 〈Pα, Q
˜
β : α ≤ 2κ, β < 2κ〉 of c.c.c. forcing notions
such that for β < κ the forcing notion Qβ adds a Cohen real η
˜
β ∈ ω2 (so Q
˜
β =
(ω>2, ⊳)) and for each β ∈ [κ, 2κ) for some Aβ ∈ D, the forcing notion Q
˜
β makes
the set {η
˜
γ : γ ∈ κ\Aβ} meagre (and every A ∈ D appears). The point is that finite
support iterations tend to preserve non-meagreness, so inVP2κ the set {η
˜
α : α < κ}
remains non-meagre (and D is (i.e. generates) in VP2κ an ℵ1-saturated filter).
For our aims this per se is doomed to failure: finite support iterations add Cohen
reals which make the set of old reals null, whereas countable support iterations
tend to collapse ℵ2. This seems to indicate that the solution should be delayed
till we have better other support iterations (the 2ℵ0 = ℵ3 problem; see [Sh:b,
Ch.VII,Ch.VIII] and [Sh:f, Ch.VII,Ch.VIII]). But we start with a simpler remedy:
we use finite support iteration 〈Pα, Q
˜
β : α ≤ δ∗, β < δ∗〉 of c.c.c. forcing notions
with cf(δ∗) = κ, 〈βξ : ξ < κ〉 increasing with limit δ∗, Q
˜
βξ is a partial random, say
RandomV
PA(βξ)
where A(βξ) = Aβξ ⊆ βξ, adding the real τ
˜
βξ .
Clearly we want that
|=Pδ∗ “{τ
˜
βξ : ξ < κ} is not null”.
For this it suffices to have: every countable A ⊆ δ∗ is included in some A(βξ).
However, we also want that for B ∈ D the set {τ
˜
βξ : ξ ∈ κ\B} will be null. For
this it is natural to demand that for some α,Q
˜
α is Cohen forcing and
(∀ξ ∈ κ\B)(α /∈ Aβξ).
So we try to force a null set including {τ
˜
βξ : ξ ∈ κ\B} before we force the τ
˜
β ’s!
If τ
˜
α is similar enough to being Cohen over 〈τ
˜
βξ : ξ ∈ κ\B〉 we are done. So this
becomes similar to the problem in proving 0.1. But there we use 2κ = χ, so that
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we need to carry only κ finitely additive measures 〈Ξ
˜
t
α : t ∈ T 〉, i.e. have few
blueprints hence can make Aα (when |Qα| ≥ κ) closed enough. However, the Ξ
˜
t
α’s
come only to prove the existence of p⊕ which forces that many pℓ’s (ℓ < ω) are
in the generic set (see the proof of [Sh 592, Claim 3.3]). So in fact we can define
the name of the finitely additive measure after we have the sequence 〈pℓ : ℓ < ω〉.
Actually, we need this only for some specific cases and/or can embed our Pα into
another iteration. So the problem boils down to having the Aβ’s closed enough to
enable us to produce finitely additive measures like the one in clause (i) of 2.11 or
clause (d) of 2.16, [Sh 592]. The way we materialize the idea is by having enough
automorphisms of the structure
〈Pα, Q
˜
β , Aβ, µβ, τ
˜
β : α ≤ α∗, β < α∗〉.
In fact we can replace below λ + κ by λ · κ. If we would like to have e.g. {A :
Ξ(A) = 1} to be a selective filter then the λ × κ version is better: we can use
{τ
˜
λ×ξ+1+γ : γ < λ}, which are Cohen, for ensuring this.
If you do not like the use of “automorphisms” of Q¯ and doing it through higher
λ’s, later we analyze the method (of [Sh 592, §2,§3]) more fully (using essentially
≺Lℵ1,ℵ1 ), and then the proof is more direct (see 3.1 - 3.13).
1.1 Theorem. Let D be a κ-complete nonprincipal ultrafilter on κ. Then for some
c.c.c. forcing notion P of cardinality 2κ, in VP we have
(∗) for some A ∈ [ω2]κ we have
(a) A is not null
(b) the ideal I = {B ⊆ A : B is null} is ℵ1-saturated.
Moreover,
(∗∗) we can find pairwise distinct ηξ ∈ ω2 (for ξ < κ) such that
A = {ηξ : ξ < κ} and Y ∈ D ⇔ {ηξ : ξ ∈ κ\Y } is null.
1.2 Remark. 1) We can replace ω2 by R.
2) We can use asD any uniform ℵ2-complete filter on κ (such thatD is ℵ1-saturated
in V and so in VP , see 1.11).
3) In (∗∗) of course D stands for the filter that D generated in VP .
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1.3 Convention. For λ ≥ 2κ (but we use only λ < (2κ)+ω) let gλ : λ → D be such
that
Y ∈ D ⇒ |{α < λ : gλ(α) = Y }| = λ.
For simplicity gλ is increasing with λ, and let h : D → 2κ be such that gλ◦h = idD.
For ξ < κ let
Eξ = E
λ
ξ = {α < λ : ξ ∈ gλ(α)}.
Finally we let
E¯ = E¯λ = 〈Eλξ : ξ < κ〉.
If not said otherwise we assume that λ = λℵ0 ≥ 2κ (for simplicity).
Note: our intention is that τ
˜
α will exemplify {τ
˜
λ+ξ : ξ ∈ κ\gλ(α)} is null, for which
it is enough that τ
˜
α will be (at least somewhat) like Cohen over V[〈τ
˜
λ+ξ : ξ ∈
κ\gλ(α)〉], so it is reasonable to ask that τ
˜
α is not in the subuniverse over which
τ
˜
λ+ξ is random when ξ ∈ κ\gλ(α), i.e. α /∈ Eξ.
1.4 Definition. K ′θ is the family of 〈Pα, Q
˜
α, Aα, µα, τ
˜
α : α < β〉 such that
(A) 〈Pα, Q
˜
α : α < β〉 is a FS iteration with direct limit Pβ
(B) Aα ⊆ α, µα = ℵ0, and either |Aα| < θ,Qα is Cohen forcing, τ
˜
α the Cohen
real or |Aα| ≥ θ
˜
, Q
˜
α is Random
V[〈τ
˜
γ :γ∈Aα〉]
(defined as in [Sh 592, 2.2])
and τ
˜
α the random real. This is a particular case of [Sh 592, 2.2] except
replacing κ there by θ here so we can use [Sh 592].
Note that Definition 1.5(1), Claim 1.6(2) are vacuous when θ = 1, the case we use
here but they are natural for less specific cases. Let τ¯
˜
= 〈τ
˜
α : α < β〉, note that
more accurately we should write notQ
˜
α = Random
V[τ¯
˜
↾Aα]
but Random
V[τ¯
˜
↾Aα],τ¯
˜
↾Aα
or Random
V,τ¯
˜
↾Aα
as Qα may be a proper subset of Random
V[τ¯
˜
↾Aα]
depending on
τ¯
˜
↾ Aα, too. For the “good” cases equality holds. In shortness we shall write
Random
τ¯
˜
↾A
.
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1.5 Definition. For Q¯ ∈ K ′θ :
1) A ⊆ ℓg(Q¯) is called Q¯-closed if
(α < ℓg(Q¯) & |Aα| < θ & α ∈ A)⇒ Aα ⊆ A.
2) Let1
PAUT(Q¯) = {f :f is a one to one partial function from ℓg(Q¯) to
ℓg(Q¯) such that dom(f) and rang(f) are Q¯-closed and for
β ∈ dom(f) we have |Aβ | < θ ⇔ |Af(β)| < θ and if
β, γ ∈ dom(f) then β ∈ Aγ ⇔ f(β) ∈ Af(γ)}.
3) We define the following by induction on ℓg(Q¯). For f ∈ PAUT(Q¯) let fˆ be the
partial function from P ′dom(f) to P
′
rang(f), (see [Sh 592, Definition 2.2(3)]) defined
by:
p1 = fˆ(p0) when p0 ∈ P ′dom(f), dom(p1) = {f(β) : β ∈ dom(p0)}
p1(f(β)) = Bβ(. . . , truth value(ζγ ∈ τ
˜
f(γ)), . . . )γ∈wp0
β
when p0(β) = Bβ(. . . truth value(ζγ ∈ τ
˜
γ) . . . )γ∈wp0
β
;
(so wp1
f(β) = {f(γ) : γ ∈ wp0β }).
For such Q¯, f for any P ′dom(f)-name τ˜
we define fˆ(τ
˜
), a P ′rang(f)-name, naturally.
4) For Q¯ ∈ K ′θ let
EAUT(Q¯) = {f ∈ PAUT(Q¯) : dom(f) = rang(f) = ℓg(Q¯)}.
1.6 Fact. Let Q¯ ∈ K ′θ .
1) If α < ℓg(Q¯), Q¯′ = Q¯ ↾ α then Q¯′ ∈ K ′θ and PAUT(Q¯′) ⊆ PAUT(Q¯).
2) If α ≤ ℓg(Q¯), then {β : β < α} is Q¯-closed; and the family of Q¯-closed sets is
closed under intersection and union (of any family).
3) If f ∈ PAUT(Q¯) and A ⊆ ℓg(Q¯) is Q¯-closed, then f ↾ (A∩ dom(f)) belongs to
1this suffices when we iterate just partial random forcing (when |Aβ | ≥ κ) and Cohen forcing
(when |Qβ | < κ), which is enough here. For a more complicated situation, see §3.
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PAUT(Q¯).
4) If2 f ∈ EAUT(Q¯), then fˆ is an automorphism of P ′
ℓg(Q¯)
.
5) If A is Q¯-closed and ⊗Q¯,A below holds, then P ′A ⋖ Pℓg(Q¯). Moreover, if q ∈ P ′ℓg(Q¯)
then:
(a) q ↾ A ∈ P ′A
(b) P ′
ℓg(Q¯)
|= “q ↾ A ≤ q”
(c) if q ↾ A ≤ p ∈ P ′A then q′ = p ∪ (q ↾ (ℓg(Q¯)\A)) belongs to P ′ℓg(Q¯) and is a
lub of p, q
where
⊗Q¯,A if α ∈ A, |Aα| ≥ θ and B ⊆ α is countable then for some
f ∈ EAUT(Q¯ ↾ α) we have:
(i) f ↾ (B ∩A) = the identity
(ii) f ′′(B) ⊆ A
(iii) f ′′(B ∩Aα) ⊆ A ∩ Aα.
Proof. Straight. For part (5) we prove by induction on β ≤ ℓ(Q¯) that replacing
P ′
ℓg(Q¯)
, A by P ′β , A
′ = A ∩ β so q ∈ P ′β , clauses (a), (b), (c) in (5) hold.
In successor stages β = α + 1, if α /∈ A or |Aα| < θ it is trivial, so assume
α ∈ A & |Aα| ≥ θ. So P ′A∩α ⋖ Pα etc., and it is enough to show:
(∗) if in VP ′A∩α ,I is a maximal antichain in RandomVP
′
A∩α∩Aα then in VP
′
α ,
the set I is a maximal antichain of RandomV
P ′
Aα .
By the c.c.c. this is equivalent to
(∗)′ if ζ∗ < ω1, {pζ : ζ < ζ∗} ⊆ P ′A∩(α+1), p ∈ P ′A∩α and p P ′A∩α “{pζ(α) :
ζ < ζ∗ and pζ ↾ α ∈ GP ′A∩α} is a predense subset of Random
τ¯
˜
↾A∩α∩Aα
”
then p P ′α “{pζ(α) : ζ < ζ∗ and pζ ↾ α ∈ GP ′α} is a predense subset of
RandomV
P ′
Aα ”.
2does f ∈ PAUT(Q¯) imply fˆ is an isomorphism from P ′
dom(f)
onto P ′
rang(f)
? The problem is
that the order is inherited from Pα so is not necessarily the same.
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Assume (∗)′ fails, so we can find q such that
p ≤ q ∈ P ′α
q P ′α “{pζ(α) : ζ < ζ∗ and pζ ↾ α ∈ GP ′α} is not a predense subset of Random
τ¯
˜
↾Aα
”.
So for some GP ′α -name r˜
q P ′α “r˜
∈ Randomτ¯˜↾Aα(= Q
˜
α) and is incompatible with every pζ(α) ∈ Q
˜
α”.
Possibly increasing q, without loss of generality r
˜
is a B(. . . , truth value(ζγ ∈
τ
˜
γ), . . . ))γ∈w where w ⊆ Aα is countable. Let us define (supp for support is from
[Sh 592, Def.2.2(1)(F)], i.e. above supp(r
˜
) = w)
B = w ∪ dom(q) ∪
⋃
ζ<ζ∗
dom(pζ ↾ α) ∪
⋃
{supp(q(β)) : β ∈ dom(q)}
∪
⋃
{supp(pζ(β)) : β ∈ dom(pζ ↾ α) and ζ < ζ∗}.
Clearly B is a countable subset of α. By ⊗Q¯,A there is f ∈ EAUT(Q¯ ↾ α) such
that
f ↾ (B ∩A) = the identity
f ′′(B) ⊆ A
f ′′(B ∩Aα) ⊆ Aα.
As fˆ is an automorphism of P ′α and is the identity on P
′
A∩B, clearly
fˆ(p) = p,
fˆ(pζ) = pζ ,
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p ≤ fˆ(q) ∈ P ′α,
fˆ(r
˜
) is B(. . . , τ
˜
f(γ), . . . )γ∈w, and f
′′(w) ⊆ f ′′(B ∩Aα) ⊆ A ∩ Aα
hence P ′α f(r˜
) ∈ Randomτ¯˜↾(A∩Aα)
and
fˆ(q) P ′
A
“in Q
˜
α, the conditions f(r
˜
) and pζ(α) are incompatible for ζ < ζ
∗”,
getting a contradiction.
Note that we use: inVP
′
α , two conditions in Random
τ¯
˜
↾B
are compatible in Random
τ¯
˜
↾B
iff they are compatible in RandomV
P ′α , for everyB ⊆ α; in particular for B = Aα∩A
and B = f ′′(Aα ∩A). 1.6
1.7 Remark. 1) Instead automorphisms (f ∈ EAUT(Q¯ ↾ α)) we can use
f ∈ PAUT(Q¯ ↾ α) but having more explicit assumptions and more to carry by
induction, see §3.
2) The use of Random is not essential for the last claim, we just need enough
absoluteness.
Proof of 1.1. We shall define
Q¯λ = 〈Pα, Q
˜
β , Aβ, µβ, τ
˜
β : α ≤ λ+ κ and β < λ+ κ〉
as an iteration fromK ′θ . More accurately, Pα = P
λ
α = Pλ,α, Q
˜
α = Q
˜
λ
α = Q
˜
λ,α, Aα =
Aλα = Aλ,α, µ = µα = µ
λ
α, τ
˜
α = τ
˜
λ
α = τ
˜
λ,α are such that
for β < λ we have: Aβ = ∅ and Q
˜
β is as in [Sh 592, Def.2.5], i.e. the
Cohen forcing notion (and τ
˜
β is the Cohen real),
for β ∈ [λ, λ+ κ) we let:
Aβ = E
λ
β−λ ∪ [λ, β)
Q
˜
β = Random
τ¯
˜
↾Aβ
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(and τ
˜
β is the (partial) random real)
(as in clause (F) of Definition 2.2 in [Sh 592].
Let P = Pλ = Pλ+κ. We define P
′
α(= P
′
λ,α) as in [Sh 592, Definition 2.2(3)], i.e.
{
p ∈ Pα :for each β ∈ dom(p) the condition p(β) is either a Cohen
condition or has the form B(. . . , truth value(ζγ ∈ τ
˜
γ), . . . )γ∈wp
β
,
where wpβ ⊆ Aβ is a countable set,B is a Borel function with
domain and range of the right form (and B, wpβ are not
Pβ-names but actual objects)
}
.
More generally, P ′λ,A for A ⊆ λ + κ denote P ′A for a¯λ (this to help when we deal
with more than one λ).
1.8 Definition/Fact. 1) We define E λξ (for ξ < κ, λ = λ
ℵ0 ≥ 2κ), an equivalence
relation on λ by: αE λξ β iff gλ(α) ∩ ξ = gλ(β) ∩ ξ.
2) E λξ (for ξ < κ, λ = λ
ℵ0 ≥ 2κ) is an equivalence relation on λ with ≤ 2|ξ|
equivalence classes, each of cardinality λ.
3) If ξ ≤ ζ < κ then E λζ refines E λξ and |Eλζ ∩ (α/E λξ )| = λ for every α < λ.
1.9 Fact. 1) If ξ < κ then (in Q¯λ)
(a) P ′Aλ+ξ = P
′
(λ∩Aλ+ξ)∪[λ,λ+ξ) = P
′
Eλ
ξ
∪[λ,λ+ξ) ⋖ P
′
λ+ξ.
Moreover
(b) if q ∈ P ′λ+ξ and q ↾ (Eλξ ∪ [λ, λ+ ξ)) ≤ p ∈ P ′Eλ
ξ
∪[λ,λ+ξ) then
p ∪ (q ↾ (λ\Eλξ ) ∪ [λ, λ+ ξ)) ∈ P ′λ+ξ
is least upper bound of p, q.
2) If λ ≤ λ′ then P ′λ′,λ∪[λ′,λ′+κ) ⋖ P ′λ′,λ′+κ and P ′λ′,λ∪[λ′,λ′+κ) is isomorphic to
P ′λ,λ+κ say by h : P
′
λ,λ+κ → P ′λ′,λ∪[λ′,λ′+κ) where h = hλ,λ
′
is the canonical map-
ping, i.e. let h : λ+ κ→ λ′ + κ be α < λ⇒ h(α) = α, ξ < κ⇒ h(λ+ ξ) = λ′ + ξ,
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now if h(p) = p′ then dom(h(p)) = {h(α) : α ∈ dom(p)}, etc.
3) If α < λ+κ, |Aα| ≥ θ (equivalently, α ∈ [λ, λ+κ)) then Q
˜
λ,α = V
τ¯
˜
↾Aα
= VP
′
Aα .
Proof. 1) By 1.6(5) (really this is a particularly simple case). I.e. let A = Aλ+ξ =
Eλξ ∪ [λ, λ+ ξ), so by 1.6(5) it is enough to check ⊗Q↾(λ+ξ)\A there. So let α ∈ A
be such that |Aα| ≥ θ and B ⊆ α is countable, and we should find f as there. As
|Aα| ≥ θ necessarily α ≥ λ so for some ζ < ξ, α = λ+ ζ. By 1.8(3) the existence of
f is immediate.
2) Straight.
3) By [Sh 592, 2.3(7)] and clause (a) of part (1). 1.9
1.10 Fact. X∗ = {τ
˜
λ+ξ : ξ < κ} is not null (in VPλ+κ).
Proof. It if is null, it is included in a Borel null set X which is coded by a real s
which is determined by 〈truth value(pℓ ∈ GPλ+κ) : ℓ < ω〉 for some 〈pℓ : ℓ < ω〉
where pℓ ∈ P ′λ+κ. Let w =
⋃
ℓ<ω
dom(pℓ) ∪
⋃
{supp(pℓ(α)) : for some ℓ < ω, α ∈
dom(pℓ)} ∈ [λ+ κ]≤ℵ0 , so w ∩ λ ∈ [λ]ℵ0 .
Now
⊗ there is ξ < κ such that (ξ > 0 and)
(i) (∀γ)(λ+ γ ∈ w ⇒ γ < ξ)
(ii) α ∈ w ∩ λ⇒ α ∈ Eλξ (⊆ Aλ+ξ).
This is possible as we have ℵ0 demands; for each one the set of ξ < κ satisfying it
is in D. Now τ
˜
λ+ξ is random over V
P ′Aλ+ξ , and X is (definable) in V
P ′Aλ+ξ (see [Sh
592, 2.3]). Hence τ
˜
λ+ξ is not in the Borel set X , a contradiction. (Alternatively
follows the proof of [Sh 592, 2.3(2)]). 1.10
1.11 Fact. If D is a κ-complete ultrafilter then in VP , D is a κ-complete
ℵ1-saturated filter.
Proof. Well known (see [J]), as P is a c.c.c. forcing notion.
So the “only” point left:
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1.12 Fact. If Y ∈ D then P “{τ
˜
λ+ξ : ξ ∈ κ\Y } is null”.
This follows from
1.13 Main Fact. If ξ < κ, α < λ, α /∈ Eξ then P ′
λ,λ+κ
“τ
˜
λ+ξ ∈ N(τ
˜
α)”, where
N(τ
˜
α) is as in [Sh 592, Definition 2.4].
Proof. Note that
(∗) for ξ < κ
EAUT(Q¯ ↾ (λ+ ξ)) ⊇ {f :f a permutation of λ+ ξ,
f ↾ [λ, λ+ ξ) is identity and
f ↾ λ maps Eλγ onto E
λ
γ for γ < ξ}.
Assume toward a contradiction that the desired conclusion fails, hence for some
p ∈ Pλ+κ we have p  “τ
˜
λ+ξ /∈ N(τ
˜
α)”. In fact, possibly increasing p, without loss
of generality for some ℓ∗
p  “
∧
ℓ≥ℓ∗
τ
˜
λ+ξ ↾ n
˜
α
ℓ ∈ a
˜
α
ℓ ”
where 〈n
˜
α
ℓ , a
˜
α
ℓ : ℓ < ω〉 is as in [Sh 592, Definition 2.4].
We may assume that p ∈ Pλ+ξ+1. Let G ⊆ Pλ+ξ be generic over V such that
p ↾ (λ+ ξ) ∈ G. So in V[G]:
p(λ+ ξ) Qλ+ξ “τ
˜
λ+ξ ∈ T
˜
α
ℓ∗” where T
˜
α
ℓ∗ = Tℓ∗(a¯
˜
α)
=: {η ∈ ω>2 : if ℓ ∈ [ℓ∗, ω) and n
˜
α
ℓ ≤ ℓg(η)
then η ↾ n
˜
α
ℓ ∈ a
˜
α
ℓ }”.
Now for some q we have:
p ↾ (λ+ ξ) ≤ q ∈ G and
q  “p(λ+ ξ) = B(. . . , truth value(εℓ ∈ τ
˜
βℓ), . . . )ℓ<ω”,
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where B ∈ V is a Borel function, βℓ ∈ Aλ+ξ and εℓ < µβℓ for ℓ < ω. So (see [Sh
592, Definition 2.2(1)(F)(α)]
t
˜
=: B(. . . , truth value(εℓ ∈ τ
˜
βℓ), . . . )
is a perfect subtree of (ω>2, ⊳) of positive measure above every node, i.e. η ∈ t
˜
⇒
0 < Leb({ν ∈ ω2 : η ⊳ ν and n < ω ⇒ ν ↾ n ∈ t
˜
}).
So by the choice of p and q we have q  “t
˜
⊆ T
˜
α
ℓ∗”. Without loss of generality
q ∈ P ′λ+ξ. Let w∗ = dom(q) ∪
⋃{supp(q(ζ)) : ζ ∈ dom(q)} ∪ {βℓ : ℓ < ω} ∪ {α}.
We can choose pζ ∈ Pλ+ξ, fζ , αζ (by induction on ζ < (2ℵ0)+) such that
(a) fζ ↾ (w
∗\{α}) = the identity
(b) fζ ↾ [λ, λ+ ξ + 1) is the identity
(c) fζ ∈ EAUT(Q¯ ↾ (λ+ ξ + 1)),
(d) αζ = fζ(α),
(e) αζ /∈ {αε : ε < ζ},
(f) qζ = fˆζ(q) and β
ζ
ℓ = fζ(βℓ) for ℓ < ω.
Hence
(A) qζ  “B(. . . , truth value(εℓ ∈ τ
˜β
ζ
ℓ
), . . . )ℓ<ω ∈ Q
˜
λ+ξ is perfect, of positive
measure (above every node), and ⊆ Tℓ∗(a¯
˜
αζ )”
(also for the last statement we need “pζ ”)
(B) ζ1 < ζ2 ⇒ αζ1 6= αζ2 ,
(C) αζ /∈ Aλ+ξ.
So if GPλ+ξ ⊆ Pλ+ξ is generic over V and E = {ζ < (2ℵ0)+ : qζ ∈ GPλ+ξ} is
unbounded we get that in the universe V[GPλ+ξ ] for some unbounded subset E of
(2ℵ0)+ the set Y =
⋂
ζ∈E
Tℓ∗ (a¯
˜
αζ )[GPλ+ξ ] has an ω-branch τ
˜
λ+ξ in (V[GPλ+ξ ])
Qλ+ξ
which is not in V[GPλ+ξ ] (think), but this set Y is a subtree of (
ω>2, ⊳). Hence3 Y
contains a perfect subtree, which was exactly our problem in proving theorem 0.1
in [Sh 592]. So we would like to continue as in the proof of [Sh 592, 0.1], but for
this we need a suitable Ξ
˜
.
First Proof:
3In fact, we could have demanded βℓ
ζ
= βℓ for ℓ < ω, ζ < (2
ℵ0 )+ so t hence Y includes t
˜
itself
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We start repeating the proof of [Sh 592, 3.3]. As there we choose ε¯ = 〈εℓ : ℓ < ω〉
a sequence of positive reals satisfying Σℓ<ω
√
εℓ < 1/10. Letting κ = 2
ℵ0 , for
each ζ < κ+ we choose pζ ∈ Iε¯ (⊆ P ′λ+ξ,Iε defined in [Sh 592, 3.1]) such that
qζ ≤ pζ and let ν¯ζ = 〈νζβ : β ∈ dom(pζ), |Aβ| ≥ θ〉 witness pζ ∈ Iε¯. Replacing
〈pζ : ζ < κ+〉 by a subsequence of the same length, without loss of generality the
bullets (•) (i.e. ⊠) of the proof of [Sh 592, 3.3] holds, so we have i∗, γζi (i < i∗, ζ <
κ+), v0, v1, z, 〈γi : i ∈ v0〉, ν¯ = 〈νi : i < v1〉, s∗, m∗ as there.
We proceed to define p′ζ ≥ pζ as in the proof of [Sh 592, 3.3] and exactly as there
it suffices to prove the parallel of [Sh 592, 3.4].
The difficulty in adapting the proof of [Sh 592, 3.4] is that it uses a blueprint
defined from 〈pζ : ζ < ω〉, so using the 〈ηβ : β < ℓg(Q¯)〉, which does not exist here.
The following two possibilities seem natural.
Possibility A:
Let χ > λ+ω and let R ∈ V be {f : f a partial function from χ to {0, 1} with
countable domain}. The iterations Q¯λ+k and the properties we are interested in,
are the same in V and in VR, so we can work in VR.
So we can choose 〈η
˜
α : α < χ〉, forced to be pairwise distinct members of κ2.
Possibility B: (Definition) The set T − of weak blueprints as in [Sh 592, Definition
2.9] replacing wt and the η¯t-s by γ¯t so replacing clauses (a), (c), (i), (j) by
(a)′ γ¯t = 〈γt
n,k : n < n
t, k < ω〉,
(c)′ γt
n,k an ordinal increasing with n
(i)′ γt
n1,k1
= γt
n2,k2
⇒ n1 = n2 and for k1
(j)′ for each n ≤ nt the sequence 〈γt
n,k : k < ω〉 is constant or is strictly
increasing; if it is constant and n ∈ Dom(ht0) then ht0(n) is constant
(k)′ for k2 < n1 < n2 < nt one of the following occurs as follows:
(α) nt
∗
,mt
∗
, ht
∗
0 , h
t∗
1 , h
t∗
2 , n¯
t∗ is as in the proof of [Sh 592, 3.4]
(β) γt
∗
i,ζ is γi,ζ ∈ Dom(p′ζ) above (for i < i∗ = nt, ζ < ω).
Nothing relevant to us changes.
The actual difference between the two possibilities for the rest of the proof is
small and we shall use the second. We define the weak blueprint t∗ = t(∗) =
(γ¯t
∗
,nt
∗
,mt
∗
, ht
∗
0 , h
t∗
1 , h
t∗
2 , n¯
t∗).
Clearly t∗ ∈ T −; we would like to proceed and choose Ξ
˜
(but first choose
Bλ,n ⊆ λ for n < ω such that: if Yξ ∈ {Aλ,λ+ξ ∩ λ, λ\Aλ,λ+ε} for ξ < κ,Xn ∈
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{Bλ,n, λ\Bλ,n} and
⋂
ξ<κ
Yξ 6= ∅ then
⋂
ξ<κ
Yξ ∩
⋂
n<ω
Xn ⊆ λ has cardinality λ and the
Bn separates the γ
t∗
n,k,n < m
t∗ , k < ω. Now for ξ < λ,n < mt(∗) let ∆λ,ξ,n,k =
{γ < λ : for every ζ < ξ we have γt(∗)
n,k ∈ Aλ,λ+ζ ≡ γ ∈ Aλ,λ+ζ and γt
∗
n,k ∈ Bλ,n ≡
γ ∈ Bλ,n}.
For ξ < λ let Tλ,ξ = {t∗ ∈ T − : (dt(∗),mt(∗), ht(∗)0 , ht(∗)1 , ht(∗)2 , n¯t(∗)) =
(nt,mt, ht0, h
t
1, h
t
2, n¯
t),n ∈ [mt,nt) & k < ω ⇒ γt(∗)
n,k = γ
t
n,k and n <m
t ⇒ γtn,k ∈
∆λ,ξ,n,k}.
Let Γ = {γt(∗)
n,0 , γ
t
n,0 + 1 : γ
t∗
n,0 = γ
t
n,1} ∪ {λ} ∪ {
⋃
k<w
γt
∗
n,k : γ
t
n,0 < γ
t∗
n,k} for any
(equivalently some) t ∈ Tλ,0; and let {γjn : n ≤ n(∗)} list Γ\λ in increasing order.
Now we choose the sequence 〈Ξ
˜
j : j < ω〉 by induction on n ≤ n(∗) similarly to
[Sh 592, Definition 2.11] but just for the t ∈ T
λ+j ,γ
j
n
(a) Ξ
˜
j
n is a Pλ+j ,γjn -name of a full finitely additive measure (on P(w))
(b) if n < nt
∗
, γj
n,k < γ
j
n for every k < ω and γ
t∗
n,0 < γ
t∗
n,1 and t ∈ Tλ+j ,γjn then
P
λ+j,γ
j
n
“the following set has Ξ
˜
j
n-measure 1”
{k < ω: if ℓ ∈ [ntk, ntk+1) then (ht0(n))(ℓ) ∈ G
˜ γ
j
n,ℓ
}
(c) if
(α) t ∈ T
λ+j ,γ
j
n
,n < nt, γj
n,k < γ
j
n for k < ω and γ
j
n,0 = γ
j
n,1, n ∈ Dom(ht1)
(β) r
˜
, r
˜
ℓ (for ℓ < ω) are P
′
λ+j ,γ
j
n,0
-names of members of Q
˜
λ+j ,γ
j
n,0
satisfying
(∗∗)r
˜
,〈r
˜
ℓ:ℓ<ω〉 below, then
P
λ+j,γ
j
n
“if r
˜
∈ G
˜ γ
j
n
then 1 − ht1(n) ≤ AvΞ
˜
j
n
(〈|{ℓ ∈ [ntk, ntk+1) : r
˜
ℓ ∈
G
˜
Q
γ
j
n
}|/(ntk+1 − ntk) : k < ω〉) where
(∗∗)Q¯
τ
˜
,〈τ
˜
ℓ:ℓ<ω〉 τ˜
, τ
˜
ℓ are P
′
Aα
-names of members of
Qα, (〈r
˜
ℓ : ℓ < ω〉 ∈ V) and, in VPα , for every τ ℓ ∈ Qα
satisfying τ ≤ τ ′ we have
AvΞτα(〈ak(τ ′) : k < ω〉) ≥ 1− ht1(n)
where
⊠ ak(τ
′) = ak(τ ′, τ¯) = ak(τ ′, τ¯ , n¯t)( ∑
ℓ∈[nℓ
k
,nt
k+1
)
Leb(lim(r′) ∩ lim(rℓ))
Leb(lim(r′))
) 1
ntk+1 − ntk
)
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(so ak(r
′, r¯, n¯) ∈ [0, 1] is well defined for k < ω, t¯ = 〈rℓ : ℓ < ω〉, {r, rℓ} ⊆
Random, n¯ = 〈nℓ : ℓ < ω〉, nℓ < nℓ+1 < ω).
Let us carry the induction.
Case 1: n = 0.
Necessarily γjn = λ
+j . Note that α < γjn ⇒ Aλ,α = ∅ and the sets {γtn,k : t ∈
Tλ,0} ∩ λ for n < nt∗ , k < ω are pairwise disjoint. Hence the proof if easy (similar
to [Sh 592, Lemma 2.14]).
Case 2: n+ 1, γjn+1 > γ
j
n + 1.
Similar to Case 1.
Case 3: n+ 1 and γjn+1 = γ
j
n + 1.
Let n be such that γj
n,k = γ
j
n for k < ω. If n ∈ Dom(h0) nothing to do, so assume
n ∈ Dom(h1). We would like to repeat the proof of [Sh 592, Lemma 2.16(1)], but
this proof needs, in our notation, not just P ′
λ+j ,A
γ
j
n
⋖ P ′
λ+j ,γ
j
n
(which we have
proved) but also “Ξ
˜
j
n∩P(ω)
P ′
λ+j,A
γ
j
n is a P ′
λ+j ,A
γ
j
n
-name”, which is not part of our
induction hypothesis here. But we have in our induction hypothesis Ξ
˜
j+1
n . We let
χ be large enough and choose M0,M1 elementary submodels of (H (χ),∈, <∗χ) of
cardinality λ+j , such that λ+j ⊆Mℓ, {Q¯λj+1 ,Ξ
˜
j+1
n ,T
1
λ+j+1,γ
j
n
} ⊆Mℓ andM0 ∈M1.
Now we can find a one-to-one function h from λ+j + κ onto (λ+j+1 + κ) ∩M1
such that:
(1) for ξ < κ, h(λ+j + ξ) = λ+j+1 + ξ
(2) for λ ∈ λ+j , (and β ∈ [λ+j+1, γjn) we have γ ∈ Aλ+j ,β ⇔ h(γ) ∈ Aλ+j+1,h(β)
(3) for λ < λ+j , n < ω we have γ ∈ Bλ+j ,n ⇔ h(γ) ∈ Bλ+j+1,n
(4) for γ < λ+j we have γ ∈ A
λ+j ,γ
j
n
⇔ h(γ) ∈M0.
This should be clear. So we have finished the induction step in constructing the
Ξjn∗ , so we have completed the missing point in the proof of the parallel of [Sh 592,
3.4], hence of the parallel to [Sh 592, 3.3], so we are done proving our main theorem.
Alternate Proof:
Let Q¯n
∗
= 〈Pα, Q
˜
β , Aβ, τ
˜
β : α < λ
+n∗+κ〉 be as above except that with A∗β being
∅ if β < λ+n∗ and {γ < λ+n∗ : β−λ /∈ Eλ+n∗γ }∪ [λ, β) if β ∈ [λ+n
∗
, λ+n
∗
+κ)\{γn :
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n < n∗} and {γ < λ+n∗ : β − λ /∈ Eλ+n
∗
γ } ∪ [λ+n
∗
, β) if β = λ+ n∗ + γn.
It suffices to prove that for some we do not have 〈λ+n + γℓ : ℓ < n∗〉, ε¯, 〈p′ℓ : ℓ < ω〉
as above for the Q¯∗ defined above. We take k = n∗.
[Why? Choose χ∗ >> χ, and an elementary submodel M of (H (χ∗),∈, <∗χ) of
cardinality λ to which Q¯∗ belongs, Mω ⊆ M . Now Q¯∗ as interpreted in M is just
Q¯λ with changes to names, and we have enough absoluteness.]
Now, fixing 〈γℓ : ℓ < n∗〉 (not the others!) we prove by induction on n ≤ n∗ that we
can find a suitable 〈ηβ : β < λ+n∗+γn+1+κ〉,
〈
〈Ξ
˜
t
α : α < λ
+n∗ + γn + 1〉 : t ∈ T
〉
,
Pλ+n∗+γn -name Ξ˜
(stipulating γ0 + 1 = γ0, γn∗ = κ). Which means: letting
Pα, Q
˜
β , Aβ, µβ, τ
˜
β be as in Q¯
∗ there are ηβ ,Ξ
˜
t
β such that 〈Pα, Q
˜
β, Aβ, µβ, τ
˜
β , ηβ , (Ξ
˜
t
α)t∈T :
α ≤ λ+n∗ + γn, β < λ+n∗ + γn〉 ∈ K 3θ , i.e. satisfies [Sh 592, Definition 2.11] except
that in clause (d) there we demand that if n ∈ dom(ht1) and 〈ηtn,ℓ : ℓ < ω〉 is
constant, then αℓ ∈ {γm : n ≤ m < n∗}. For n we use n + 1, Lo¨wenheim-Skolem
argument and uniqueness in Definition 2.11, [Sh 592].
In detail: for n = 0, and just let Ξ
˜
be a Pλ+n∗+γ0 -name for a finitely additive
measure on ω (can be Ramsey if V |= CH) such that conditions 2.11(e)+(f) in [Sh
592] are satisfied. For n, by the induction hypothesis we have 〈ηnβ : β < λ+n
∗
+
γn〉,
〈
〈Ξ
˜
t
α : α ≤ λ+n
∗
+ γn〉 : t ∈ T
〉
, we can find A ⊆ λ+n∗ +γn of cardinality λ+n
such that
⋃
m≥n
A∗γm ⊆ A, [λ+n
∗
, λ+n
∗
+ γn) ⊆ A, P ′A ⋖ Pλ+n∗+γn and t ∈ T ⇒
Ξ
˜
t
λ+n
∗
+γn
↾ P(ω)V
P ′
A is a P ′A-name. If A = λ
+n∗ , then as in [Sh 592], we can
define Ξ
˜
t
λ+γn+1
as required. This is not necessarily true, but some f ∈ EAUT(a¯ ↾
λ+n
∗
+ γn) maps A onto Aλ+n∗ ,λ+γn , and maps Aλ+n∗ ,β (for β 6= λ+n
∗
+ γn)
onto itself, so possibly changing the Ξt
λ+n
∗
+γn
, ηβ(β < λ
+n∗ + γn) we can define
Ξ
˜
t
α (α ≤ λ+n
∗
+ γn + 1), ηβ(β ≤ λ+n∗ + λ+n∗). The advance from λ+n∗ + γn + 1
to λ+n
∗
+ γn+1 is as for n = 0: as we are proving ∈ K ′θ (not ∈ K3) there are no
problems repeating the proof from [Sh 592].
So we have finished the proof of 1.1. 1.13
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§2 Non-null set with no non-null function
Peter Komja´th referred me to the following problem, answered below.
2.1 Theorem. It is consistent that:
⊕ there is a non-null A ⊆ R such that: for every f : A → R, the function f
as a subset of the plane R× R is null
provided that “ZFC + there is a measurable cardinal” is consistent.
Proof. We can use ω2 instead of R. Let κ be measurable, D a normal ultrafilter on
κ. Let λ = λℵ0 , λ ≥ 2κ for simplicity, and we use the same forcing as in §1. Now
we interpret the Cohen forcing Q
˜
α (for α < λ) as
{〈(nℓ, aℓ) : ℓ < ℓ∗〉 :ℓ∗ < ω, nℓ < ω, aℓ is a subset of
(nℓ2)× (nℓ2),
η ∈ nℓ2⇒ |{ν ∈ nℓ2 : (η, ν) ∈ aℓ}|/2nℓ ≥ 1− 4−ℓ
}
.
We interpret the generic sequence a¯α = 〈(nαℓ , aαℓ ) : ℓ < ω〉 as the following null
subset of the plane:
null(a¯α) =: {(η, ν) :η ∈ ω2 and for infinitely many
ℓ < ω we have (η ↾ nαℓ , ν ↾ n
α
ℓ ) /∈ aαℓ }.
Let X
˜
∗ = {τ
˜
λ+i : i < κ}, as in §1, it is not null (in fact everywhere). Now
suppose p  “g
˜
: X
˜
∗ → ω2”; of course, this g
˜
is unrelated to the gλ’s from §1. So
for each i < κ, g
˜
(τ
˜
λ+i) is a Pλ+κ-name involving the conditions pi,ℓ ∈ P ′λ+κ (for
ℓ < ω). Let for ξ < κ,Mξ ≺ (H (iω(λ+ω)+),∈, <∗) be such that Q¯, 〈τ
˜
λ+i : i <
κ〉, p, g
˜
, 〈〈pi,ℓ : ℓ < ω〉 : i < κ〉 , λ, ξ belongs toMξ and ‖Mξ‖ = 2ℵ0 and ω(Mξ) ⊆Mξ
and let wξ =Mξ ∩ (λ+ κ). Then for some A ∈ D we have
(a) γ 6= ξ ∈ A⇒ λ+ ξ /∈ wγ ,
(b) 〈wγ : γ ∈ A〉 and 〈Mγ : γ ∈ A〉 are ∆-systems with hearts w∗,M∗ respec-
tively,
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(c) wγ ∩ [λ, λ + γ) is constant, wγ ∩ {λ + ξ : ξ ∈ A} = {λ + γ}, moreover
sup(wγ) < λ+ min(A\(γ + 1)) and wγ ∩ [λ, λ+ γ) ⊆ w∗,
(d) for γ, ξ ∈ A, the models Mγ ,Mξ are isomorphic, with the isomorphism
mapping γ to ξ, and Q¯, 〈τ
˜
λ+γ : γ < κ〉, g
˜
to themselves, in fact is the
identity on M∗.
So for all γ ∈ A we have an isomorphic situation.
For γ ∈ A let r¯γ = 〈rγ,m : m < ω〉 be the <∗-first maximal antichain of
Pλ+κ above p, of forcing conditions deciding whether g
˜
(τ
˜
λ+γ) is in V[〈τ
˜
β : β ≤
λ+γ+1〉) = VPλ+γ+1 , and deciding whether g
˜
(τ
˜
λ+γ) is inV[〈τ
˜
β : β ∈M∗〉ˆ〈τ
˜
λ+γ〉]
and in both cases if yes, without loss of generality, it forces for some Borel function,
B = Bγ,m that rγ,m  “g
˜
(τ
˜
λ+γ) = B(. . . , τ
˜
β , . . . , τ
˜
λ+γ)β∈w” where in the first
case w = wγ ∩ γ and in the second case w = w∗. As we can shrink A (as long as
it is in D) without loss of generalityBγ,m does not depend on γ, i.e. Bγ,m = Bm.
Also, without loss of generality the answer (= decision) for each m of rγ,m does not
depend on γ.
Choose α < λ such that λ(α) = A where gλ is from 1.3 (and is not related to g
˜
)
and α /∈
⋃
γ∈A
Mγ . It is enough to prove the following two statements:
(∗)1 {(τ
˜
λ+γ , g
˜
(τ
˜
λ+γ)) : γ ∈ κ\A} is null (subset of the plane)
(∗)2 {(τ
˜
λ+γ , g
˜
(τ
˜
λ+γ)) : γ ∈ A} is null.
Proof of (∗)1. Trivial as {τ
˜
λ+γ : γ ∈ κ\A} is null (as proved in 1.12).
Proof of (∗)2. we shall use the proof of Fact 1.13 and the choice of α to show that
{(τ
˜
λ+γ , g
˜
(τ
˜
λ+γ)) : γ ∈ A} ⊆
⋃
ℓ
(ω2× ω2\ lim treeℓ(a¯
˜
α))
where here treeℓ∗(a¯
˜
α) = {(η, ν) ∈ ω2× ω2 if ℓ ∈ [ℓ∗, ω) then (η ↾ nℓ, ν ↾ nℓ) /∈ a
˜
α
ℓ }.
Let A
˜
m = {ξ : rξ,m ∈ G
˜
Pλ+κ} for ξ < κ.
It suffices to prove, for each m, that
(∗)2,m p  “{(τ
˜
λ+γ , g
˜
(τ
˜
λ+γ)) : γ ∈ A
˜
m} is null”.
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We do it by cases (note that in each case “for some γ ∈ A
˜
m” is equivalent to “for
every γ ∈ A
˜
m”).
Case 1: rγ,m  “g
˜
(τ
˜
λ+γ) is in V[〈τ
˜
β : β ∈M∗〉ˆ〈τλ+γ〉]”.
Clearly (∗)2,m holds as the graph of a Borel function is null and apply this to
the function ρ 7→ B(. . . , τ
˜
β , . . . , . . . ; ρ)β∈M∗ .
Case 2: rγ,m  “(τ
˜
λ+γ , g
˜
(τ
˜
λ+γ)) ∈ (ω2× ω2\
⋃
ℓ<ω
lim treeℓ(a¯
˜
α))”.
As the set on the right side is null this is trivial.
Case 3: Not Case 2 and rγ,m  “g
˜
(τ
˜
λ+γ) is not in V
Pλ+γ+1”; remember α < λ was
chosen such that gλ(α) = A.
Fix ξ = min(A), and let ξ1 = min(A\(ξ + 1)). Let p∗, ℓ∗ be such that: rξ,m ≤
p∗ ∈ Pλ+ξ1 and ℓ∗ < ω and p∗  (τ
˜
λ+ξ, g
˜
(τ
˜
λ+γ)) ∈ lim treeℓ∗(a¯
˜
α)” (note: both are
Pλ+ξ1 -names and rξ,m ∈ Pλ+ξ1).
As in the proof of 1.13 we can for ζ < (2ℵ0)+ choose by induction fζ , aζ, pζ such
that
fζ ∈ EAUT(Q¯ ↾ (λ+ ξ1)), αζ = fζ(α), αζ /∈ {αζ1 : ζ1 < ζ}
and pζ =fˆζ(p
∗) and fζ ↾ (
⋃
γ∈A
Mγ ∩ (λ+ ξ1)),
fζ ↾ [λ, λ+ ξ1) are the identity.
So fˆζ maps τ
˜
λ+ξ, g
˜
(τ
˜
λ+ξ) to themselves. Let GPλ+ξ+1 ⊆ Pλ+ξ+1 be generic over
V such that E = {ζ : pζ ↾ (λ + ξ + 1) ∈ GPλ+ξ+1} is unbounded in (2ℵ0)+. So in
V[GPλ+ξ+1 ] we have for ζ ∈ E, a (Pλ+ξ1/GPλ+ξ+1)-name of a real g
˜
(τ
˜
λ+γ), which
is not in VPλ+ξ+1 and pζ  “(τ
˜
λ+ξ, g
˜
(τ
˜
λ+ξ)) ∈ lim treeℓ∗(a¯αζ )”.
Now, still as in the proof of 1.13, we can prove by induction on β ∈ [ξ+1, ξ1] that
in VPβ , no (η0, η1) ∈ (ω2× ω2)V Pλ+β \(ω2× ω2)VPλ+ξ+1 belongs to lim treeℓ∗(a¯αζ )
for unboundedly many ζ ∈ E. The induction is straight; for successor case β + 1
using β /∈ A = gλ(αζ) (and fˆ for some f ∈ EAUT(Q¯ ↾ (λ+ i))). Contradiction as
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p∗ forces that (τ
˜
λ+ξ, g
˜
(τ
˜
λ+ξ)) is not in (
ω2× ω2)VPλ+ξ+1 as the second coordinate
is not in VPλ+ξ+1 .
Case 4: Neither Case 1 nor Case 2, nor Case 3.
As in the Case 3, but we can have fζ ↾ ((λ + ξ1) ∩M∗) is the identity. We let
hence fˆζ ↾ (Pλ+ξ1 ∩M∗) is the identity. We let B1 = {α : α < λ + ξ1 and α /∈
Mξ∩(λ+ξ)\M∗}, using fˆ for f ∈ EAUT(Q¯) we can easily show that P ′B1 ⋖ P ′λ+κ,
and GB1 = GPλ+ξ+1 ∩ P ′B1 (or see §3). Now we have in V[GPλ+ξ+1 ]:
E
˜
[GB1 ] = {ζ : pζ ↾ (λ+ ξ + 1) ∈ GB1} is unbounded in (2ℵ0)+.
We can assume that pζ  “g
˜
(τ
˜
λ+ξ) /∈ V[G
˜
B1 ]”, pζ ∈ Iε¯ for some ε¯ (as in §1), as
if not without loss of generality pζ forces g
˜
(τ
˜
λ+ξ) = τ
˜
′ such that τ
˜
′ = B
˜
(. . . ,truth
value(ξ∗ℓ ∈ τ
˜
β∗
ℓ
), . . . )ℓ<ω and β
∗
ℓ ∈ B1 and then we can find f ∈ EAUT(Q¯) such
that fˆ(g
˜
(τ
˜
λ+ξ)) = g
˜
(τ
˜
λ+ξ) ∈M∗, fˆ(pζ) ∈Mζ is compatible with pζ , and we get an
easy contradiction.
Note: in V[〈τ
˜
β : β ∈ B1〉] we can compute E
˜
[GPλ+ξ+1 ], but we do not have
g
˜
(τ
˜
λ+ξ) by the previous sentence so easy contradiction as in the proof of 1.13.
2.1
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§3 The Lℵ1,ℵ1-elementary submodels and the forcing
We may wonder what is really needed in §1, §2 (and [Sh 592], §2, §3). Here we
generalize one feature: iterating with partial memory but without transitivity in
the memory: not restricting ourselves to Cohen and random.
3.1 Definition. K sκ is the family of sequences of Q¯ of this form
Q¯ = 〈Pα, Q
˜
α, Aα, Bα, µ¯α, ϕ¯α, Y
˜
α, τ
˜
α : α < β〉
(we write β = ℓg(Q¯)) such that:
(a) 〈Pα, Q
˜
α : α < β〉 is an FS iteration of c.c.c. forcing notions (so Pβ denotes
the limit)
(b) µα < κ (see clause (d) below), τ
˜
α is a Q
˜
α-name (i.e. a Pα-name of one),
Pα+1 “τ
˜
α ⊆ µα and τ
˜
α is the generic of Q
˜
α”
(c) Bα ⊆ Aα ⊆ α and β ∈ Bα ⇒ Bβ ⊆ Bα and |Bα| < κ.
First simple version:
(d) µ¯ = 〈µ0α, µ1α, µ2), ϕ¯ = 〈ϕ0α, ϕ1α〉, ϕ0α = ϕ0α(x, Y
˜
α), ϕ
1
α = ϕ
1
α(x, y, Y
˜
α), let
µα = µ
2
α
(e) the set of elements of Q
˜
α is a non empty subset of Q
pos
α = {η : η ∈ ω(µ0α) in
the universe V[〈τ
˜
γ : γ ∈ Aα〉]
(f) Y
˜
α is a Pα-name of a subset of µ
1
α, moreover we have sequences B¯α =
〈Bα,ζ : ζ < µ1α〉, ξ¯α = 〈ξα,ζ,n : ζ < µ1α, n < ω〉 and β¯α,ζ = 〈βα,ζ,n : ζ <
µ1α, n < ω〉 all three from V such that:
(α) Bα,ζ = Bα,ζ(. . . , xn, . . . )n<ω is a Borel function from ω{true,false}
to {true,false}
(β) ξα,ζ,n < µβα,ζ,n , βα,ζ,n ∈ Bα
(γ) Y
˜
= {ζ < µ1α : Bα,ζ(. . . ,truth value(ξα,ζ,n ∈ τ
˜
βα,ζ,n), . . . )n<ω =
truth} so Y
˜
α ∈ V[〈τ
˜
γ : γ ∈ Bα〉)
(g) p ∈ Q
˜
α iff {η ∈ Q
˜
pos
α : V[〈τ
˜
γ : γ ∈ Bα〉] |= ϕ0α(p, Y
˜
)} and Q
˜
α |= p ≤ q iff
V[〈τ
˜
γ : γ ∈ Bα〉] |= ϕ1α[p, q, Y
˜
].
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Second, non simple version:
(d) µ¯α = 〈µℓα : ℓ < 7〉, we let µα = µ4α, ϕ¯α = 〈ϕℓα : ℓ < 6〉, ϕα = ϕ0α, ϕℓα is
a 3-place relation on ω>(µℓα) if ℓ = 0, 3, a 4-place relation on
ω>(µℓα) if
ℓ = 1, 2, ϕ4α is binary, ϕ
5
α is a 5-place relation, and for i < 6 we have ϕ
i
α
is a subset4 of {η¯ : η¯ = (η0, . . . , ηj−1), for some n each ηℓ is a sequence
of ordinals of length n, and (i, j) ∈ {(0, 3), (1, 4), (2, 4), (3, 3), (4, 2), (5, 5)}}
(can read more natural restrictions), ϕiα is closed under initial segments (i.e.
letting i = 0, η¯ = (η0, η1, η2) ∈ ϕ0α ⇒ η¯ ↾ n = (η0 ↾ n, η1 ↾ n, η2 ↾ n) ∈ ϕ0α, of
course η¯ ↾ n is an abuse of notation),
lim(ϕα) = {(η, ν, ρ) :η, ν, ρ are sequences of length ω
such that n < ω ⇒ (η ↾ n, ν ↾ n, ρ ↾ n) ∈ ϕα}
(depend on the universe) and similarly for other ϕiα
(e) the set of elements of Qα is a (nonempty) subset of Q
pos
α = {η : η ∈
ω(µ0α) ∩V[τ
˜
γ : γ ∈ Aα]}
(f) ρ¯
˜
α = 〈ρ
˜
ℓ
α,ζ : ζ < ζ
ℓ
α, ℓ < 6〉, ρ
˜
ℓ
α,ζ = 〈ρ
˜
ℓ
α,ζ,m : m < ω〉, and ρ
˜
ℓ
α,ζ,m is a
Pα-name of a natural number (or of a member of {0, 1}), it has the form
Bℓα,ζ,m(. . . ,truth value(ξ
ℓ
α,ζ,m,k ∈ τ
˜
βℓ
α,ζ,m,k
), . . . ))k<ω,Bℓα,ζ,m is a Borel func-
tion, βℓα,ζ,m,k ∈ Bα and ξℓα,ζ,m,k < µα
(g) in V[〈τ
˜
β : β ∈ Aα〉], Q
˜
α is the set of elements of {η ∈ Q
˜
pos
α : there are
ν ∈ ω(Ord) and ζ < ζ0α such that (η, ν, ρ0α,ζ) ∈ lim(ϕ0α) and ν(0) = ζ;
so η, ν, ρ
˜
0
α,ζ [G
˜
Pα ] belongs to V[〈τ
˜
β : β ∈ Aα〉]}, we may write ζ = ζ0α(p).
Similarly ≤Q
˜
α
is defined by ϕ1α
(h) in V [〈τ
˜
β : β ∈ Aα〉] we have {(p, q) : p ≤Q
˜
α
q} = {(p, q) : p, q ∈ Q
˜
α and
there are ν ∈ ω(Ord) and ζ < ζ1α such that (p, q, ν, ρ1α,ζ) ∈ lim(ϕ1α,ζ) ∈
lim(ϕ1α), ν(0) = ζ}
We write ζ1α(p, q) for the minimal ζ
(i) in V [〈τ
˜
β : β ∈ Aα〉]{(p, q) : p, q ∈ Q
˜
α are compatible in Q
˜
α} = {(p, q) :
p, q ∈ Q
˜
α and there are ν ∈ ω(Ord) and ζ < ζ2α such that (p, q, ν, ρ2α,ζ) ∈
lim(ϕ2α) and ν(0) = ζ};
(we write ζ2α(p, q) for the minimal such ζ)
4note: lim(ϕ0α) describes Qα, lim(ϕ
1
α), lim(ϕ
2
α) describes ≤Qα ,+Qα , lim(ϕ
3
α) describes the
maximal antichain of Qα, lim(ϕ4α) describes “ξ
˜
∈ τ
˜
α” and lim(ϕ5α) describes Gα(2)
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(k) in V [〈τ
˜
β : β ∈ Aα〉] we have {〈pn : n < ω〉 : pn ∈ Q
˜
α for n < ω, {pn : n < ω}
is predense in Q
˜
α} = {〈pn : n < ω〉: for some ν ∈ ω(Ord) and ζ < ζ3α we
have (p, ν, ρ3α,ζ) ∈ lim(ϕ3α) [where p = 〈pn−[√n]2([
√
n]) : n < ω]}, and we
write ζ2α(p¯) for the minimal such ζ
(l) in V [〈τ
˜
β : β ∈ Aα〉] we have {(p, ξ) : p ∈ Q
˜
α, ξ < µ
4
α and p Q
˜
α
“ξ ∈
τ
˜
α”} = {(p, ξ): for some ν ∈ ω(µ4α) and ζ < ζ4α we have 〈〈ξ〉ˆp, 〈ζ〉 ∈ ϕ4α}
(m) if G<α ⊆ Pα is generic over V, Gα ⊆ Qα[G<α] is generic over V[G<α] and
τα = τ
˜
α[Gα], then in V [〈τ
˜
β[Gα] : β ∈ Aα〉] we have
Gα = {η ∈ ω(Ord) :there are ν ∈ ω(Ord) and ζ < ζ5α and
ν1 ∈ ω(µα), and ρ ∈ ω2 such that :
ρ(n) = 0⇔ ν1(n) ∈ τα and
(η, ν, ν1, ρ, ρα,ζ) ∈ lim(ϕ5α)}.
We can simplify Definition 3.1 by
3.2 Definition. 1) We say B is a Borel function to V, if it is a function from
ω{0, 1} to V (identifying sometimes 1 with truth, 0 with false) with countable
range, such that each {η ∈ ω2 : B(η) = x} is a Borel set.
2) We say B is a Borel function to ωV if B(η) = 〈Bn(η) : n < ω〉 with each Bn
being a Borel function to V.
3) Q¯ is simple if in Definition 3.1 clause (e)
lim(ϕ0α) ⊆ {(η, ν, ρ) : ρ ∈ ωω}.
3.3 Definition. Let Q¯ ∈ K sκ , α = ℓg(Q¯).
1) Let
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P ′β =
{
p ∈ Pβ :for every γ ∈ dom(p), p(γ) is computed by some
Borel function B (so B ∈ V, and is an object not a name),
B is a function to ωV, from some
〈truth value(ξℓ ∈ τ
˜
αℓ) : ℓ < ω〉 where
ξℓ < µαℓ and αℓ < γ and we say in this case that
the truth value of (ξℓ ∈ τ
˜
αℓ) appear in p(γ) for ℓ < ω
and p ↾ γ forcing a value to ζ0γ(p(γ))
}
.
2) For p ∈ P ′β , α ∈ dom(p) let
supp(p(α)) = {γ : for some ξ the truth value of (ξ ∈ τ
˜
γ) appear in p(α)}
and let supp(p) = dom(p) ∪
⋃
α∈ dom(p)
supp(p(α)).
3) For A ⊆ α let P ′A = {p ∈ P ′α : dom(p) ⊆ A and γ ∈ dom(p) ⇒ supp(p(γ)) ⊆
A}, i.e. P ′A = {p ∈ P ′α : supp(p) ⊆ A} with the order inherited from P ′α which is
inherited from PA (recall: only for some A’s, P
′
A ⋖ P
′
α).
4) A is called Q¯-closed if A ⊆ ℓg(Q¯), and α ∈ A ⇒ Bα ⊆ A. We call A strongly
Q¯-closed if A ⊆ ℓg(Q¯), α ∈ A⇒ Aα ⊆ A. We let cℓQ¯(A) be the Q¯-closure of A and
scℓQ¯(A) be the strong Q¯-closure of A.
5) Let
Simple version:
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PAUT(Q¯) =
{
f :(i) f is a one-to-one function,
(ii) domain and range of f are Q¯-closed
(in particular are ⊆ ℓg(Q¯))
(iii) for α1, α2 ∈ dom(f) we have:
α1 ∈ Aα2 ⇔ f(α1) ∈ Af(α2)
(iv) for α1, α2 ∈ dom(f) we have
α1 ∈ Bα2 ⇔ (f1) ∈ Bf(α2)
(v) if f(α1) = α2 then
f maps Y
˜
α1 to Y
˜
α2 , i.e. µ¯α1 = µ¯α2 ,
ϕ¯α1 = ϕ¯α2 ,Bα1,ζ = Bα2,ζ ,
ξα1,ζ,n = ξα2,ζ,n, βα1,ζ,n = βα2,ζ,n
}
.
Non simple version:
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PAUT(Q¯) =
{
f :(i) f is a one-to-one function,
(ii) domain and range of f are Q¯-closed
(in particular are ⊆ ℓg(Q¯))
(iii) for α1, α2 ∈ dom(f) we have :
α1 ∈ Aα2 ⇔ f(α1) ∈ Af(α2)
(iv) for α1, α2 ∈ dom(f) we have
α1 ∈ Bα2 ⇔ (f1) ∈ Bf(α2)
(v) if f(α1) = α2 then
µℓα1 = µ
ℓ
α2
, ζℓα1 = ζ
ℓ
α2
, ϕℓα1 = ϕ
ℓ
α2
and f maps ρ
˜
ℓ
α1,ζ
to ρ
˜
ℓ
α2,ζ
(i.e. Bℓα1,ζ,m = B
ℓ
α2,ζ,m
for ℓ < 6, ζ < ζℓα1 = ζ
ℓ
α2
, m < ω
and ξℓα1,ζ,m,k = ξ
ℓ
α2,ζ,m,k
for ℓ < 6, ζ < ζℓα1 = ζ
ℓ
α2
, m < ω, k < ω but, of course
“ξ ∈ τ
˜
β” is replaced by “ξ ∈ τ
˜
f(β)”
that is βℓα2,ζ,m,k = f(β
ℓ
α1,ζ,m,k
)
}
.
6) For f ∈ PAUT(Q¯), fˆ is the natural map which f induces from P ′dom(f) onto
P ′rang(f); similarly for part (7).
7) For Q¯1, Q¯2 ∈ K sκ let PAUT(Q¯1, Q¯2) be defined similarly:
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PAUT(Q¯1, Q¯2) =
{
f :(i) f is a one-to-one function,
(ii) domain of f is Q¯1-closed
(in particular is ⊆ ℓg(Q¯1))
and range of f is Q¯2-closed
(in particular is ⊆ ℓg(Q¯2))
(iii) for α1, α2 ∈ dom(f) we have :
α1 ∈ A1α2 ⇔ f(α1) ∈ A2f(α2)
(iv) for α1, α2 ∈ dom(f) we have
α1 ∈ B1α2 ⇔ f(α1) ∈ B2f(α2)
(v) if f(α1) = α2 then
simple version :
1µ¯α1 =
2µ¯α1 ,
1ϕ¯α1 =
2ϕ¯α2 ,
and f maps Y
˜
1
α1
to Y
˜
2
α2
,
i.e. B1α1,ζ = B
2
α2,ζ
, ξ1α1,ζ,m = ξ
2
α2,ζ,m
, β1α1,ζ,m = β
2
α2,ζ,m
non simple version : (for ℓ < 6)
1µℓα1 =
2µℓα2 ,
1ζℓα1 =
2ζℓα2 ,
1ϕℓα1 =
2ϕℓα2
and f maps 1ρ
˜
ℓ
α1,ζ
to 2ρ
˜
ℓ
α2,ζ
(i.e. Bℓα2,ζ,m = B
ℓ
α1,ζ,m
ξℓα2,ζ,m,k = ξ
ℓ
α1,ζ,m,k
βℓα2,ζ,m,k = f(β
ℓ
α1,ζ,m,k
) for ζ < ζℓα1 = ζ
ℓ
α2
, m < ω, k < ω)
}
.
3.4 Claim. Let Q¯ ∈ K sκ be of length α∗.
1) P ′α∗ is a dense subset of Pα∗ .
2) In VPα, from τ
˜
α[GQα ] we can reconstruct GQα and vice versa. From 〈τ
˜
γ : γ <
α〉[GPα ] we can reconstruct GPα and vice versa. So VPα = V[〈τ
˜
β : β < α〉].
3) If µ is any cardinal, and X
˜
is a Pα∗-name of a subset of µ, then there is a set
A ⊆ α∗ such that |A| ≤ µ and Pα∗ “X
˜
∈ V[〈τ
˜
γ : γ ∈ A〉]”. Moreover, for each
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ζ < µ there is in V a Borel function Bζ(x0, . . . , xn, . . . )n<ω with domain and range
the set {true,false} and γℓ ∈ A, ξζ,ℓ < µγζ for ℓ < ω i.e. 〈Bζ , γζ,ℓ, ξζ,ℓ : ζ < µ, ℓ <
ω〉 ∈ V) such that
Pα∗ “ζ ∈ X
˜
iff true = Bζ(. . . , “truth value of ξζ,ℓ ∈ τ
˜
γζ,ℓ [GQγζ,ℓ ]”, . . . )”.
Proof. 1) Easy.
2), 3) By induction on α.
4) Let χ∗ be such that {Q¯, λ} ∈ H (χ∗), and let ζ < µ; let M be an elementary
submodel of (H (χ∗),∈, <∗χ∗) to which {Q¯, λ, κ, µ,X
˜
, ζ} belongs and µ ⊆ M , so
Pα∗ “M [G
˜
Pα∗ ] ∩H (χ∗) = M”. Hence by 3.4(3) (i.e. as VPα = V[〈τ
˜
β : β < α〉])
we have M [G
˜
Pα∗ ] =M [〈τi : i ∈ α ∩M〉] and the conclusion should be clear. 3.4
3.5 Claim. For A ⊆ α∗, every real in V[〈τ
˜
γ : γ ∈ A〉] of even subset X of µ (some
µ) has the form mentioned in 3.4(4) with γζ,ℓ ∈ A.
Proof. This does not follow by 3.4(4) as e.g. maybe ¬P ′A ⋖ Pα. Let Lλ+,ω denote
the propositional logic, allowing conjunctions and disjunctions of size ≤ λ. We
know that if X ⊆ µ,X ∈ V[〈τγ : γ ∈ A〉] where τ
˜
γ ⊆ µγ (and 〈µγ : γ ∈ A〉 ∈ V),
then we can find in V a sequence 〈Bζ : ζ < µ〉, 〈(ξζ,i, γζ,i) : ζ < µ, i < µζ〉, ξγ,i <
µγζ,i ,Bζ = Bζ(. . . , xi, . . . )i<µζ ∈ Lλ+,ω for some λ such that:
(∗) X = {ζ < µ : Bζ(. . . , truth value(ξζ,i ∈ τγζ,i), . . . )i<µi = truth}.
So if p ∈ Pα, p  “τ
˜
∈ µ”, we can find q, p ≤ q ∈ Pα and 〈(Bζ , µζ , ξζ,i, γζ,i) :
ζ < µ, i < µζ〉 ∈ V as above with γζ,i ∈ A such that q Pα “τ
˜
= {ζ < µ :
Bζ(. . . , truth value(ξζ,i ∈ τ
˜
γ,ζ,i), . . . )i<µζ}.
Now as Pα satisfies the c.c.c., for each ζ separately we can replace the conjunction
and disjunction inside Bζ by countable ones, so we are done. 3.6
3.6 Claim. 1) If Q¯1, Q¯2 ∈ K sκ and f ∈ PAUT(Q¯1, Q¯2) and dom(f) = ℓg(Q¯1),
rang(f) = ℓg(Q¯2) then fˆ is an isomorphism from (P ′
ℓg(Q¯1)
)(Q¯
1) onto (P ′
ℓg(Q¯2)
)(Q¯
2).
2) If Q¯ ∈ K sκ and A ⊆ ℓg(Q¯) is strongly Q¯-closed then P ′A ⋖ P ′ℓg(Q¯), in fact if
q ∈ P ′
ℓg(Q¯)
, q ↾ A ≤ p ∈ P ′A then p ∪ (q ↾ (ℓg(Q¯\A)) ∈ P ′ℓg(Q¯) is a lub of p, q and
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there are unique (Q¯′, f) such that Q¯′ ∈ K sκ , f ∈ PAUT(Q¯′, Q¯), f is order preserv-
ing, dom(f) = ℓg(Q¯′), rang(f) = A.
3) If A0 ⊆ α,An+1 = An ∪ {Aα : α ∈ An} then
⋃
n<ω
An is strongly Q¯-closed and
⋃{α+ 1 : α ∈ A0} = ⋃{α + 1 : α ∈ ⋃
n<ω
An}.
4) PAUT(Q¯) is closed under composition and inverse. Similarly if fℓ ∈ PAUT(Q¯ℓ, Q¯ℓ+1)
for ℓ = 1, 2, then f2 ◦ f1 ∈ PAUT(Q¯1, Q¯3), f−1i ∈ PAUT(Q¯2, Q¯1).
5) If Q¯ ∈ K sκ and A ⊆ ℓg(Q¯) is strongly Q¯-closed and p¯ ∈ P ′ℓg(Q¯) then p ↾ A ∈ P ′A
and Pℓg(Q¯) |= “(p ↾ A) ≤ p” and q ∈ P ′A & q ≤Pℓg(Q¯) p⇒ q ≤Pℓg(Q¯) p ↾ A.
Proof. Straightforward.
3.7 Definition. We say F¯ witnesses A for Q¯, κ and A′ (or for (Q¯, κ, A′), we may
omit A′ if it is the strong Q¯-closure of A) if:
(a) Q¯ ∈ K sκ
(b) A ⊆ ℓg(Q¯), A ⊆ A′ ⊆ ℓg(Q¯), A is Q¯-closed, A′ is strongly Q¯-closed
(c) F¯ = 〈Fγ : γ < ω1〉,Fγ decreasing with γ (this just for notational simplic-
ity)
(d) Fγ ⊆ PAUT(Q¯) for γ < ω1
(e) if f ∈ Fγ then
(α) rang(f) ⊆ A,
(β) |dom(f)| < κ
(γ) (∀α ∈ dom(f))(∃β ∈ dom(f))[f(β) = β & α ∈ sclQ¯{β}] and
(δ) dom(f) ⊆ A′
(f) if f1 ∈ Fγ1 , γ2 < γ1 < ω1 and C ⊆ A′(⊆ ℓg(Q¯)) has cardinality < κ then for
some f2 ∈ Fγ2 we have: f1 ⊆ f2 and C ⊆ dom(f2) and C ∩A ⊆ rang(f2)
(g) if C ⊆ A is such that |C| < κ then idC ∈
⋂
γ<ω1
Fγ .
3.8 Observation. Let Q¯ ∈ K sκ .
1) If β∗ ≤ ℓg(Q¯) then Q¯ ↾ β∗ ∈ K sκ , and for A ⊆ β∗ we have (P ′A)Q¯↾β
∗
= (P ′A)
Q¯.
2) If F¯ witnesses A for Q¯, κ in A′ and A′′ ⊆ A′ ⊆ ℓg(Q¯), A ⊆ A′′, A′′ is strongly
Q¯-closed then witnesses A for Q¯, κ and A′′.
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3) If F¯ witnesses A for Q¯, κ in A′ and β∗ ≤ ℓg(Q¯) and A′′ is the strong Q¯-closure of
A ∩ β∗ then 〈{f ↾ ∪{sclQ¯{β} : β ∈ dom(f) ∩ β∗}) : f ∈ F1+γ} : γ < ω1〉 witnesses
A∩β∗ for Q¯, κ in A′′ (why 1+ γ? to preserve also “transitive closure of γ1 ∈ Aγ2”;
see 3.11(1) below).
Proof. Straightforward.
3.9 Claim. Let Q¯ ∈ K sκ .
1) If F¯ witnesses A for Q¯, κ inside A′ = sclQ¯(A), then
(a) P ′A ⋖ P
′
ℓg(Q¯)
(b) p, q ∈ P ′A are compatible in P ′ℓg(Q¯) iff they are compatible in P ′A.
Also if p, q ∈ P ′A, γ ∈ dom(p) ∩ dom(q) then
q ↾ γ P ′γ “p(γ) ≤Q
˜
γ
q(γ)”⇒ q ↾ γ P ′
γ∩A
“p(γ) ≤Q
˜
γ
q(γ)”
(c) I ⊆ P ′A is predense in P ′ℓg(Q¯) iff it is predense in P ′A (without loss of generalityI
is countable)
(d) there are5 unique f, Q¯′ such that Q¯′ ∈ K sκ , f ∈ PAUT(Q¯′, Q¯), f order
preserving, dom(f) = ℓg(Q¯′)(= otp(A)) and rang(f) = A, moreover fˆ is
an isomorphism from (P ′
ℓg(Q¯)′
)Q¯
′
onto (P ′A)
Q¯.
2) Moreover
(e) for every p, q ∈ P ′A′ there is γ < ω1 such that:
(i) if f ∈ Fγ and supp(p) ∪ supp(q) ⊆ dom(f) then P ′A′ |= “p ≤ q” ⇔
P ′
ℓg(Q¯′)
|= “fˆ(p) ≤ fˆ(q)”
(ii) if f ∈ Fγ and supp(p) ∪ supp(q) ⊆ rang(f) then
P ′A′ |= “fˆ−1(p) ≤ fˆ−1(q)”⇔ P ′A′ |= “p ≤ q”
(f) for every p, q ∈ P ′A′ there is γ < ω1 such that:
(i) if f ∈ Fγ and supp(p) ∪ supp(q) ⊆ dom(f) then p, q are compatible
in P ′
ℓg(Q¯)
iff fˆ(p), fˆ(q) are compatible in P ′
ℓg(Q¯′)
(ii) if f ∈ Fγ and supp(p) ∪ supp(q) ⊆ rang(f) (so p, q ∈ P ′A) then
fˆ−1(p), fˆ−1(q) are compatible in P ′A′ iff p, q are compatible in P
′
A′
5in fact, this does not depend on A having a witness (but not necessarily the “moreover”.
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(g) for every countable I ⊆ P ′A′ , there is γ < ω1 such that:
(i) if f ∈ Fγ and
⋃
p∈I
supp(p) ⊆ dom(f) then I is predense in P ′A′ iff
fˆ(I ) is predense in P ′A′
(ii) if f ∈ Fγ and
⋃
p∈I
supp(p) ⊆ rang(f) (so I ⊆ P ′A) then {fˆ−1(p) :
p ∈ I } is predense in P ′A′ iff I is predense in P ′A′
(h) for every Borel function B = B(. . . , truth value (ξn ∈ τ
˜
αn), . . . )n<ω from
ω2 to V such that αn ∈ A′ and p ∈ P ′A′ there is γ < ω1 such that:
(i) if f ∈ Fγ and supp(p) ∪ {αn : n < ω} ⊆ dom(f) and x ∈ V then
p P ′
ℓg(Q¯)
“B(. . . , truth value (ξn ∈ τ
˜
αn), . . . )n<ω = x” iff
fˆ(p) P ′
ℓg(Q¯)
“B(. . . , truth value (ξn ∈ τ
˜
f(αn)), . . . )n<ω = x”.
(ii) if f ∈ Fγ and supp(p) ∪ {αn : n < ω} ⊆ rang(f) and x ∈ V then
p P ′
ℓg(Q¯)
“B(. . . , truth value (ξn ∈ τ
˜
αn), . . . )n<ω = x” iff
fˆ−1(p) P ′
ℓg(Q¯)
“B(. . . , truth value (ξn ∈ τ
˜
f−1(αn)), . . . )n<ω = x”.
Proof. We prove ((1) + (2) together) by induction on α∗0 = α
∗ = ℓg(Q¯).
Arriving to α∗, we note various implications
(∗)1 for α < α∗, replacing A,A′ and F¯ by A ∩ α,A′′ (any strong Q¯-closed set
such that A∩α ⊆ A′′ ⊆ A′∩α) and F¯ ↿ A′′ =: 〈{f ↾ B : B ⊆ dom(f)∩A′′
and (∀α ∈ B)(∃β ∈ B)[f(β) = β & α ∈ sclQ¯({β}) : f ∈ Fi} : i < ω1〉
respectively, Claim 3.9 holds
(∗)2 clause (d) (for α∗) follows (from the induction hypothesis)
(∗)3 if clause (e) holds then clause (b) holds.
[Why? The second phrase in clause (b) holds by clause (e)(ii) as C ⊆ A & |C| ≤
ℵ0 & i < ω1 ⇒ idC ∈ Fi. If p, q are compatible in P ′A then they have a common
upper bound there, which “works” in P ′
ℓg(Q¯)
, too, by the previous sentence. Assume
p, q have a common upper bound r in P ′
ℓg(Q¯)
, so by 3.6(5) also r′ =: r ↾ A′ ∈ P ′A′ is
a common upper bound of p and q.
Let γ1, γ2 < ω1 be as guaranteed in clause (e) for p ≤ r′, q ≤ r′ respectively and
let γ = max{γ1, γ2} and let f = idsupp(p)∪supp(q), now f ∈ Fγ+1 by clause (g),
Definition 3.7 and there is f ′, f ⊆ f ′ ∈ Fγ such that supp(r′) ⊆ dom(f ′).
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So fˆ ′(p) = fˆ(p) = p, fˆ ′(q) = fˆ(q) = q, fˆ ′(r′) ∈ P ′A, and by clause (e) we have
p = fˆ ′(p) ≤ fˆ ′(r′) ∈ P ′A, q = fˆ ′(q) ≤ fˆ ′(r′) ∈ P ′A and we are done.]
(∗)4 if clauses (e),(f) hold then clause (c) holds.
[Why? If I is not predense in P ′A then there is q ∈ P ′A incompatible in P ′A with
every p ∈ I hence by clause (b) which holds by (∗)3, q is incompatible with p in
P ′
ℓg(Q¯)
, hence I is not predense in P ′
ℓg(Q¯)
. Next assume I is predense in P ′A, let J
be a maximal antichain of P ′A of elements above some member of I , so by clause
(b) (which holds by (∗)3) J is an antichain in P ′ℓg(Q¯) hence is countable.
Let q be any member of P ′A′ , let γ = sup{γ(p, q) : p ∈ I }, γ(p, q) as in clause
(f).
Now letting C =
⋃
p∈J
supp(p), it is a countable subset of A hence f0 = idC ∈
Fγ+1, so there is f, f0 ⊆ f ∈ Fγ such that supp(q) ⊆ dom(f). Now for p ∈ J , γ ≥
γ(p, q), hence we have that
(∀p ∈ J )(p, q are compatible in PA′ iff fˆ(p), fˆ(q) are compatible in P ′ℓg(Q¯)).
As fˆ(q) ∈ P ′A and J is a maximal antichain of P ′A for some p ∈ J , fˆ(q), p are
compatible in P ′A, hence in P
′
A′ . But f(p) = p so q, p are compatible in P
′
ℓg(Q¯)
, but
by the choice of J there is p′ ∈ I , p′ ≤ p, so q is compatible with some member of
J , i.e. with p′. As q ∈ P ′A′ was arbitrary, this proves that I is predense in P ′A′ ,
completing the second implication in the proof of (∗)4.]
(∗)5 if clauses (e),(f) hold then clause (a) holds.
[Why? By (∗)3 + (∗)4.]
(∗)6 if clauses (e),(f),(g) hold for α∗ then clause (h) holds.
[Why? First, it is enough to deal with the case the range of the Borel function is
{0, 1}. Now we prove the assertion by induction on the depth of the Borel function.
Case A: B is atomic, i.e. B is the truth value of ξ ∈ τ
˜
γ for some ξ < µγ .
Clearly γ < α∗ so we can apply the induction hypothesis to γ. So p  “B(ξ ∈
τ
˜
γ) = i” where p ∈ P ′A′ is equivalent to p ↾ γ  “p(γ) = truth”. Now p(γ) has the
form B′(. . . , truth value(ξn ∈ τ
˜
βn), . . . )n<ω where βn ∈ Aγ , ξn < µβn ,B′ ∈ V a
Borel function, so the statement is equivalent to p ↾ γ  “B′(. . . , truth value(ξn ∈
τ
˜
βn), . . . )n<ω = truth. As A
′ is strongly Q¯-closed clearly βn ∈ Aγ ⊆ A′ so we can
apply the induction hypothesis on γ using clause (h) there.
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Case B: B = ¬B′ (i.e. 1−B).
By the way we phrase the statement it follows from the statement on B′.
Case C: B =
∧
n<ω
Bn.
Let I be a maximal subset of
{
q ∈ P ′A′ :(i) q forces Bn for every n or for some n, q forces ¬Bn
(ii) p ≤ q or q, p are incompatible}
which is an antichain in Pℓg(Q¯). Let γI < ω1 be as guaranteed by clause (g) (of
3.9), let for q ∈ I : γ(p, q) < ω1 be as guaranteed by clause (f) (of 3.9) if p, q are
incompatible and as guaranteed by clause (e) (of 3.9) if p ≤ q.
For each q ∈ I let γn(q) be the γ guaranteed for q,Bn for both x = 0 and x = 1.
For q1 6= q2 from I (so incompatible) let γ(q1, q2) < ω1 be as guaranteed in clause
(f). Let γ∗ = sup({γI } ∪ {γ(p, q) : q ∈ I } ∪ {γn(q) : q ∈ I , n < ω} ∪ {γ(q1, q2) :
q1 6= q2 from I }) + 1.
Suppose f1 ∈ Fγ∗ , supp(p) ∪ {αn : n < ω} ⊆ dom(f1), where the αn’s are from
the statement of clause (h). We can find f2, f1 ⊆ f2 ∈ Fγ∗−1 and
⋃
q∈I
dom(q) ⊆
dom(f2).
Let I0 = {q : p ≤ q ∈ I },I1 = I \I0. Now q1 6= q2 ∈ I ⇒ γ(q1, q2) ≤ γ∗ − 1
and γI ≤ γ∗ − 1 hence I ′ = {fˆ2(q) : q ∈ I } is a maximal antichain. Also
γ(p, q) ≤ γ1 hence
q ∈ I ′0 =: {fˆ2(q); q ∈ I0} ⇒ fˆ2(p) ≤ q
q ∈ I ′1 = {fˆ1(q) : q ∈ I1} ⇒ fˆ2(p), q incompatible.
Also for q ∈ I0,
q  “Bn = 0”⇔ f2(q)  “f2(Bn) = 0”
q  “Bn = 1”⇔ f2(q)  “f2(Bn) = 1.
The rest should be clear.]
So together it is enough to prove clauses (e), (f), (g).
(∗)7 clause (e) holds.
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If Dom(p) = ∅ this is trivial so suppose not, and if dom(p) * dom(q) the equiva-
lence is trivial so assume ∅ 6= dom(p) ⊆ dom(q). Let α⊗ = max( dom(q)), now if
α⊗+1 < α∗ we can use the induction hypothesis on γ∗+1, so assume α∗ = α⊗+1
(we can also discard the case γ∗ /∈ Dom(p) if we like).
Now P ′A′ |= “p ≤ q” iff (α) + (β) where
(α) P ′A′∩γ∗ |= “p ↾ α⊗ ≤ q ↾ α⊗
(β) q  “p(α⊗) ≤ q”.
Now for (α) get γ1 by applying clause (e) to Q¯ ↾ α
⊗, and for (β) get γ2 by applying
clause (h) to Q¯ ↾ α⊗, so γ = max{γ1, γ2} is as required.
(∗)8 clause (f) holds.
As in the proof of clause (e), without loss of generalityα∗ = α∗ + 1 and α⊗ =
max(dom(p)) = max(dom(q)). Let {rn : n < ω} ⊆ P ′A
α⊗
be a maximal antichain,
such that each rn satisfies
(α) it forces a truth value say tn to “p(α
⊗), q(α⊗) are compatible in Q
˜
α⊗”
(β) rn ≥ p or rn, p are incompatible
(γ) rn ≥ q or rn, q are incompatible.
By applying clause (h) to Q¯ ↾ α⊗, without loss of generality {rn : n < ω} ⊆ P ′A.
Now clearly p ≤ q iff
∨
n
[p ≤ rn & q ≤ rn & tn = truth], and we can apply
the induction hypothesis to each of those countably many statements.
(∗)9 clause (g) holds.
Without loss of generality I is countable. Now if w = ∪{dom(p) : p ∈ I } has no
last element, clearly I is predense iff α ∈ w⇒ I [α] = {p ↾ α : p ∈ I } is predense;
so we can finish by the induction hypothesis. So assume α⊗ is the last element in
w. Let {rn : n < ω} ⊆ P ′A′∩α⊗ be a maximal antichain of it, each rn forcing a truth
value to “{p(α⊗) : p ↾ α⊗ ∈ G
˜
P
α⊗
} is a maximal antichain of Qα”. 3.9
This follows from the claim below.
3.10 Definition. 1) We say F¯ is a κ-witness for (Q¯1, Q¯2) if
(a) Q¯1 ∈ K sκ and Q¯2 ∈ K sκ (so κ > ℵ0)
(b) F¯ = 〈Fγ : γ < ω1〉 and Fγ is decreasing with γ (for notational simplicity)
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(c) Fγ ⊆ PAUT(Q¯1, Q¯2) for γ < ω1
(d) if f ∈ Fγ then dom(f) ⊆ ℓg(Q¯1) and rang(f) ⊆ ℓg(Q¯2)
(e) if f1 ∈ Fγ1 , γ2 < γ1 < ω1, C1 ⊆ ℓg(Q¯1), C2 ⊆ ℓg(Q¯2), |C1| < κ, |C2| < κ
then for some f2 ∈ Fγ2 we have
f1 ⊆ f2, C1 ⊆ dom(f2), C2 ⊆ rang(f2).
2) We say F¯ is an explicit κ-witness for (Q¯1, Q¯2) if (a) - (d) above hold and
(e)′ if f1 ∈ Fγ1 , γ2 < γ1 < ω1, C1 ⊆ ℓg(Q¯1) ∩ scl(Q¯1)(dom(f1)), C2 ⊆ ℓg(Q¯2) ∩
scl(Q¯2)(dom(f2)), |C1| < κ, |C2| < κ, then for some f2 ∈ Fγ2 we have f1 ⊆
F2, C1 ⊆ dom(f2), C2 ⊆ rang(f2), dom(f2) ⊆ sclQ¯1(dom(f1)), rang(f2) ⊆
sclQ¯2(rang(f1))
(f) for f ∈ Fγ , g ⊆ f ⇒ g ∈ Fγ
(g) if f ∈ Fγ and α, β ∈ dom(f), then
α ∈ sclQ¯1({β})⇔ f(α) ∈ sclQ¯2({f(β)})
(h) if C1 ⊆ ℓg(Q¯1), C2 ⊆ ℓg(Q¯2) are countable and γ < ω1, then for some
f ∈ Fγ we have C1 ⊆ dom(f), C2 ⊆ rang(f).
3.11 Claim. Assume F¯ is a κ-witness for (Q¯1, Q¯2).
1) If γ ∈ (0, ω1) and f ∈ Fγ and α, β < ℓg(Q¯1), then
α ∈ sclQ¯1({β})⇔ f(α) ∈ sclQ¯2({f(β)}).
2) Let F¯−1 = 〈F−1γ : γ < ω1〉, F−1γ = {f−1 : f ∈ Fγ}. Then F¯−1is a κ-witness for
(Q¯2, Q¯1).
3) If Aℓ ⊆ ℓg(Q¯ℓ) and: Aℓ = sclQ¯ℓ(Aℓ) for ℓ = 1, 2 and we let F ′γ = {f ∩X : f ∈
F1+γ , X ⊆ A1 × A2}, then 〈F ′γ : γ < ω1〉 is a κ-witness for (Q¯1 ↾ A1, Q¯2 ↾ A2) and
an explicit κ-witness for it, note that by renaming Aℓ can become an ordinal.
4) If p ∈ (P 1
ℓg(Q¯1)
)′, q ∈ (P 1
ℓg(Q¯1)
)′ and I ⊆ (P 1
ℓg(Q¯1)
)′ is countable, then for some
γ < ω1 we have: for every f ∈ Fγ we have:
(α) if supp(p) ∪ supp(q) ⊆ dom(f) then (P 1
ℓg(Q¯1)
)′ |= p ≤ q iff (P 2
ℓg(Q¯2)
)′ |=
fˆ(p) ≤ fˆ(q)
(β) if supp(p) ∪ supp(q) ⊆ dom(f) then p, q are compatible in (P 1
ℓg(Q¯1)
)′ iff
fˆ(p), fˆ(q) are incompatible in (P 2
ℓg(Q¯1)
)′
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(γ) if
⋃
r∈I
supp(r) ⊆ dom(f) then I is predense in (P 1
ℓg(Q¯1)
)′ iff fˆ(I ) =
{fˆ(r) : r ∈ I } is predense in (P 2
ℓg(Q¯2)
)′.
5) For every Borel function B = B(. . . , tn, . . . )n∈ω (for tn a truth value, values
in V) and 〈(ξn, αn) : n < ω〉, αn < ℓg(Q¯1), and p ∈ (P 1ℓg(Q¯1))′ there is γ < ω1 such
that: if f ∈ Fγ , {αn : n < ω} ∪ supp(p) ⊆ dom(f) and x ∈ V then
p P 1
ℓg(Q¯1)
“B(. . . , truth value(ξn ∈ τ
˜
αn), . . . )n<ω = x” iff
fˆ(p) P 2
ℓg(Q¯2)
“B(. . . , truth value(ξn ∈ τ
˜
f(αn)), . . . )n<ω = x”.
Proof. 1) Easy.
2) Trivial.
3) Clear.
4), 5) It suffices to prove 3.12 below.
3.12 Claim. If F¯ is an explicit κ-witness for (Q¯1, Q¯2) then 4), 5) of 3.11 holds.
Proof. We prove this by induction on α∗ = max{ℓg(Q¯1), ℓg(Q¯2)}, and for a fixed
α∗ by induction on β∗ = min{ℓg(Q¯1), ℓg(Q¯2)}.
As above it is enough to prove part (4).
This is done by cases. Without loss of generality A′ is the strong Q¯-closure of A.
Case 1: ℓg(Q¯1) = 0.
Trivial.
Case 2: cf(ℓg(Q¯1)) > ℵ0.
So let p, q,I be given and choose α1 < ℓg(Q¯1) such that p, q ∈ (P 1α1)′,I ⊆
(P 1α1)
′. Let Q¯0 = Q¯1 ↾ α1, F ′γ = Fγ ∩ (α1 × ℓg(Q¯2)), and apply the induction
hypothesis to Q¯0, Q¯2, 〈F ′γ : γ < ω1〉 and to p, q,I and get γ < ω1, and we shall prove
that it works for Q¯1, Q¯2, F¯ , p, q,I . So let f ∈ Fγ be such that supp(p)∪ supp(q) ⊆
dom(f) (needed if we are dealing with clauses (α) or (β) (of 3.11(4)) and such that⋃
r∈cI
supp(r) ⊆ dom(f) (needed if we are dealing with clause (γ) of 3.11(4)). Now
f ′ =: f ↾ α1 ∈ F ′γ so:
(∗)1 (P 1α1)′ |= “p ≤ q”⇔ (P 2ℓg(Q¯2))′ |= “fˆ ′(p) ≤ fˆ ′(q)”
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(∗)2 p, q are compatible in P 1α1 iff fˆ ′(p), fˆ ′(q) are compatible in (P 2ℓg(Q¯2))′
(∗)3 I is predense in (P 1α1)′ iff {fˆ ′(r) : r ∈ I } is predense in (P 2ℓg(Q¯2))′.
As in all three cases we can replace (P 1α1)
′ by (P 1
ℓg(Q¯1)
)′ and fˆ ′ by fˆ we are done.
Case 3: cf(ℓg(Q¯1)) = ℵ0.
Concerning clauses (α), (β) (of 3.11(4)) the proof is just as in case 2, so we
deal with clause (γ). Let I ⊆ (P 1
ℓg(Q¯1)
)′ be countable. We choose αn < ℓg(Q¯1)
such that αn < αn+1 and
⋃
n<ω
αn = ℓg(Q¯1) and let In = {r ↾ αn : r ∈ In}
and Fnγ = Fγ ∩ (αn × ℓg(Q¯2)), F¯n = 〈Fnγ : γ < ω1〉. For each n apply induction
hypothesis on Q¯1 ↾ αn, Q¯2, F¯n,In and get γn < ω1, and let γ∗ = (
⋃
n<ω
γn) + 1. So
let f ∈ Fγ∗ be such that
⋃
r∈I
supp(r) ⊆ dom(f).
First assume I is predense in (P 1
ℓg(Q¯1)
)′.
So there is q ∈ (P 1
(Q¯1)
)′ incompatible with every r ∈ I hence for some n, q ∈
(P 1αn)
′, so q is incompatible with every r ∈ In in (P 1αn)′, hence In is not predense
in (P 1αn)
′. As γ∗ > γn, necessarily {fˆ(r) : r ∈ In} is not predense in (P 2ℓg(Q¯2))′,
which means that some q′ ∈ (P 1
ℓg(Q¯2)
)′ is incompatible with fˆ(r) for every r ∈ In.
Now trivially r ∈ I ⇒ fˆ(r ↾ αn) ≤(P 2
ℓg(Q¯2)
)′ , fˆ(r) (look at the definition and note
r ↾ αn ≤ r and increasing γ∗), clearly q′ ∈ (P 2ℓg(Q¯2))′ is incompatible with every
memer of fˆ(I ) =: {fˆ(r) : r ∈ I }, so fˆ(I ) is not predense in (P 2
ℓg(Q¯2)
)′, as
required.
Second assume I is predense in (P 1
ℓg(Q¯1)
)′. So for each n,In = {r ↾ αn : r ∈ I }
is predense in (P 1αn)
′.
So by the induction hypothesis for each n, fˆ(In) = {fˆ(r) : r ∈ In} is a predense
subset of (P 2
ℓg(Q¯2)
)′.
Let A1n be the strong Q¯-closure of
⋃
p∈In
supp(p), A1ω =
⋃
n<ω
A1n.
Let A2n be the strong Q¯
2-closure of
⋃
p∈fˆ(In)
supp(p), A2ω =
⋃
n<ω
A2n, so if k < m ≤
ω then A1k ⊆ A1m and A2k ⊆ A2m, hence (P 1A1
k
)′ ⋖ (P 1A1m)
′, (P 2
A2
k
⋖ P 2A2m)
′.
Remembering clause (g) of Definition 3.10(2), clearly
⊕ if α ∈
⋃
p∈I
supp(p) ⊆ dom(f1) then
∧
n
(∀n)[α ∈ A1n ↔ f1(α) ∈ A2n]
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hence for p ∈ I , fˆ(p ↾ αn) = fˆ(p ↾ A1n) = fˆ(p) ↾ A2n. As p ∈ I →
∨
n
(p ∈ In)
(as dom(p) is bounded in ℓg(Q¯1)) clearly fˆ(I ) =
⋃
n<ω
fˆ(In). Hence q ∈ P ′A2ω is
incompatible in (P 2
ℓg(Q¯2)
)′ with every p ∈ fˆ(I ) iff q is incompatible with every
p ∈ fˆ(In(q)) in (P 2ℓg(Q¯2))′ where n(q) = min{n : q ∈ P 2A2n} which is well defined as
〈A2m : m ≤ ω〉 is increasing continuous. As each fˆ(In(q)) is predense in (P 1ℓg(Q¯2))′
(see above using the induction hypothesis), there is no such q. So fˆ(I ) is predense
in P 2A2ω
, but A2ω is strongly Q¯
2-closed (being the union of such sets) hence (by 3.8)
(P 2A2ω
)′ ⋖ (P 2
ℓg(Q¯2)
)′, so fˆ(I ) is predense, so we have finished.
Case 4: ℓg(Q¯1) = γ∗ + 1.
By Definition 3.1 all is translated to the γ∗ case (including instances of 3.11(5)),
so we can apply the induction hypothesis. 3.12
3.13 Claim. If F¯ witnesses A for Q¯ inside A′, then
(a) P ′A ⋖
¯
P ′A′ ⋖ Pℓg(Q¯)
(b) p, q ∈ P ′A are compatible in P ′ℓg(Q¯) iff they are compatible in P ′A
(c) I ⊆ P ′A is predense in P ′ℓg(Q¯)iff it is predense in P ′A (without loss of generalityI
is countable)
(d) there are unique f, Q¯′ such that Q¯′ ∈ K sκ , f ∈ PAUT(Q¯′, Q¯), f order pre-
serving dom(f) = ℓg(Q¯′)(= otp(A)) and rang(f) = A; the essential part is:
if p, q ∈ P ′A, γ ∈ dom(p) ∩ dom(q) then
q ↾ γ P ′γ p(γ) ≤Q
˜
γ
q(γ)⇒ q ↾ γ P ′
γ∩A
p(γ) ≤Q
˜
γ
q(γ).
Concluding Remark. We describe below an application of the method.
3.14 Claim. Assume for simplicity V |= GCH. For some c.c.c. forcing notion P
of cardinality ℵ3 we have: in VP
(a) 2ℵ0 = ℵ3
(b) add (meagre) = ℵ1
(c) cov(meagre) = ℵ2, moreover unif(meagre) = ℵ2
(d) d = ℵ3.
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3.15 Remark. We can use other three cardinals, and use very little cardinal arith-
metic assumption.
Proof. Let Q¯ = 〈Pi, Q
˜
j , aj, η
˜
i : i ≤ ω3 + ω2, j < ω3 + ω2〉 be FS iteration, with
(a) η
˜
i the generic real of Qj
(b) if j < ω3 then Q
˜
j is Cohen say (
ω>ω, ⊳) so η
˜
j is undominated
(c) if j = ω3 + ζ, ζ < ω2 then Qj is Random
V[〈ηi:i∈aj〉]
(d) if b ⊆ a ∈ [ω3 + ω2]≤ℵ1 then for arbitrarily large i ∈ (ω3, ω3 + ω2) we have
a ∩ ai = b.
Let P = Pω3+ω2 . Trivially |P | = ℵ3. So in V we know:
Clause (a): 2ℵ0 = ℵ3.
As |P | ≤ ℵ3 the ≤ inequality holds, the other inequality, ≥, holds as 〈η
˜
i : i < ω3〉
is a sequence of ℵ3 distinct reals.
Clause (b): add(meagre) = ℵ1.
As in [Sh 592] we know that b is not increased by P so b = ℵ1 but add(meagre)
≤ b.
Clause (c): cov(meagre) = ℵ2.
If for i < ω1 we have Ai ⊆ ω2 are Borel sets in VP then for some α < ω2, 〈Ai :
i < ω1〉 ∈ VPω3+i , the forcing Pω3+i+ω/Pω3+i add a Cohen real over VPω3+i (as
we are using FS iteration).
So cov(meagre) > ℵ1.
On the other hand 〈η
˜
ω3+i : i < ω2〉 is a non-null set of reals hence unif(null)
≤ ℵ2, but cov(meagre) ≤ unif(null) so cov(meagre) ≤ ℵ2. So together cov(meagre)
= ℵ2.
Clause (d): d = ℵ3.
Now d ≤ 2ℵ0 = ℵ3, on the other hand, as in [Sh 592] for no A ∈ [ω3]ℵ2 from V,
is there <∗-bound to {η
˜
i : i ∈ A}.
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