In the present paper the orbital asymptotic stability of the periodic solutions of autonomous systems with impulse effect is investigated. An analogue of the theorem of Andronov-Vitt is proved. § 1. Introduction
I=/(,»,, (b) Ax\ t=^k = l fc (x), k = 1, 2,... are t = T fe , /c = 1, 2,... and are fixed.
The moments of impulse effect of the system dx / ^ -1, -= 0(x), xeM, at (c) occur when the point x(t) of the phase space X meets the set M c X.
The solutions x(t) of systems (a, b, c) are piecewise continuous functions. At the moment t = i k of impulse effect the solution x(t) has a discontinuity of first type and we assume that the following equalities hold x(r fc -0) = x(i k ), X(T & + 0) = x(i k ) + Ax(i k ).
Between two consecutive moments of impulse effect (te(t k9 T k+1 ]) the solution x(t) of system (a) coincides with the solution £(t) of the initial value problem
-=/(£, £), £(T k ) = x(T k + 0).
The solutions of systems (b) and (c) for £e(i k , T k + 1 ] are defined analogously. We shall note that the moments of impulse effect of the different solutions of systems (a) and (c) are different. That is why in the investigation of such systems there are some additional difficulties which do not occur when we study system (b).
Up to the present moment systems of type (a) and (b) have been profoundly studied [l]- [9] while systems of type (c) have been almost not studied.
Note that in the case when/(£, x) does not depend on t (i.e. f(t 9 x) = #(x)), systems (a) and (b) do not possess the property of autonomy. System (c) has this property. On the other hand, in practice the most frequently one meets autonomous systems with impulse effect. That is why the investigation of systems of type (c) represents an undoubted interest.
In the present paper the orbital asymptotical stability of a periodic solution of system (c) is investigated and an analogue of the theorem of Andronov-Vitt is proved [10] , [11] . §2. Preliminary Notes Consider the autonomous system with impulse effect -= g(x), xeM, (1) *LeM = /(*),
where t e R; g, I: Q -> R"; £2 is a domain contained in the rc-dimensional Euclidean space R" with elements x = col(x l5 ..., x n ), scalar product (x, y) = x l y i + •-+ x n y n an< i norm |x| = (x, x) 1/2 ; M is an (n -l)-dimensional manifold contained in Q.
Further on we shall use the following notations: \A\ = sup \Ax\ -norm of Let cp(t) (teR + = [0, oo)) be a solution of system (1) with moments of impulse effect {t fc }:
Definition \ e The solution cp(t) of system (1) is called:
p(x(t; t 0 , x 0 ), L) < e;
orbitally attractive if
, p(x 0 , L) < A, x 0 eB,(cp(T fc ))U S,( 9 (T k + 0)))(Ve > 0) (3cr > 0) 
Let the functions 0(x) and /(x) be differentiable, the manifold M be smooth and the normal vectors n k to M at the points <p(T k ) be such that (n k , ))) ¥= 0, fc= 1, 2,.... Then a straightforward verification shows that the function £(t) = -r-(0 satisfies the following linear system with impulse effect at at fixed moments of time (2) \ t=Xk = N k u, k= 1,2,..., where 0)) -System (2) is called system in variations (of system (1) with respect to the solution cp(t)).
We shall say that conditions (A) hold if the following conditions are satisfied:
Al. System (1) has a T-periodic solution p(t) with moments of impulse effect r fc (r fc < T fc+l5 k = 0, ±1, ± 2, ... ) and the positive integer q be such that Let conditions A1-A4 hold. Then, by Remark 1, the function dp y = -is a T-periodic solution of system (4). In view of condition A2 we at conclude that the linear T-periodic system (4) has a multiplicator equal to one. System (4) coincides with the system in variations of system (1) with respect to the solution p(t). The following two lemmas are related to the system = P(t)y, t * i fe?
where P(t) and P k (teR, k = Q, ±1, ± 2,...) are (w x n)-matrices.
Introduce the following conditions (C): Cl. P(-)ePC(#, ,R« X ") and P(t + T) = P(t) for teR. C2. There exists an integer q > 0 such that
where p k , fc = 1,..., n are the multiplicators of system (6).
Lemma 2. Le£ conditions (C)
system (6) AOS a fundamental matrix of the form
where the matrix i^(-) e PC(R, R nx ") w non-singular and 2T -periodic and C is a real (n -1) x (n -l)-matrix with eigenvalues which have negative real parts:
Proof. Let 7(0 be the fundamental matrix of system (6) for which 7(0) = E n . From the T-periodicity of system (6) it follows that
From condition C3 it follows that the monodromy matrix Y(T) has eigenvalues P! = 1 and \p k < 1, k = 2,..., n.
Hence there exists a non-singular matrix S such that
where B l is a real (n -1) x (w -l)-matrix with eigenvalues which are in modulus less than one:
Since from (13), (9) and (10) it follows that
Y(t+T)= Y(t +T)S= Y(t)Y(T)S = Y^SS'^^S = Y(t)B
then by the representation of Floquet the fundamental matrix l^t) has the form
where the matrix ^(-)ePC(R, R nx ") is non-singular and 2T-periodic.
From (11) and (12) there follows (8) which proves Lemma 2.
Lemma 3. Let conditions (C) hold, the fundamental matrix Y(t) of system (6) have the form (7) and 
then the function
satisfies the estimate
where the constant Q > 0 is independent of r, f(t) and b k .
Proof. Equalities (15)- (18) follows immediately from formula (14). From representation (7) and formula (14) it follows that
By Lemma 2 there exists a number a > 0 such that
and the matrices \l/(t) and \l*~l(t) are bounded on R (since they are periodic and belong to PC(R, R nxn )). Then (26) and (27) imply estimate (19). After a differentiation with respect to t ^ r k , in view of (15) and (16), we obtain
The differentiation is possible since the improper integral and the sum obtained as a result of the formal differentiation are convergent uniformly with respect to t belonging to any finite subinterval of R + .
Applying (17) and (18), we find that
Hence y(t, a) is a solution of (22). In view of the structure of Y(t) and of (20), we obtain that for
Moreover, As a result of this change we obtain a new system which has a Aperiodic solution n(t) = S~1(p (t) -p(0) ). An immediate verification shows that the new system and the solution n(t) satisfy conditions (A). Moreover, 7i(0) = 0, -(0) = e v That is why, without loss of generality, we assume that the solution at p(t) of system (1) satisfies the conditions°'
0< f°°G(t s Jo
For the system in variations (4) the conditions of Lemma 2 hold with P(t) = -(p(t)) and P k = N k . Hence system (4) has a fundamental matrix of the form ox
where the matrix ^(-)ePC(R, R"
x ") is 2T-periodic non-singular and Re/l/C) < 0, j= 1,..., n-1.
From (31) we obtain that the first column of Y(t) is a 2T-periodic solution of system (4). But from conditions A2 and A6 it follows that this solution is proportional to the Aperiodic solution -(t) of system (4). Hence we can assume that 
For this purpose we construct the sequences 
(t), t) = g(w n (t)) -g(p(t)) --^-(p(t))(w n (t) -p(t)),

|F(w, t) -F(u, t)\ < L(^)|w -u\ for |w -p(OI < ^ u -p(t)\ < p (42)
and -u\
for |w -p(r k )| < fi y \u -p(r k )| < ^ where lim L(ju) = 0.
Choose Afe(0, -) and rj 0 > 0 so that K^K
Then by induction with respect to n we prove that the members of the sequences w n (t), t\ can be determined successively and the following estimates hold
for n = 1, 2,..., m.
In fact, from (40) 
. Let w(t) = w(t, a) and t fc = t k (a) be their limits. Then \w(t)-p(t)\<2K\a\e-«<,
\t k -T k \<2TK\a\e-""<(50)
f(t, a) = g(w(t)) -g(p(t)) -~(p(t))(w(t) -p(t))
and
In view of assertion 2 of Lemma 3 we obtain that w(t) is a solution of the system with impulse effect in fixed moments of time dw -= g(w), t ± Tfc, r k , w(t fc )))
Define the function x(t) = x(t, a) by the formula
From (55H57) it follows that the function x(t) is differentiate for t ^ x k and satisfies the system dx *-«*>-<*** Moreover,
By analogous calculations it is proved that in the cases t k > t k and t k = r k the following equality holds as well:
dx(t k ) = I(x(t k )).
Taking into account z(t k : T k , w(t k )) = x(t k ) and passing to the limit in the equality 0(z(t k ; T k , w w (t k ))) = 0, we get </>(x(t k )) = 0, i.e. t k are moments of impulse effect for x(t). Moreover, in view of condition A5, from (50) and (56) it follows that x(t) has no other moments of impulse effect.
Hence the function x(t) is a solution of system (1) with moments of impulse effect t k . By (56), (50) and (51) the solution x(t) and the moments t k satisfy (34) and (35).
We shall find a relation between the initial values x° = col(x?,..., x°) = x(0, a) of the solutions x(t, a) and the parameter aeZ% 0 ). Put t = 0 into (56) and, in view of (52) and (30), obtain From equality (32) it follows that
Let c^ and C tj (i,j= 1,..., n) be respectively the elements of the matrix 7(0) and their cofactors.
Taking into account (60) and (33), we conclude that equation (59) has the form .., aj, 
From Remark 3 and the continuous dependence of the solution of system (1) on the initial data it follows that there exists A > 0 such that for any x 0 eR n ,
In particular, for w = x(t 0 + T 0 ; t Q , x 0 ), in view of (68) and (66) 
xeD
Then from (70) it follows that the solution p(t) has the property asymptotic phase, from (70H72) it follows that p(t) is orbitally attractive and (69)-{72) and (67) imply that p(t) is orbitally stable, i.e. it is orbitally asymptotically stable. Consider the case n = 2. Assume that system (1) has a T-periodIc solution 0 1 and in the interval (0, T] the solution p(t) has q moments of dt J impulse effect. Let Y(t) be the normalized for t = 0 fundamental matrix of the system in variations (4) .
Then the multiplicators p l9 p 2 of system (4) satisfy the equation
Since system (4) Then from (74) and (76) where
After detailed calculations we find that 
Let the solution x(t) be subject to impulse effect at the moment t = i k .
where i fc is a moment of impulse effect if
The equation with impulse effect (79)-(81) represents the simplest mathematical model of a clock-work [12] . Set x = j; and write down equations (79)-(81) in the form of a system: The motion of the mapping point (x(t), y(t)) is realized in the set defined by V the inequality \x\ > y. This motion is continuous from point A 2 to point A 3 and from point A± to point A l and by jumps from point A± into point A 2 and from point A 3 into point A 4 (Fig. 2, Fig. 3 ).
i(xiJi)
AA^^y*) In the cases when L» --or L« --, the condition 0 < p 2 < 1 is satisfied. Then the periodic solution of system (84) is orbitally asymptotically stable.
