Photovoltaic (PV) systems use the sunlight and convert it to electrical power. It is predicted that by 2023, 371,000 PV installations will be embedded in power networks in the UK. This may increase the risk of voltage rise which has adverse impacts on the power network. The balance maintenance is important for high security of the physical electrical systems and the operation economy. Therefore, the prediction of the output of PV systems is of great importance. The output of a PV system highly depends on local environmental conditions. These include sun radiation, temperature, and humidity. In this research, the importance of various weather factors are studied. The weather attributes are subsequently employed for the prediction of the solar panel power generation from a time-series database. Long-Short Term Memory networks are employed for obtaining the dependencies between various elements of the weather conditions and the PV energy metrics. Evaluation results indicate the efficiency of the deep networks for energy generation prediction.
I. INTRODUCTION
The usage of solar power generators has been encouraged in recent years owing to various environmental benefits. The forecasting of Photovoltaic (PV) power is thus an uprising research branch. However, the power generated by the PV solar devices are highly affected by weather conditions. The energy generated by photovoltaic systems is variable in terms of seasonality and weather factors. The solar panel orientation (East facing or West facing) affects PV output. The imported, exported, and generated energy are important terminologies used in the field. The imported energy refers to the electricity taken from the network by the household, whereas the exported energy refers to the electricity generated, but not consumed by the household [1] . The energy exported is the excess electricity which is injected to the network. The prediction of the generated energy is of great importance to grid operators whose responsibility is to keep the imported and exported energy balanced in the distribution system [2] - [5] .
A feed-in-tariff scheme was proposed by UK in 2010 with the main purpose of reducing UK's carbon emission [1] . In accordance to the feed-in-tariff scheme, a low carbon network project was defined in 2015, entitled "Validation of Photovoltaic Connection Assessment Tool". The project involved collecting real-life data for trial purposes, as well as ensuring that the connection assessment tools were fit for purpose [1] . There were some other objectives and benefits related to the project at the time. These include understanding the underlying associated PV generator behaviours by data analysis. The other target was to identify the underlying issues in the connection procedures. The project was successful in achieving a validated and practical connection assessment approach. As a cross product, a rich dataset was produced which is useful for distribution network operators and academic institutions. The produced database is deposited in London data store and provides the basis for this research study.
In this research, the PV energy generation database will be studied from a different viewpoint rather that the initial targets of the UK Networks project (as mentioned above). The research is in accordance with the related native weather conditions. The output of a PV system highly depends on local environmental circumstances as well as the sun radiation. The sunlight can be occluded by the clouds. The wind blowing direction can bring clouds and effect the way the panel receives the sunlight. There is clearly a correlation between solar radiation and PV outputs. It is often assumed that a PV system is likely to have its maximum output on a clear sunny day. Nevertheless, the temperature is also an important factor on the efficiency of PV generators. The work in [1] demonstrateed that PV generators could potentially produce higher levels of electricity on cloudy days. These kinds of analysis results may often be in contradictory with the common beliefs. Therefore, different environmental factors impact the overall energy generation divergently.
In this paper, various weather related data are analysed. An attribute selection procedure is employed for identifying the most important weather factors which affect the generated power. Later, a Long-Short Term Memory (LSTM) network model is employed for predicting the PV systems power output. The LSTM architecture is equipped with memory units that can be useful in forecasting the temporal variations of PV generated power metrics.
II. LITERATURE REVIEW

A. Related Research for Predicting Solar Power
Generation Prediction of PV generated power can be traced back in various studies. The previous approaches in the area of power generation forecasting can be categorized into four major groups including AI, physical, statistical, and hybrid methods.
AI models are one of the popular methods for forecasting the outputs of PV plants. Various machine learning models have been used ever since. Some of the previous research in the area applied artificial neural networks, while recent studies target tools such as deep learning models. Some examples of AI applications in solar radiation forecasting for PV output prediction can be found in [4] , [6] , [7] . We discuss some of the studies in detail below.
At the University of Illinois, the researchers applied some linear and non-linear machine learning algorithms for forecasting the solar energy generation [8] . They recorded the solar panels outputs at the campus of Illinois University. Their work used weather information and selected day light observations. The employed methods included weighted linear regression trees and LSTM. The later achieved the best performance in their application. The study also found the time-series correlations between all the weather attributes and actual energy output. They found that the cloud coverage, humidity, visibility and dewpoint were the most important features for solar panels output forecast. A similar research in [8] also stated that they could have taken advantage of weather dependency in a way that previous weather conditions would affect the current weather conditions in their model. Instead, they randomized the training dataset.
In [6] , Meyers applied the 3 hourly and 5 minutes timestep intervals to identify the ramp events or deviation from a long-term trend within a short-term period. Their work used auto-regressive model, K-nearest neighbour and artificial neural networks.
In [9] , the researchers suggested the usage of LSTM Recurrent Neural Network (LSTM-RNN) to predict the generated power of PV systems using a time-series database with one varying feature. They employed the hourly interval dataset over a period of a year's time. The LSTM model outperformed other methods using the one-featured time-series. The work used various LSTM architectures as well as basic LSTM for regression by using window techniques (LSTM with memory between batches). Their database comes from two sites in Egypt. Other machine learning tools were also applied in their study. However, the LSTM method achieved the best prediction in terms of lower mean absolute error and mean square error compared to those of other methods they applied.
Besides machine learning methods, physical models were also applied for predicting PV system output. The usage of satellites and numerical weather prediction models are two of the physical models which were used in the past for forecasting the solar radiation and indirectly predicting the output of PV systems. The research in the solar power prediction is intertwined with weather forecasting approaches, as the later affects the outcome of the energy generated by PV systems. In [10] , the numerical weather prediction models were employed for photovoltaic and solar power generation forecasting. Inman and colleagues in [11] provided a comprehensive literature review on solar forecasting methods for renewable energy integration. They discussed the prediction method for solar resource (weather conditions forecasting) and the power output of the solar plants. Some other recent review works on solar power forecasting can be found in [12] .
Moreover, statistical methods have also been used for predicting PV outputs. Statistical models are usually based on the short-term historical data. Auto-Regressive-Integrated-Moving-Average models (ARIMA) are examples of statistical models [13] - [15] . Forecasting the PV output time-series data using ARIMA models was among the first collections of research in this area. In [16] , ARMA model with different parametrization are employed to analyse and forecast the residuals in daily solar radiation time-series in Malaysia sites.
Finally, hybrid methods combine various methods together for prediction. For instance, AI models were integrated with physical methods for PV system output prediction. The study in [17] discussed on how the sky images were analysed for forecasting the output of Photovoltaic facility plant in Nevada using image processing techniques.
In this research, an LSTM model as a deep learning model is employed for modelling the time-series dependencies between weather condition changes and solar power generation metrics. The predictions are performed up to 48 time-steps (number of unrollings). Moreover, more than one solar power factors are predicted in a multistep-ahead prediction approach. The model also embeds the dependency pertaining to weather conditions changes.
B. Long Short Term Memory Networks
The LSTM architecture was originally proposed by Sepp Hochreiter and Jurgen Schmidhuber in 1997 [18] . An LSTM network is a Recurrent Neural Network (RNN) [19] which consists of memory units. An LSTM network refines the vanishing gradient problem associated with RNNs [20] . An LSTM cell consists of a memory cell and multiplicative gates which work as regulators. LSTM networks learn short-term or long-term dependencies between elements of time-series data [5] . This characteristic makes LSTM networks suitable for making predictions.
An LSTM cell is similar to RNN in its recurrent architecture. However, LSTM cells are equipped with a memory cell which makes them more desirable for broader ranges of applications. The LSTM architecture includes some gates as well as the input gate ( ), output gate ( ), and forget gate (
). The variations of LSTM networks may not necessarily include all the mentioned gates. Instead, they may have other gates suited for the specific related applications. , and previous memory cell (M t−1 ) information, would structure the current hidden (h t ), and memory cell ( M t ). The sign, i.e. the cross in the circle, stands for pointwise multiplication operation, and the operator, i.e. plus in the circle, shows the adding operation.
In this section a brief overview of the functionality of the main LSTM gates are discussed. The input gate determines how the flow of the input data updates the memory state. The forget gate controls whether information should remain in the memory or be forgotten (and to what extent). The output gate sets the extent of which the output is affected by input value and memory unit information [21] , [22] .
The time-series data are presented as a sequence to the input layer of an LSTM network. The LSTM blocks may also be presented with the previous hidden timestep data of the same LSTM layer ( ℎ −1 ). The ( and ℎ −1 ) are passed through different gates as a concatenated vector. The forget gate has a sigmoid layer, which receives the current input and the hidden state of the previous step. The forget gate determines to what extent to maintain or abolish the memory state ( −1 ) information. In the next step, a decision is made, i.e. a pointwise multiplication operation is embedded within the gate to obtain * −1 .
The input value and previous hidden state value are also guided through other gates. The next important gate is the input gate layer. In this phase the extent of new information to be stored is determined. The same vector is passed through a ℎ layer to obtain the ̃ value. In this stage, the ̃ and values are multiplied together to obtain ( * ̃). 
III. METHODOLODY
A. Dataset The dataset comes from the London datastore [23] . London datastore provides a repository of free databases for public which can be applied for research purposes too. The database employed for this research consists of data related to voltage, current, power, energy and weather from low voltage substations and domestic sites with solar panels. The measurements are collected over 480 days from 27 July 2013 to 19 Nov 2014. There are 20 substations and 10 domestic premises. The database consists of 171 million individual measurements. The measurements take place every one minute during summer 2014 while they are collected at 10 minutes interval throughout the days on a 6 months' time-span. There are also hourly measurements available which come with provided minimum and maximum measurement values. The hourly measurements cover more than one year time. The measurements are collected from customer endpoints, feeders, and networks endpoints and substations.
B. Attribute Selection
In this particular research, the customer endpoints database together with weather database are studied. The power database and weather database were merged together for the related hourly measurements, which are appropriately arranged in records. There was a phase of data preparation involved before the training took place. The wind direction feature is a nominal attribute in the original database and provides the wind orientation. This data feature was converted to numerical data for this application. There were also a data cleaning phase applied which took place to compensate for missing measurements in the database. Records with missing data were whether removed or replaced with data from adjacent timeseries records.
The weather data was not available for all the sites. Therefore, a limited selection of the databases was possible at the time. The customer end-point for YMCA, and Maple Drive East were taken into account and their related weather measurements were selected from a separate weather database (also provided in the same data repository in London datastore). There were also a selection to be made for the timespan and the sampling intervals provided for each site. The databases with hourly interval measurement within a yearly span were chosen. This would provide a larger cover over weather changes varieties. (The one minute interval database only covers summer 2014, and the 10-minute database includes 6 months data only. This ended up in the decision of taking the longer time span database to study more varieties of the weather changes). Combining the customer end-point hourly data and weather database leaves 7001 records for YMCA, and 6611 records for Maple Drive East, responsively.
A visual inspection on the mutual correlation of different variables in the database reveals some patterns within the data. There is negative correlation between in_air_density and temperature, and positive correlation between wind_chill and dewpoint. It was commonly observed that some of the power related features like S_Gen_Min and I_Gen_Min_filtered have perfect one to one correlation with each other. Moreover, the mutual correlation of different weather related attributes reveal similar correlational patterns with power features. For example, the correlation of Hi-Speed with I_Gen_Min_Filtered, I_Gen_Max_Filtered, P_Gen_Min, P_Gen_Max, S_Gen_Min, and S_Gen_Max have similar patterns.
In order to perform the attribute selection process, Weka software [24] was used. The attribute evaluator applied was correlation attribute evaluation using ranker search method. For Weka to work properly we removed all the power related features except Q_Gen_Min, which was left as the target (as if we were about to use it in a regression problem). The energy related features included in the training were also filtered: The features related to imported energy were ignored in this research. The reason is that it was presumed that the imported energy shows the household energy consumption. The exported energy has also been deprecated, since the focus is on the generated energy by the PV system itself. The relevant power generated features which were used in this research are: I_Gen_Min_Filtered, I_Gen_Max_Filtered, P_Gen_Min, P_Gen_Max, Q_Gen_Min, Q_Gen_Max, S_Gen_MIN, S_Gen_Max, thdI_Gen_Min, thdI_Gen_Max [26] . With respect to performing the training task, the data needs to be presented in a specific format. The data was separated to training and testing chunks and a separate MinMaxScaler from Scikit-learn library [27] was used for normalizing the training and testing sets respectively. Around 85% of the time-series data records were chosen for training and the last 15% remaining consecutive time-steps were chosen for testing. Fig 2. A schematic diagram of the first batch making process. Six records and their three related attributes are shown in this figure. A collection of random pointers are generated which determine the starting locations for producing the batch items. The records from the next time-step are selected to provide the unrollings. Two steps of unrolling are provided for the two batch items in this example. There were no overlapping between the training and test sets. The numbers of the features in the training sets were 21 for YMCA, and 20 for Maple Drive East. All the training features selected were weather data. The number of output factors was selected to be 10. All the output factors were related to be solar energy generation metrics at customer's endpoint. The shape of the data for both the training and testing chunks was the same. Another important step in preparing the data for training LSTM models, like any other neural network model, was to provide the data in the batch format. Two experiments took place in terms of designing the batches. The format of the data batches presented to LSTM network is worth while discussing here. The batch size was selected to be 100 and the number of unrollings was set to be 48. The interpretation of the number of unrolling is in the following: At each of the time-steps, the network takes the output of the antecedent time-steps and feeds them in to the network. The batches were generated in an unrolled format consisting of consequent time-steps of data. The number of unrolling determines the amount of time-steps which are used for training the network in each iteration.
Two methods for generating the batches were used in this research. In the first approach, a number of 100 indexes (equalling the batch size number) were selected randomly from the time-series. A number of 48 (number of unrollings) consecutive records were derived from the database; starting from the preselected indexes. This leaves us with the input batch of three dimensional shape of: (batch size, number of weather features, number of unrollings). The counterpart output batch takes the three dimensional form of: (batch size, number of power features, number of unrollings) [28] . This process for batch generating by shuffling the starting time of a (48-long) time-steps takes place in each training epoch. Figure  2 shows a schematic view of the first undertaken procedure for generating the batches. An alternative approach for generating the batches refers to the way the items in the batch are sampled from the time-series. Like-wise the previous approach, the starting indexes can be selected randomly. However, the unrollings do not take place by selecting the very next adjacent record in the time-series [29] . Instead, the whole time-series is divided to number of segments with equal sizes. The number of segments is obtained by dividing the timeseries length by the batch size. A collection of indices is set to pointing to the starting locations of the segments. The batch generation process takes place in every iteration. Random numbers (smaller than segment size) are added to the pointer locations. This is to make sure that in every iteration we should have different batch. A pointer governs on the element of the timeseries to be chosen. Those elements would eventually form an item of the batch. Figure 3 depicts the element selection for an item of the batch and its related one-time step unrolling. The figure shows one dimension of the data for simplicity (for example only the solarRad feature). Generating the items in a batch is similar to each other. For avoiding complications, the figure only suggests the generation of one item in the batch including its unrolling in time.
Finally, the training can take place after generating the batches. The LSTM network was chosen to have 2 hidden layers each consisting of 200 cells. The number of training iterations was set to be 40,000. The learning rate was set to be 0.01. Figure 4 illustrates a conceptual design which shows the training process of an LSTM model. The batches can be generated in either of the approaches demonstrated previously.
From YMCA database, 6000 samples were chosen for training, and 1001 samples were used for testing. A total of the train samples of 5619 and the test samples of 992 were used for Maple Drive road dataset were also employed. We discuss the evaluation results in the next section.
IV. RESULTS
In this section the results for training the model with YMCA and Maple Drive East sites databases are provided. Figure 5, and 6 show the accuracy and loss values for LSTM trained with the first batch making and second batch making approaches consecutively. Figure 6 has more dramatic jumps. Both of the training curves have similar values at the end of 40000 iterations limit. Figure 7 , and 8 present the accuracies and losses for Maple Drive East database trained with first and second batch generating algorithms. Figure 8 shows a major drop in the accuracy while training. The algorithm could not recover from it within the remaining training iterations limit. The nature of the first batch generating algorithm was more suitable for Maple Drive East database. This might be because the data cleaning on Maple Drive database was more severe, because there were a larger proportion of the database which had empty records. Table 2 shows the average accuracies and losses obtained by training and testing the model using YMCA and Maple Drive East customer endpoint database. Training the model using YMCA database shows more promising results.
V. CONCLUSION
Photovoltaic systems are a source of clean energy, since they do not contribute to carbon gas emission and are accessible by many households. The environmental fluctuations affect the output of the PV system which can cause problems in electricity distribution network. In order to avoid the incurring issues in the power networks, predicting future solar panel outputs is essential. The model discussed in this work predicts the solar panels energy output regarding weather conditions.
The proposed model is able to predict the solar output under different weather circumstances (which are normal to the location of the solar power plant) effectively for some of the sites. The algorithm needs fine-tuning to work perfectly for all the sites. The first batch generating approach seems more promising for a time-series data that does not have many missing values. The database can be expanded to include other varieties of weather conditions to make the related training model more general.
In the future directions, we aim to study the effects of the hyper-parameters on the performance of the algorithm [31] [32] [33] . The number of hidden layers and their consisting neurons are another important aspect that is going to be explored. The learning rate, the number of iterations and the TensorFlow optimizer (In this implementation Adam optimizer was used [30] ) can be reviewed in order to find the best practical parametrization of the model. Moreover, although weather prediction is not the ultimate goal of this research, the model is able to contribute to realtime weather forecast since the training data are presented in time series sequences. On this account, a hybrid model could be developed in future research where numerical weather forecast can be embedded. It can be fed to the model in real time to more accurately predict the energy output at the solar power station. We also aim to employ the resulting model combined with Convolutional Neural Networks to tackle other challenging computer vision and image classification problems [34] [35] [36] [37] [38] .
