Inspired by the work done by Belavkin [BelavkinV.P.Stochastics,1,315(1975)] and C. Mochon [Phys.Rev.A73,032328,(2006)], we formulate the problem of minimum error discrimination of an ensemble of n linearly independent pure states by embedding the optimal conditions in a matrix equation and matrix inequality. This isolates the rotationally invariant aspect of the problem from the rotationally covariant part of it. Employing the implicit function theorem in the matrix equation we get a set of first-order coupled ordinary non-linear differential equations which can be used to drag the solution from an initial point (where solution is known) to another point (whose solution is sought). This can be done through a simple taylor series expansion and analytic continuation when required. Thus, we complete the work done by Belavkin and C. Mochon by ultimately leading their theory to a solution for the MED problem of LI pure state ensembles. We also compare the computational complexity of this technique with a barrier-type interior point method of SDP and show that our technique is computationally less expensive than the SDP algorithm, with the added advantage of being simpler to implement.
Introduction
In the class of quantum state discrimination problems minimum error discrimination (MED) is one of the oldest. The problem arises because nonorthogonal states aren't perfectly distinguishable i.e. there exists no measurement which gives different outcomes corresponding to different states considered. Thus any measurement aimed at distinguishing among states cannot hope to do so without some error or inconclusivity. Different measurement strategies have different performance strength (measured in terms of the average probability of error or the average probability of success). Given that the states cannot be distinguished perfectly there must be some measurement criterion which gives the maximum probability of success. To find what this measurement strategy is, is the problem of quantum state discrimination.
The setting in MED or quantum hypothesis testing or ambiguous state discrimination is the following: Alice has a fixed ensemble of states {ρ 1 , ρ 2 , · · · , ρ m } where rho i are positive semidefinite operators of trace 1 acting on some hilbert space H of dimension n. She selects one of these states with certain probability {p 1 , p 2 , · · · , p n } (p i > 0, i p i = 1, p i are refered to as apriori probabilities) respectvely and gives it to Bob. Bob knows that Alice has se-lected the state from the set {ρ i } n i=1 with apriori probabilities p i and his job is to figure out which state he has been given using an n-POVM. In MED, Bob's measurement strategy are constrained in the following way: there is a one-toone correspondence between elements in Alice's ensemble {p i , ρ i } n i=1 and Bob's POVM elements {E i } n i=1 so that when the i-th measurement outcome clicks, Bob infers Alice gave him the i-th state from her ensemble. Since Supp(ρ i ) aren't generally orthogonal, errors are likely to occur. Bob's job is to find the optimal POVM for minimizing the average probability of this error or equivalently maximizing the average probability of success.
There are other variants to quantum state discrimination [13] [20] . The most popular among them is called unambiguous state discrimination. The idea is that the measurement outcomes are now n + 1 in number where, just as in the MED case, there is a one-to-one correspondence between ensemble elements and the first n POVM elements. The POVM is constrained so that only when Alice sends Bob the i-th state the j-th POVM element won't click where j = i, n + 1. The trade-off is that (n + 1)-th element in the ensemble has to be regarded as the "inconclusive" outcome result i.e. Bob can say nothing about the state Alice sent him when (n + 1)-th POVM element clicks. Heuristically one can expect that a set of linearly dependent states cannot be unambiguously discriminated in this manner, an idea that was proven true later in [14] .
Coming back to MED, necessary and sufficient conditions for the optimal POVM were given by Holevo [9] and Yuen et al [8] independently. Yuen et al. cast MED into a convex optimization problem for which numerical solutions are given in polynomial time. While there are quite a number of numerical techniques to obtain the optimal POVM upto very good accuracy [6, 24, 25, 34] , for very few ensembles has the MED problem been solved analytically. Some of these include ensemble of two states [1] , ensembles whose density matrix is maximally mixed state [8] , equiprobable ensembles that lie on the orbit of a unitary [3, 5, 2] and recently three mixed qubit states [10] . Compare that with the unambiguous state discrimination problem for which many more general ensembles have been solved [13, 16, 17, 18, 15, 19] .
Linearly Independent Pure State Ensembles: For an ensemble of n linearly independent pure states (n-LIP), given by {p i , |ψ i ψ i |} n i=1 (where |ψ i span H) certain properties the optimal POVM should satisfy are known:
(i) The optimal POVM is a unique rank one projective measurement [7, 1, 22] .
(ii) For given priori probabilities p i > 0, the optimal POVM for MED of the ensemble, P ≡ {p i , |ψ i ψ i |} n i=1 , is the pretty good measurement (PGM) of another ensemble Q ≡ {q i > 0, |ψ i ψ i |} n i=1 1 [23, 27, 22] .
Note that the states in both ensembles P and Q are the same. Additionally, in [22] it is explicitly shown that the ensemble pair P , Q are related through an invertible map.
In (ii) it is mentioned that the optimal POVM for an ensemble ( n-LIP), P ( = {p i , |ψ i ψ i |} n i=1 ) , is the PGM of another ensemble, Q (= {q i , |ψ i ψ i |} n i=1 ). The states in P and Q are the same (i.e. {|ψ i } n i=1 ) but the apriori probabilities with which they occur (i.e. p i and q i ) are, generally, different. It is also mentioned that the ensemble pair P and Q can be related through an invertible map. A simple way of understanding the meaning of this map is the following: once a certain set of n LI pure states (like |ψ 1 , |ψ 2 , · · · , |ψ n ) is fixed, there is an invertible map on the space of n probabilities 2 which maps p i to q i , where p i is the apriori probability of an ensemble ( P ) for which one wants to find the optimal POVM and q i is the apriori probability of an ensemble ( Q) whose PGM is that optimal POVM. The physical meaning of the inverse map lies in the answer of the following question: for a given set of n LI pure states (|ψ 1 , |ψ 2 , · · · , |ψ n ) and an apriori probability, q i , can one obtain another probability, p i , so that the optimal POVM of the ensemble {p i , |ψ i ψ i |} n i=1 is given by the PGM of the ensemble {p i , |ψ i ψ i |} n i=1 ? Since for each set of n LI pure states, {|ψ i } n i=1 , the p i ↔ q i correspondence is invertible, one can generalize this mapping in the following way: for any given ensemble, P , the map gives another ensemble, Q, which comprises of the same states as P , such that the optimal POVM of P is the PGM of Q.
To represnt this formally consider the following: let E be the collection of all ensembles of the form P = {p i , |ψ i ψ i |} n i=1 of n LI pure states |ψ 1 , |ψ 2 , · · · , |ψ n spanning H. E is an 2n 2 +n−1 real parameter space. Let's denote the space of rank one projective measurements by P.
where v i |v j = δ ij ∀1 ≤ i, j ≤ n. P is an n(n − 1) real parameter space . From point (i) above we see that the optimal POVM for P ∈ E has to lie in P and hence has to be unique. Thus, one can define the map P : E −→ P such that P( P ) is the optimal POVM of P . Let P GM : E −→ P denote the PGM map i.e. P GM ( Q) is the PGM measurement of Q ∈ E:
Then (ii) above says that there exists an invertible map R : E −→ E such that:
A:
P( P ) = P GM R P Knowing R would solve the problem of MED for LI pure state ensembles. While the existence of the invertible function R has been proven, unfortunately, it isn't known i.e. neither analytically nor, more generally, how to compute it. Fortunately R −1 is known [27, 23, 22] i.e. having fixed the states {|ψ i } n i=1 one can give p i in terms of the q i : let G > 0 represent the gram matrix of the ensemble Q i.e.
represent the positive square root of the G; then:
where C is the normalization constant, C = n j=1
This tells us what R −1 is. We need to know what R is. To be able to express what R is one needs to be able to solve the n equations (1) for q i in terms of functions of p i and |ψ i . These equations are too complicated for one to hope to solve: to begin with one doesn't even have an explicit closed form expression for G 1 2 in terms of the matrix elements of G for arbitrary n. Even for the case of n = 3, 4, where one can obtain such a closed form expression for G 1 2 , nature of the equations is too complicated to solve analytically. This tells us that it is hopeless to obtain q i as a closed form expression in terms of {p i , |ψ i } n i=1 . A similar sentiment was expressed in [33] . While a closed form expression of the solution seems too difficult to obtain (and even if obtained, too cumbersome to appreciate) giving an efficient technique to compute q i from {p i , |ψ i } n i=1 establishes that the result A (from [23, 22] ) along with said technique (to compute q i ) provides a solution to MED for an ensemble of n-LIPs.
To achieve such a technique we recast the MED problem for an ensemble P in terms of a matrix equation and a matrix inequality using the gram matrix G of P . This matrix equation and inequality are equivalent to the optimal conditions that the optimal POVM has to satisfy i.e. the ones given by Yuen et. al. in [8] . Casting the problem in this fashion gives us three benefits: (1) it helps us explicitly establish that the optimal POVM for P is given by the PGM of another ensemble of the form Q (2) MED is actually a rotationally invariant problem i.e. the optimal POVM varies covariantly under a unitary transformation, U , of the states, |ψ i ψ i | → U |ψ i ψ i |U † , i.e. E i → U E i U † . This makes it desirable to subtract out the rotationally covariant aspect of the solution and, so, cast the problem in a rotationally invariant form. This is achieved through this matrix equality and inequality. (3) It gives us a technique to compute q i . For (3) we employ the implicit function theorem(IFT) which tells us that the optimal POVM will vary analytically as the ensemble is varied linearly as a function of some independent parameter. IFT gives us a set of first order non-linear coupled differential equations using which we can "drag" the solution for q i from some ensemble to another through Taylor series expansions and analytic continuation. This is demonstrated using an example.
Further on, since our technique rests on the theory of the MED problem for n-LIP ensembles, it is expected that the algorithm our technique offers is computationally less expensive than existing techniques, particularly SDP. We show that this is indeed the case, particularly by directly employing Newton's method to solve the matrix inequality. This adds to the utility of our technique.
The paper is divided as follows: in Section (2) we go into detail about what MED is and elaborate on the optimizing conditions and specify what they look like for LI pure ensembles. In Section (3) we caste the MED problem for LI pure states in what we call the 'Gram Matrix Form' (GMM) by giving the optimal conditions as a matrix equality and a matrix inequality. Collaterally GMM makes explicit the result in [23, 27, 22] which says that the optimal POVM for P is the PGM of another ensemble of the form Q. In Section (4) we use the matrix equation along with IFT to show that various quantities in the problem i.e. maximum success probability, probability of i-th state being detected correctly, the optimal POVM and q i vary analytically as the ensemble P is varied . Using IFT we obtain a set of first order non-linear coupled differential equations which can be used to 'drag' the solution from one ensemble to another using taylor series and analytic continuation. An example is later given to exemplify the procedure. In section (5) we compare the taylor series algorithm with some of the existing algorithms for MED. Additionally we give a simpler algorithm to compute the solution for the aforementioned matrix equality directly using Newton's method. Section (6) concludes the paper.
The MED Problem:
The Conditions of Optimality Alice has a device that prepares a quantum pure state, |ψ i with probability p i from a fixed set,
P is a LI set implying the the Hilbert space H spanned by |ψ 1 , |ψ 2 , · · · , |ψ n is n dimensional.
Alice obtains a quantum state |ψ i with probability p i from this device and gives this state to Bob without telling the latter which state he's being given. Bob knows that this state is from the set P and also knows with which probability Alice's device produces these states. He wants to know which state Alice has given him in that instance. For that Bob has to "distinguish" the state he's been given from the other ones in the ensemble P = {p i |ψ i ψ i |} n i=1 by performing a generalized measurement i.e. POVM on his state. State discrimination through MED is constrained in the way that the POVM has n outcomes such that there is a one to one correspondence between elements in P and elements in the POVM i.e. the i-th measurement outcome indicates that Alice has given Bob the i-th state from P .
In case the states {|ψ i } n i=1 are pairwise orthogonal i.e., | ψ i |ψ j | 2 = 0, ∀ 1 ≤ i, j ≤ n, by performing state discrimination using the POVM of projectors on the states |ψ i , Bob is able to perfectly disctinguish between states from the set P .
In general case the states {|ψ i } n i=1 aren't pairwise orthogonal implying that there is no measurement that can distinguish perfectly between them. This means that it may so happen that despite being given |ψ i , Bob's measurement output is j, leading to an error due to the said correspondence between measurement outcomes and elements in P .
The average probability of error is given by:
, where {E j } n j=1 represents an n-POVM with E j ≥ 0 and n j=1 E j = 1, the identity operator on H.
The average probability of success is given by:
Both probabilities sum up to 1:
Bob's task is to increase the value of P s given in (3) or equivalently decrease the value of P e given in (2) as much as possible by choosing an appropriate POVM in the space of n-element POVMS. Now, since the set of n-element POVMs forms a compact convex set the supremum of P s (or infimum of P e ) over this space of n-element POVMs can be attained at some point. We refer to this value of success probability as P max
is a n-POVM} (5) This then becomes a constrained convex optimization problem. To every such a constrained convex optimization problem (called the primal problem) there is a corresponding dual problem which provides a lower bound (if primal problem is a constrained minimization) or an upper bound (if the primal problem is a constrained maximization) to the quantity being optimized (called objective funtion) in the primal problem. Under certain conditions these bounds are tight implying that one can obtain solution for the primal problem from its dual. We then say that there is no duality gap between both problems. For MED the objective function P s is linear in the n-element POVM {E i } n i=1 satisfying these conditions implying that there is no duality gap and the dual problem can be solved to obtain optimal POVM. This dual problem is given as follows [8] :
Also the optimal n-element POVM will satisfy the complementarity slackness condition:
Now summing over i in (7) and using the fact that
From (7) we get
was derived by Holevo, independently, without using the dual optimization problem [9] . Conditions (7) and (9) are equivalent to each other. These are necessary but not sufficient conditions for the optimization problem (5). The solution set contains a finite number of n-POVMs of which only one gives the optimal POVM. This optimal POVM will satisfy the global maxima conditions given below:
where Z is given by equation (8) .
Thus the necessary and sufficient conditions for the n-element POVM {E i } n i=1 to maximize P s are given by (9) and (9).
Any n-element POVM satisfying (9) for an n-LIP is constrained to comprise of only rank-one POVM elements [22, 1, 7] . Putting together the fact that such a POVM comprises of n rank-one elements and spans a space that is n-dimensional it's clear that the POVM has to necessarily be a rank-one projective measurement. Thus in the optimization problem (5) the candidate set can be restricted to the space of rank-one projective measurements. From the problem (5) it is easy to see that if two distinct projective measurements are optimal for a given ensemble, any convex combination of these projective measurements will also be an optimal POVM for the said ensemble. The convex sum of two distinct n-element rank one projective measurements is an n -element POVM with at least two elements having some rank equal to two. Since condition (9) demands that the solution be rank-one projective measurement, the optimal POVM has to be unique [22] . From Holevo's work [9] in his derivation of condition (9) it's inferred that (9) constrains the nelement rank-one projective measurement to be a stationary point of the objective function P s in the space of n-element rank-one projective measurments. This describes fully the role played by (9) in the optimization problem. Solving condition (9) gives us a solution set which comprises of many different rank-one projective measurements. Since the optimal POVM is unique, there is only one measurement among these that satisfies condition (9).
Gram Matrix Form
We wish to obtain the optimal POVM (which is a rank-one projective measurement) for MED for an ensemble
is a LI set corresponding to it is a unique set of vectors {| u i } n i=1 such that:
.
. The matrix elements of G are hence given by
Note that Tr(G) = 1. Since {| ψ i } n i=1 is an LI set, G > 0. The gram matrix corresponding to the set
can be represented as:
where G 1 2 is the positive square root of G and U is an n × n unitary matrix. U captures the unitary degree of freedom of the orthonormal basis
. One can easily check that the orthonormality condition is satisfied, i.e. v i |v j = δ i,j holds true for all i, j = 1, 2, · · · , n. Moving on, any such an ordered orthonormal basis corresponds to an n-element rank-one projective measurement:
Using this rank-one projective measurment for MED, the average probability of success is given by:
Now consider that one can change the phase factors of basis vectors in {|v i } n i=1 by appending a diagonal unitary, U ′ on the right of U in (12) where U ′ jk = δ j,k e iθ j . This implies {|v j } n j=1 −→ {e iθ j |v j } n j=1 . Changing these phase factors doesn't change the rank-one projective measurement which this 'new' basis orresponds to. Thus P s remains invariant upon changing the phases of the vectors |v i .
is the probability that Alice sends Bob the state |ψ i and that Bob's measurement yields the i-th outcome i.e., it is the contribution to the success probability from the i-th state and i-th outcome. Similarly the term | ψ i |v j | 2 = |(G 1 2 U ) ij | 2 where i = j is the probability that Alice sends Bob the state |ψ i and that Bob's measurement yields the jth outcome. This term, hence, contributes to the average probability of error. Now note that in the special case when U = 1 we obtain the pretty good measurment associated with the ensemble {p i , |ψ i ψ i |} n i=1 . Then the probability of i-th POVM-element clicking when j-th state, |ψ j , was sent is equal to the probability of jth POVM-element clicking when the i-th state, |ψ i , was sent i.e., there's a symmetry between the (i, j) and (j, i) error pairs.
Let the optimal POVM be denoted by {|w i w i |} n i=1 where w i |w j = δ ij , for i, j = 1, 2, · · · , n. Corresponding to this projective measurement let a unitary in equation (12) be denoted by W :
Thus (9) can be rewritten as:
Using equation (15) in equation (16):
In [22] it is shown that :
Then equation (18) implies that the diagonal elements of G 1 2 W have to be non-zero. Also one can use U ′ to make these diagonal elements positive. We absorb such a U ′ into W . This constrains W to be unique. Remember that this doesn't alter the projective measurment {|w i w i |} n i=1 . Continuing we see that equations (17) become:
From the above we can see that when the diagonal elements of G 1 2 are constant, W = 1. In such a case the optimal POVM is the PGM corresponding to the same ensemble. This has already been established in [4, 22] . We use this fact later.
Let D be the postive diagonal matrix comprising the diagonals of G 
From equation (19) we infer that the matrix DG 1 2 W is hermitian:
Left multiplying both sides of the equation above by DG
Let's denote the i-th diagonal element of D by
i is the probability of Alice sending the i-th state |ψ i and Bob's measurement yielding the i-th outcome. Hence the average probability of success P max s is given by n i=1 a 2 i . The RHS of (22) is the matrix congruence of G by the diagonal matrix D. DG 1 2 W is a hermitian square root of the matrix DGD and its diagonal elements are given by a 2 i . Thus equation (22) tells us that to solve equation (22) one needs to find n positive numbers a 1 , a 2 , · · · , a n such that the diagonal elements of 'a' hermitian square root of DGD are
For a given n × n gram matrix, G > 0 and trace one, the solution set of equation (22) comprises of many different solutions. We now argue that one of them, uniquely, corresponds to the optimal POVM we seek and give a prescription to identify that solution. Equation (22) was obtained solely from condition (9) . Earlier it was mentioned that all solutions in the solution set of condition (9) are stationary points of the average success probability, P s , in the space of rank-one projective measurements. Among them one uniquely corresponds to the optimal POVM. Note that there is a one-to-one correspondence between solutions in the solution set of equation (22) and condition (9) . Thus, among all solutions for a i in equation (22) (with equation (21)) there is a unique one that corresponds to the optimal POVM. How does one pick this one out? Let a i be the desired one among the solution set of equation (22) . Consider the n positive real numbers a 2 i p i for
an n-outcome probability. Thus Tr( 1 η DGD) = 1.
the positive definite gram matrix corresponding to the ensemble
Note that this implies that the relation between | ψ ′ i and | u ′ j is the same as the relation | ψ i and | u j as given in equation (10):
is a hermitian square root of DGD. We put all of this together in equation (15) to see that: (1) we know that there exists some n-probability q i such that
. If k i = q i then that implies that there are two distinct optimal POVMs that solve the MED problem for P which we know isn't true. Thus k i = q i for all 1 ≤ i ≤ n, Q = K and, DG q . This shows that {|w i w i |} n i=1 is the PGM corresponding to the ensemble Q. Remember that a 2 i √ η are the diagonal elements of the positive square root of the gram matrix G q corresponding to the ensemble Q. Thus the relation,
, is the same as equation (1) and equation (30) in [22] where C = √ η. Thus the a i we are searching for is the one so that DG It needs to be emphasized that to note that Q has to be equal to K we had to employ the uniqueness of the optimal POVM for an n-LIP and the existence of the map R. Without the knowledge of the existence of R there would have been no way to identify which a i to choose from the solution set of equation (22).
Thus we can summarize the optimal conditions (9) and (9) as:
X: Thus to solve MED for an ensemble of LI pure states, given by {p i , |ψ i ψ i |} n i=1 , one needs to find n positive numbers a 1 , a 2 , · · · , a n such that the diagonal elements of the positive square root of DGD are a 2 1 , a 2 2 , · · · , a 2 n . Here, G is gram matrix corresponding to {p i , |ψ i ψ i |} n i=1 and D ≡ Diag(a 1 , a 2 , · · · , a n ).
It needs to be emphasized that for any n × n positive definite gram matrix, G > 0 and of trace one, n positive reals a i , satisfying X, will exist.
As was mentioned in section (1), by embedding the optimizing conditions in the form X, we have managed to subtract out the component of the problem that is covariant under unitary transformations while retaining the unitarily invariant part. This was done by expanding the ONB basis vectors |w i in terms of the LI vectors | u i in equation (15) . Thus, if the states |ψ i underwent a unitary transformation: | ψ i −→ U | ψ i we would have | u i =⇒ U | u i and, finally, |w i −→ U |w i . Thus X is a rotationally invariant form of the optimizing conditions (9) and (9).
Next we show how to construct the optimal POVM from the knowledge of these n positive reals, a i . Let a i be the solution for X of some ensemble P with gram matrix G. Since we know what D is, we also know DGD. From equation (15) we see that we need G 
we easily obtain the optimal POVM {|w i w i |} n i=1 .
If the set of all positive definite matrices of trace one is denoted by G then ∀ G ∈ G, ∃ unique a 1 , a 2 , · · · , a n > 0 such that X holds. Thus ∀ i = 1, 2, · · · , n, a i is a function from G to R + . In the next section we establish that this function is continuous. This is needed to use equation (22) to invert the relation
Analyticity and Solution
In this section we derive certain properties of the optimal POVM as a function of the ensemble. Later on, using these properties, we find the optimal POVM.
Analytic Properities
Consider the space of cartesian product of n observables acting on H i.e.
, B(H) × B(H) × · · · × B(H) = B(H)
×n . This is a real, linear space.
If A ∈ (B(H)) ×n is an element of this space, then it has the form A = (A 1 , A 2 , · · · , A n ) where A i ∈ B(H), ∀ 1 ≤ i ≤ n. When P and Π are considered as n tuples of observables i.e., when
×n . The inner product for this space is defined as follows: (A, B) = n i=1 Tr(A i B i ) where A, B ∈ (B(H)) ×n . This inner product induces a norm on the space which in turn induces a metric on the space. Note that the Cauchy-Schwarz inequality implies that ||A|| = Sup
||X|| . In what follows we consider
, defined in equation (5), as a function from E to R + .
Lemma: 4.1. P max s varies continuously as a function on E.
Proof. Suppose that P max s is not continuous at some point S ∈ E. Let τ : [0, 1] −→ E be a continuous trajectory in E which captures this discontinuity i.e. P max s • τ is discontinuous at the point t 0 ∈ [0, 1] where
||X|| . Let's consider t δ a function of δ ∈ R + , i.e. for a given δ we have a t δ for which the aforementioned inequality holds. Let's branch out the two possible cases:
. Let P max s be attained at some X 0 ∈ P. Since P max s is the maximum value of success probability for an ensemble it is greater than average probability of success for the same ensemble using a different measurement. Thus for the ensemble τ (t δ ) we get: (P max
(ii) Similarly, for the remaining δ where (P max
|| > ǫ ′ which contradicts the presumption that τ is a continuous trajectory in E. Thus P max s is continuous over the space E.
We mentioned in section (1) that P maps ensembles to their optimal POVM. Next we use the lemma above to prove that P is continuous over E. Proof. Consider a trajectory τ similar to the one considered in lemma(4.1). We have established that P max s is continuous over the trajectory. Given that τ is a continuous over [0, 1] implies that lim t→t 0 τ (t) = τ (t 0 ). Now (P max
exists is clear from the functional form of P s and the fact that lim t→t 0 τ (t) = τ (t 0 ) 3 . So, since lim t→t 0 (P • τ )(t) exists, lim t→t 0 (P • τ )(t) ∈ P (since P is closed) and (τ (t 0 ), lim t−→t 0 (P • τ )(t) = (P max s • τ )(t 0 ) we get that lim t→t 0 (P • τ )(t) = (P • τ )(t 0 ) must hold true. Thus there cannot be a trajectory over which P • τ can vary discontinuously which means that P is continuous over the domain of E.
So we have established that P is a continuous function over E. Since
and this, in turn, implies that the numbers a 1 , a 2 , · · · , a n vary continuously as gram matrix in G.
Remember from equation (21) 
where a i > 0 and r ij = Re DG Since a i vary continuously as G is varied in G, the remaining matrix elements of DG 1 2 W (which is the positive square root of DGD) i.e., r ij will also vary continuously.
Having established that we are now ready to use the implicit function theorem in equation (22) . For that we first rearrange (22) to bring all quantities on the LHS:
Let's represent the matrix elements of the LHS of equation (25) as functions of r ij :
Suppose we want to obtain the optimal POVM for an ensemble whose gram matrix is given by G 1 . Let the solution for X for another gram matrix, G 0 ∈ G be known i.e. we know the values of r ij such that X is satisfied for G 0 . Note that G is a convex set. Using the convexity of G, let's define a linear trajectory in
For the rest of this section and the next section, G will refer to a function which takes value in G. We can consider elements of the matrix DG 1 2 W in the LHS of (22) to depend implicitly on the variable t so that as t is varied and as G(t) varies along with it, the matrix elements of DG 1 2 W vary accordingly so that the LHS of (22) remains equal to its RHS. Thus we demand that r ij are implicit functions of the parameter t i.e. r ii : [0, 1] −→ R + , ∀ 1 ≤ i ≤ n, r ij , : [0, 1] −→ R + {0}, ∀ 1 ≤ i, j ≤ n. And this implicit dependence is such that x ij (r st (t)) = 0, ∀ t ∈ [0, 1] and for all 1 ≤ i, j ≤ n. The implicit function theorem states that the implicit functional dependence at a point t ∈ [0, 1] exists in some open neighborhood of this t if at the points r ij (t) the n 2 × n 2 jacobian matrix J defined below is non-singular [31] :
Before moving on there is a non-trivial observation which warrants attention. Note that the matrix J is a square matrix. This isn't a coincidence. The entire procedure so far ensured that the number of explicit functions, x ij is equal to the number of implicit functions, r ij which ensures that the jacobian J is a square matrix whose non-singularity or singularity it, then, makes sense to talk of. IFT tells us that to establish that this implicit dependence does exist ∀ t ∈ [0, 1], we need to establish that Det(J) = 0 ∀ G(t). But note that we already know that this implicit functional dependence does exist. So proving Det(J) = 0 ∀ G(t) isn't something to worry. Indeed it is an uphill task to prove it and while it can be done explicitly, the proof is very long and complicated. Moving on, we also know that this implicit dependence is continuous. There are no boundary problems because G is an open set. But how smooth can this dependence be? The regular implicit function theorem further says that if x ij are k times continuously differentiable functions of the variables r ij then r ij , themselves, are k times continuously differentiable implicit functions of t. Further more the analytic implicit function theorem says that if x ij are analytic in r ij , the implicit dependence of r ij on t is analytic [31] . Since in our case x ij are multivariate polynomials in the variables r ij , these latter variable are analytic implicit functions of the parameter t. Since P( P ) can be constructed using simple arithmetic operations on the variables r ij and the vectors | u i (refer to equation (15)), we have established that P is analytic on E. The analyticity of this implicit dependence will now be used in (25) to obtain the values of r ij for a desired ensemble P .
Another point to note is that in order to 'drag' the solution from G 0 to G 1 we have only utilized equation (22) which corresponds to condition (9) . One naturally asks the question: what about the condition (9) i.e., what about the condition
cannot have any eigenvalues equal to 0 for all t ∈ [0, 1]. This is because G(t)
2 W (t) had some eigenvalues equal to zero that would have implied that D(t) is singular.and since D(t) is diagonal, this implies that there must exist some i for which a i = 0, which we know doesn't hold true. Thus D(t) 2 + N (t) is always of rank n. Suppose there were a point t ′ ∈ [0, 1] such that D(t ′ ) 2 + N (t ′ ) > 0 doesn't hold. This means that at least one of its eigenvalues has to be negative. At t = 0 we started with D(0) 2 +N (0) > 0. Thus there must be some t ′′ ∈ [0, t ′ ] such that D(t) 2 + N (t) > 0 holds true for t < t ′′ but doesn't hold true for t > t ′′ . This implies that D(t ′′ ) 2 +N (t ′′ ) has at least one eigenvalue equal to 0 -which we already showed isn't possible. Thus by choosing a solution for t = 0 we ensure that condition (9) is maintained while dragging the solution from t = 0 to t = 1.
Solution: Taylor Series and Analytic Continuation
In what follows we make explicit the functional dependence on the parameter t -whether this dependence is explicit or implicit. We know the solution for X at G(0) = G 0 i.e. we know the values of r ij (0) such that X is satisfied at t = 0. We want to know the solution at t = 1. For that purpose we obtain a set of coupled first order differential equations from equation (25) . Let
Taking total first order derivative on both sides of equation (22) gives:
where (when i > j) .Thus we get n 2 coupled ordinary differential equations in the variables r ij (t). Note that these aren't autonomous differential equations as the independent variable t appears explicitly in G(t). If we know the values of r ij (0) at t = 0, one can employ these coupled differential equations to drag the solution for r ij (t) from t = 0 to the point t = 1 using numerical techniques like Runge-Kutta. This gives us the value of a i (1) = x ii (1).
Alternatively by utilizing the analytic nature of this implicit dependence one can taylor expand and analytically continue from the point t = 0 to the point t = 1. This is generally faster. By substituting the values of r ij (0) in (27) . Continuing in this manner one can obtain go on to obtain any order derivative of r ij (t) at t = 0. In the following equation we give the k-th order derivative of equation (22):
From the LHS of equations (27) and (28) it is
dt k scale proportionally to the k-th power of ∆ i.e.,
. This tells us that we need to keep ||∆|| small to ensure that G 1 falls within the radius of convergence of G 0 . It is very difficult to obtain the exact radius of convergence for every point in G since the value of the radius of convergence differs for different points in G. Particularly as one gets closer to points near the boundary of G (lying outside G) , the radius of convergence becomes smaller. In Section (3) we mentioned that when the diagonal elements of the positive square root of a gram matrix are constant, the optimal POVM is given by the PGM of the same ensemble. This has been established before in [4, 22] . We choose G 0 close to G 1 and such that the diagonal elements of G 1 in an ONB comprising of 1 √ n and the generalized gell-man matrices F lk √ 2 where 1 ≤ l, k, ≤ n, [32] . Here F lk are defined as:
All generalized gellmann matrices in equation
1 have an expansion given by:
where α lk , β j , γ are real numbers. Note that γ > 0 for the positivity of G 1 2
1 . Based upon this define G 1 2 0 as:
where
It is easily verified that Tr(G 0 ) = ||G After having reached t = 1, one can check the error in the values of r ij (1) by substituting them in the LHS of equation (25) and calculating the Hilbert-Schmidt norm of the quantity on the LHS i.e. ||(
)|| is to 0 lower the error. Note that one cannot decrease the error significantly by increasing the order upto which the taylor series is expanded beyond a certain range. On the other hand error rates can be substantially reduced by decreasing the size of the subintervals.
Thus having solved for r ij (1) with a high degree of accuracy, one can now obtain the optimal POVM as described in the end of section (3). In the following we present an example for n = 5. Note that while the precision of the starting point is upto 20 digits, only the first 6 significant digits have been displayed. For lack of space sometimes quantities have been displayed upto 4 significant digits only:
Let the states be given by: The maximum success probability, P max s = 0.679164.
For lack of space the projectors |w i w i | aren't given here. Instead we give the ONB {|w i } n i=1 : Despite having satisfied condition X, we would still like to see if conditions (9) and (9) are satisfied. Instead of checking (9) we check if Z, from equation (8), is hermitian or not. We use {|w i } n i=1 compute the operator Z. We measure the non-hermiticity of Z by:
That Z is hermitian (within error) and satisfies equation (8) implies that equations (7) or equivalently equations (9) are satisfied. This is due to the orthogonality of {|w i w i |} n i=1 . Additionally we find that Z is positive definite and that except for one eigenvalue, which is either 0 or of the order O(10 −10 ), eigenvalues of Z − p i |ψ i ψ i | are positive forall i = 1, 2, · · · , n. Thus we have demonstrated an example of obtaining the optimal POVM for MED of an n-LIP.
Algorithms: Complexity
In the following we outline the algorithm for taylor series expansion detailed in the previous section (4.2) and then specify the time and space complexity of the algorithm. (3) Having obtained upto K higher order derivatives set r ij (t l+1 ) using taylor series expansion. Increment t to t l+1 , go to (2) and iterate. Stop when l = L.
The time complexity of finding an appropriate G 0 to start from is at most O(n 3 ). As mentioned in the preceding section, if ||∆|| 1 n 2 (as is usually the case), one need not divide the interval [0, 1] into small sub-intervals; one can directly taylor expand from t = 0 to t = 1. If one taylor expands upto order K, the time complexity is given by O n 6 + K 3 K 2 + n 2 (n + K) . As mentioned in the previous section in most cases on can ensure that the starting point is close enough to the ending point so that divisions into sub-intervals isn't necessary. But if that is not the case the computational complexity becomes
where L ≡ ||∆||n 2 . Thus, the worst case-complexity is O n 2 n 6 + K 3 K 2 + n 2 (n + K) . Note that the algorithm is polynomial in n. Additionally, the space complexity is O(n 4 ). For a required degree of accuracy (defined by
, the order of expansion K increases very slowly as n increases. Indeed, it remains almost constant for n = 3 to n = 10 for an ǫ error of 10 −9 . As in the example given in the previous section, K = 10 suffices.
Let's compare the computational complexity of the Taylor series method to that of an SDP algorithm. The SDP problem to be solved is given by (6) . Of all SDP algorithms, interior point algorithms are the most commonly employed. Here we analyze the computational complexity (time and space) of an interior point method (IPM) called barrier method [29] . In convex minimization of (6) it is required that, over the iterations, one remains in the feasible region once a strictly feasible starting point is chosen. This is ensured by adding a convex function to the objective function which acts as a 'barrier' i.e. which tends to infinity as one approaches the boundary of the feasible set. Having added this barrier function to the objective function (with some weight), we perform an unconstrained minimization of this new function (which is convex) by starting with a strictly feasible point. After having found the minima at the corresponding minima point, we change the function we were minimizing over by decreasing the weight of the barrier function and perform an unconstrained minimization, this time, starting from the minima point obtained from the previous iteration. Thus iterations of unconstrained minimization continues untill the weight of the barrier function decreases to an insignificantly small number (i.e. given by the error tolerance). The SDP problem for MED is laid out in exercise 11.9 of [29] . We give the algorithm below:
Algorithm 2: Barrier-type IPM (SDP): Using the generalized gell-man basis, expand Z = n i,j=1 y ij F ij . Thus we seek to solve problem (6) over the space of such (y 11 , y 12 , · · · , y nn ) i.e. over R n 2 . For a value µ (∼ 3 to 100), a given error tolerance ǫ, and starting with: weight w (0) (∼ 10), initial starting point for Z as Z (0) = 1 n and k = 0 iterate:
(1) Perform unconstrained minimization of the
There are two kinds of iterations here: the first one are the "outer" iterations where the value of k increases, the second one are the "inner iterations" i.e. the iterations employed in the step 1. As n increases, the number of both the outer and inner iterations increase very slowly (logarithmically). The computational cost is mostly consumed in the Newton's method of Step 1. The Hessian matrix associated with the function − n i=1 Log(Det(Z − p i ρ i )) is an n 2 × n 2 matrix and has involves a computational cost of O(n 8 ). Inverting the matrix involves a computational cost of O(n 6 ). Thus the time complexity of the barrier-type IPM has is O(n 8 ). The space complexity of barrier type IPM is O(n 4 ) which is the same as that for the Taylor series algorithm.
This shows that as long as one can find a close enough starting point G 0 to the final point G 1 , the taylor series algorithm trumps the barrier type IPM. While employing a taylor series gives the advantage in being able to study how the MED problem varies in the neighbourhood of some P ∈ E, it is still a bit cumbersome. It is yet simpler to directly employ Newton's method to solve for r ij in equation (22) . A convenient starting point is given by D(0) = 1 √ n 1. While it is tediously difficult to establish that Newton's method will converge from this point to the answer desired, we checked that this is indeed the case for all examples we examined: for each n, from n = 2 to n = 20, we tried over 5000 randomly generated examples where this choice of initial point converged very quickly to the final solution.The number of iterations increases very slowly with increasing value of n and can, thus, be considered constant. The step which consumes maximum computational power involves inverting the n 2 × n 2 gradient matrix (as explained in the algorithm below); thus the time complexity of Newton's method is O(n 6 ). The space complexity is O(n 4 ) i.e. is the same in the previous two algorithms. (1) Substitute r (k) ij into the LHS of equation (25) with G = G 1 . Vectorize the resulting matrix and store it in the n 2 component long vector γ (k) .
(2) Stop when ||γ (k) || < ǫ. (5) r (k+1) ij
The advantages of the taylor series algorithm are that it is relatively less costly provided one can find a starting point close to the final point. In the previous section we gave an algorithm to obtain such a starting point and, although it doesn't work for all possible ensembles (when some eigenvalues of the G 1 are close to 0), it works so for most cases. Additionally taylor series algorithm can be used to study the behaviour as a function of the ensembles. Newton's method's advantage lies in the fact that it has a lower computational cost and, besides, is much simpler to implement. Indeed, if one is interested in a one-time calculation for an ensemble of LI pure states it is the more desirable method to implement among all the three mentioned here.
Remarks and Conclusion
As mentioned in section (1), for fixed states |ψ 1 , |ψ 2 , · · · , |ψ n , the mapping R is an invertible map on the space of probabilities, p i −→ q i . This naturally begs a question on whether there is a relation between the two probabilities for e.g. does one majorize the other? Or, more generally, is the entropy of q i always larger than the entropy of p i or vice versa? The answer to this question is that there doesn't seem to be any simple property relating these two probabilities vis-a-vis one majorizing the other or the entropy i.e there are (p i , q i ) pairs such that H(p i ) ≥ H(q i ) and others such that H(p i ) < H(q i ).
In this paper we studied only about the case for n n-LIP ensembles. Naturally there is the question if a similar theory holds for more general ensembles. m-linearly dependent pure state ensembles (where m > dim(H) = n): In [22] , it is explicitly shown that, while a map like R −1 exists on the space of m linearly dependent pure (LDP) state ensembles (with dim(H) = n < m), it isn't one-one. It is very clear that this oneto-one nature of the map R plays a crucial in our theory for n-LIP. This also shows that the optimal POVM won't necessarily vary smoothly as one varies the ensemble from one m-LDP to another m-LDP. The algebraic arguments for the same are confirmed from geometrical arguments in [10] , where it is shown that the optimal POVM doesn't vary smoothly when an ensemble of three qubit states is varied. Besides this, there is also the fact that there are some LDPs for which the optimal POVM isn't even unique i.e. two or more distinct POVMs give the maximum success probability for MED. This means that as the ensemble is varied, the optimal POVM can undergo discontinuous jumps. Thus we conclude that such a technique can't be generalized to mLDPs. Mixed State Ensembles: Work in this direction is currently under progress.
In [23, 27] it was shown that the optimal POVM for MED of an ensemble of n-LIPs is the pretty good measurement of another ensemble of the same LI pure states but with different apriori probabilities. In [22] C. Mochon explicitly showed that both ensembles are related through an invertible map, what we referred to as R here. This relation is given by A in section (1) . An analytic expression for R is in [23, 27, 22] . To solve the MED problem for n-LIP one needs to know R. Here we derive a technique to compute R at a point from its inverse by employing the implicit function theorem and in the process solve the MED problem for n-LIP. Thus along with our technique, work done in [23, 27, 22] gives a solution for the optimal POVM for the MED of LI pure state ensembles.
