The large uncertainty associated with projections of future climate change is one of the barriers to political agreement on mitigation policy. [Fig. 1a](#f1){ref-type="fig"} shows the 10--90% uncertainty ranges of global mean temperature changes (Δ*T*s; relative to the 1900--1919 mean) based on a Gaussian fit to 15 global climate models (GCMs) ([Supplementary Table 1](#S1){ref-type="supplementary-material"})that contributed to the Coupled Model Intercomparison Project Phase 5 (CMIP5)[@b1]. A promising approach to obtain a confidence range of a Δ*T* is the Allen, Stott, and Kettleborough (ASK) method[@b2][@b3][@b4][@b5]. The basic idea of the ASK method is simple: if a GCM overestimates the observed magnitude of historical climate change (not only the global mean change, but also spatiotemporal patterns), such a GCM will overestimate future climate changes by a proportional amount, and vice versa (see Methods). By considering the uncertainties arising from the internal natural variability of the climate system, one can obtain observationally constrained confidence ranges of future ∆*T*s. Various approaches including the ASK method have provided the "current knowledge" of future projections that have guided mitigation and adaptation studies[@b1][@b6][@b7].

The uncertainty ranges of ∆*T*s are expected to decline in the future thanks to new observations, greater warming signals, and further progress in understanding of the climate system. Although prediction of future advancements of scientific knowledge is considered to be difficult, it is possible to estimate the importance of future observational monitoring. Here we will demonstrate how fast and in what way the uncertainties of ∆*T*s can decline as a result of future updates of surface air temperature (SAT) observations when the current observation network of SAT is maintained. Stott and Kettleborough[@b3] considered the ∆*T*s of a single GCM for the period 2000--2019 as updated pseudo observations (POs) (combined with the real observations prior to 2000) and applied the ASK method to demonstrate the possible reduction of the uncertainty ranges of the ∆*T*s. We extend this idea of analysis by using POs derived from each simulation in the multi-GCM ensemble (see Methods). While some previous studies using simple climate models have estimated learning rates by analyzing future POs from their simple models, their results are sensitive to the assumption of natural variability, which can not be simulated by simple models, and prior distributions of climate parameters[@b8][@b9][@b10]. These limitations of simple model analyses cause difficulties in usage of their estimates of learning rates in mitigation studies. Our study is the first to comprehensively address the rates of future learning using an ensemble of full-GCMs. It has been suggested that learning process using limited observations may result in a sizable discrepancy between the observationally constrained projections and the truth, i.e., the uncertainty bounds of projection can converge to a wrong answer[@b10]. We first investigate lead-time within that the observationally constraints work well.

The previous studies of sequential decision-making strategies have generally used hypothetical strong assumptions about uncertainties in climate change projections, e.g., the perfect knowledge of climate sensitivity in 2030[@b11][@b12][@b13][@b14]. We provide the information of the more plausible future reduction of uncertainties in climate change projection that can be useful for studies of sequential decision-making strategies.

Results
=======

Lack of SAT observations in the polar regions leads to underestimations of global warming[@b15] and larger uncertainty ([Fig. 1a](#f1){ref-type="fig"}). The original ASK method does not take into account the biases caused by gaps in the spatial coverage of SAT monitoring. Here we adjust the ASK predictions by using the regression relationship between "∆*T*s with perfect data coverage" and "∆*T*s with missing data" ([Fig. 1b](#f1){ref-type="fig"}) (see Methods). [Supplementary Fig. 1a](#S1){ref-type="supplementary-material"} is an example of changes in the 10--90% uncertainty bounds of ∆*T*s, which are estimated by applying the ASK method with updated POs. The projected ∆*T*s of the POs all the way through to the 2090 s are within the uncertainty bounds of ASK predictions based on POs prior to 2009. As the observation record is updated, the uncertainty range of the ∆*T*s decreases, as expected.

In contrast, in the case of [Supplementary Fig. 1b](#S1){ref-type="supplementary-material"}, the 10--90% error bounds of the ASK predictions based on POs prior to 2009 or 2029 include the future ∆*T*s of the POs with a lead time of a few decades, but underestimated the ∆*T*s in the latter half of the 21st century. These downward biases of the ASK predictions are caused by the fact that the ∆*T* of the multi-model average (MMA) is smaller than the ∆*T* of the PO until 2029 and larger after that. When the observations are updated to 2049, the errors of the ASK predictions are corrected, and the predicted ∆*T* for 2099 falls within the uncertainty bound. These results suggest that observations prior to 2009 or 2029 are not enough to adequately constrain ∆*T*s for the latter half of this century. One possible reason is that the relative contributions of greenhouse gases and other forcing factors (e.g., anthropogenic aerosols) are different between the past and the latter half of this century (discussed later).

The ASK method is applied for all possible POs chosen from each of the CMIP5 climate model simulations for each RCP. The results of [Supplementary Fig. 1](#S1){ref-type="supplementary-material"} demonstrate that we should investigate not only the estimated rate of decreases of the uncertainty ranges, but also whether the ASK predictions accurately constrain the ∆*T*s or lead to additional systematic errors in the ∆*T*s predictions. We compute the root mean square errors (RMSEs) for the 50%-tile prediction for the raw ensemble (RMSE0) and the ASK predictions (RMSE1) (Methods). Normalized RMSE (NRMSE) is defined as RMSE1/RMSE0. If NRMSE is larger than 1, the ASK method caused systematic biases. If NRMSE is smaller than 1 with statistical significance at the 10% level (estimated using an *F*-test), we consider the future ∆*T*s are observationally "constrainable" (i.e., we can reduce errors involving systematic biases relative to the truth at the given statistical significance level). Previous learning studies have not investigated well whether the future ∆*T*s are constrainable or not[@b10]. [Figure 2a](#f2){ref-type="fig"} indicates the NRMSEs for the ∆*T*s in the 2090s as functions of the year of updating. An important finding is that observations of SAT up to 2009 or 2019 are not enough to satisfactorily predict ∆*T*s in the 2090 s, rather it is necessary to wait until 2049 to accurately reduce errors.

Once the ASK predictions become constrainable, this method has great power to decrease the spreads of ∆*T*s. We refer to "increases in precision (IPs)" as the fractional decreases of the 10--90% uncertainty range in the ASK predictions relative to that in the raw projection ([Fig. 2b](#f2){ref-type="fig"}). Observations up to 2049 result in IPs of more than 60% for the ∆*T*s in the 2090 s, respectively. The IPs approach asymptotically the upper limits determined by the climate internal variability. To exceed these limits, we need forecast techniques that initialize the state of the ocean[@b16], which are not the focus of this study. Gillet *et al.*[@b4] claimed that a detection and attribution method using past real observations up to 2010 can reduce the half range of transient climate response (∆T responses to a doubling CO~2~ concentration) of the CMIP5 ensemble. It is consistent with our results, i.e., the IPs using the POs prior to 2009 are roughly 40%--60% and close to the IPs based on the real observations (diamonds in [Fig. 2b](#f2){ref-type="fig"}). However the previous studies have not well investigated the constrainable lead time. In a later section, we will discuss a possibility to extend the constrainable lead time using the past and near future observations.

[Figures 3a--d](#f3){ref-type="fig"} summarize the constrainable lead time and IPs as functions of the updating year and the target period of prediction. The constrainable lead times are 10--20 years until 2019. As more observations are accumulated, the constrainable lead times tend to be longer. The Δ*T*s of the 2040 s can be constrainable by 2029, and the corresponding IPs are about 50--70%. By combining our Δ*T*s predictions and pattern scaling methods[@b17], we can provide likelihood distributions of regional climate predictions applicable to impact and adaptation studies. In other words, for studies of adaptation strategies until the middle of this century, we can take advantage of Δ*T* predictions with lead times of 20 years, which have less than half the uncertainty of raw GCM spreads. Updating SAT observations up to 2049 allow us to constrain about 60--80% of the uncertainty in the Δ*T* for the 2090 s.

The POs for RCP8.5 pass the 2 °C and 3 °C thresholds during 2030 s--2060 s and 2050 s--2090 s, respectively ([Fig. 1](#f1){ref-type="fig"}). Additional observations would enable us to correctly predict the true timing of exceeding the 2 °C threshold with errors less than one decade 20 years in advance (the median; the min-max range is 10--20 years), and the 3 °C threshold 30 years (20--50 years) in advance (see Method) ([Fig. 3e](#f3){ref-type="fig"}).

Discussion
==========

Some studies have tried to incorporate the effects of possible future learning about climate change into mitigation analyses[@b8][@b11][@b12][@b13][@b14]. Most of such studies have used idealized, optimal assumptions of learning speed, an example being that there is perfect knowledge of climate sensitivity in the 2030 s[@b12]. The analysis applied here would allow the investigation of sequential decision-making strategies based on an estimate of future learning more plausible than the hypothetical perfect knowledge assumption[@b13]. Of course, such a future learning scenario does not suggest inaction on mitigation efforts until further information is obtained. Global negotiation efforts are currently focused on keeping future global mean temperatures to no more than 2 °C above pre-industrial levels. The latest carbon dioxide emissions are higher than the RCP8.5 scenario[@b18]. Further paralysis of global mitigation efforts would rapidly close the feasibility window to keep ∆*T* below the 2 °C target[@b19][@b20].

In this paper we have substituted a standard assumption that simulations of current climate models span the range of possible future climate change[@b1]. While this assumption lacks a direct observable reference[@b21], it nevertheless relies on some capability of the current generation of climate models. Beyond this bias, however, we have only considered the increases in the potential of observational constraints gained through continuation of existing monitoring efforts, and not the application of knowledge gained from expanded monitoring, developments in climate modelling, or greater capacity to understand climate systems. Combining our method with different approaches and other observations[@b22][@b23][@b24] would provide more information for learning. The likely gain of such knowledge would imply that accurate prediction might be obtainable at earlier dates than found in this study.

The constrainable periods abruptly increase when the observations accumulate to 2039 and later. It may be partly caused by that share of anthropogenic aerosols to the total radiative forcing rapidly decline during the first half of the 21st century in the RCPs[@b25]. Involving the POs during 2030 s and later, where the greenhouse gases dominate the total radiative forcing like that in 2090 s, may reduce the errors of the ASK predictions. The full ASK method, which scales the response of individual forcing agents, may increase the constrainable periods using the observations prior to 2029. However, such individual forcing simulations are not generally available from the current generation of climate models[@b5]. The individual forcing simulations are planned to be performed for Detection and Attribution Model Intercomparison Project[@b26]. Thus there is a possibility that these extra simulations enable us to largely reduce the uncertainty of ∆T projections in the next few years.

Methods
=======

We analyse the SAT simulations from 15 GCMs that have been used for historical simulations (1900--2005) and all four RCP simulations (2006--2099) of the CMIP5 database ([Supplementary Table 1](#S1){ref-type="supplementary-material"}). We also use preindustrial control runs (CTL) of the 15 GCMs (400 years for each GCM). The horizontal resolution of GCM data is interpolated to 5° × 5°. When and where values are missing in the HadCRUT4[@b27] data, the GCM data are also set to missing for the ASK analyses. During 2010--2099, the observation mask of the GCM data is set at 2009. Ten-year averaged values (1900 s, . . , 2090 s) for each grid are computed if 6-month, 5-year, or 6-decade data are available for each year, each decade, and the 1900--2009 period, respectively; otherwise, such a grid point is filled with a missing value.

The ASK method is based on a formal detection and attribution analysis technique[@b28][@b29]. Here *Y* and *X* denote the spatiotemporal patterns of the PO data and the MMA data. *Y* and *X* are anomalies from the averages during the training periods (the training periods are explained later). To improve signal-to-noise ratios, we apply a \>5000 km spatial scale smoothing for *Y* and *X*. *Y* and *X* are projected onto the leading orthogonal modes of internal climate variability, which have been deduced from 15 × 200-year CTL simulations[@b30]. We applied a total least squares regression version[@b29]:

where β is the scaling factor, and *U*~*y*~ and *U*~*x*~ are the internal climate variability components of *Y* and *X*, respectively. We estimate uncertainties in β due to *U*~*y*~ and *U*~*x*~ using the other 15 × 200-year CTL simulations. The scaling factor β gives a measure of how well *X* simulates the magnitude of climate change signals in Y: if β is \<1, *X* overestimates the signal; if β is \>1, *X* underestimates the signal. We resample GCMs 100 times with replacement to compute multi-model averaged *X* values to take account of inter-GCM diversity.

We test whether the variance of the residual of equation [(1)](#eq1){ref-type="disp-formula"}, \[*Y--(X--U*~*x*~)β\], is consistent with that of *U*~*y*~[@b28]. We use maximum truncation numbers (\<15) of leading orthogonal modes that pass the residual variance tests (*F*-test at *p* = 0.1)[@b28]. If the residual variance tests fail, or β is not well constrained (β \< 0 or β \> 7) for all possible truncation numbers and initial condition ensemble members, we omit that GCM as a PO from the following analyses.

Use of PO data far from the target year (e.g., data from the 1900 s for predictions up to the 2090 s) results in smaller signal-to-noise ratios and different contributions of greenhouse gases and aerosols than the PO data close to the target year. The training period lengths of equation [(1)](#eq1){ref-type="disp-formula"} are therefore restricted. We test the training period lengths from 50 to 100 years. For example, the 100-year training periods are 1900--1999, 1910--2009, .., and 1990--2089. [Supplementary Fig. 1](#S1){ref-type="supplementary-material"} shows the results for the 80-year training period. Because the fractions of failure in residual tests for all possible truncation numbers and initial condition ensemble members are less than 5% for 70--100 year training period lengths ([Supplementary Fig. 2](#S1){ref-type="supplementary-material"}), we use 70-, 80-, 90- and 100-year training period lengths.

Having inferred the distribution of β from equation [(1)](#eq1){ref-type="disp-formula"}, we determine the likelihood distributions of future projections (*Y*^*ASK*^) by applying the ASK method[@b2][@b3]:

where *X*^*FP*^ are the future projections of the MMA (anomalies from the training period mean of Eq. [1](#eq1){ref-type="disp-formula"}). and are the internal climate variabilities in *X*^*FP*^ and *Y*^*ASK*^, respectively, which are randomly produced (500 samples for each) by using Gaussian distributions with standard deviations (after taking account of the effects of averaging on the standard deviations) deduced from the CTL runs. We add the difference of POs between the training period average and the 1900--1919 mean to *Y*^*ASK*^. The full ASK method scales the response of individual forcings (well-mixed greenhouse gases and the other anthropogenic factors (e.g., anthropogenic aerosols)). However we use the response to the full forcing due to the lack of data availability of the individual forcing experiments.

We correct biases due to missing data by computing

where the are 500-member random samples from a Gaussian distribution with the standard deviation of the regression residual (0.0834). *Y*^*ADJ*^ is computed for all the initial condition ensemble members of the PO GCM and combined in a single frequency distribution.

We investigate errors of the 50%-tile ASK prediction for each PO and each training length: , where and are the 50%-tile ASK prediction and the PO for the *i*-th sample of all the PO-GCMs × training-length combinations. is the inverse of initial condition ensemble size. We also compute the root mean square errors of the raw ensemble mean prediction: , where is the *j*-th PO, and *D* is the ensemble average. is the inverse of initial condition ensemble size. We define the normalized root mean square error (NRMSE) as RMSE1/RMSE0. We consider that the degree of freedom in the *F*-test of NRMSE is (15 × 4*--*1, 15*--*1).

The increases in precision (IPs) shown in [Figs 2](#f2){ref-type="fig"} and [3a--d](#f3){ref-type="fig"} are the averages of IPs for all the PO models and training period lengths. There are not large variations of IPs across the PO models and the training period lengths ([Supplementary Fig. 3](#S1){ref-type="supplementary-material"}). We also show the IPs estimated by analyzing the 100 realizations of HadCRUT4[@b27] for the year 1900--1999 and 1910--2009 periods in [Fig. 2b](#f2){ref-type="fig"} and [Supplementary Fig. 3](#S1){ref-type="supplementary-material"}.

We examine the year of updating when both the 10% and 90% bound values of exceedance time of the 2 °C or 3 °C threshold for the ASK prediction first fall within ±1 decade of the true timing after that the ∆*T* in the true timing become constrainable. We compute the averages across all the training period lengths. [Figure 3e](#f3){ref-type="fig"} shows this as the number of years before the crossing date until an accurate prediction can be made.
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![Raw GCM projections of global mean temperature change.\
(**a**) Decadal mean projections of Δ*T* with perfect data coverage are shown for each RCP for the 10--90% range of the Gaussian distributions of GCMs (°C; relative to the 1900--1919 mean). The filled and unfilled vertical bars show the corresponding 10--90% ranges of Δ*T* in the 2090 s with perfect data coverage and with past and sustained current coverage, respectively. (**b**) Blue crosses indicate decadal mean Δ*T* (°C) during the 1990 s--2090 s for all GCMs and RCPs with perfect data coverage (vertical axis) and with past and sustained current coverage (the horizontal axis). The black line is the one-to-one line, and the red line is the regression line.](srep18903-f1){#f1}

![Normalized root mean square errors and increases in precision of Δ*T*s in the 2090 s.\
(**a**) Normalized root mean square errors for the year of updating (the horizontal axis) and for each RCP. The black dotted line indicates the threshold of the constrainable level. (**b**) Increases in precision (%) for the year of updating (the horizontal axis) and for each RCP. Diamonds show the increases in precision estimated by using the real observations for the year 1900--1999 and 1910--2009 periods (see Methods). The dotted lines show the upper limits of precision determined by the internal climate variability.](srep18903-f2){#f2}

![Summary of constrainable lead times and increases in precision.\
Color shading indicates increases in precision (%) for each year of updating (horizontal axis) and target of prediction (vertical axis) from (**a**) RCP2.6 to (**d**) RCP8.5. Predictions below and right of the black lines are constrainable according to our threshold for accurate prediction. (**e**) How many years in advance we can predict the true timing of exceeding the 2 °C and 3 °C warming thresholds. Blue and red bars show the normalized histograms for the 2 °C and 3 °C warming thresholds under RCP8.5, respectively. Triangles indicate the median values.](srep18903-f3){#f3}
