The normal equations constructed by a Toeplitz matrix are studied, in order to nd a suitable preconditioner related to the discrete sine transform. New results are given about the structure of the product of two Toeplitz matrices, which allow the CGN method to achieve a superlinear rate of convergence. This preconditioner outperforms the circulant one for the iterative solution of Toeplitz least-squares problems; such strategy can also be applied to nonsymmetric linear systems. A block generalization is discussed.
Introduction
Let C m;n 2 R m n be a Toeplitz matrix, that is its (i; j) element is a function c i?j of the di erence of indices. When the elements fc k g on each diagonal come from the formal Laurent expansion of a function r(z) = +1 X k=?1 c k z k on the unit circle, we use the notation C m;n = T m;n (r) (or T n (r) if m = n) and r is called the generating function of C m;n .
A classical assumption considers r belonging to the Wiener class, for which the condition +1 X k=?1 jc k j < +1 holds. We characterize in this way a proper subset of continuous functions.
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INTRODUCTION
The singular values of C m;n are distributed (in the sense speci ed by Tyrtyshnikov, 32]) as the values of the function r(z), as shown in 28, 32] . If r(z) vanishes at some point of the unit circle then the singular values tend to accumulate at the origin, and we therefore say that the matrices fC m;n g are asymptotically ill-conditioned.
In many applications, especially those involving image restoration 7, 27] , it is required to solve a least-squares problem like min x kC m;n x ? yk 2 ;
(1) where C m;n is a m n (block) Toeplitz matrix, often ill-conditioned.
There is an extensive literature about numerical methods for treating the case where m = n and T n (r) is nonsingular:
T n (r)x = y : (2) Recently, particular attention has been paid for preconditioning techniques (see the survey 11]) allowing one to compute the solution in a parallel logarithmic cost per iteration; on the other hand, \superfast" direct methods 5, 1] are intrinsically sequential and could be unstable in presence of nonsymmetry.
The rst idea of choosing the preconditioner P n for T n (r) in the circulant class 13, 14, 24, 23, 6] , for which P ?1 n is computed by the discrete Fourier transform, has been generalized in order to solve a least-squares problem. More precisely, a \circulant approximation" P m;n of C m;n can be used for this purpose, by proving that P T m;n P m;n is a good preconditioner for the normal equations C T m;n C m;n x = C T m;n y; (3) such theoretical results hold under the (strong) assumption that jr(z)j > 0 8, 7] .
A di erent approach tries to nd a circulant approximation to the coe cient matrix in (3), but does not remove the positivity assumption 9].
The T class 3, 18, 17] , related to the discrete sine transform, is another family of e cient preconditioners for Toeplitz matrices. With this choice it is possible to solve symmetric, ill-conditioned Toeplitz systems in a number of iterations not depending on the dimension 15, 19] , and this is not achieved by the use of a circulant preconditioner.
Unfortunately, the T class is intrinsically symmetric and it is hopeless to look for a T approximation of the matrix C m;n appearing in (1) , in order to improve the performance of the circulant approach.
In this paper we overcome this problem by nding directly a T approximation P to R n = C T m;n C m;n , based on the key result that the product of two Toeplitz matrices is no longer Toeplitz, but it preserves this structure after slight corrections.
In particular, for a matrix of the form T T T (where T is Toeplitz) we nd a closely related Toeplitz matrix T 0 : if T is banded, then T 0 di ers from T T T by a low-rank update; if T is full, then a further term whose norm is neglectable is added.
We nally prove that choosing P as the standard approximation of T 0 in T leads to a clustering behaviour of the eigenvalues of P ?1 (T T T) around 1, which ensures a fast convergence of the Conjugate Gradient method applied to the Normal equation (CGN, 21] ).
The above result not only holds under the assumption jr(z)j > 0, but also for every banded Toeplitz matrix, though asymptotically ill-conditioned: in this case the circulant preconditioner fails to achieve a superlinear rate of convergence. The same approach can be used also in the case m = n, in order to solve the nonsymmetric system (2) by an iterative method; in fact, it is well-known that the CGN method is e ective when a good preconditioner of the coe cient matrix in (3) is at our disposal.
In section 2 we recall the de nition and the main properties of the T class.
Section 3 contains our new results concerning the structure of a product of two Toeplitz matrices, for which the preconditioner is constructed and analyzed; the banded case is considered rst, the argument is extended later to full matrices. In section 4 some numerical examples are reported, while in section 5 we give an outline of the generalization of such results to block Toeplitz matrices.
Notations. We de ne B M;N;p as the set of np np matrices having the following pattern:
in E (NW) 2 R Mp Mp and E (SE) 2 R Np Np are concentrated the only nonzero elements of E, whence rk(E) (M + N)p.
The \dual" family B K;L;n consists of block matrices E 2 R np np partitioned as follows:
where each E i;j 2 R p p belongs to B K;L;1 . In this case, rk(E) does not exceed (K + L)n. be the n n matrix associated to the discrete sine transform; E n is symmetric and orthogonal. The class T n is de ned as T n = P 2 R n n : E n P E n is diagonal ;
it is an algebra of symmetric matrices, containing all the Toeplitz tridiagonal matrices as a particular case.
The computation of the eigenvalues of a matrix P 2 T n from its rst column can be performed by a fast sine transform at a cost of O(n log n) operations or O(log n) parallel steps with O(n) processors: this can be used in order to solve a linear system associated to P at the same cost.
It is possible to relate a T n matrix to a given real-valued Wiener function ; (4) observe that the rst term is exactly T n (f), while the second one has the Hankel structure (i.e. each entry depends on the sum of the subscripts) and it is persymmetric (i.e. symmetric with respect to the secondary diagonal). In this case, the eigenvalues of n (f) are given by the values nf n ( j n+1 ) o j=1;:::n , wheref n is the n-th partial Fourier sum off. In 3, 15] it is studied the behaviour of n (f) in the preconditioning of the conjugate gradient method applied to T n (f); the same results have been independently rediscovered in the more recent papers 4, 12] .
Similarly, we may de ne the block extension T n;p : if E n;p is the Kronecker product E n E p , involving the discrete sine transform in two dimensions, the new de nition is T n;p = P 2 R np np : E n;p P E n;p is diagonal :
Now, the solution of a linear system in T n;p can be solved with O(np log(np)) operations or O(log n + log p) parallel steps and O(np) processors.
Every matrix P 2 T n;p is quadrantally symmetric; that is, if P is partitioned ; the preconditioning properties of T n;p are also studied in the same work.
The classes T n and T n;p are well-suited for preconditioning Toeplitz matrices that are (quadrantally) symmetric and positive de nite; on the other hand, symmetry is a strong restriction for their use in more general settings. The results of the next section will enlarge the range of applicability of the algebra T .
3 Main results Toeplitz matrices (provided that N m ? n, the latter blocks vanish).
Then we are able to express the matrix product A B T as In other words, we propose to apply the CG method to the normal equations (3) by using n (ab) as a preconditioner. When n = m, this reduces to using a preconditioned CGN method for solving the nonsymmetric linear system (2) .
The e ectiveness of this strategy is ensured by the following result:
Theorem 3. Proof. If n = R n ? P n , we have P ?1 n R n = I n + P ?1 n n , so that it su ces to prove that rk( n ) 4 max(
and observe that the rst di erence of (7) vanishes except in the north-west and south-east corners of maximal size N = max(d + ; d ? ), as we have seen in Theorem 3.1. By (4), the second di erence equals a persymmetric Hankel matrix whose nonzero elements are concentrated in the leading and trailing principal submatrices of order 2N ? 1, that is the bandwidth of T n (ab). Then n has a pattern quite similar to the latter, and its rank cannot exceed 4N ? 2.
Now it su ces to invoke a well-known convergence result on the conjugate gradient method 20] to prove the thesis.
Remark: No assumption is made in Theorem 3.2 about the condition number of T m;n (b). The result is true even though the generating function b(z) vanishes somewhere on the unit circle.
3.2
The full case
The preconditioning technique described so far is e ective for full Toeplitz matrices too: if T m;n (f) is the rectangular Toeplitz matrix generated by the function f which is not a polynomial, we still propose to apply the CG method to R n = T m;n (f) T T m;n (f) by using the matrix P n = n (gf) 2 T as a preconditioner, with g(z) = f(z ?1 ). The main di erence with respect to the banded case is that the eigenvalues of P ?1 n T n no longer equal 1 exactly, but they cluster around unity. In order to prove this, we need to estimate the norm of a Toeplitz matrix in relation to its generating function. We are ready to compare the matrix R n to the Toeplitz matrix T n (g f); the following result deals with the more general case where g and f are not related. in view of (9) . We can so derive that the matrix E 00 n = F n + G n satis es kE 00 n k 2 kF n k 2 + kG n k 2 < 3 (kfk 1 + kgk 1 ) = ;
that completes the proof of (8). This result is new but has interesting connections with the existing literature. A recent theoretical result of Tyrtyshnikov 32] claims that nding E 0 n and E 00 n such that rk(E 0 n ) = o(n) and kE 00 n k 2 F = o(n) (11) is su cient to prove that the singular values of T n;m (g)T m;n (f) and T n (g f) are \equally distributed" in the sense of Weyl (see 32] for more details).
The same author provides in 31] a di erent proof for this equal distribution, under the more general assumption of f and g belonging to L 1 . On the other hand, our relation appearing in the statement of the previous theorem is much stronger than (11) , and this allows us to obtain a superlinear convergence rate for our preconditioning technique, as shown in Theorem 3.4 below.
Moreover, Theorem 3.3 was already known in the particular case n = m; g = 1=f 10], which led to the proposal of preconditioning the Hermitian Toeplitz matrices T n (f) by T n (1=f) ?1 . Instead, we want to set here g(z) = f(z) in order to prove the clustering of the preconditioned spectrum for our CGN method. Theorem 3.4 Let f(z) be a Wiener function with no root on the unit circle; setting R n = T m;n (f) T T m;n (f) and P n = n (jfj 2 ), then the eigenvalues of P ?1 n R n satisfy the clustering property 8 9N : 8n N : #f 2 (P ?1 n R n ) : j ? 1j g N;
that is, the CG iterations applied to the system (3) converge to the solution at a superlinear rate.
Proof. Let us study the eigenvalues of the matrix n = R n ? P n , which is related to P ?1 n R n by the formula P ?1 n R n = I n +P ?1 n n . If we set g(z) = f(z ?1 ) in the assumptions of Theorem 3.3, we get the splitting R n ? T n (jfj 2 ) = E 0 n + E 00 n (12) with kE 00 n k 2 < arbitrary and E 0 n = 0 @ 0 1 A , whose nonzero blocks have size N 1 depending only on .
Since P n is the correction in the class T of T n (jfj 2 ), it can also be chosen N 2 such that for n N 2 T n (jfj 2 ) ? P n =Ẽ 0 n +Ẽ 00 n ;
where kẼ 00 n k 2 < andẼ 0 n vanishes except in the N 2 N 2 leading and trailing principal submatrices (compare 3]). From (12) and (13) it follows n = E 0 n + E 00 n +Ẽ 0 n +Ẽ 00 n ; rk(E 0 n +Ẽ 0 n ) N = 2 max(N 1 ; N 2 ); kE 00 n +Ẽ 00
Since f is continuous and has no root on the unit circle, the minimum value of jfj 2 for jzj = 1 must be positive; this yields the uniform invertibility of P n , that is kP ?1 n k 2 c 8n;
for a suitable constant c (see 3]). By the Courant-Fischer minimax characterization and the Cauchy interlacing theorem 20], it can be deduced that all the eigenvalues of P ?1 n n lie in the interval (? ; ) with = 2c , except N possible outliers. This also proves the clustering of (P ?1 n R n ) around unity; it then su ces to follow the proof in 13] in order to deduce the superlinear convergence rate of the conjugate gradient method.
By following the terminology used in 32], the statement claims that (P ?1 n R n ) has a \proper cluster" at 1.
It turns out that the statement of Theorem 3.4 is still valid if we replace P n by whatever approximationP n in the class T giving an error of order with respect to the 2-norm. This can be particularly useful if the generating function f is not explicitly known, so that the computation of jfj 2 (and the construction of P n ) cannot be carried out exactly.
If ft k g k2Z are the coe cients of the matrix T n (f), then the Laurent expansion of jfj 2 is given by with M appropriately chosen. Theã j 's will give the \Toeplitz part" of our preconditionerP n 2 T : the approximation error kP n ?P n k 2 can be made arbitrarily small by a suitable choice of the truncation level M.
In fact, since P n andP n both belong to the same algebra we may consider kP n ?P n k 2 = max j j j (P n ) ? j (P n )j;
and the eigenvalues of P n orP n are the discrete sine transform of the values fa j g and fã j g respectively 3] . Thus, the error a ectingã j controls the 2-norm distance between P n andP n . Finally, observe that all the results of this section also hold if f(z) belongs to the Dini-Lipschitz class. It su ces to invoke Weierstrass' theorem in order to nd two Laurent polynomials a(z) and b(z) satisfying the inequalities (9) at the beginning of the proof in Theorem 3.3, and then to notice that (13) 
Numerical results
In this section we want to test the e ectiveness of our preconditioning strategy by some preliminary MATLAB experiment.
It is worth pointing out that we cannot expect our method to be competitive with respect to other techniques which iteratively solve a nonsymmetric system without using the normal equations.
For example, the circulant preconditioner proposed in 24] directly approximates the nonsymmetric matrix T n (f); it can so be used in connection to the CGS method 30], which often outperforms other methods like CGN. We meet the only exception where T n (f) is a banded matrix with f vanishing on some point of the unit circle: our Theorem 3.2 still holds, while the convergence results of 24] don't apply.
Hence, the following experiments are mainly concerned with least-squares Toeplitz problems, by proving that the solution can be computed in a lower number of iterations if the normal equations are preconditioned by a sine transform instead of a circulant approximation. In particular, the last numerical example deals to a regularized inverse problem related to image restoration, where the solution of the normal equations is required.
In the rst three examples, we consider the overdetermined linear system C m;n x = y whose right hand side is y = (1; : : :; 1) T , for increasing values of n and m = 2n: we often set n as a decremented power of two, since in this case the (n + 1)-point sine transform underlying the inversion in the T class becomes faster. The starting vector is the null vector, and the iterations are stopped when kC T m;n (y ? C m;n x)k 2 < 10 ?12 . We apply the CGN method with T or circulant preconditioning; if C m;n is partitioned as C (1) n C (2) n ! , the circulant preconditioner is de ned as P (1) n P (2) n ! , each P (i) n being the minimizer of kP n ? C n k F , as rstly proposed by T. Chan 14] . Example 1 C m;n is banded, well-conditioned and generated by f(z) = ?z 3 + 2z 2 the subdiagonal entries of C n decay like 0:9 k , so that for small values of n the approximation of T m;n (f) T T m;n (f) by T n (jfj 2 ) is not accurate. This explains the poor performance of our method for n = 31: Table 2 n T Circulant Example 4 C n = T n (f) where f(z) = (1 ? z) 2 (2 ? z ?1 )(3 + z ?1 ); now y is the right hand side corresponding to the true solution x = (1; : : :; 1) T , and the circulant preconditioner is just the optimal approximation to C n . Our method becomes the most e cient for square nonsymmetric systems too, since Theorem 3.2 still applies while the assumption jf(z)j > 0 (required by the circulant preconditioning) is not veri ed for every z in the unit circle. In this situation it makes sense to compare the T preconditioned CGN method with the CGS method, which in the other examples is the best choice for a square linear system. 16 28 51 Actually, the number of iterations increases with n due to the ill-conditioning of C n . Setting n = 100, we consider the vector x representing the image plotted in Figure 1 ; de ne y = C n x+ , where is a normally distributed noise vector whose relative norm is 10 ?3 . A plot of y is presented in Figure 2 .
The matrix C n is very ill-conditioned, so that reconstructing x from y becomes an inverse problem; as an example, see in Figure 3 the solution directly computed from y by a circulant preconditioned CG method. It is therefore necessary to apply a regularization technique; precisely, we search for the solution of the normal equations H T Hx = H T y where H = C n L , being the regularization parameter (0:1 in this case) and L = T n (2 ? z ? z ?1 ) discretizing the second-derivative operator, in order to make the approximate solutionx smooth enough. The CGN method can be applied in connection to the preconditioners P n = n (jfj 2 ) + 2 L 2 belonging to T , and P n = circ(C n ) 2 + 2 circ(L) 2 where circ( ) is the optimal circulant approximating matrix, as proposed in 8].
The iterations were stopped when the relative residual of the normal equations became less than 10 ?3 ; in Figures 4 and 5 we report the solutions computed by the two methods, after 4 and 8 iterations, respectively.
As it can be seen, the same precision is obtained by the T preconditioner in fewer iterations.
Generalization to block Toeplitz matrices
In some applications (multichannel signal processing, two-dimensional image restoration, PDE's) the elements de ning each diagonal of a Toeplitz matrix are no longer scalars, but general p p matrices: this is the classical case of 
For such matrices too, one can naturally de ne a generating function in terms of its diagonals: the main complication consists of the range of the function. In fact, its values don't belong to the complex scalar eld, but to the algebra of complex p p matrices. Precisely, C m;n is associated to the function f : S 1 ! C p p if Q being the square ? ; ] 2 in R 2 . In this case, we still refer to as a Wiener function.
Structure properties
We point out that most of the results presented in the previous section about the structure of the product of Toeplitz matrices are directly extendable to the block case. Moreover, if the Toeplitz pattern is present in the inner blocks too, such results can be re-stated in a particular form in order to exploit the additional information. For example, the proof of Theorem 3.1 doesn't care about the nature of the elements of T n;m (a) and T m;n (b), it still holds if such entries belong to a generic noncommutative algebra. It su ces to replace the ordinary transpose by the block transpose In the doubly Toeplitz case, we obtain the following version. where E 2 = T n (e).
A slight complication arises when we go to examine full matrices. In order to reduce our study to the banded case, we need a generalization of Lemma 3.1 allowing us to estimate the norm of a block Toeplitz matrix in terms of the p p matrix function that generates it.
Assume that r : S 1 ! C p p satis es (15); de ne the quantity j j jrj j j := max z2S 1 kr(z)k 2 ;
it is not di cult to check that j j j j j j is a sub-multiplicative norm on matrix functions.
We are now ready to prove the extension of Lemma 3.1.
Lemma 5.1 Let r(z) be a matrix-valued function de ned on the unit circle satisfying the condition (15) . If j j jrj j j is de ned as in (18), then the inequality kT m;n (r)k 2 j j jrj j j holds.
Proof. Since T m;n (r) is generated by r(z), we have the following integral representation for the block r j of T m;n (r):
r(e i )e ?ij d ; j = ?n + 1; : : :; m ? 1;
where the equality is satis ed componentwise.
In the following, assume that every vector of np elements be partitioned according to the block pattern of T m;n (r): 
having applied the Bessel inequality to the expansion of r(e i )u(e i )] h with respect to the trigonometric basis. (20) and ( Proof. De ne g(z) = T p ( (z; )); f(z) = T p ( (z; )): they satisfy (15) . We can apply Theorem 5.2 to T n (g f) obtaining T n;m;p ] T m;n;p ] ? T n (g f) = E 0 + E 00 (22) with E 0 2 B M;N;p and kE 00 k 2 < =2. Moreover, the same theorem gives g(z) f(z) = T p ( (z; ) (z; )) + e 1 (z) + e 2 (z) with e 1 (z) 2 B K;L;1 and ke 2 (z)k 2 < =2 for all z, whence j j je 2 j j j < =2 by de nition (18) . Thus T n (g f) = T n;p ] + T n (e 1 ) + T n (e 2 )
where T n (e 1 ) 2 B K;L;n and kT n (e 2 )k 2 j j je 2 j j j < =2 by Lemma 5.1. By (22) and (23) we deduce the desired relation, by setting E 1 = E 0 ; E 2 = T n (e 1 ) and E 3 = E 00 + T n (e 2 ).
The block preconditioner
The preconditioning in the T class remains e ective in the two-level setting.
The basic idea still consists of nding a suitable approximation to the \normal equations" matrix C T m;n C m;n . Recall from section 2 that our preconditioner P n 2 T n;p must have a quadrantally symmetric pattern, which is equivalent to the condition P n = n;p ] with (z; w) = (z ?1 ; w) = (z; w ?1 ); (24) for a suitable Wiener function . Let us study the structure of C T m;n C m;n by using the results of the previous section: C T m;n C m;n = T n;m;p ~ ] T m;n;p ]; (25) where (z; w) is the bivariate generating function of the doubly Toeplitz matrix C m;n and~ (z; w) = (z ?1 ; w ?1 ), as it can be easily checked, generates the transpose.
By Corollary 5.2, the right hand side of (25) can be written as T n;p ~ ] + E 1 + E 2 + E 3 where E 1 and E 2 are sparse and the norm of E 3 can be taken arbitrarily small (or zero in the banded case). Thus, the natural de nition of P n should be the following P n = n;p ~ ]; it is then evident that P n is well de ned if the condition (24) is veri ed for (z; w) = (z; w) (z ?1 ; w ?1 ). For this, it su ces to assume that 8j : c j = c T j ;
i.e. the matrix C m;n is symmetric at the inner level; this implies (z; w) = (z; w ?1 ) whence the condition (24) for . The hypothesis (26) is not too restrictive, being very common in practice.
Moreover, the positive de niteness of P n is ensured by the nonnegativity of its generating function, according to the properties recalled in section 2: in fact, (z; w) = (z; w) (z ?1 ; w ?1 ) = (z; w) (z; w) = j (z; w)j 2 for all z; w on the unit circle. In particular, P n and T n;p ] are both wellconditioned if does not vanish on any point of S 1 S 1 .
We can start to analyze the banded case: let R n = C T m;n C m;n and assume that be a bivariate polynomial. Proof. De ne n = R n ? P n and observe that n = (R n ? T n;p ]) + (T n;p ] ? n;p ]); the two terms both belong to B M;N;p +B K;L;n , by Corollary 5.1 and 17, Theorem 3.2] respectively. Recalling that P ?1 n R n = I np + n , the thesis follows.
Corollary 5.3 The CG method applied to the normal equations (3) with preconditioner P n converges in exact arithmetic within O(n + p) iterations. Finally, when P n is well-conditioned we have the clustering of the spectrum of P ?1 n R n around the unity: the proof is based on According to the notions introduced in 32], the statement above implies the existence of a \general (or weak) cluster" at 1 for . Notice the di erence with respect to the scalar case, where the cluster is \proper": in the block setting we cannot prove a superlinear convergence result for the preconditioned CGN method. Figure 6 , is chosen as in Example 5 in order to get the blurred and noisy image y = C m;n x+ plotted in Figure 7 .
De ne H = C m;n I , where = 0:1 is the regularization parameter and I is the identity matrix (in this way we control the size of the solution). If we solve the normal equations H T Hx = H T y by the CGN method with the preconditioner P n = n;p j j 2 + 2 ]; after 13 iterations we obtain the reconstruction shown in Figure 8 and a residual error reduced by a factor 10 ?3 .
