In machine-learning applications, data selection is of crucial importance if good runtime performance is to be achieved. Feature Decay Algorithms (FDA) have demonstrated excellent performance in a number of tasks. While the decay function is at the heart of the success of FDA, its parameters are initialised with the same weights. In this paper, we investigate the effect on Machine Translation of assigning more appropriate weights to words using word-alignment entropy. In experiments on German to English, we show the effect of calculating these weights using two popular alignment methods, GIZA++ and FastAlign, using both automatic and human evaluations. We demonstrate that our novel FDA model is a promising research direction.
Introduction
Machine-learning approaches dominate in many fields. Many researchers have demonstrated that for a range of tasks, the more training data available, the better the system performance. In the field of Statistical Machine Translation (SMT), this was underlined in one of the first papers on phrase-based SMT [1] , where improvements in BLEU score [2] of approximately 1 point were seen for a range of European language pairs each time the amount of training data from Europarl [3] was doubled.
However, others have shown that it is not always the case that having more data is necessarily better. [4] demonstrated that SMT performance decreases when additional training data is used to build the underlying models. Furthermore, a range of work beginning with [5] has shown that competitive SMT performance can still be achieved with fractions of the original training data if the characteristics of the test data can be examined and the optimal training data selected for the translation of that test set. The specific technique used is Feature Decay Algorithms (FDA), which have demonstrated excellent performance in a number of tasks by maximizing the diversity of the test set features while simultaneously increasing target coverage by using smaller yet more relevant amounts of training data. While the decay function is at the heart of the success of FDA, its parameters are initialised with the same weights. In this paper, we investigate the effect on MT of assigning more appropriate weights to words using word-alignment entropy.
In SMT at least, it is clear that data selection is of crucial importance if we are to avoid the "garbage in, garbage out" syndrome. If optimal runtime performance is to be achieved, then the quality of the training data needs to be as good as it can be for the task at hand. Techniques have been developed in SMT which result in huge speed-ups in runtime performance. One such method is the FastAlign word-alignment model [6] , which has been shown to deliver speedups of up to tenfold with no discernible drop-off in performance, compared to using GIZA++ [7] , the most popular tool used in SMT for word alignment. As might be expected, these speedups have proved attractive to industry, and have been deployed in translation pipelines to good effect [8] .
Nonetheless, MT engine training is a task that (generally) only needs to be done once, so in our view quality clearly trumps speed. Accordingly, in this paper we also set out to test whether there is any drop-off in performance by using FastAlign for the calculation of word-alignment entropy in FDA compared to using GIZA++. In experiments on German to English, we show the effect of calculating these weights using these two popular alignment methods, and examine the results using both automatic and human evaluations.
The remainder of this paper is organised as follows. In Section 2, we describe the related work on which our own research is based, with a special focus on FDA and word alignment. In Section 3, we detail our methodology which extends FDA using word-alignment entropy. Section 4 describes the experiments conducted, with the results discussed in Section 5. In Section 6, we conclude, and list a number of avenues for further work in this area.
Related Work
There are several methods for data selection [9] . Those most closely related to this work iteratively select one or more sentences from a candidate pool, updating at each step a set of sentences obtained in previous iterations (the "selected pool"). Those functions that select the next sentences depending on the selection pool are called "context-dependent" functions. The most related work to ours is the context-dependent function known as FDA [5; 10] . We provide an overview of FDA in Section 2.1, and outline the alignment models in Section 2.2.
Feature Decay Algorithms
FDA [5; 10] is a method that tries to maximize the variability of n-grams in the training set by decreasing their value as they are added to the selected pool. In order to do that, the n-grams in the test set (the document we want to translate) are extracted as features with an initial value. These features are then extracted from the training set. Each sentence has an importance score of being selected which is the normalized sum of the value of its features. At each step the sentence with the highest score is selected. Then the values of the features of the selected sentence are decreased as in (1):
L is the selected pool, d is the feature score polynomial decay factor, while c is the feature score exponential decay factor. C L (f ) is the count of the feature f in L, which makes the most frequent features decay faster, thereby allowing an increase in variability of n-grams in the training data. The initialization function is defined in (2):
where |U | is the size of the training data, C U (f ) is the count of the feature f in the training data and |f | is the number of tokens of f .
Word-Alignment Models
IBM models [11] introduced the idea of adding alignment variables to the conditional probability p(f 1 ...f m |e 1 ...e l ) of a sentence f 1 . . . f m in the target language being the translation of a sentence e 1 . . . e l in the source. Concretely, (3) describes the conditional probability of IBM model 2:
where the alignment variables a 1 . . . a m map each foreign word f i with i ∈ {1 . . . m} to an e j with j ∈ {1 . . . l} . GIZA++ [7] is the most widely used language-independent toolkit for calculating word alignments from bilingual corpora according to the IBM models. The FastAlign alignment model [6] is a variation of IBM model 2 that introduces a diagonal tension λ parameter that measures the overall correspondence of word order and an efficient re-estimation of the parameters that makes it around 10 times faster than GIZA++ while still obtaining comparable quality.
Applying Alignment Entropy in FDA
The FDA algorithm has already demonstrated its competitiveness by achieving excellent results in several Workshops on SMT from 2013-2015, on both MT and quality estimation tasks. Nonetheless, there appears to be scope to improve FDA still further by using word-alignment entropies. [5] show that the feature decay rate has a very strong effect on the final translation quality whereas the initial feature values, inclusion of higher order features, or sentence length normalizations do not.
Where should Alignment Entropy be applied?
In FDA, in formula (1), the parameters c (the feature score exponential decay factor) and d (the feature score polynomial decay factor) of the decay function are the same for every feature by default.
We propose instead that each feature should have different decay ratios. We contend that source n-grams that are regularly aligned to the same n-grams in the target language should have a higher decay ratio, since we require fewer occurrences to 'guess' the translation. For instance, a word in German like "Deutschland" should have a more rapid decay as we would expect it to be aligned to the English word "Germany" in most cases when translating from German to English. In contrast, other German words like "zu" or "von" could be aligned to many different English words depending on the context of the sentence, and so the uncertainty of alignment is higher.
We want, therefore, to assign different values of d in (1) which by default is 0.5. In the implementation, the calculations of the decay function are made in the logarithmic scale, so if the value of d is in the range (0-1) higher values will result in slower decay.
According to [5] , the choice of the init function does not affect the result as much as the decay function does, so we do not change it. Furthermore, in our experiments, we are varying only the value of d because in previous experiments variations in the value of the parameter c did not lead to as good results as those where the value of d was varied.
A method for measuring the difficulty of an n-gram to be aligned is using alignment entropy. Entropy measures uncertainty, as defined in (4):
Computing Alignment Entropy in FDA
In order to calculate the alignment entropy of a source word, we need to know the probability of its being aligned to words in the target language. Using FastAlign or GIZA++, it is possible to obtain the alignment probabilities of unigrams, which can be used to calculate the translation entropies. In this paper the experiments have been conducted calculating only the unigram entropies; if this proves to be a promising direction, we can always extend this method to higher-order n-grams. Furthermore, introducing alignment entropy to n-grams one order at a time will help us understand its benefits; if we were to perform this technique on (say) unigrams to 5-grams, it could not be guaranteed that we would understand exactly where the benefits of such an approach were to be attributed. Let A s be the set of words that are potential translations of the source word s, and p(s, t) be the probability of s being aligned with the word t. Accordingly, the new decay ratio d will be given by the decay score computed in (5):
In order to have the decay score in the (0-1) range, we normalize the entropy of alignment of each word by dividing by log(|A s |), the maximum possible entropy.
For unfound words (i.e. whose alignment probability cannot be retrieved via FastAlign or GIZA++), we cannot calculate their alignment entropy in (5), so we assign them the average alignment entropy value of the rest of the (found) words.
In what follows, we use score(w) to indicate the alignment entropy (or "decay score") of a word w. This is the value that will be used as the d parameter in the decay function in (1).
Experiments
Our experiments have two goals: (i) to explore and compare the performance of GIZA++ and FastAlign when using their alignment probabilities for calculating the decay scores used in FDA; and (ii) to improve the results obtained by the default FDA using unigrams as features. In order to explore both objectives, we designed three experiments:
• Baseline: data selection performed via FDA, using default decay scores.
• FastAlign experiment: data selection performed via FDA using the probabilities obtained with FastAlign to score the words.
• GIZA++ experiment: data selection performed via FDA using the probabilities obtained with GIZA++ to score the words.
FDA selects unigrams, bigrams and trigrams as features by default. However, given that in this work we begin calculating decay scores only for unigrams, we decided to perform the three experiments using only unigram features.
We train SMT systems on the selected data with the Moses toolkit [12] with default settings and using GIZA++ for word alignment. We also perform four tuning executions of each experiment using MERT [13] , so that the reported scores are based on the average of the runs, and significance tests are more robust [14] .
Data Sets
Based on the work described in [10] for WMT-15, we perform a similar experiment. However, our approach has significant differences since we use unigrams as a feature in this work. The data sets used in the experiments are as follows: (i) Test data: The test document provided in the WMT 2015 German-to-English translation task; (ii) Training data: The training data provided in the WMT 2015 translation task setting a maximum sentence length of 126 words; (iii) Selected data: We select 66.4 million words in total (source-and target-language sides); (iv) Language Model: 3-gram and 8-gram Language Models (LMs) built using the target-language side of the selected data via the KenLM toolkit [15] ; (v) Tuning data: 5K randomly sampled sentences from development sets provided in the WMT Translation Tasks from the years 2010 to 2014.
Results
After obtaining the results, we conduct a comparison of the performance of the two decay score models, and also compare both experiments with the baseline.
Comparison of FastAlign And GIZA++

The Effect of Found vs. Unfound Words
In Table 1 , we present a summary of the scores obtained by using GIZA++ and FastAlign. We observe that we obtain higher decay scores in both experiments compared to the default 0.5 value of the baseline system. This demonstrates that the FDA algorithm may indeed be very sensitive to changes in the parameter d in (1), as we suspected. For the purpose of readability, we also present the numbers in Table 1 in graphical format in Figure 1 . There are essentially two observations: (i) for FastAlign, there are two spikes in the plot: the high one around the mean of 0.94 (because of the high number of unfound words), and a smaller one around 1.0, indicating FastAlign's tendency to give high scores; and (ii) for GIZA++, there is a small bump around the mean (0.71), but the decay scores are almost equally distributed.
Note also that the percentage of words found by GIZA++ is higher than the percentage of FastAlign: only 12.4% of the words are unfound by GIZA++, whereas 45.6% are unfound by FastAlign, almost four times as many.
In addition, the scores obtained using GIZA++ have a higher standard deviation. Recall that the decay score of the unfound words was assigned as the average of the decay score of the found words. Since the FastAlign experiment shows a higher percentage of unfound words, the standard deviation is lower. In Figure 1 , we can see the effect of this, with most FastAlign words being clustered around the mean. Even though the means of all three systems are quite different, this very low standard deviation for FastAlign is noteworthy. 
Implications for MT Performance
We also present the performance of the MT systems after tuning in Table 2 using a range of different evaluation metrics: BLEU [2] , NIST [16] , TER [17] , METEOR [18] and CHRF [19] . These scores give an estimation of the quality of the translated output compared to a translated reference. The higher the score, the better the translation is estimated to be, except for TER, which being an error measure, indicates better translation output by lower scores. We also provide comparative results with two different LMs: one with ngram order 3 and the other with n-gram order 8.
As we can see, the entropies calculated with the probabilities of GIZA++ outperform those of FastAlign, for all metrics. The improvements over FastAlign are statistically significant for METEOR, as calculated with Bootstrap Resampling [20] . 1 The influence of the larger n-gram order can be seen to good effect, too, with better results occurring with the larger LM for both the baseline and GIZA++ experiments, but interestingly not for FastAlign. Note too that the BLEU score for GIZA++ with the 8-gram LM -despite being statistically significantly better than the FastAlign score -is a little lower than with the trigram LM.
Comparison with the Baseline
Automatic Evaluation
As we saw in the previous section, the results computing word-alignment entropy with GIZA++ surpass those when FastAlign was used. However, it can be seen from Table 2 that the GIZA++ system never improves over the baseline engine. However, none of the results of the baseline system are statistically significantly better than those of the GIZA++ engine.
As expected, results after tuning result in better performance; BLEU score improves by about 2%. However, the TER scores are worse after tuning for all 1 Note that we were unable to calculate statistical significance for the CHRF metric. Note too that prior to tuning, statistically significant improvements were seen for GIZA++ over FastAlign for BLEU, NIST, TER and METEOR.
2 In experiments before tuning (excluded here for reasons of space), the METEOR and CHRF scores of the output of the system executed with GIZA++ did outperform the baseline system before tuning. three systems. The system parameters were optimized using BLEU score. Note that [21] observed that performing tuning using a particular metric may not lead to optimal scores on the test set for that metric, so something similar may be going on here.
In addition, recall that the results in Table 2 report the mean of the four tuning executions. It is instructive to investigate the difference in scores obtained from each of these runs, as seen in Table 3 . It can be seen very clearly that for most metrics, the GIZA++ system can outperform the baseline; for METEOR, results are better in two of the four runs.
3 Of course, while we would not selectively pick the set-up with the best run for our purposes, we nonetheless take some encouragement from these results, as they demonstrate that our method does have the promise to outperform the baseline set-up.
Human Evaluation
As the results from the automatic evaluation were somewhat mixed, we decided to conduct a human evaluation of the outputs of the system with the trigram LM. Automatic scores offer some insight into system performance, but sometimes good output is penalised by the automatic metrics owing to the output being significantly different from the 'gold standard' reference translation. Table 4 provides some instances where the GIZA++ outputs are considered worse by more than 0.3 BLEU points than the respective outputs of the baseline. However, in the first sentence, we see that the GIZA++ system produces difficult compared to the baseline's hard, which is perfectly acceptable. Furthermore, we argue that the way the GIZA++ translation ends is better even than the reference translation.
In the second example, the GIZA++ engine outputs would like instead of want, which again is a perfectly acceptable translation. In the third case, the system output by GIZA++ is an acceptable English sentence, unlike the string produced by the baseline, which is nonetheless a better match of the reference supplied. Note that all these examples contain words with similar semantics to the reference, which may explain the higher METEOR scores obtained by the GIZA++ system compared to the other metrics (cf. footnote 3).
By contrast, Table 5 provides two examples where the GIZA++ sentences are adjudged by BLEU to be better than the baseline outputs by more than 0.3 points. In the first example, the GIZA++ output mirrors the reference exactly, while the baseline output suffers from poor word order. The second example improves over the baseline in terms of pronominal ellipsis, pronoun selection and correctly inserting the adverb there.
Finally, we performed a ranking experiment of the outputs of the baseline and the GIZA++ systems on a random sample of 100 outputs. We found that 48% of the sentences were similar in quality, in 24% of the cases the baseline was better and in 28% GIZA++ was better. Table 4 : Example translations obtained from the baseline and GIZA++ systems (before tuning). In this table, the BLEU scores of the baseline translations exceed those of the GIZA++ system by 0.3 points or more.
Reference baseline GIZA++
It is hard to accept that life goes on , even if you do not want it .
It is hard to accept that life goes on , even if you do not want .
It is difficult to accept that life goes on , even if we do not want to .
I want to help so much . I want to help . I would like to help .
No compensation is paid . There will be no compensation is paid .
There will be no compensation being paid . Table 5 : Comparing the outputs of the best baseline and GIZA++ systems (after tuning). The GIZA++ sentences are adjudged by BLEU to be better than the baseline outputs by more than 0.3 points.
But in the end they all die . But in the end will die them all .
But in the end they all die .
We 'll go on to Richmond and hope we can do better there .
We drive to Richmond and we hope that it can do better .
We drive to Richmond and hope that we can do better there .
Data Set Analysis
In the GIZA++ experiment we obtain fewer occurrences of proper names in the training set, e.g. the baseline data contains the word Sydney 600 times, but this word occurs only 333 times in the GIZA++ experiment. This is to be expected as such words typically have lower translation entropies. In contrast, we obtain more occurrences of other words, e.g. schwer ('difficult/heavy') occurs 5 times with GIZA++ compared to 4 in the baseline, while gehen ('to go') occurs 21 times with GIZA++ compared to 17 in the baseline. This increases the chances of obtaining synonyms, of course, which might explain the results in Table 4 and Table 5 . Note too that there are more Out-of-Vocabulary items in the training set of the GIZA++ experiment (4284) compared to the baseline training set (4175). In Figure 1 , we observed that the distribution of the entropies is highly skewed, which causes a large amount of words to have a slow decay. This can be disadvantageous, as too many occurrences of a particular set of the vocabulary might be required before arriving at the threshold where other words can be selected.
Conclusions and Future Work
This work has an ambitious goal, namely to try to improve the performance of FDA, a method which has obtained a number of first-place results on a range of tasks at WMT evaluations over several years.
We observed that certain decay parameters crucial to the excellent showing of FDA in these competitions received default values. We conducted a range of experiments to see the effect of replacing these default values with a wordspecific alignment-entropy score. We demonstrated that alignment entropies computed with FastAlign led to inferior performance with respect to those calculated via GIZA++. Any speed-quality trade-off by using FastAlign appears detrimental to this task.
Nonetheless, it proved difficult to outperform the baseline SMT scores. However, inspecting the individual MERT runs showed that the GIZA++ system had the potential to outperform the baseline. Furthermore, human evaluations demonstrated (i) that GIZA++ outputs were being unreasonably penalised in the automatic evaluations, and (ii) that GIZA++ outputs could be generated with clearly better quality than those of the baseline.
Accordingly, we deem these experimental findings to be promising enough to warrant an extension to higher-order n-grams. We also intend to conduct experiments on different language pairs and data sets. Finally, we propose to discover whether combining the outputs of the default FDA and our new model may improve the overall results.
