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Предисловие 
Начнем с некоторых достаточно общих и, быть может, оче-
видных положений с тем, чтобы более четко продемонстрировать 
значимость проблем, подходы к решению которых предполагается 
обсудить в данном пособии. 
Сведения, необходимые человеку для жизни и профессио-
нальной деятельности, не могут быть просто переданы и перепи-
саны с какого-либо носителя (например, книги или лазерного дис-
ка) сразу в его мозг, как это происходит в технических устройст-
вах. В силу особенностей человека как биологической информа-
ционной системы получение информации сопровождается ее об-
работкой: структурированием, соотнесением и установлением свя-
зей с имеющимися знаниями, включением новых знаний в тезау-
рус. Конечно, часть необходимых для жизни сведений человек вы-
являет и усваивает сам через общение в окружающей его социаль-
ной и природной среде. Такой способ передачи накопленного пре-
дыдущими поколениями опыта можно назвать рассеянным (нена-
правленным, случайным), поскольку отсутствует четко обозна-
ченная цель получения информации, и процесс является не-
управляемым (спорадическим). Естественно, более результатив-
ным и эффективным оказывается направленная передача ин-
формации – это стало понятным еще на ранних стадиях форми-
рования человеческого общества. Но для организации такого 
процесса, с одной стороны, должно существовать лицо (или 
группа лиц), желающая (или вынужденная) получать знания – 
обучаемые – и, с другой стороны, требуется лицо, организую-
щее такую направленную передачу накопленного предыдущими 
поколениями опыта – учитель. Другими словами, обучение яв-
ляется важнейшей социально значимой задачей, без решения 
которой общество не сможет не только прогрессировать, но и 
даже поддерживать достигнутый уровень развития. Примем 
следующее определение: 
 
  8 
Обучение – это целенаправленное воздействие (в первую оче-
редь, информационного характера) на обучаемого со стороны 
обучающего, обеспечивающее приобретение обучаемым обозна-
ченной заранее суммы знаний и (или) приемов деятельности. 
Для обеспечения обучения и воспитания общество поддержи-
вает специализированный социальный институт – систему образо-
вания. При этом общество тем или иным способом формирует 
системе образования социальный заказ, в котором определены со-
держание образования, сроки и количество обучаемых различных 
категорий, а также обозначены требования к качественным пока-
зателям результатов обучения. Вопросы же организации учебного 
процесса, выбора используемых при этом приемов, средств и ме-
тодов решает сама система образования (безусловно, в рамках 
принятых в обществе правовых и морально-этических норм). 
Мы не будем затрагивать вопросы содержания и организации 
учебного процесса, но выделим две группы проблем, связанных с 
оценкой результативности и эффективности процесса обучения. 
К первой группе– назовем их внешними – относятся пробле-
мы, связанные с измерением результатов обучения, определением 
их качественных показателей, соотнесением с требованиями госу-
дарственных образовательных стандартов и учебных программ. 
Именно в этих сведениях, позволяющих сопоставить заказ и ре-
зультат, заинтересовано общество как заказчик системы образова-
ния. В решении проблем данной группы усилия направлены, в 
первую очередь, на разработку и внедрение в практику образова-
ния методов получения первичной информации и ее последующей 
обработки, которые отвечали бы требованиям объективности, ва-
лидности, презентативности. Примерами их решения следует 
считать эксперименты по введению Единого государственного эк-
замена в общеобразовательных школах, проведение централизо-
ванного тестирования учащихся школ. 
Ко второй группе проблем – внутренних – мы отнесем те, ко-
торые связаны с совершенствованием учебного процесса в преде-
лах самой системы образования, отдельного учебного заведения 
или педагога. Представим себе, что педагог-исследователь разра-
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ботал методику преподавания своей дисциплины, которая по его 
убеждению обеспечивает достижение учащимися лучших резуль-
татов по сравнению с методикой традиционной. Каким образом 
доказать, что экспериментальная методика лучше (например, эф-
фективнее)? Очевидно, необходимо произвести педагогический 
эксперимент, который будет состоять в том, исследователь приме-
нит свою методику в работе с учащимися и проведет измерение 
каких-то показателей, свидетельствующих о качестве методики. 
Однако педагогические эксперименты по сравнению, например, с 
естественнонаучными, имеют ряд отличий: 
во-первых, результат воздействия на учащегося всегда носит 
вероятностный характер; другими словами, при использовании 
любой методики (как традиционной, так и экспериментальной) ка-
кие-то учащиеся будут усваивать учебный материал лучше, а ка-
кие-то хуже; из этого следует, что любые закономерности (в том 
числе, закономерное улучшение показателей благодаря новой ме-
тодике) носят статистический характер и их выявление требует 
проведение измерений на достаточной больших группах учащихся 
(статистических выборках); 
во-вторых, отсутствует возможность обучить одного и того 
же человека сначала по одной, а затем по другой методике и срав-
нить результаты – разными методиками приходится обучать раз-
ные группы учащихся, что в дальнейшем требует обоснования 
возможности сопоставления их результативных показателей; 
в-третьих, в педагогических экспериментах, как правило, от-
сутствует возможность проведения прямого измерения (т.е. соотне-
сения величины с некоторой измерительной шкалой посредством 
прибора) – в связи с этим возникает задача обоснования использо-
вания тех или иных параметров, а также критериев результативно-
сти новой методики (что и почему считать результатом?); 
наконец, четвертым и, пожалуй, наиболее важным оказыва-
ется то отличие, что «подопытным» оказывается ученик, а весь 
учебный процесс должен строиться именно в его интересах. По 
этой причине в педагогических экспериментах недопустим отри-
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цательный результат: «новая методика дала показатели хуже 
традиционных». Это означает, что предлагаемая исследователем 
методика и эксперимент по ней должен быть тщательнейшим об-
разом продуман, в первую очередь, с тех позиций, чтобы они не 
могли нанести вред учащемуся. 
Таким образом, на этапе планирования педагогического ис-
следования требуют решения следующие вопросы: 
 какая гипотеза проверяется в исследовании? 
 что может послужить критериями результативности примене-
ния экспериментальной методики? 
 какие параметры отражают результативность (эффективность) 
и как организовать их измерение? 
 какой метод статистической обработки результатов измерений 
является оптимальным (т.е. адекватен задаче и решает ее наи-
лучшим образом)? 
Педагогические эксперименты часто называют «нестрогими», 
подразумевая неоднозначность интерпретации полученных ре-
зультатов. На наш взгляд, это не совсем верно. Нестрогими оказы-
ваются результаты, не получившие достаточного обоснования и 
должной статистической обработки. И, наоборот, корректное при-
менение статистических методов позволяет построить вполне од-
нозначные заключения. В этом автор настоящего пособия усмат-
ривает важнейшую роль, которую играют статистические методы 
как в исследованиях педагогического характера, так и в практиче-
ской деятельности педагогов. Ни одна педагогическая инновация 
не должна приниматься без строгого научного обоснования, в ос-
нове которого, как правило, лежат методы статистической обра-
ботки данных. Следовательно, иметь представление об этих мето-
дах и уметь их применять должен каждый педагог-исследователь 
и, вообще говоря, педагог-практик. 
Статистической обработке данных педагогических исследова-
ний посвящено немало изданий; к наиболее популярным и цити-
руемым в диссертационных работах следует отнести книги М.И. 
Грабаря и К.А. Краснянской [5], а также Дж. Гласса и Дж. Стэнли 
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[4]; из изданий последних лет, безусловно, необходимо упомянуть 
замечательную книгу Е.В. Сидоренко [14]. В них излагает суть 
многих статистических методов и, что важно, рассматриваются 
примеры решения задач по обработке экспериментальных данных. 
К сожалению, все решения производятся без ориентации на воз-
можности современных компьютерных технологий. Вместе с тем, 
основная сложность обращения к статистическим методам не со-
держательная – суть многих из них вполне прозрачна и подчас да-
же очевидна. Проблемы связаны с необходимостью обрабатывать 
большие массивы информации (как правило, числовой), что абсо-
лютно немыслимо осуществлять «вручную». Острота ситуации во 
многом снижается, если воспользоваться компьютером. При этом 
можно пойти по пути применения специализированных пакетов, 
предназначенных для обработки статистической информации (на-
пример, Stadia, SPSS, Statgraphics, Statistica и др.). Для большинст-
ва исследователей, на наш взгляд, этот подход неудобен тем, что 
необходимо где-то эти пакеты брать, осваивать их (часто с помо-
щью англоязычной документации), самому реализовывать методы 
обработки. По этой причине данная книга ориентирована на при-
менение пакета Microsoft Excel – общедоступного, русифициро-
ванного и известного (хотя бы на начальном уровне), практически, 
всем. Возможностей пакета Excel вполне достаточно для обработ-
ки результатов любых педагогических исследований. 
Для успешного освоения и применения описанных методов и 
приемов потенциальный читатель должен уметь выполнять в паке-
те MS Excel следующие операции: 
 формировать макет таблицы, изменяя ширину столбцов и 
строк; 
 иметь представление об адресации ячеек и форматах данных в 
ячейках; 
 заносить в ячейки электронной таблицы формулы, в том числе 
содержащие встроенные функции; 
 осуществлять автозаполнение ячеек (данными или формула-
ми); 
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 загружать с жесткого диска (или иного носителя) исходные до-
кументы и сохранять итоговые. 
Тех читателей, кто испытывает затруднения в выполнении пе-
речисленных действий, можно адресовать к многочисленным по-
собиям и справочникам по пакету MS Excel или по MS Office в це-
лом. 
Книга включает описание ряда наиболее популярных и часто 
используемых методов статистической обработки результатов пе-
дагогических и психологических исследований (параметрических 
и непараметрических), рекомендации по их реализации в MS 
Excel, а также примеры применения методов в конкретных зада-
чах; в Приложении приводятся необходимые таблицы критиче-
ских значений статистических параметров. Глава 4 посвящена во-
просам корректного представления экспериментальных результа-
тов. С учетом того, что нередко в педагогических исследованиях 
даже диссертационного уровня встречается ошибки при исполь-
зовании методов статистической обработки экспериментальных 
данных, автор счел целесообразным рассмотреть и обсудить 
примеры подобных неточностей в отдельной главе – она названа 
«Практикум чужих ошибок» (глава 5). 
Для тех исследователей, которые все же будут испытывать за-
труднения с реализацией методов или она для них нежелательна 
по каким-то иным причинам, предусмотрен комплекс, включаю-
щий целый ряд интерактивных форм (документов Excel), которые 
реализуют конкретные статистические (непараметрические) мето-
ды – для работы с ними достаточно только занести необходимые 
исходные данные, а вся обработка будет выполнена автоматиче-
ски. Комплекс поставляется на CD-носителе. 
Книга предназначена для лиц, осуществляющих научные ис-
следования педагогического характера – педагогов, аспирантов, 
магистрантов, а также студентов старших курсов педагогических 
вузов. Оно может использоваться в трех вариантах: 
 для последовательного и систематического освоения методов в 
рамках соответствующих учебных курсов или разделов; 
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 в качестве справочника по отдельным методам и их реализа-
ции; 
 в качестве обоснования и иллюстрации программной реализа-
ции методов в упомянутом выше комплексе. 
Автор выражает глубокую признательность доктору педаго-
гических наук, профессору Л.М. Кустову за плодотворное обсуж-
дение начального варианта данной книги, за ценные замечания и 
советы, позволившие оптимизировать ее содержание. 
Автор будет весьма благодарен, если отзывы по материалам 
книги и предложения по ее совершенствованию Вы направите по 
адресу: 
620075, РОССИЯ, г. Екатеринбург, ул. К.Либкнехта, 9. Уральский 
государственный педагогический университет, кафедра ИКТО
 mail: bes@uspu.ru 
Б.Е. Стариченко 
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Глава 1. Исходные понятия 
1.1. Экспериментальные величины 
Процесс обучения всегда реализуется в рамках некоторой ди-
дактической системы. Система в целом и отдельные ее состав-
ляющие – учащиеся и педагоги – могут быть охарактеризованы 
показателями (качествами, параметрами, признаками). Выбор по-
казателя определяется той задачей, которую ставит перед собой 
исследователь; показатели могут быть разнообразными, однако, ко 
всем им предъявляется общее требование – они должны быть из-
меряемыми. 
Измерение – это соотнесение показателя с некоторой шкалой 
допустимых значений по установленному правилу. 
В данном определении необходимо акцентировать внимание 
на следующих позициях, которые можно рассматривать в качестве 
условий проведения измерения: 
во-первых, показатель должно обладать мерой, т.е. характеризо-
ваться некоторой количественной или качественной величи-
ной, позволяющей сопоставлять данный показатель с анало-
гичными по смыслу; 
во-вторых, должна быть установлена шкала измерений, указы-
вающая набор возможных значений показателя; 
в-третьих, должна быть обоснованно установлена процедура из-
мерения, т.е. порядок соотнесения показателя со шкалой. 
Примеры показателей, которые могут служить характеристи-
ками субъектов педагогического исследования: 
 количество баллов, набранных в процедуре тестирования; 
 время, затраченное на выполнение задания; 
 возраст; 
 оценка художественного произведения в градациях «понрави-
лось – оставило равнодушным – не понравилось» (по субъек-
тивному восприятию); 
 показатель значимости (в баллах по заданной шкале), припи-
сываемый испытуемым каждому качеству из предложенного 
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набора (например, «оцените по 10-балльной шкале важность 
следующих качеств, которыми на Ваш взгляд должен обладать 
хороший ученик: дисциплинированность, усидчивость, разви-
тость мышления, хорошая память, аккуратность, психическая 
уравновешенность, склонность к лидерству»); 
 ранговый показатель, устанавливаемый испытуемым качествам 
из предложенного набора (например, «расположите в порядке 
убывания важности качества Вашего возможного спутника 
жизни: внешняя привлекательность, ум, рост, возраст, состоя-
тельность, обеспеченность жилплощадью, отсутствие вредных 
привычек, супружеская верность, коммуникабельность»). 
По-видимому, можно утверждать, что измерению поддается 
любое качество испытуемого, если в отношении этого качества 
удастся выполнить перечисленные выше три условия. Однако, 
справедливо и отрицание данного утверждения: если хотя бы одно 
из перечисленных условий не выполнено, качество не может быть 
принято в роли показателя. Например, часто в педагогических ис-
следованиях ставится задача развития мышления учащегося (или 
отдельные его типов, например, логического мышления). Но как 
измерить уровень развитости мышления? Методики подобных из-
мерения разработаны в психологии, например, известный тест Г. 
Айзенка, позволяющий определить «коэффициент интеллекта» 
IQ. Однако в отечественных учебных заведениях данный показа-
тель не применяется в качестве критериального. В результате ис-
следователь высказывает тезис о том, что развитость мышления 
связана с умением выполнять некоторые типы учебных заданий 
и, следовательно, по росту успешности выполнения можно су-
дить о развитии мышления. На самом деле подобное утвержде-
ние абсолютно несостоятельно, поскольку отсутствует возмож-
ность различить ситуации: успешность повысилась за счет разви-
тия мышления или же учащийся просто научился хорошо выпол-
нять данные задания (на уровне алгоритмической деятельности). 
Другими словами, процедура измерения не может считаться 
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обоснованной и, следовательно, подобная постановка экспери-
мента некорректна. 
Значение показателя, полученного в результате измерения, бу-
дем называть экспериментальной величиной. 
В теории измерений физических величин показывается, что 
для повышения надежности результата измерение в одних и тех 
же условиях необходимо произвести многократно (с ростом числа 
повторных измерений уменьшается погрешность результата), при 
этом измерение может многократно повторяться на одном и том 
же объекте. В педагогических измерениях исследователь такой 
возможности лишен – нельзя одному и тому же испытуемому 
предлагать несколько раз, например, один и тот же набор заданий 
и измерять время или отслеживать долю правильности их выпол-
нения; или нельзя одного человека обучить сначала по одной ме-
тодике, а затем то же самое преподать ему по другой и сравнить 
результативность. По этой причине приходится производить одно-
типные измерения с несколькими подопытными; эксперименталь-
ные величины у них имеют, вообще говоря, различные значения. 
Использовать для каких-то сравнений усредненные показатели 
оказывается возможным далеко не всегда. В связи с этим для 
сравнения экспериментальных параметров и выявления динамики 
их изменения необходимо положить, что у разных испытуемых 
измеряемый показатель принимает случайные значения из некото-
рого интервала и, как указывалось во вводной части, применять 
для их обработки статистические методы. Надежность результата, 
как правило, возрастает при увеличении числа испытуемых – по-
этому при постановке эксперимента должна быть обеспечена ре-
презентативность статистической выборки и проверена примени-
мость выбранного метода обработки. 
Введем ряд понятий, которые будут использоваться в после-
дующем изложении. 
Все множество однотипных объектов, субъектов или систем, под-
лежащих обследованию, называется генеральной совокупно-
стью. 
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В ряде случаев количество объектов, подлежащих обследова-
нию, может оказаться весьма значительными по объему, напри-
мер, в задаче анализа качества промышленных изделий. В стати-
стической теории разработаны методы решения подобных задач, 
которые основываются на том, что из всего множества объектов 
случайным образом выбирается относительно небольшое подмно-
жество – оно называется выборочной совокупностью или просто 
выборкой (точнее выборкой генеральной совокупности). Выборка 
должна быть репрезентативной, т.е. отражать все основные каче-
ства генеральной совокупности. 
Выборочная совокупность (выборка) – это часть генеральной 
совокупности обследуемых объектов, обладающая теми же ста-
тистическими характеристиками, что и вся совокупность. 
Существуют научно обоснованные методы определения объ-
ема и построения выборки из генеральной совокупности. Вместе с 
тем, необходимо отметить, что выборочный метод, заметно со-
кращая время обработки экспериментальных данных, дает резуль-
таты, которые следует считать лишь оценочными для всей гене-
ральной совокупности. Ясно, что чем большим оказывается объем 
выборки (т.е. чем большая часть генеральной совокупности в нее 
вошла), тем более точным (т.е. близким к показателям по всей ге-
неральной совокупности) будет результат. 
Специфика педагогических исследований состоит в том, что 
большие по объему генеральные совокупности (более 1000 испы-
туемых) встречаются крайне редко (уже хотя бы потому, что по-
добный эксперимент весьма сложно организовать). Исключение 
составляют, пожалуй, данные о массовых контрольных мероприя-
тиях типа единого государственного экзамена или централизован-
ного тестирования. В подавляющем большинстве исследований 
объемы групп испытуемых (генеральная совокупность) составля-
ют 30  100 человек. В таких ситуациях не имеет смысла строить 
выборки – изучается вся генеральная совокупность. Вместе с тем, 
по устоявшейся в педагогической литературе традиции, любые 
множества испытуемых (и генеральные, и выборочные) принято 
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называть выборками. Причина «неразведения» понятий еще и в 
том, что чаще всего для анализа данных педагогических исследо-
ваний применяются непараметрические статистические методы, в 
которых различия между генеральной и выборочной совокупно-
стью состоят только в объемах данных. По указанным причинам 
при рассмотрении непараметрических методов (глава 2) мы также 
будем использовать термин «выборка», хотя чаще всего речь будет 
идти о генеральных совокупностях. В параметрических же мето-
дах некоторые формулы, описывающие генеральные и выбороч-
ные совокупности, различаются – об этом речь пойдет в главе 3. 
1.2. Шкалы измерений педагогических параметров 
В педагогических исследованиях выделяется четыре типа 
измерительных шкал: номинативная, ранговая, интервальная и 
шкала отношений. 
Номинативная шкала (шкала наименований) – это шкала, 
при использовании которой признаки различаются по названию 
(имени, наименованию). Примеры номинативных шкал: 
 «мужчина» – «женщина», «тест выполнен» – «тест не выпол-
нен», «за» – «против» – подобные шкалы только с двумя воз-
можными значениями называются дихотомическими; 
 цвета в спектре: «красный», «оранжевый», «желтый», «зеле-
ный» и т.д.; 
 варианты выбора: «кандидат А», «кандидат Б», …, «кандидат 
Ц». 
Безусловно, сами наименования никакой обработке не подле-
жат. Между значениями номинативной шкалы не определены от-
ношения «больше», «меньше», «равно». Однако в ходе экспери-
мента исследователь может выявить какие-то числовые характери-
стики, связанные с каждым из наименований, например, подсчи-
тать количество учащихся, выполнивших тест и не справившихся 
с ним; получить данные о предпочтении к цветам и определить, 
какая доля испытуемых любит теплые цвета; подсчитать количе-
ство голосов за каждого кандидата и т.п. 
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Основным методом исследования при использовании шкал 
наименований, по-видимому, следует считать анкетирование. По 
его итогам определяются абсолютные количества встречаемости 
каждого из имеющихся наименований в исследуемой выборке или 
их относительные количества (частоты). Далее уже с числовые 
данные подвергаются статистической обработке. 
Шкала порядка обеспечивает расположение значений призна-
ка в монотонной последовательности (возрастания или убывания), 
но без указания степени различия показателей, приписанных к раз-
личным градациям (классам). Признаки могут быть качественными 
или количественными. 
Примеры порядковых шкал: 
 сортность продукции: «высший сорт», «первый сорт», «второй 
сорт», «третий сорт» (качественный признак); 
 категории педагогов, принятые в школе: «учитель высшей ка-
тегории», «учитель первой категории», «учитель второй кате-
гории», «учитель без категории» (качественный признак); 
 возрастные группы учащихся: «младшая возрастная группа», 
«средняя возрастная группа», «старшеклассники» (качествен-
ный признак); 
 словесные оценки уровня усвоения учебного материала: «от-
лично», «хорошо», «удовлетворительно», «неудовлетворитель-
но» (качественный признак); 
 отметки по школьной шкале 2-3-4-5 (количественный при-
знак); 
 количество баллов, набранное в процессе тестирования по ус-
тановленной шкале (например, единого государственного эк-
замена – по 100-балльной шкале). 
Важным при построении порядковых шкал является следую-
щее: 
во-первых, количество градаций признака должно быть не менее 
трех; 
во-вторых, градации должны быть упорядочены по значению при-
знака; 
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в-третьих, должна быть четко определена процедура отнесения 
признака к той или иной градации (на практике это означает, 
что при построении порядковой шкалы должны быть установ-
лены критерии, позволяющие однозначно отнести признак к 
той или иной градации). 
От качественных или количественных градаций признака час-
то бывает необходимо перейти к числам, характеризующим поря-
док следования градаций – они называются рангами. Присвоение 
градациям соответствующих им рангов производится согласно 
следующим правилам: 
1) наименьшее значение ранга равно 1, наибольшее – количеству 
ранжируемых значений (N) (например, числу измерений в вы-
борке); 
2) если количество ранжируемых значений совпадает с числом 
градаций, то низшему уровню приписывается ранг 1, следую-
щему – 2 и т.д.; очевидно, самый высокий уровень получит 
ранг N; 
3) если среди ранжируемых значений несколько попадают в одну 
градацию, то всем им приписывается одинаковый ранг, кото-




где: i – номер градации; 
Ri – ранг каждого значения признака, попавшего в градацию i; 
ni – количество значений, попавших в градацию i (n0 принима-
ется равным 0). 
Операция присвоения градациям рангов называется ранжиро-
ванием. Проверка правильности ранжирования осуществляется 
следующим образом: необходимо просуммировать все ранги и 
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Пример 1.1 (признак измерен с помощью порядковой количествен-
ной шкалы): 
В результате проведения контрольной работы учащиеся получили 
отметки, которым требуется установить ранги: 
№ Фам. Отм. 
1 АА 2 
2 ББ 4 
3 ВВ 4 
4 ГГ 3 
5 ДД 5 
6 ЕЕ 4 
7 ЖЖ 2 
8 ЗЗ 4 
Для удобства ранжирования данные необходимо упорядочить так, 
чтобы меньшим градациям соответствовал меньший порядковый номер 
 
№ Фам. Отм  № Фам. Отм Ранг 
8 ДД 5 n4= 1 8 ДД 5 8 
7 ББ 4 
n3= 4 
7 ББ 4 5,5 
6 ВВ 4 6 ВВ 4 5,5 
5 ЕЕ 4 5 ЕЕ 4 5,5 
4 ЗЗ 4 4 ЗЗ 4 5,5 
3 ГГ 3 n2= 1 3 ГГ 3 3 
2 АА 2 
n1= 2 
2 АА 2 1,5 
1 ЖЖ 2 1 ЖЖ 2 1,5 
     SR = 36 
N = 8. Определив ni, по формуле (1.1) можно рассчитать ранги для 
каждого испытуемого. Сумма полученных рангов равна 36, что совпадает 
с контрольным значением 8(8+1)/2 = 36, следовательно, ранжирование 
произведено правильно. 
Подобным же образом операция ранжирования позволяет пе-
рейти от шкалы порядка с качественными признаками к шкале с 
количественными признаками, которые поддаются дальнейшей 
математической обработки. Это очень важный прием, поскольку 
он заметно расширяет спектр признаков, которые могут быть ис-
пользованы в качестве критериальных в педагогических исследо-
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ваниях. Многие статистические методы основаны именно на ран-
говых показателях шкале, поэтому с ранжирования начинается их 
применение. Ниже показано, как ранжирование может быть реали-
зовано в MS Excel. 
Пример 1.2 (качественная порядковая шкала, немного градаций 
признака): 
Имеются результаты измерения некоторого качественного показа-
теля у 15 испытуемых. Показатель мог принимать одно из четырех зна-
чений: «неуд», «уд», «хор» и «отл». Данные приведены в таблице в ал-
фавитном порядке фамилий испытуемых. Необходимо произвести ран-
жирование. 
Ниже приведен фрагмент окна Excel с основной таблицей дан-
ных, вспомогательной таблицей и всеми расчетными формулами. 
Вариант решения в MS Excel: 
 
 
 A B C D E F G H I J 
1 № Фам. Пок. Ранг       
2 1 Асин неуд 2,5       
3 2 Ванин неуд 2,5       
4 3 Васин уд 6,5       
5 4 Гришин уд 6,5       
6 5 Димин неуд 2,5       
7 6 Женин хор 11,5       
8 7 Катин хор 11,5       
9 8 Клавин хор 11,5       
10 9 Лялин неуд 2,5       
11 10 Манин уд 6,5  Пок. ni Ранг Контр. 
12 11 Олин хор 11,5  неуд n1 = 4 2,5 10 
13 12 Пашин отл 15  уд n2 = 4 6,5 26 
14 13 Танин уд 6,5  хор n3 = 6 11,5 69 
15 14 Федин хор 11,5  отл n4 = 1 15 15 
16 15 Яшин хор 11,5   N = 15 SR = 120 
17  Сумма рангов = 120   N(N+1)/2= 120 
18           
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Формулы в ячейки в интервалах D2:D16, H12:H15, I12:I15 и J12:J15 
помещаются автозаполнением после ввода их в одну (лучше верхнюю) 
ячейку интервала. Следует обратить внимание на совпадение контроль-
ных сумм в ячейках D17, J16 и J17. Весьма важно, чтобы буквенные обо-
значения градаций в ячейках F12-F15 в точности совпадали с теми, что 
использованы в колонке C; во избежание возможных ошибок можно ре-
комендовать перенос градаций показателя из ячеек F12-F15 в ячейки ко-
лонки C копированием. В предложенном варианте ранжирования не тре-
буется размещения исходных данных в порядке убывания (или возрас-
тания) значений класса, однако, если это необходимо, данные можно 
переупорядочить и после присвоения рангов, используя инструмент 
«Сортировка» пакета Excel. 
Стоит заметить, что описанной схемой удобно пользоваться, 
если количество градаций относительно невелико – 3-6; если раз-
личных градаций много и среди испытуемых мало тех, у кого по-
казатели совпадают, быть может, проще произвести ранжирование 
«вручную». 
Пример 1.3 (количественная порядковая шкала, много градаций 
признака): 
Имеются результаты выполнения некоторого физического упражне-
ния у 9 испытуемых (например, подтягивания). Данные приведены в таб-
лице в алфавитном порядке фамилий испытуемых. Необходимо произ-
вести ранжирование. 
№ Фам. Показ. 
1 АА 12 
2 ББ 6 
3 ВВ 12 
4 ГГ 8 
5 ДД 11 
6 ЕЕ 5 
7 ЖЖ 15 
8 ЗЗ 12 
9 ИИ 6 
Возможный порядок действий в MS Excel: 
1) занести данные в три колонки «№», «Фамилия» – «Показатель» в 
алфавитном порядке (нумерация – с «1»); четвертая колонка – 
«Ранг» пока пуста; 
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2) используя инструмент «Сортировка», переупорядочить данные по 
возрастанию значения класса в колонках «Фамилия» и «Показа-
тель», не затрагивая колонку «№»; 
3) в колонке «Ранг» вручную ввести ранги, определив их по следующе-
му правилу; 
 если какое-то значение класса встречается только у одного испы-
туемого, ему приписывается ранг равный его порядковому но-
меру (после переупорядочения); например, неповторяющиеся по-
казатели у ЕЕ, ГГ, ДД и ЖЖ – соответственно, их ранги 1, 4, 5 и 9; 
 если какое-то значение показателя встречается у нескольких испы-
туемых, им приписывается ранг равный среднему значению их 
порядковых номеров (после переупорядочения); например, ББ и 
ИИ имеют одинаковый показатель 6 и номера 2 и 3, следовательно, 
их ранг (2+3)/2 = 2,5; для АА, ВВ и ЗЗ ранг (6+7+8)/3 = 7. 
 
№ Фам. Показ. Ранг    
1 ЕЕ 5 1  Проверка: 
2 ББ 6 2,5  SR = 45 
3 ИИ 6 2,5  N = 9 
4 ГГ 8 4  N(N+1)/2= 45 
5 ДД 11 5    
6 АА 12 7  Ранжирование 
произведено верно. 7 ВВ 12 7  
8 ЗЗ 12 7  
9 ЖЖ 15 9   
Необходимо еще раз подчеркнуть, что ранги устанавливают 
только порядок следования градаций признака, но не интервалы 
между ними. Если, например, признаки x, y и z имеют ранги, соот-
ветственно, 5, 6 и 7, это не означает, что интервал между x и y та-
кой же, как между y и z, а интервал между x и z в два раза больше, 
чем между y и z. 
Интервальная шкала (шкала равных интервалов) – это шка-
ла, на которой установлено одинаковое количественное различие 
между соседними градациями признака. Другими словами, проце-
дура измерения построена таким образом, что можно не только 
выявить, какая из двух измеренных величин больше, но и на 
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сколько единиц одна отличается от другой. Например, за фиксиро-
ванный интервал времени испытуемый X выполнил 5 заданий, Y – 
3, а    Z – 6; это означает, что показатель X на 1 единицу хуже, чем 
у Z и на 2 единицу лучше, чем у Y). Однако у интервальной шкалы 
не определен «0» отсчета – это не дает возможности определить 
отношение показателей; например, на основании приведенных 
выше данных нельзя утверждать, что Y знает предмет в 2 раза ху-
же, чем Z. Точно также, показание термометра по шкале Цельсия 
20

 не означает, что температура в 2 раза выше по сравнению с 
10
С. В процессе контрольных проверок при полностью невы-
полненных заданиях нельзя делать вывод, что у учащегося во-
обще отсутствуют знания по проверяемым вопросам. 
К использованию интервальных шкал в педагогических ис-
следованиях следует подходить весьма осторожно. Представим 
себе, что измеряется время выполнения учащимися некоторого за-
дания или физического упражнения, например, время преодоления 
дистанции 100 м; между результатами 10,0 с и 10,2 с, а также 15,0 
с и 15,2 с различие одно и то же – 0,2 с, однако, значимость и 
сложность преодоления этого различия совершенно несопостави-
мы. Точно также нельзя приравнивать результативности работы 
педагогов, если в одном случае успешность выполнения учащимся 
теста выросла с 20 до 40 баллов (по 100-балльной шкале), а в дру-
гом случае – с 70 до 90. По-видимому, необходимо согласиться с 
суждением, высказываемым в работе М.И. Грабаря и К.А. Крас-
нянской, что «в отличие от естественных наук в социальных нау-
ках (в том числе в педагогике) … нет измерительных шкал интер-
вального типа» [5, с.22-23]. Исключение составляют так называе-
мые процентильные шкалы и шкалы, построенные в единицах 
стандартного отклонения – но эти шкалы применимы, только 
если доказано, что измеряемая случайная величина подчиняется 
нормальному (гауссовому) распределению. 
Шкала равных отношений (пропорциональная шкала) – это 
шкала, позволяющая установить пропорции между измеряемыми 
величинами. Обязательным атрибутом пропорциональной шкалы 
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является существование нулевой точки отсчета, единой для всех 
измерений (абсолютного нуля). Примером является температурная 
шкала Кельвина. Привести подобные примеры среди показателей, 
используемых в педагогических и психологических исследовани-
ях, весьма затруднительно. Например, если IQ одного человека 
оказывается 100, а другого 150, то это вовсе не означает, что вто-
рой в полтора раза умнее первого. Отсутствует абсолютный нуль 
доброты, честности, ума, мышления, способностей любого типа – 
эти понятия могут употребляться в быту, но никак ни на научном 
уровне. Таким образом, и применение шкал равных отношений в 
педагогических исследованиях оказывается весьма проблематич-
ным. Исключение, пожалуй, составляют ситуации, когда сопос-
тавляются относительные показатели. Например, из 60 голосовав-
ших за кандидата А отдали голоса 20 человек, за Б – 40 человек, а 
за В – ни одного. По этим данным можно определить относитель-
ные частоты выбора: 1/3, 
2
/3 и 0, соответственно; после этого можно 
утверждать, что выбор Б осуществлялся в 2 раза чаще, чем А. 
Из предложенного краткого обзора измерительных шкал, по-
видимому, следует заключить, что основной шкалой в педагогиче-
ских исследованиях является шкала порядка (ранговая шкала). 
Весьма удобной следует также считать пропорциональную шкалу, 
построенную на относительных частотах – ее можно применить, 
если первичные данные получены с помощью иных шкал – наиме-
нований или порядковой. 
1.3. Статистические гипотезы и критерии 
Экспериментальное педагогическое исследование всегда свя-
зано с проверкой некоторой исходной гипотезы относительно то-
го, что предлагаемое автором педагогическое воздействие может 
привести к желаемым изменениям параметров дидактической сис-
темы или ее отдельных составляющих. Доказательство справедли-
вости исходной гипотезы осуществляется, вообще говоря, в два 
этапа: 
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 доказать значимость различий параметров исследуемой систе-
мы в процессе опыта; 
 обосновать, что эти различия связаны именно с эксперимен-
тальным педагогическим воздействием. 
Первую часть доказательства как раз и обеспечивают стати-
стические методы обработки результатов исследований, для чего 
имеется хорошо развитый аппарат – с ним мы будем знакомиться 
далее. Вторая часть доказательства намного менее формализована; 
в каждом исследовании приходится находить свои аргументы, 
обосновывающие связь изменений параметра именно с оказанным 
воздействием, а не с иными возможными факторами; отсутствие 
такого доказательства ставит под сомнение выводы исследователя. 
Например: педагог применил новую методику обучения матема-
тике в 11-м классе; к концу учебного года средняя успеваемость 
учащихся по математике заметно выросла. Можно ли однозначно 
утверждать, что рост обусловлен именно новой методикой? Из-
вестно же, что многие выпускники 11-го класса собираются про-
должить обучение в вузе и поэтому посещают подготовительные 
курсы, занимаются с репетиторами и т.п. Вполне вероятно, что 
рост успеваемости вызван именно дополнительными занятиями, а 
не новациями педагога. В дальнейшем мы вернемся к данной про-
блеме, однако, начнем с обоснования значимости различий ре-
зультатов измерений. 
Доказательство значимости различий начинается с выдвиже-
ния статистических гипотез. Сначала формулируется так назы-
ваемая нулевая гипотеза – это предположение об отсутствии 
значимых изменений измеряемого параметра (X1 = X2) или эти раз-
личия не превышают случайного разброса измеряемой величины в 
выборке (т.е. изменения не являются достоверными). Обычно ну-
левая гипотеза – это утверждение, которое исследователь хочет 
опровергнуть; обозначается она H0. 
Далее формулируется альтернативная гипотеза – предполо-
жение о значимости различий измеряемого параметра. Альтерна-
тивная гипотеза – это то, что исследователь желает доказать в сво-
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ем эксперименте (поэтому гипотеза часто еще называется экспе-
риментальной); ее общепринятое обозначение H1. Принятие H1 
означает отклонение H0 и наоборот. 
В зависимости от того, отслеживается ли в эксперименте ха-
рактер изменения (показатель возрос или уменьшился) или же 
фиксируется только факт изменения (независимо от знака), гипо-
тезы подразделяются на ненаправленные и направленные: 
ненаправленные: 
H0: показатель X1 не отличается от X2; 
H1: показатель X1 отличается от X2; 
направленные: 
H0: показатель X1 не превышает X2; 
H1: показатель X1 превышает от X2. 
Поскольку гипотезы носят статистический характер, их спра-
ведливость (или несправедливость) не может быть доказана с абсо-
лютной достоверностью. Другими словами, из-за действия случай-
ных факторов может оказаться, например, что гипотеза H1 будет от-
вергнута, хотя на самом деле закономерные изменения имеются. 
Принята следующая классификация ошибок выбора статистической 
гипотезы: 
ошибка 1-го рода – отклонена H0, хотя она верна; 
ошибка 2-го рода – принята H0, хотя она неверна. 
Из-за возможных ошибок помимо непосредственно формули-
ровки гипотезы исследователь должен оценить надежность ее 
принятия. Надежность гипотезы характеризуется величиной, кото-
рая называется уровнем статистической значимости – это веро-
ятность того, что допущена ошибка 1-го рода. В педагогических 
исследованиях обычно используются два уровня значимости: 
p  0,05 и p  0,01; это означает, что надежность принятия гипоте-
зы H1 составляет не менее 95% и 99%, соответственно (т.е. на пер-
вом уровне возможна одна ошибка в 20-ти случаях, на втором – 
одна из 100 случаев). 
Для принятия или отклонения гипотез используются стати-
стические критерии – правила, обеспечивающие надежное приня-
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тие истинной и отклонение ложной гипотезы. Критериев сущест-
вует много; выбор того или иного критерия определяется характе-
ром задачи, однако, общий порядок их использования одинаков: в 
результате математической отработки результатов измерений вы-
числяется экспериментальное значение критерия; затем посредст-
вом специальных таблиц для условий, в которых проводился опыт, 
определяются граничные (критические) значения критерия для 
одного или обоих вышеуказанных уровней значимости; из сравне-
ния найденных значений делается заключение о справедливости 
гипотез. 
Для одной и той же задачи могут быть применимы несколько 
статистических критериев. Для сопоставления их между собой 
вводится понятие мощность критерия – это способность критерия 
не допустить ошибку 2-го рода, т.е. выявить различия, если они 
имеются. 
Статистические критерии подразделяются на параметриче-
ские и непараметрические. К первой группе относятся критерии, 
условием применения которых является нормальный характер 
функции распределения измеряемых признаков в изучаемой вы-
борке. Как правило, в педагогических исследованиях вид этой 
функции неизвестен и не может быть установлен. Однако, пользу-
ясь критериями, описанными в главе 3, можно проверить, значимо 
ли отличается эмпирическое распределение от нормального или 
же отличиями можно пренебречь, что позволяет воспользоваться 
параметрическими методами. Их применение, как правило, связа-
но с большим объемом и большей сложностью вычислений. По 
этой причине параметрические критерии в практике педагогиче-
ских исследований применяются довольно редко. В то же время, 
как будет показано в главе 3, инструментарий пакета MS Excel по-
зволяет свести расчетные трудности к минимуму, что создает 
предпосылку их продуктивного использования и в педагогических 
экспериментах. 
В непараметрических методах отсутствует привязка к функ-
ции распределения; экспериментальное значение критерия вычис-
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ляется непосредственно по результатам измерений (или их ран-
гам). Непараметрические критерии гораздо легче вычисляются, 
чем параметрические; в то же время, они не уступают параметри-
ческим по мощности. По этим причинам при анализе результатов 
педагогических измерений предпочтение отдается именно непара-
метрическим критериям – они будут рассматриваться в главе 2. 
1.4. Типы исследовательских задач и используемые 
критерии 
Выбор статического критерия определяется двумя факторами: 
количеством обрабатываемых выборок данных и стоящей перед 
исследователем задачей. Количество выборок, в свою очередь, за-
висит от числа групп, в которых проводится испытание. 
Две (и более) выборки экспериментальных данных называются 
зависимыми (связанными), если они получены на одной и той же 
группе испытуемых; выборки, полученные для различных групп 
испытуемых, называются независимыми. 
С определенной долей условности можно выделить две ба-
зовые схемы организации педагогического исследования: 
схема 1 – имеется одна группа испытуемых; исследователь ока-
зывает воздействие сам или наблюдает за воздействием дру-
гих факторов (среды, возраста и т.п.); производится два или 
более измерений одного (нескольких) критериальных пара-
метров в различные моменты времени (т.е. формируются за-
висимые выборки); возможно решение следующих задач: 
 выявление достоверности изменения (сдвига) одного пара-
метра (2 измерения) или тенденции его изменения (3 и более 
измерений); 
 при одновременном (параллельном) измерении двух парамет-
ров – выявление степени согласованности изменения этих па-
раметров (корреляционный анализ); 
 при одновременном (параллельном) измерении одного пара-
метра и интенсивности одного или двух контролируемых (из-
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меряемых) факторов – выявление влияния факторов на пара-
метр (дисперсионный анализ). 
схема 2 – имеется две сопоставляемые группы (чаще всего – это 
экспериментальная, над которой воздействие производилось, и 
контрольная, которая обучалась по «традиционной» схеме); 
однократно измеряется один параметр; возможно решение сле-
дующих задач: 
 выявление различий значения параметра между выборками; 
 выявление различий в характере распределения измеряемого 
параметра по испытуемым в выборках. 
Безусловно, возможны какие-то комбинированные схемы 
проведения исследования, например, проведение разнесенных во 
времени измерений как в экспериментальной, так и в контрольной 
группах – в этом случае открывается возможность сопоставлять 
динамические показатели между группами. Другой пример – од-
новременное исследование в нескольких экспериментальных и не-
скольких контрольных группах. 
Выбор статистического критерия, отвечающего задаче, может 
быть осуществлен согласно таблице1: 
  Характер выборок 
№ Задачи Зависимые Независимые 
1 Выявление разли-
чий в уровне при-
знака 
2 выборки – Q, U, , t 
3 и более вы-
борок 




2 измерения M, G, T, , t – 
3 и более из-
мерений 
L – 
3 Выявление различий в двух рас-
пределениях признака 
2
, ,  2, ,  
4 Выявление степени согласованно-
сти изменений двух признаков 
(корреляционный анализ) 
R, rs, r R, rs, r 
                                                 
1
 Классификация задач приводится в соответствии с книгой Е.В. Сидоренко 
[14]. 
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В таблице приняты следующие обозначения критериев: 
Q – критерий Розенбаума; 
U – критерий Манна-Уитни; 
 – критерий (угловое преобразование) Фишера; 
S – критерий тенденций Джонкира; 
H – критерий Крускала-Уоллиса; 
M – критерий Макнамары; 
T – критерий Вилкоксона; 
G – критерий знака; 
t – критерий Стьюдента (п2); 
2 – критерий Пирсона; 
L – критерий тенденций Пейджа; 
 – критерий Колмогорова-Смирнова; 
R – обобщенное обозначение критериев корреляционного ана-
лиза (ассоциации Юла, контингенции Пирсона, взаимной сопря-
женности Пирсона и Чупрова – см. их классификацию на стр. 83); 
rs – коэффициент ранговой корреляции Спирмена; 
r – коэффициент линейной корреляции Пирсона (п); 
F1 – критерий Фишера для однофакторного дисперсионного 
анализа (п); 
F2 – критерий Фишера для двухфакторного дисперсионного 
анализа (п). 
По-видимому, предпочтительным следует считать подход, 
при котором исследователь выбирает критериальные параметры, 
организационную схему опытов и методы обработки еще на этапе 
планирования эксперимента. Однако в практике педагогических 
исследований весьма распространена ситуация, когда сначала по-
лучают экспериментальные данные, а затем осуществляют выбор 
                                                 
2
 Знаком (п) отмечены параметрические методы. 
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статистического метода – в этом случае приведенная выше табли-
ца и описание возможных схем помогут такой выбор осуществить. 
Если одна и та же задача решается несколькими методами, нужно 
начинать с наиболее простого, и только если он не дает оснований 
принять экспериментальную гипотезу (H1), следует обратиться к 
более сложным и, как правило, более мощным методам. Если даже 
наиболее мощный из однотипных методов не дает оснований при-
нять H1, она должна быть отклонена в данной формулировке и для 
данной организации эксперимента. Однако даже в этом случае ни-
чего не мешает исследователю изменить формулировку гипотезы, 
схему эксперимента, объемы выборок или используемый стати-
стический критерий и постараться доказательство получить. Дру-
гими словами, процедура выбора и применения критериального 
статистического метода – процесс неоднозначный и не самооче-
видный – он требует, с одной стороны, знания этих методов, их 
возможностей и условий применимости, а, с другой стороны, кри-
тического и добросовестного отношения к собственным экспери-
ментальным данным, чтобы видеть в них не то, что хотелось бы, а 
то, что они реально представляют. 
 
  34 
Глава 2. Непараметрические статистические методы 
2.1. Выявление различий в уровне признака 
2.1.1. Постановка задачи 
Представим, что исследователь провел измерения какого-либо 
критериального показателя у учащихся экспериментальной и кон-
трольной групп. Например, количества первичных баллов, полу-
ченных при выполнении теста. Естественно, в каждой из групп 
будет наблюдаться индивидуальный разброс значений показателя. 
Возникает вопрос: существует ли значимое различие между двумя 
наборами значений, перекрывающее разброс в пределах каждого 
из наборов? Ответ на него не даст сопоставление неких усреднен-
ных по каждой группе показателей (например, среднего числа на-
бранных баллов), поскольку все равно потребует доказательства 
статистическая достоверность выявленных различий. Для решения 
подобных задач и применяются методы, рассматриваемые в дан-
ном параграфе. 
В общем виде проверяемые гипотезы могут быть сформули-
рованы следующим образом: 
H0: Различие уровней признаков в сопоставляемых выборках 
отсутствует (не превышает индивидуального статистического раз-
броса). 
H1: Имеется достоверное различие уровней признака (разли-
чие превышает статистический разброс). 
Если имеются только две сопоставляемые независимые вы-
борки, то в отношении них возможно лишь решение задачи о су-
ществовании достоверных различий признака. Если же имеется 
большее число независимых выборок (3, 4 и т.д.), различающиеся, 
например, продолжительностью исследуемого воздействия, то 
критерии из рассматриваемой группы позволят выявить существо-
вание достоверной тенденции изменения показателя (или отсутст-
вие таковой). К критериям данной группы относятся: 
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 Q-критерий Розенбаума – простой, но не слишком мощный 
критерий, позволяющий оценить различия признака в двух вы-
борках объемом не менее 11 испытуемых; 
 U-критерий Манна-Уитни – достаточно мощный критерий для 
двух выборок, основанный на сопоставлении рангов; 
 H-критерий Крускала-Уоллиса – позволяет оценить существо-
вание различий уровня признака одновременно у трех и более 
выборок без указания направления изменений при переходе от 
одной группе к другой; 
 S-критерий тенденций Джонкира – обеспечивает выявление 
тенденции изменения признака при переходе от одной выборки 
к другой, если их количество оказывается три и более. 
Далее будут рассмотрены наиболее мощные из перечислен-
ных – критерий Манна-Уитни для двух выборок и критерий тен-
денций Джонкира для трех и более выборок. 
Имеет смысл еще раз обратить внимание на то, что критерии 
различия применимы только к независимым выборкам экспери-
ментальных данных, причем, показатели должны быть измерены с 
помощью шкалы порядка (качественной или количественной). 
2.1.2. U-критерий Манна-Уитни 
Критерий предназначен для проверки достоверности различий 
между двумя независимыми выборками по уровню признака, из-
меренного по шкале порядка. 
Общая идея метода состоит в том, что значениям признака 
приписываются ранги, причем, ранжирование осуществляется сра-
зу по обеим выборкам. Затем по рангам вычисляется эксперимен-
тальное значение U-критерия (порядок вычисления и расчетная 
формула приведены в примере 2.1), который отражает степень пе-
рекрытия интервалов значений рангов в двух выборках; чем 
меньше Uэксп, тем меньше перекрытие интервалов и, следователь-
но, тем более вероятно, что различие достоверно. Для проверки ги-
потез Uэксп сопоставляется с табличным критическим значением 
(выбираемым в зависимости от объемов выборок и статистической 
  36 
значимости): при Uэксп > Uкр принимается H0, в противном случае – 
H1. 
Ограничения применимости U-критерия: 
1) объем выборок должен быть не менее трех (n1, n2  3); допус-
кается существование всего двух наблюдений в одной из выбо-
рок, но при этом во второй их должно быть не менее пяти (n1 
= 2, n2  5); 
2) объем каждой из выборок не должен превышать 60 (это свя-
зано с ограниченностью таблиц критических значений). 
На практике при объемах выборок превышающих 20 наблю-
дений целесообразнее применить иные методы (например, -
критерий Фишера), поскольку при большом числе градаций уров-
ня признака становится затруднительным ранжирование данных. 
Порядок использования U-критерия рассмотрим на трех при-
мерах, реализованных в MS Excel. 
Пример 2.1 (количественная порядковая шкала измерения призна-
ка): 
В двух группах испытуемых с n1 = 8, n2 = 10 проводилось тестирова-
ние по истории с максимально возможным числом баллов 100. Фактиче-
ски набранные учащимися баллы представлены в таблицах. Можно ли 
утверждать, что уровни освоения истории в этих группах различаются? 
Группа 1  Группа 2 
№ Фамилия Баллы  № Фамилия Баллы 
1 А 55  1 АА 45 
2 Б 37  2 ББ 24 
3 В 35  3 ВВ 72 
4 Г 85  4 ГГ 70 
5 Д 68  5 ДД 35 
6 Е 35  6 ЕЕ 28 
7 Ж 49  7 ЖЖ 68 
8 З 62  8 ЗЗ 38 
    9 ИИ 45 
    10 КК 56 
H0: Различие в уровне усвоения истории между обеими группами от-
сутствует. 
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H1: Учащиеся группы 1 имеют более высокий уровень усвоения ис-
тории. 
Комментарий: количество учащихся в группах различное, однако, если 
посчитать средние значения числа набранных баллов в группах, они 
окажутся равными x1 = 53,3 и x2 = 48,1 баллов, что дает основания 
для выдвижения гипотезы H1. U-критерий позволяет ее проверить, 
поскольку условия применимости метода выполнены. 
Возможный порядок решения задачи в MS Excel: 
1) заготовить таблицу с колонками: «№», «Группа», «Фамилия», 
«Балл», «Ранг», «Общий №»; занести в нее экспериментальные дан-
ные по группам друг под другом; очевидно, при этом общий номер 
изменяется от 1 до n1 + n2 (в нашем примере – до 18); колонка – 
«Ранг» пока пуста; 
2) используя инструмент «Сортировка», переупорядочить данные в ко-
лонках «Группа», «Фамилия», «Балл» по возрастанию значения чис-
ла баллов, не затрагивая колонки «№», «Ранг» и «Общий №» – имен-
но эта ситуация показана ниже; 
3) в ячейки колонки «Ранг» вручную ввести ранги, определив их соглас-
но процедуре, описанной в примере 1.3 (при определении ранга 
удобно использовать числа из колонки «Общий №»); подсчитать 
сумму рангов и сопоставить с контрольной суммой для проверки кор-
ректности ранжирования; при совпадении сумм перейти к следую-
щему пункту; 
4) вычисление значения Uэксп производится в следующем порядке: 
 в ячейки H5 и H6 занести значения n1 и n2, соответственно; 
 в ячейках H7 и H8 подсчитывается сумма рангов по каждой из 
групп (R1 и R2); формула для расчета R1 приведена на схеме; для 
расчета R2 нужно скопировать формулу из ячейки H7 в H8 и заме-
нить в ней «1» на «2»; 
 в ячейке H9 выбирается Rm – наибольшая из сумм рангов R1 и R2; 
 в H10 заносится число элементов той выборки, у которой оказа-
лась наибольшей сумма рангов (в рассматриваемом примере Rm = 
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 A B C D E F G H I 
1 № Гр. Фам. Балл Ранг Общ. №    
2 1 2 ББ 24 1 1 (SR)к = 171  
3 2 2 ЕЕ 28 2 2 SR = (SR)к  
4 3 1 В 35 4 3    
5 4 1 Е 35 4 4 n1 = 8  
6 5 2 ДД 35 4 5 n2 = 10  
7 6 1 Б 37 6 6 R1 = 80,5  
8 7 2 ЗЗ 38 7 7 R2 = 90,5  
9 8 2 АА 45 8,5 8 Rm = 90,5  
10 1 2 ИИ 45 8,5 9 (n)m = 10  
11 2 1 Ж 49 10 10    
12 3 1 А 55 11 11    
13 4 2 КК 56 12 12 Uэксп = 44,5  
14 5 1 З 62 13 13 Uкр = 20  
15 6 1 Д 68 14,5 14 Uэксп > Uкр  
16 7 2 ЖЖ 68 14,5 15    
17 8 2 ГГ 70 16 16    
18 9 2 ВВ 72 17 17    
19 10 1 Г 85 18 18    
20     SR = 171    




 значение Uкр определяется по Таблице 1. (стр. 194) для выбранной 
значимости (в нашем примере p  0,05); меньшее из n1, n2 выбира-
ется по горизонтали, большее – по вертикали; их пересечение дает 
критическое значение Uкр (в рассматриваемом примере для n1 = 8 
и n2 = 10 находим: Uкр = 20); 
5) сопоставление Uэксп и Uкр позволяет принять или отвергнуть экспери-
ментальную гипотезу; в нашем случае Uэксп > Uкр, следовательно, H1 
отвергается и принимается H0 – достоверное различие в уровнях ус-
воения истории в сопоставляемых группах отсутствует (вопреки 




U n n R

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Рекомендуем самостоятельно реализовать описанную схему 
для решения следующей задачи (для сравнения ключевые значе-
ния приведены): 
Пример 2.2 (количественная порядковая шкала измерения призна-
ка): 
В двух группах испытуемых с n1 = 6, n2 = 5 проводилось измерение 
времени решения математической задачи (в минутах). Результаты пред-
ставлены в таблицах. Можно ли утверждать, что в целом учащиеся груп-
пы 1 решили задачу быстрее, чем в группе 2? 
H0: Различие во времени решения между обеими группами отсутст-
вует. 
H1: Учащиеся группы 1 в целом справились с задачей быстрее. 
Группа 1  Группа 2 
№ Фамилия Время  № Фамилия Время 
1 Асин 5  1 Иванова 5 
2 Васин 5  2 Петрова 16 
3 Гришин 6  3 Романова 15 
4 Манин 7  4 Сидорова 12 
5 Танин 10  5 Федотова 10 
6 Яшин 3     
Для поиска решения возможно использование U-критерия Манна-
Уитни, поскольку условия его применимости выполняются. Обработка в 
соответствии с приведенной в предыдущем примере схемой дает: 
SR = 66 R1 = 25,5 R2 = 40,5 Rm = 40,5 
nm = 5 Uэксп = 4,5 Uкр = 5  
Вывод: принимается гипотеза H1 – в группе 1 учащиеся в целом 
быстрее справились с предложенной задачей. 
Пример 2.3 (качественная порядковая шкала измерения признака): 
В двух группах с n1 = 6, n2 = 5 у испытуемых измерялся уровень 
сформированности некоторого умения по шкале: «высокий», «достаточ-
ный», «недостаточный». Результаты приведены в таблицах. Можно ли 
утверждать, что в целом у испытуемых группы 1 умения сформированы 
лучше по сравнению с испытуемыми группы 2? 
H0: Различие в уровнях сформированности умений у испытуемых 
обеих групп отсутствует. 
H1: У испытуемых группы 1 уровень сформированности умения вы-
ше. 
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Группа 1  Группа 2 
№ Фамилия Ур. умения  № Фамилия Ур. умения 
1 Асин высокий  1 Иванова недостат 
2 Васин достат  2 Петрова достат 
3 Гришин высокий  3 Романова высокий 
4 Манин высокий  4 Сидорова недостат 
5 Танин достат  5 Федотова достат 
6 Яшин высокий     
Возможны два варианта решения задачи. Первый состоит в том, что 
всем качественным градациям признака присвоить номера в порядке их 
расположения на шкале: «недостаточный» – 1, «достаточный» – 2, «вы-
сокий» – 3; после этого можно применить схему, описанную в примере 
2.1. Другой вариант состоит в том, чтобы произвести ранжирование не-
посредственно для качественных градаций, как показано в примере 1.2, 
после чего применить расчетную схему метода. Мы рекомендуем прове-
рить оба варианта. В обоих случаях получается: 
SR = 66 R1 = 45 R2 = 21 Rm = 45 
nm = 6 Uэксп = 6 Uкр = 5  
Вывод: принимается гипотеза H0 – значимые различия показате-
лей групп отсутствуют. 
2.1.3. S-критерий тенденций Джонкира 
Критерий S позволяет проверить достоверность существова-
ния тенденции изменения количественного признака при переходе 
от одной независимой выборки к другой, если их общее количест-
во составляет три и более. 
По сути S-критерий позволяет выявить существование согла-
сованного изменения качественного и количественного или двух 
количественных показателей, характеризующих независимые вы-
борки. Например, учащиеся 2-го класса разбиты на четыре группы 
общей успешности обучения (качественный показатель, опреде-
ленный по порядковой шкале) и проведены измерения скорости 
чтения вслух (количественный показатель) с целью проверки ги-
потезы, что показатель успеваемости связан со скоростью чтения. 
Другой пример: изучается изменение средней успеваемости сту-
дентов (количественный показатель) от номера курса (другой ко-
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личественный показатель) с целью проверки гипотезы, что с рос-
том номера курса средняя успеваемость повышается. 
Следует отметить, что для решения приведенных задач может 
быть применен критерий ранговой корреляции Спирмена (см. п. 
2.5.4.), однако, преимущества S-критерия состоят в математиче-
ской простоте метода, а также в возможности его применения в 
тех случаях, когда второй количественный признак имеет всего 3-
4 градации, что заметно снижает точность корреляционных мето-
дов. 
При использовании S-критерия сначала формируются незави-
симые выборки с одинаковым числом испытуемых – это является 
условием применимости метода. Если выборки имеют разный 
объем, нужно в каждой из них методом случайного выбора отбро-
сить лишние данные и оставить столько испытуемых, сколько со-
держит меньшая из имеющихся выборок. Далее выборки упорядо-
чиваются по возрастанию среднего по выборке значения количе-
ственного признака (или их суммы по выборке) – формируется 
таблица, строками которой являются номера испытуемых, а 
столбцами – индивидуальные значения признака; число столбцов 
совпадает с количеством выборок. Метод позволяет ответить на 
вопрос: достоверен ли фиксируемый рост признака или он не пре-
вышает случайного разброса значений в пределах выборок. Идея 
метода состоит в подсчете для каждого индивидуального показа-
теля количества показателей, расположенных в столбцах правее 
его и превышающих его по величине. Если тенденция возрастания 
признака при переходе от выборки к выборке слева направо суще-
ственна, то большая часть значений справа должна быть выше. S-
критерий позволяет выявить существование (или отсутствие) пре-
обладания более высоких значений справа; чем выше Sэксп, тем бо-
лее достоверной оказывается тенденция роста признака. Экспери-
ментальная гипотеза принимается, если Sэксп превысит Sкр, опреде-
ляемое по таблице для данного числа выборок и количества на-
блюдений. 
Ограничения применимости S-критерия: 
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1) во всех сопоставляемых выборках должно быть одинаковое 
количество наблюдений (испытуемых); 
2) по объемам выборок: нижний порог применимости –   3 вы-
борки по 2 наблюдения в каждой; верхний порог – 6 выборок 
по 10 наблюдений в каждой (последнее условие, как и ранее, 
является следствием ограниченности таблиц критических зна-
чений). 
Пример 2.4: 
Имеются данные о средней успеваемости студентов курсов с 1 по 5. 
В каждую выборку случайным образом отобраны по 6 человек; данные 
об их успеваемости по итогам двух сессий за учебный год приведены в 
таблице. Можно ли утверждать, что существует тенденция роста сред-
ней успеваемости при переходе студентов с курса на курс? 
H0: Тенденция изменения значений признака при переходе от вы-
борки к выборке является случайной. 
H1: Тенденция изменения значений признака при переходе от вы-
борки к выборке не является случайной. 
№ студ Курс 1 Курс 2 Курс 3 Курс 4 Курс 5 
1 3,2 4,8 3,6 4,2 4,2 
2 4,2 4,5 5,0 4,5 4,5 
3 5,0 3,2 4,5 5,0 5,0 
4 3,0 4,0 3,0 4,0 4,0 
5 3,5 3,5 4,8 5,0 5,0 
6 3,6 4,6 4,2 3,6 3,6 
Ср. 
знач. 
3,75 4,10 4,18 4,38 4,60 
Комментарий: судя по средним для выборок значениям, наблюдается 
тенденция роста средней успеваемости при переходе от младших 
курсов к старшим – это дает основание для выдвижения гипотезы H1. 
S-критерий позволяет ее проверить, поскольку условия применимо-
сти метода выполнены. 
 
Возможный порядок решения задачи в MS Excel: 
1) заготовить таблицу с колонками: «№» и для каждого курса, кроме по-
следнего, «Балл» и «Si» (для последней выборки достаточно завести 
только колонку «Балл»); занести в нее экспериментальные данные по 
курсам; колонки – «Si» пока пусты; 
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2) для удобства дальнейшей обработки данные в каждой колонке луч-
ше упорядочить по возрастанию; 
3) заполнить ячейки колонок «Si», подсчитав количество значений, 
строго превышающих стоящее в ячейке «Балл» во всех колонках, 
расположенных правее данной; каждый индивидуальный показа-
тель 1-го курса нужно будет сравнивать с данными курсов 2, 3, 4 и 
5, а показатели 4-го курса – только с данными курса 5; поскольку 
данные правее колонки 5-го курса отсутствуют, для него S5 не оп-
ределяются; например, для значения «3,0» из колонки 1-го курса 
находим S1 = 23; для значения «3,2» из колонки 2-го курса       S2 = 
17 и т.д.; для подобных действий можно воспользоваться функцией 
СЧЕТЕСЛИ, однако, оказывается проще и быстрее произвести та-
кой подсчет «вручную»; 




2 1 2 3 4 5 
3 Балл S1 Балл S2 Балл S3 Балл S4 Балл 
4 1 3,0 23 3,2 17 3,0 12 3,6 6 3,8 
5 2 3,2 22 3,5 17 3,6 11 4,0 4 4,0 
6 3 3,5 21 4,0 12 4,2 7 4,2 4 4,8 
7 4 3,6 19 4,5 8 4,5 6 4,5 4 5,0 
8 5 4,2 13 4,6 8 4,8 5 5,0 0 5,0 
9 6 5,0 0 4,8 6 5,0 0 5,0 0 5,0 
10   98  68  41  18  
12           
13  A= 225        
14  B= 360     Sэ < S кр  
15  Sэ= 90     Принимается H0 
16  Sкр = 92        
4) нужно просуммировать число превышений в каждой выборе (в рас-
сматриваемом примере получаются значения 98, 68, 41 и 18); далее 
эти значения также суммируются и определяют величину A в ячейке 
C13; 
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где с – количество рассматриваемых выборок, а n – число наблюде-
ний в выборке; 
в рассматриваемом примере с = 5, n = 6, следовательно,      B = 360 
(ячейка C14); 
6) вычислить Sэксп = 2A – B (в нашем случае Sэксп = 86 (ячейка C15)); по 
Таблице 2 (стр. 199) найти для с = 5, n = 6 Sкр = 92; поскольку Sэксп < 
Sкр, H1 отклоняется, принимается H0 – достоверная тенденция рос-
та отсутствует. 
Комментарий: экспериментальную гипотезу пришлось отвергнуть, одна-
ко видно, что значения Sэксп и Sкр близки – это дает основания попро-
бовать повторить расчет с бóльшим числом испытуемых в выборке, 
например, n = 10 (возможно, что полученный «отрицательный» ре-
зультат обусловлен случайным характером выборок и при увеличе-
нии их объемов тенденция проявится четче). 
2.2. Оценка достоверности сдвига уровня признака 
2.2.1. Постановка задачи 
Исследовательская задача о проверке достоверности сдвига 
измеряемого признака соответствует схеме 1 проведения экспери-
мента, описанной в п. 1.4. Изучаются изменения, происходящие с 
течением времени в одной группе испытуемых в результате целе-
направленных или случайных воздействий. Сопоставляться между 
собой могут только однотипные (по смыслу) показатели, измерен-
ные в одних и тех же единицах по одной и той же шкале. После 
проведения двукратных измерений в различные моменты времени 
(например, в начале и конце учебного года или до применения ка-
ких-то мер и после их применения), очевидно, для одного и того же 
контингента испытуемых формируются две выборки данных с не-
которым статистическим разбросом значений; исследователь ищет 
ответ на вопрос: произошел ли значимый сдвиг в значениях пока-
зателя? Найти этот ответ можно, воспользовавшись достаточно 
простым критерием знаков или более мощным критерием Вил-
коксона. 
Общая идея методов состоит в том, что сначала для каждого 
испытуемого определяется его индивидуальный сдвиг; естествен-
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но, он может отсутствовать, быть положительным (рост показате-
ля) или отрицательным. Нулевые сдвиги из дальнейшего рассмот-
рения исключаются (при этом, естественно, уменьшается количе-
ство сопоставляемых пар). Далее путем сравнения индивидуаль-
ных сдвигов по большинству выявляется, какое из направлений 
встречается чаще – это направление объявляется типичным. После 
этого подсчитывается число нетипичных сдвигов. Ясно, что чем 
меньше сдвигов нетипичных, тем вероятнее, что типичное изме-
нение является достоверным. Для доказательства достоверности 
производится сравнение экспериментального значения с критиче-
ским – если оно меньше критического, принимается альтернатив-
ная гипотеза H1. 
Проверяемые гипотезы формулируются при этом следующим 
образом: 
H0: Преобладание типичного направления сдвига является 
случайным. 
H1: Преобладание типичного направления сдвига неслучайно. 
При необходимости выявления тенденции изменения показа-
теля требуется провести три или более измерений, после чего вос-
пользоваться L-критерием тенденций Пейджа (см. п. 2.2.4). 
Если подтвердилась экспериментальная гипотеза (т.е. сдвиг 
значим и неслучаен), исследователь сталкивается с проблемой 
обоснования того, что сдвиг этот обусловлен именно тем факто-
ром, влияние которого он отслеживает. Наиболее популярным ва-
риантом решения этой проблемы является изучение сдвига на двух 
различных группах, одна из которых не подвергается воздействию 
фактора – такая группа объявляется контрольной. Контрольная 
группа подбирается таким образом, чтобы в первом измерении не 
выявлялось статистического различия показателей у нее и экспе-
риментальной (по методам, описанным в п. 2.1.). Поскольку груп-
пы независимы, независимыми оказываются и сдвиги показателя в 
них. После проведения повторного измерения и определения зна-
чимости сдвига в каждой группе могут реализоваться следующие 
ситуации: 




гипотеза о сдвиге Заключение Действия 
Эксп. гр Контр. гр. 
1 H0 H0 или H1 Влияния фактора 
не выявлено. 
1. Применить более 
мощный критерий. 
2. Изменить схему ис-
следования. 
2 H1 H0 Влияние фактора 
выявлено. 
– 






ней показателей обеих 
групп, используя методы 
п. 2.1. Если различия нет, 
влияние фактора не зафик-
сировано. 
Другой подход к решению проблемы обоснования связи между 
воздействием (фактором) и его результатом (изменением значения 
признака) – дисперсионный анализ – будет рассмотрен в п. 3.4. 
2.2.2. G-критерий знаков 
Критерий знаков (он называется также критерием Мак-Немара) 
предназначен для выявления наиболее характерного в исследуемой 
группе направления сдвига выбранного показателя. 
Если выявляется, что сдвиг значим, критерий позволяет устано-
вить и его направление (рост, уменьшение). Удобство критерия в том, 
что он применим к показателям, измеряемым по любой шкале (не 
обязательно количественной, но порядковой). 
Ограничения применимости G-критерия: число ненулевых сдвигов 
в выборке должно быть не менее 5 и не более 300 (последнее ограниче-
ние связано только с отсутствием таблиц критических значений для 
больших выборок). Следует подчеркнуть, что нижняя граница приме-
нимости определяется не объемом выборки, а числом ненулевых сдвигов; 
например, если в обследуемой группе из 11 испытуемых у 7 сдвиг нуле-
вой, G-критерием пользоваться нельзя. 
Применение G-критерия рассмотрим на двух примерах: в первом 
признак измеряется с помощью качественной порядковой шкалы, во 
втором – измеряется количественно. 
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Пример 2.5 (качественная порядковая шкала измерения признака): 
В исследовании обоснована возможность и определена процедура 
отнесения уровня алгоритмического мышления учащегося к одной из 
трех категорий: «низкий» (н), «средний» (с), «высокий» (в). Посредством 
указанной процедуры были произведены измерения до и после экспери-
ментального воздействия в группе из 15 учащихся – результаты пред-
ставлены в таблице. Можно ли утверждать, что в целом в группе зафикси-
рован достоверный рост уровня алгоритмического мышления учащихся? 
  Уровни  
№ Фам. До После Сдвиг 
1 Акин н с + 
2 Букин с с 0 
3 Бякин в с – 
4 Вакин н н 0 
5 Гакин с в + 
6 Дакин н в + 
7 Лакин н с + 
8 Макин в в 0 
9 Окин с н – 
10 Пакин с в + 
11 Такин н с + 
12 Чакин н с + 
13 Чукин н н 0 
14 Щукин н с + 
15 Якин с в + 
H0: Достоверное изменение уровня алгоритмического мышления от-
сутствует. 
H1: Рост уровня достоверен. 
При измерении признака по качественной шкале использование G-
критерия настолько просто, что не требует обращения к Excel. Действия: 
1) занести для каждого испытуемого данные об уровне признака до и 
после воздействия в таблицу; 
2) в колонку «Сдвиг» занести: «+», если конечный уровень выше на-
чального; «–», если произошло понижение уровня; «0», если уровень 
не изменился; 
3) проверить условия применимости критерия: число ненулевых сдви-
гов 11, следовательно, пользоваться критерием можно; 
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4) определить направление типичного сдвига: в нашем случае повы-
сился уровень у 9 учащихся, понизился у 2, следовательно, типич-
ным является повышение; Gэксп = 2 (числу нетипичных сдвигов); 
5) по Таблице 3 (стр. 200) для n = 11 и p  0,05 находим:     Gкр = 2 – 
оно не превышает Gэксп – принимается H1 – повышение уровня алго-
ритмического мышления достоверно. 
Пример 2.6 (количественная порядковая шкала измерения признака): 
В таблице приведены годовые отметки по информатике, получен-
ные учащимися одной и той же группы в разные годы обучения. Средние 
показатели (3,7 и 4,2, соответственно) дают основание предположить, 
что наблюдается рост средней успеваемости. Истинно ли это предполо-
жение? 







2 2002 2003  
3 1 Бормотов Д. 4 4 0  
4 2 Габова М. 3 4 1  
5 3 Давыдов А. 4 5 1  
6 4 Егорова И. 4 4 0  
7 5 Журавлев М. 3 5 2  
8 6 Карзанов В. 3 5 2  
9 7 Колесникова Е. 4 4 0  
10 8 Майструк Е. 4 4 0  
11 9 Максимчук М. 4 3 –1  
12 10 Мингазов Р. 3 4 1  
13 11 Попова И. 4 4 0  
14 12 Разумов А. 4 3 –1  
15 13 Рафиков Р. 3 4 1  
16 14 Русинов А. 4 5 1  
17 15 Чуриков В. 3 4 1  
18 16 Шинкаренко А. 4 5 1  
19 17 Шубин А. 5 4 –1  
20  Среднее по группе 3,7 4,2   
21       
22   n = 12   
23   Gэксп= 3   
24  Для n = 12 и p < 0,05 Gкр= 2   
25  Gэксп > Gкр     
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H0: Достоверное изменение успеваемости отсутствует. 
H1: Рост уровня успеваемости достоверен. 
Вариант решения задачи с помощью MS Excel: 
1) заготовить таблицу с колонками: «№», «Фамилия», «Год» с ячейками 
«2002», «2003», «Сдвиг»; занести в нее экспериментальные данные 
по каждому ученику; 
2) определить сдвиг индивидуальных показателей ( = Xк – X0) в колон-
ке E; 
3) подсчитать число ненулевых сдвигов (ячейка H6; удобно использо-
вать функцию СЧЁТЕСЛИ); убедиться в применимости G-критерия (в 
рассматриваемом примере 12 ненулевых сдвигов, следовательно, 
критерий применим); 
4) по знаку  выяснить направление типичного сдвига (в нашем случае 
– рост); найти число нетипичных сдвигов – это и есть Gэксп  (ячейка 
G8); в примере Gэксп = 3; 
5) по Таблице 3 для n = 12 и p  0,05 находим: Gкр = 2; Gэксп > Gкр, 
следовательно, H1 отклоняется, принимается H0 – достоверного из-
менения уровня успеваемости не зафиксировано. 
Комментарий: несмотря на то, что экспериментальная гипотеза не под-
твердилась, рост средних значений успеваемости составляет более 
11% – это наводит на предположение, что «отрицательный» резуль-
тат обработки может быть связан с «грубостью» примененного ста-
тистического метода – в таком случае стоит попробовать обработать 
те же данные с помощью другого, более мощного метода (что и бу-
дет продемонстрировано в примере 2.7). 
2.2.3. T-критерий Вилкоксона 
Критерий Вилкоксона применяется при сопоставлении пока-
зателей, полученных на одной и той же группе испытуемых в 
двух разных условиях; доказательство достоверности их измене-
ния в среднем по группе производится по интенсивности инди-
видуальных сдвигов (а не только по их направлению, как в кри-
терии знаков). Он является мощным, универсальным методом, 
поскольку применим, как для качественных признаков, измерен-
ных по шкале порядка, так и для количественных. Число града-
ций (уровней) признака должно быть не менее трех, поскольку 
при двух градациях возможны лишь три значения сдвига индиви-
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дуального показателя: –1 (уменьшился), 0 (не изменился), +1 
(рост) – в этом случае проще воспользоваться критерием знаков. 
Идея метода состоит в том, что модули индивидуальных сдви-
гов, полученных как разность значений показателя после воздей-
ствия и до воздействия, ранжируются (исключая нулевые сдвиги); 
затем по сумме рангов выявляется направление типичного сдвига, 
после чего Tэксп определяется как сумма рангов нетипичных сдви-
гов и сопоставляется с табличным значением Tкр, определяемым 
по количеству ненулевых сдвигов и выбранной значимости (Таб-
лица 4 Приложения). Ясно, что чем выше интенсивность сдвигов в 
типичном направлении, тем меньше сдвигов нетипичных и, следо-
вательно, меньше Tэксп; при Tэксп  Tкр экспериментальная гипотеза 
считается подтвержденной. В случае, когда показатель измерен по 
качественной порядковой шкале, каждому значению уровня при-
писывается число, равное его порядковому номеру на шкале, после 
чего определение индивидуальных сдвигов производится по этим 
числам. Например, использовались четыре уровня признака: «низ-
кий», «достаточный», «средний», «высокий»; соответственно, им 
приписываются значения 1, 2, 3 и 4; если показатель понизился с 
уровня «высокий» до «средний», сдвиг будет равен 3 – 4 = –1; если 
вырос с уровня «низкий» до «средний», то сдвиг равен 3 – 1 = 2. 
Проверяемые гипотезы: 
H0: Интенсивность сдвигов в типичном направлении не пре-
вышает интенсивности сдвигов в нетипичном. 
H1: Интенсивность сдвигов в типичном направлении достоверно 
превышает интенсивность сдвигов в нетипичном. 
Ограничения применимости T-критерия: объем выборки – от 5 
до 50 испытуемых с ненулевыми индивидуальными сдвигами. 
Применение T-критерия рассмотрим на тех же данных, что были 
использованы в примере 2.6. 
Пример 2.7: 
В таблице приведены годовые отметки по информатике, получен-
ные учащимися одной и той же группы в разные годы обучения. Можно 
ли утверждать, что проявился значимый сдвиг в сторону роста успевае-
мости? 
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2 2002 2003  
3 1 Бормотов Д. 4 4 0 0   
4 2 Габова М. 3 4 1 1 5.5  
5 3 Давыдов А. 4 5 1 1 5.5  
6 4 Егорова И. 4 4 0 0   
7 5 Журавлев М. 3 5 2 2 11,5  
8 6 Карзанов В. 3 5 2 2 11.5  
9 7 Колесникова. 4 4 0 0   
10 8 Майструк Е. 4 4 0 0   
11 9 Максимчук  4 3 –1 1 5.5  
12 10 Мингазов Р. 3 4 1 1 5.5  
13 11 Попова И. 4 4 0 0   
14 12 Разумов А. 4 3 –1 1 5.5  
15 13 Рафиков Р. 3 4 1 1 5.5  
16 14 Русинов А. 4 5 1 1 5.5  
17 15 Чуриков В. 3 4 1 1 5.5  
18 16 Шинкаренко 4 5 1 1 5.5  
19 17 Шубин А. 5 4 –1 1 5.5  
20  Ср. по гр. 3,7 4,2 Сумма рангов 78  
21         
22         
23         
24   n = 12     
25   SR = 78 Для n=12 и p<0,05  
26   Tэ= 16,5 Tкр = 17   
27   Tэксп < Tкр    
H0: Достоверный рост успеваемости группы отсутствует. 
H1: Успеваемость группы достоверно возросла. 
Вариант решения задачи с помощью MS Excel: 
1) заготовить и заполнить таблицу, как указано в п. 1 и 2 Примера 2.6 
(можно просто воспользоваться ею); добавить колонки: «Модуль и 
«Ранг»; 
2) определить и занести в колонку F модули сдвигов индивидуальных 
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убедиться в применимости метода (в нашем случае n = 12, критерий 
применим); 
3) произвести ранжирование ненулевых модулей сдвига одним из ме-
тодов, описанных в п.1.2; убедиться в совпадении суммы рангов с 
контрольной суммой (ячейки G20 и D25); 
4) по значениям колонки «Сдвиг» выявить типичное направление сдви-
га (в нашем случае – рост) и нетипичное направление (уменьшение); 
найти Tэксп как сумму рангов, соответствующих нетипичным сдвигам 
(ячейка D26); 
5) по Таблице 4 (стр. 201) для n = 12 и p  0,05 находим          Tкр = 17; 
поскольку Tэксп < Tкр, принимается H1 – рост успеваемости досто-
верен. 
Комментарий: как мы видим, T-критерий Вилкоксона подтвердил спра-
ведливость экспериментальной гипотезы, несмотря на то, что она 
была отклонена G-критерием знаков. Причина состоит в том, что 
критерий знаков оперирует только направлениями сдвигов (нет раз-
личия, например, между сдвигами +1 и +2), а T-критерий – еще и их 
интенсивностями – по этой причине T-критерий более точно отра-
жает характер изменения показателя. С другой стороны, критерий 
знака весьма прост – с него всегда можно начать и, если он устано-
вит существование достоверного сдвига, можно не обращаться к бо-
лее сложным критериям. 
2.2.4. L-критерий тенденций Пейджа 
L-критерий Пейджа применяется в тех случаях, когда требует-
ся обосновать достоверность существования определенной тен-
денции в изменении признака в одной и той же выборке, если чис-
ло измерений составляет три и более. Например, мы осуществля-
ем экспериментальной воздействие и измеряем значение критери-
ального параметра каждые полгода в течение двух лет наблюде-
ний; если при этом параметр изменялся монотонно, то встает во-
прос: действительно ли проявилась объективно существующая 
тенденция изменения параметра или же изменения случайны? L-
критерий позволяет на этот вопрос ответить. В некотором смысле 
критерий Пейджа является аналогом S-критерия Джонкира с тем 
отличием, что тот применяется для независимых выборок, а L-
критерий – для связанных. Другое отличие состоит в том, что 
сравниваются не сами параметры, а их индивидуальные ранги – это 
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позволяет, как мы неоднократно убеждались, применять метод и в 
том случае, если первичные показатели измерены посредством ка-
чественной порядковой шкалы. 
Индивидуальные ранги по каждому испытуемому назначают-
ся по его показателям согласно правилам ранжирования (см. п. 
1.2.). Например, если при трех испытаниях в первом индивидуаль-
ный показатель равен 6, во втором – 8, а в третьем – 3, то третий 
результат получает ранг 1, первый – 2, второй – 3; для качествен-
ных индивидуальных показателей «уд.», «хор.», «хор.», «отл.» 
ранги будут равны 1; 2,5; 2,5; 4. 
После того, как индивидуальные ранги будут определены по 
всем испытуемым, они суммируются для каждого испытания (ус-
ловия). Далее возможны два случая: (1) измерения производились 
в определенном порядке (например, хронологическом) – тогда 
столбцы, относящиеся к каждому отдельному измерению распола-
гаются именно в этом порядке; (2) измерения независимы (напри-
мер, изучалось время решения задач разного типа, причем, типы 
между собой не связаны) – тогда столбцы, соответствующие от-
дельным испытаниям располагаются в порядке возрастания ранго-
вых сумм. Затем подсчитывается Lэксп (формула (2.3) в примере 2.8) 
– эта величина отражает различие между ранговыми суммами, по-
этому, чем выше экспериментальное значение L-критерия, тем бо-
лее существенны различия в показателях при переходе от одного 
измерения к другому. Достоверность различий и существование 
тенденции считается подтвержденной, если Lэксп окажется не мень-
ше Lкр, значение которого, как всегда, определяется по таблице (Таб-
лица 5 Приложения) для заданного объема выборки, числа измере-
ний и значимости. 
Проверяемые гипотезы: 
H0: Рост индивидуальных показателей при переходе от одного 
условия к другому является случайным. 
H1: Рост индивидуальных показателей при переходе от одного 
условия к другому неслучаен. 
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Ограничения применимости L-критерия по количеству гра-
даций (условий) (c) и объему выборки (n): нижний порог – c =3, n 
= 2; верхний порог – c = 6, n = 12. 
Пример 2.8: 
В таблице приведены результаты четырех измерений количества подтя-
гиваний в группе юношей. Первое измерение относится к исходному 
состоянию; последующие испытания производились в процессе спор-
тивных тренировок с равным временным интервалом. Можно ли ут-
верждать, что значимо проявилась тенденция роста индивидуальных 
показателей при переходе от начального состояния к конечному? По-
скольку испытуемых 7, а измерений 4, критерий Пейджа применим. 
 Комментарий: мы умышленно не используем формулировку  «… в за-
висимости от продолжительности тренировочного процесса», по-
скольку L-критерий может выявить только факт существования тен-
денции изменения показателя, но не его причину; то, что тенденция 
роста (если она будет установлена) обусловлена именно трениров-
ками, требует отдельного доказательства (например, на основе дис-
персионного анализа – см. п. 3.4.2.). 
 A B C D E F G H I J 
1   Номер испытания 
2   1 2 3 4 
3 № Фамилия Число Ранг Число Ранг Число Ранг Число Ранг 
4 1 Асин 1 1 3 2 8 4 7 3 
5 2 Васин 10 2 16 4 9 1 13 3 
6 3 Гришин 5 1,5 5 1,5 11 4 10 3 
7 4 Колин 7 1,5 9 3 7 1,5 16 4 
8 5 Митин 4 1 6 2 12 3,5 12 3,5 
9 6 Танин 11 3 8 1 9 2 12 4 
10 7 Яшин 7 1 15 4 9 2 11 3 
11   R1= 11 R2= 17,5 R3= 18 R4= 23,5 
12           
13  SRинд= 10        
14  SRк= 70        
15  SR= 70        
16  Lэксп= 194        
17  Lкр = 189 Для n=7, c=4, p<0,05   
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H0: Достоверная тенденция роста числа подтягиваний от испытания 
к испытанию отсутствует. 
H1: Существует достоверная тенденция роста числа подтягиваний в 
зависимости от номера испытания. 
Вариант решения задачи с помощью MS Excel: 
1) заготовить таблицу, предусмотрев для каждого испытания две ко-
лонки «Число» (число подтягиваний) и «Ранг»; заполнить колонки с 
фамилиями и числом подтягиваний; 
2) в колонки ранг проставить для каждого испытуемого индивидуальные 
ранги; подсчитать суммы рангов по колонкам; проверить правиль-
ность ранжирования, сравнив сумму сумм рангов по колонкам (SR) с 
величиной SRк = SRиндn; очевидно, сумма индивидуальных рангов 
SRинд = c(c+1)/2, где c – количество испытаний (в нашем примере c = 
4, SRинд = 10);   n – объем выборки (в нашем случае n = 7); следова-
тельно, контрольная сумма рангов SRк = 70; если SR = SRк, можно 
продолжить обработку; 
3) вычислить Lэксп по формуле: 
(2.3) 
 
где Rj – сумма рангов в испытании номер j; 
4) по Таблице 5 (стр. 202) для заданных n, c и p найти Lкр         (в нашем 
случае для n = 7, c = 4 и p  0,05 Lкр = 189; поскольку Lэксп > Lкр, при-
нимается экспериментальная гипотеза H1 – существует достовер-
ная тенденция роста показателей с ростом номера испытания. 
2.3. Выявление различий в распределениях признака 
2.3.1. Постановка задачи 
Представим, что мы произвели измерение какого-либо пара-
метра, например, количества набранных баллов в тестовом испы-
тании, у учащихся экспериментальной и контрольных групп. Ин-
тервалы, в которых располагаются показатели обеих групп при-
близительно одинаковы, например, от 20 до 80 баллов – это не по-
зволяет применить для сравнения выборок критерии изменения, 
скажем, рассмотренный ранее критерий Манна-Уитни. Однако из 
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группе высокие показатели встречаются чаще, а низкие – реже, а в 
контрольной – наоборот. Другими словами, речь идет о том, что 
распределения измеряемого признака по испытуемым в двух вы-
борках различаются. Возникает задача выявления достоверности 
этих различий. Именно ее и решают методы, рассматриваемые в 
данном разделе. 
Данные методы относятся к категории мощных статистических 
критериев и позволяют решать следующие задачи: 
 сопоставление характера распределения показателя по испы-
туемым в экспериментальной группе с теоретическим распре-
делением (например, нормальным или равномерным); 
 сопоставление двух распределений, характер которых неизвес-
тен; 
 доказательство неслучайности предпочтений в выборке из не-
скольких альтернатив; 
 обнаружение точки максимального расхождения между двумя 
распределениями, которая затем используется для перегруппи-
ровки данных с целью применения углового преобразования 
(-критерия) Фишера. 
Из данной категории методов в педагогических исследовани-
ях наиболее часто используются 2-критерий Пирсона и -
критерий Колмогорова-Смирнова. К достоинствам методов следу-
ет отнести: 
 экспериментальные величины могут быть измерены по любой 
шкале, включая номинативную; 
 для их применения не требуется каких-то изначальных предпо-
ложений о характере распределения показателя в выборке; 
 они могут применяться как для связанных, так и для независи-
мых выборок экспериментальных данных. 
Общая идея методов состоит в сопоставлении не абсолютных 
значений измеренных показателей или их рангов, а частот, с ко-
торыми то или иное значение появляется в выборке. Далее по со-
поставлению частот определяется экспериментальное значение 
критерия, которое, как всегда, сравнивается с критическим и на 
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основании этого осуществляется выбор гипотезы. Методы в мате-
матическом отношении оказываются более громоздкими по срав-
нению с рассмотренными ранее, однако, при правильной их реали-
зации в пакете Excel эти сложности не ощущаются. 
2.3.2. Критерий Пирсона 2 
Критерий Пирсона позволяет ответить на вопрос о том, зако-
номерно ли различие в распределении частот, с которыми встре-
чаются разные значения признака в двух выборках. Если произво-
дится сопоставление с некоторым теоретическим распределением 
(безусловно, сначала должно быть доказано, что оно справедливо), 
то функцию и параметры распределения следует считать извест-
ными – по ним можно найти «теоретические» частоты и далее 
применять метод. Для сопоставления двух распределений с неиз-
вестным характером сначала определяются частоты в каждой из 
выборок независимо. Чем большим оказывается расхождение ме-
жду сопоставляемыми распределениями, тем больше эмпириче-
ское (вычисляемое) значение 2эксп; при его превышении 
2
кр (оп-
ределяемое по таблице для конкретных условий эксперимента) 
принимается H1. 
С помощью критерия Пирсона возможна проверка нескольких 
вариантов гипотез – выбор осуществляется в зависимости от 
стоящей перед исследователем задачи: 
 сравнение экспериментального распределения с теоретиче-
ским: 
H0: Распределение признака в экспериментальной выборке не от-
личается от теоретического распределения. 
H1: Распределение признака в экспериментальной выборке 
достоверно отличается от теоретического распределения. 
 сравнение двух экспериментальных распределений: 
H0: Распределение признака в экспериментальной выборке 1 не 
отличается от распределения в выборке 2. 
H1: Распределение признака в экспериментальной выборке 1 
достоверно отличается от распределения в выборке 2. 
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 сравнение нескольких экспериментальных распределений: 
H0: Распределения признака в экспериментальных выборках 1, 
2, 3… не различается между собой. 
H1: Распределение признака в экспериментальных выборках 1, 2, 
3… достоверно различается между собой. 
Ограничения применимости критерия Пирсона: 
1) объем выборки n  30; с ростом n точность применения крите-
рия повышается; при выборках с n < 30 метод дает весьма при-
ближенные значения, что может быть отчасти скомпенсирова-
но, если критическое значение будет выбираться для уровня 
значимости p  0,01; 
2) если количество градаций признака g, то объем выборки дол-
жен удовлетворять условию n  5g; 
3) выбранные градации признака (интервалы значений признака, 
которые считаются различными) должны охватывать все воз-
можные значения параметра в обеих выборках (другими сло-
вами, сумма частот в обеих выборках должна обязательно рав-
няться 1 или, что то же самое, сумма наблюдений по градациям 
должна равняться общему числу наблюдений); безусловно, ус-
тановленные интервалы не должны перекрываться; 
4) если градаций всего две («выполнено» – «не выполнено», «со-
гласен» – «не согласен», «да» – «нет» и т.п.), необходимо вно-
сить поправку (она называется поправкой на непрерывность)3. 
В тех случаях, когда количество градаций признака оказыва-
ется велико, например, число баллов по 100-балльной шкале или 
время выполнения задания в секундах, для сокращения объемов 
вычислений имеет смысл сначала укрупнить интервалы значений 
параметра (это эквивалентно уменьшению числа градаций призна-
ка и переходу к менее детальной шкале), например, 0-20 баллов, 
21-40 баллов, 41-60 баллов и т.д. – осуществляется переход к шка-
ле с 10 градациями – и далее рассматривать частоты попадания в 
выделенные интервалы (в противном случае, согласно п. 2 перечня 
                                                 
3
 Для подобных задач более удобным оказывается применение      -
критерия Фишера (см. п. 2.4.2). 
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ограничений метода потребуются выборки весьма значительного 
объема; например, для анализа данных, полученных по 100-
балльной шкале, требуется не менее 500 испытуемых в каждой 
выборке). 
Общие схемы расчета 2эксп  несколько различаются для си-
туаций, когда производится сравнение экспериментального рас-
пределения с теоретическим или двух экспериментальных. 
Сопоставление экспериментального распределения с теоре-
тическим: 
1) определить число измерений, попавших в каждую из g допус-
тимых градаций (niэ, i = 1…g); 
2) для того теоретического распределения, с которым произво-
дится сравнение экспериментального, найти теоретические ко-
личества измерений, попадающих в каждую градацию призна-
ка niт: 
niт = n∙piт,             (2.4) 
где piт – вероятность попадания в интервал i; n – объем экспе-
риментальной выборки; вычисление piт является интегральной 
задачей, решение которой требует явного вида теоретической 
функции распределения; ситуация оказывается простой толь-








Нетрудно показать, что выражение (2.6) преобразуется к виду, 
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Сопоставление двух экспериментальных распределений 
При сравнении двух экспериментальных выборок их объемы, 
в общем случае, могут различаться – обозначим их n1 и n2; число 
градаций признака, безусловно, одинаково для обеих выборок и 
составляет g; тогда количество измерений в каждой выборке, по-
падающих в градацию номер i обозначим, соответственно, ni1 и ni2 




В ряде пособий, посвященных статистической обработке экс-
периментальных результатов, 2эксп вычисляется через частоты 
попадания измерений в тот или иной интервал (градацию) – такой 
подход точнее передает смысл критерия, однако, на наш взгляд 
для практического использования формулы (2.6) и (2.8) более 
удобны, поскольку основываются непосредственно на экспери-
ментальных данных и не требуют промежуточных расчетов час-
тот; при необходимости, не составляет труда перейти от ni1 и ni2 к 
соответствующим частотам: 
     (k = 1, 2) 
Следует отдельно подчеркнуть то обстоятельство, что по-
скольку в расчетную формулу 2эксп  входят квадраты разностей 
частот, данный критерий фиксирует только существование разли-
чий в распределениях, но не направление изменения признака. 
Другими словами, одинаковое различие распределений может 
быть получено как в случае, когда в экспериментальной группе 
доля хорошо успевающих учащихся выросла по сравнению с 
контрольной, так и в случае, когда она понизилась. Для выявле-
ния направления сдвига необходимо пользоваться иными стати-
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Критическое значение (2кр) определяется по числу степеней 
свободы () данной задачи, которое на единицу меньше числа воз-
можных градаций признака (g): 
 = g – 1 
Далее для  и p по Таблице 6 Приложения находится критиче-
ское значение критерия Пирсона. При условии 2эксп  
2
кр прини-
мается экспериментальная гипотеза; при обратном соотношении – 
она отвергается. С ростом  возрастает и 2кр. Следует обратить 
внимание на то, что, в отличие от других методов, критическое 
значение критерия Пирсона не зависит от объема эксперименталь-
ных выборок и определяется только числом степеней свободы. В 
то же время, при увеличении объема выборки чаще всего растет 
2эксп – по этой причине при одних и тех же соотношениях частот 
бóльшая выборка сможет обеспечить принятие экспериментальной 
гипотезы, а меньшая – нет. 
Пример 2.9 (сопоставление экспериментального распределения с 
теоретическим): 
Среди учащихся 9-х классов был проведен опрос с целью выясне-
ния, какая из четырех школьных дисциплин им нравится больше: исто-
рия, математика, физика или биология. Общее число опрошенных со-
ставило 75 человек. Результаты опроса приведены в таблице. Видно, 
что историю указали в два раза больше учащихся, чем математику и фи-
зику. Можно ли утверждать, что зафиксировано достоверное различие в 
предпочтениях? 
Комментарий: если бы предпочтения отсутствовали, то в среднем каж-
дую из дисциплин указали бы ¼ часть учащихся, т.е. реализовалось 
бы равномерное распределение испытуемых по четырем возможным 
градациям; результаты опроса на первый взгляд отличаются от рав-
номерного распределения – проверить, достоверно ли это, можно с 
помощью критерия Пирсона, поскольку выполнены условия его при-
менимости. 
H0: Отсутствует достоверное отличие распределения предпочтений 
учебных дисциплин у учащихся от равномерного. 
H1: Распределение предпочтений достоверно отличается от равно-
мерного. 
Вариант решения задачи с помощью MS Excel: 
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1) заготовить таблицу с колонками «№», «Градация», «niэ», «(niэ)^2»; в 




 A B C D E F G H I 
1 № Градация niэ (niэ)^2      
2 1 История 27 729  g =  4  = 3 
3 2 Математика 14 196  (X^2)эксп= 6,867   
4 3 Физика 13 169      
5 4 Биология 21 441  (X^2)кр = 7,815 p <= 0,05 
6   75 1535      
7      (X^2)эксп < (X^2)кр  
8      Принимается H0 
9          
2) найти суммы значений в колонках C – она равна числу испытуемых; и 
D – это сумма (niэ)
2
; 




вычислить по ней 2эксп (ячейка G3); 
4) число степеней свободы в данной задаче равно 3 (ячейка I2); для  = 
3 и p  0,05 по Таблице 6 (стр. 203) находим          2кр = 7,815; по-
скольку 2эксп < 
2
кр, принимается гипотеза H0 – достоверного от-
личия предпочтений учащихся от равномерного распределения не 
зафиксировано (другими словами, для утверждения, что учащиеся 
предпочитают историю, оснований нет). 
Рассмотрим еще один пример применения критерия Пирсона 
в задаче, где сравниваются две экспериментальные выборки. 
Пример 2.10 (сопоставление двух экспериментальных распределе-
ний): 
Имеются результаты контрольного среза знаний по информатике в 
контрольной и экспериментальных группах по школьной оценочной шкале 
(2-3-4-5); отдельно отслеживалось усвоение теоретических вопросов и уме-
ний решать задачи; данные представлены в таблице. Можно ли утверждать, 
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тальной группах? Поскольку количество испытуемых в каждой из выборок 
выше граничных, критерий Пирсона применим. Проверяемые гипотезы: 
H0: Достоверное различие уровней усвоения информатики в кон-
трольной и экспериментальной группах отсутствует (по-другому: воз-
можные различия уровней признака обусловлены действием случай-
ных факторов и не являются статистически достоверными). 
H1: Уровни усвоения достоверно различаются. 
Комментарий: на самом деле критерий Пирсона проверяет достовер-
ность различия в характере распределений уровня признака по ис-
пытуемым, однако, как указывалось выше, оно будет значимым толь-
ко в том случае, если заметно различаются уровни признаков в со-
поставляемых выборках. 
Вариант решения задачи с помощью MS Excel: 
1) вычисление 2эксп будет производиться по формуле (2.8), поэтому пе-
ред вводом данных в таблицу в обеих группах необходимо подсчи-
тать, сколько испытуемых имеют показатели, соответствующие каж-
дой из установленных градаций; 
2) заготовить макет таблицы и занести исходные данные в по обеим 
группам; в рассматриваемой задаче данные, относящиеся к изуче-
нию теории и к практическим умениям, вводим в разные таблицы 
(поскольку они никак не связаны между собой); 
 A B C D E F G H I 
1 
 











 2 3 2 0,0556 0,0328 5 0,000104  
3 3 20 10 0,3704 0,1639 30 0,001421  
4 4 19 30 0,3519 0,4918 49 0,000400  
5 5 12 19 0,2222 0,3115 31 0,000257  










 2 2 0 0,0370 0 2 0,000686  
8 3 12 10 0,2222 0,1639 22 0,000154  
9 4 24 16 0,4444 0,2623 40 0,000829  
10 5 16 35 0,2963 0,5738 51 0,001510  
11   54 61 1,000 1,000 115 0,003179  
12  = 3 (X^2)кр = 7,815 p <=0,05   
13 Теор. (X^2)эксп= 7,184 Принимается H0  
14 Практ (X^2)эксп= 10,473 Принимается H1  
3) вычисления в таблице производилось по следующим формулам: 
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 ячейка C6: =СУММ(C2:C5) – число испытуемых в контрольной 
группе; аналогично в D6 – число испытуемых в экспериментальной 
группе; 
 столбец E – вычисление частот для контрольной группы: ячейка 
E2: =C2/$C$6; интервал до E5 – автозаполнением; ячейка E6: 
=СУММ(E2:E5) – должна получиться 1 (это контроль правильности 
вычислений); 
 столбец F – вычисление частот для экспериментальной группы: 
ячейка F2: =D2/$D$6; остальное – аналогично столбцу E; 
 столбец G – вычисление ni1 + ni2: ячейка G2: =C2+D2; после авто-
заполнения до G5 суммирование (ячейка G6) должно дать C6+D6 
– суммарное число участников в обеих группах; 
 столбец H – вычисление суммы в формуле (2.8): ячейка H2: =(E2-
F2)^2/G2; в H6: = СУММ(H2:H5); 
 
2
эксп (ячейка E13) находится: =H6*C6*D6. 
4) аналогично организуется обработка данных и проверка корректности 
промежуточных результатов для второй части таблицы («Практика»); 
для нее 
2
эксп получается в ячейке E14; 
5) при заданном количестве градаций (g = 4) число степеней свободы 
 = 3; для значимости p  0,05 
2
кр = 7,815; следовательно, в отно-
шении усвоения теории принимается гипотеза H0; в отношении 
формирования умений решать задачи – H1. 
2.3.3. -критерий Колмогорова-Смирнова 
Критерий предназначен для нахождения точки, в которой на-
копленное отклонение одного распределения от другого оказыва-
ется максимальным (сравниваться могут эмпирическое распреде-
ление с теоретическим, либо два эмпирических), и оценки стати-
стической достоверности этого отклонения. Накопленными откло-
нения (различия) двух распределений называются по той причине, 
что в данном методе производится последовательное сравнение 
частот попадания в первую градацию, затем в первую и вторую, 
далее в первую, вторую и третью и т.д. Если различия между дву-
мя распределениями статистически достоверны, то на каком-то 
шаге накопленное отклонение превысит критическое значение 
(которое, как всегда, определяется по таблице). -критерий Кол-
могорова-Смирнова вычисляется по накопленному отклонению 
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следующим образом: пусть g – число градаций признака, n1 и n2 – 
объемы сопоставляемых выборок, ni1 и ni2 (i = 1…g) – число испы-
туемых, обладающих i-м уровнем признака, соответственно, в 
первой и второй выборках; вычисляются накопленные отклонения 




Далее из всех dj выбирается максимальное:      – это 
наибольшее накопленное отклонение (при этом jm дает точку (но-





Ясно, что чем сильнее различаются распределения, тем боль-
ше будут dm и эксп; при превышении эксп табличного критическо-
го значения различие считается достоверным; в частности, для 
значимости p  0,05 кр = 1,36 (для любого сочетания n1, n2 из об-
ласти применимости метода), следовательно, при эксп  1,36 раз-
личия между распределениями считаются достоверными. 
Важной особенностью применения -критерия является то, 
что таблицу критических значений можно использовать по-
другому – для вычисленного эксп определить статистическую зна-
чимость p, для которой расхождения окажутся достоверными, и 
принять H1 для этой значимости (если это возможно по условиям 
эксперимента). 
При сравнении эмпирического распределения с теоретиче-
ским, n2j вычисляются по формуле (2.4) с учетом замечаний, сде-
ланных в п. 2) на стр. 59. 
Ограничения применимости -критерия Колмогорова-
Смирнова: 
,  ( ... ;  ).
 
     
 
j1 j2
j j 1 0
1 2
n n
d d j 1 g d 0
n n
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1) при сопоставлении двух эмпирических распределений объем 
обеих выборок n1, n2  50; сопоставление эмпирического рас-
пределения с теоретическим возможно при n  5; 
2) градации признака должны быть упорядочены (т.е. использо-
вана порядковая шкала); градации должны обязательно отра-
жать направленное изменение признака, иначе нельзя вести 
речь о закономерном накоплении в различии частот – оно бу-
дет носить случайный характер; если порядок отсутствует, на-
пример, градации различаются по номинативной шкале, следу-
ет применять критерий 2 Пирсона. 
Пример 2.11: 
В качестве иллюстрации применения критерия Колмогорова-
Смирнова воспользуемся данными из примера 2.10 (метод применим, 
поскольку объемы выборок превышают 50 испытаний). Проверяемые ги-
потезы: 
H0: Распределение учащихся по градациям успеваемости в кон-
трольной группе не отличается от распределения в экспериментальной 
группе. 
H1: Распределения в контрольной и экспериментальной группах 
достоверно различаются. 
 A B C D E F G H I 








 2 3 2 0,0556 0,0328 0,0228 0,0228  
3 3 20 10 0,3704 0,1639 0,2064 0,2292  
4 4 19 30 0,3519 0,4918 -0,14 0,0893  
5 5 12 19 0,2222 0,3115 -0,0893 0  










 2 2 0 0,0370 0 0,0370 0,0370  
8 3 12 10 0,2222 0,1639 0,0583 0,0953  
9 4 24 16 0,4444 0,2623 0,1821 0,2775  
10 5 16 35 0,2963 0,5738 -0,2775 0  
11   54 61 1,000 1,000    
12  кр = 1,36 p < 0,05    
13 Теор эксп= 1,23 Принимается H0   
14 Практ эксп= 1,48 Принимается H1   
=H2+G3 
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Вариант решения задачи с помощью MS Excel: 
1) занести данные в таблицу аналогично тому, как это было сделано в 
примере 2.10, включая колонки с расчетом частот; в соответствующих 
ячейках колонки G вычислить разности частот; 
2) в колонку H занести формулы для вычисления значений dj (2.9); в 
H2: =H1; в H3: H2+G3 – дальше – автозаполнением; из полученных 
значений выбирается наибольшее; 
3) эксп в ячейке D13 вычисляется по формуле (2.10):  
=МАКС(H2:H5)*КОРЕНЬ(C6*D6/(C6+D6)); аналогично в ячейке D14 
вычисляется значение эксп, относящееся к усвоению практических 
умений; 
4) точки максимальных накопленных различий: для теории 0,2292 
(ячейка H3) и соответствует отметке (градации) 3; для практики – 
0,2775 (ячейка H9) и соответствует отметке 4; непосредственно для 
заключения о достоверности различий эти данные не требуются, од-
нако, они могут быть весьма полезны в сочетании с другими стати-
стическими критериями, например, -критерием Фишера; 
5) по Таблице 7 (стр. 205) для значимости p  0,05 находим кр = 1,36; 
для практических умений эксп > кр, следовательно, для значимости 
0,05 принимается экспериментальная гипотеза; для усвоения теории 
эксп = 1,227 – это дает основание отклонить H1, однако, как указыва-
лось выше, по таблице критических значений можно найти значи-
мость, для которой полученное значение превысит критическое – в 
рассматриваемом примере оно равно 0,10 – это означает, что в от-
ношении усвоения теории различия распределений в контрольной и 
экспериментальной группах можно считать достоверными со значи-
мостью p  0,10. 
Комментарий: как показано в примере 2.10, по критерию Пирсона раз-
личия между контрольной и экспериментальной группами в усвоении 
практических умений следует считать достоверными, а теории – нет; 
-критерий Колмогорова-Смирнова, не меняя результата в отноше-
нии практики, в отношении теории дает более тонкое заключение: 
различия недостоверны для значимости 0,05, однако, становятся 
достоверными для p  0,10 – исследователь получает возможность 
решить, насколько такая значимость приемлема для его эксперимен-
та. 
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2.3.4. Проверка связанности классификаций 
Рассмотренные в п. 2.3.2. и 2.3.3. методы позволяют в двух 
выборках сопоставить распределение одного и того же признака 
по одинаковому для обеих выборок набору градаций. Можно счи-
тать, что производится сопоставление классификаций по одному 
(единственному) признаку в двух выборках. Достаточно часто в 
педагогических исследованиях можно встретить иную постановку: 
имеется одна выборка испытуемых, но к ней применимы две клас-
сификации по различным признакам. В общем случае эти призна-
ки могут быть измерены по любой шкале, включая номинативную; 
число градаций признаков также ничем не ограничено. Например, 
учащиеся могут быть классифицированы по успеваемости по ли-
тературе (первый признак; измерен по шкале порядка) и по поло-
вому признаку (второй признак, номинативный). В подобных си-
туациях правомерен вопрос: являются ли эти две классификации 
независимыми или между ними существует достоверная связь (на-
пример, одинаково ли успевают по литературе мальчики и девоч-
ки)? Можно усилить вопрос: если достоверная связь имеется, то 
какова ее интенсивность? Как получить ответ на вторую часть во-
проса мы обсудим позднее (см. п. 2.5.3.), однако, в любом случае 
сначала необходимо установить, имеется ли достоверная связь 
между двумя классификациями. 
Подход к решению состоит в следующем: пусть классифика-
ционный признак A имеет k градаций, а признак B – m градаций. 
Какова вероятность того, что некоторый испытуемый имеет сочета-
ние признаков {ai,bj}? В теории вероятностей показывается, что ес-
ли A и B независимы, т.е. ни один из возможных исходов A (та или 
иная градация A) не оказывает влияния на исход B (появление опре-
деленной градации B), то вероятность реализации указанного выше 
сочетания (совместного появления двух независимых исходов) рав-
на: 
pij = p(ai)p(bj).           (2.11) 
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Следовательно, если мы найдем возможность по эксперименталь-
ным материалам определить вероятности появления каждого значе-
ния ai (i = 1, …, k) и bj (j = 1, …, m) в обследованной выборке, а так-
же вероятности реализации всех их сочетаний, то при выполнении 
условия (2.11) для всех пар ij можно сделать вывод о независимости 
признаков. Очевидно, справедливо и обратное утверждение: если 
условие (2.11) не будет выполняться хотя бы для каких-то сочета-
ний, признаки нельзя считать независимыми, т.е. они между собой 
связаны. 
Поскольку в эксперименте мы имеем дело с конечной по объе-
му выборкой, наилучшей заменой вероятностей будут частоты по-
явления тех или иных признаков. Для удобства вычисления этих 
частот исходные данные – количества испытуемых, обладающих 
всеми возможными сочетаниями признаков – нужно разместить по 
клеткам таблицы размером (k + 1)(m + 1); в дополнительную стро-
ку внизу и в столбец справа заносятся соответствующие суммы по 
строкам и столбцам. В ячейках таблицы nij означает количество ис-






   A 
b1 b2 … bm 
 по 
 столбцам 
a1 n11 n12 … n1m n1b 
a2 n21 n22 … n2m n2b 
… … … … …  
ak nk1 nk2 … nkm nkb 
 по 
 строкам 
na1 na2 … nam n 
1 1 1 1
,      ,     . 
   
    
m k k m
ib ij aj ij ij
j i i j
n n n n n n
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После перехода к частотам исходная таблица окажется преоб-
разованной следующим образом: 
B 
   A 
b1 b2 … bm 
 по 
 столбцам 
a1 f11 f12 … f1m f1b 
a2 f21 f22 … f2m f2b 
… … … … …  
ak fk1 fk2 … fkm fkb 
 по 
 строкам fa1 
fa2 … fam 1 
Построенная таким образом таблица называется таблицей со-
пряженности. 
Проверяемые гипотезы: 
H0: Классификации признаков независимы. 
H1: Между признаками существует достоверная связь. 
Если каждую из строк таблицы сопряженности считать вы-
боркой с распределением по признаку B, то, по сути, мы должны 
проверить совпадение (или несовпадение) характеров распределе-
ния испытуемых не для двух, как было ранее, а для k выборок. Для 
этого можно воспользоваться 2-критерием Пирсона, построив 
обобщение формулы (2.8). Как уже отмечалось, с практической 
точки зрения удобнее иметь дело не с частотами, а с первичными 
данными о количествах испытуемых (nij). Не вдаваясь в математи-






















f ;    f ;    f
n n n
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Можно показать, что при m = 2 (два столбца – «контрольная 
группа» и «экспериментальная группа») формула (2.12) переходит 
в (2.8). Для оценки достоверности необходимо воспользоваться 
таблицей критических значений для критерия 2 (Таблица 6 При-
ложения); при этом число степеней свободы вычисляется сле-
дующим образом:   = (k – 1)(m – 1). Как всегда, если экспери-
ментальное значение критерия превысит критическое, принимает-
ся H1. 
Пример 2.12 (оценка связанности двух классификаций): 
Имеются данные о результатах голосования по четырем кандида-
там (А, Б, В и Г) в трех категориях избирателей («работающие с высшим 
образованием», «работающие без в/о», «пенсионеры»). Можно ли ут-
верждать, что у различных категорий избирателей имеются предпочте-
ния к тому или иному кандидату? 
Проверяемые гипотезы: 
H0: Классификации по категории избирателя и выбранному канди-
дату независимы. 
H1: Существует достоверная связь между категорией избирателя 
и кандидатом. 
Вариант решения задачи с помощью MS Excel: 
1) согласно условию, k = 4, m = 3; нужно заготовить таблицу размером 
(k + 2)(m + 2); в ячейки первого столбца и верхней строки вводятся 
названия градаций A и B; далее заносятся данные о количестве ис-
пытуемых с соответствующими градациями обоих признаков (nij); 
 A B C D E F G H 
1 







   
2 Канд. А 2 84 12 98 0,0010 0,6606 0,0249 
3 Канд. Б 20 12 16 48 0,2033 0,0275 0,0904 
4 Канд. В 4 10 26 40 0,0098 0,0229 0,2864 
5 Канд. Г 15 3 5 23 0,2386 0,0036 0,0184 
6  по столб. 41 109 59 209 0,4526 0,7146 0,4202 
7        1,5874 
8 X^2= 122,76    0,5874 
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2) в ячейках E2:E5 вычисляются суммы по строкам, в B6:E6 – по столб-
цам (очевидно, в E6 окажется общее количество испытуемых (изби-
рателей); 
3) в ячейку F2 заносится формула: =B2^2/(B$6*$E2), затем, пользуясь 
автозаполнением, нужно скопировать эту формулу на весь блок 
F2:H5; после этого нужно просуммировать значения в каждом из 
столбцов F, G и H (результаты приведены в ячейках F6:H6); в ячейке 
H7 вычисляется: = СУММ(F6:H6), а в H8: = H7 – 1 (значение скобки в 
формуле (2.12)); остается умножить эту величину на общее число 
испытуемых из E6 – результат (значение 
2
) в ячейке C8: = H8*E6; 
4) осталось проверить достоверность полученных значений: даже не об-
ращаясь к таблице критических значений 
2 
видно, что полученное 
экспериментально значение весьма велико и намного превысит крити-
ческое; действительно, поскольку       k = 4, а m = 3, число степеней 
свободы  = (4 – 1)(3 – 1) = 6; 
2
кр = 12,592 (для p  0,05); таким обра-
зом, связь классификаций достоверна и, следовательно, принимает-
ся экспериментальная гипотеза. 
Комментарий (1): Если классификации оказываются связанными (зави-
симыми), рассмотренный метод позволяет проверить достоверность 
связи, но не выявляет ни ее интенсивности, ни направленности, ни 
характера. Развитием данного метода являются методы корреляци-
онного и регрессионного анализа, которые будут рассмотрены ниже. 
Комментарий (2): Полученное непривычно большое значение 
2
эксп (мно-
гократно превышающим критическое) связано с тем, что обрабаты-
валась значительная статистическая выборка; при умеренных вы-
борках 30-50 испытуемых экспериментальные значения критерия 
Пирсона становится вполне традиционными. 
2.4. Многофункциональные критерии 
2.4.1. Понятие многофункционального критерия 
Многофункциональными называются статистические крите-
рии, которые могут быть использованы при решении нескольких 
(различных) типов задач. Их универсальность состоит в следую-
щем: 
 исходные данные могут быть измерены по любой шкале, 
включая номинативную; 
 выборки могут быть как связанными, так и независимыми; 
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 методы применимы даже при небольших по объемам выборках 
– начиная с 5-ти испытуемых; 
 методы применимы при решении задач сопоставления уровней 
исследуемого признака, сдвигов признака и сравнения распре-
делений. 
К числу многофункциональных относится -критерий Фишера 
(который часто называется также угловым преобразованием Фише-
ра), а также биноминальный m-критерий.    -критерий применяет-
ся для двух выборок испытуемых; m-критерий – в тех случаях, 
когда имеется лишь одна выборка. 
Идея методов состоит в том, что сначала выделяется некое 
критериальное значение исследуемого признака, а затем в сопос-
тавляемых выборках выявляется доля испытуемых, удовлетво-
ряющих критерию («есть эффект»), и тех, которые критерию не 
удовлетворяют («нет эффекта»). Примерами эффектов могут 
быть: 
 значение качественно определяемого признака, например со-
гласие или несогласие с каким-либо утверждением; отнесен-
ность к некоторой группе людей и т.п.; 
 определенный уровень количественно измеренного признака, 
например, получение оценки, превосходящей проходной балл; 
решение задачи менее чем за 5 минут; выполнение норматива 
(например, спортивного), заданного каким-либо физическим 
параметром (время, длина, масса) или количеством повторов и 
т.п.; 
 определенное соотношение значений или уровней исследуемо-
го признака, например, предпочтение одной из двух возможно-
стей; преобладание положительных сдвигов над отрицатель-
ными и т.п. 
После сведения исходных данных к альтернативе «есть эф-
фект» – «нет эффекта» подсчитываются доли испытуемых, харак-
теризующихся каждой из категорий, и производится их сопостав-
ление. В биноминальном        m-критерии сопоставление долей в 
имеющейся единственной выборке производится с теоретически-
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ми или предполагаемыми долями. Сопоставление может состоять 
в сравнении долей у независимых выборок, определении сдвига 
долей в выборках связанных, а также в сравнении распределений 
долей в выборках. 
Поскольку многофункциональные критерии основаны на аль-
тернативе «есть эффект» – «нет эффекта», они не могут полностью 
заменить другие методы (в том числе рассмотренные выше), пре-
дусматривающие возможность использования большего числа 
градаций признака и, соответственно, позволяющие отслеживать 
более тонкие нюансы изменений признака в исследуемых выбор-
ках. По-видимому, областью применимости многофункциональ-
ных критериев (в первую очередь – критерия Фишера) следует 
считать задачи, в которых другие методы неприменимы (напри-
мер, из-за выхода за допустимые объемы выборок), либо их при-
менение неэффективно (например, при наличии всего двух града-
ций признака), либо они оказываются весьма громоздкими в мате-
матическом отношении. Многофункциональные критерии оказы-
ваются также весьма полезны в сочетании с другими критериями. 
Более подробно будет рассмотрен -критерий Фишера, по-
скольку он обладает высокой универсальностью, а также в нем от-
сутствует верхняя граница объема выборки. 
2.4.2. -критерий (угловое преобразование) Фишера 
Критерий Фишера предназначен для сопоставления двух вы-
борок (независимых или связанных) по частоте встречаемости ин-
тересующего исследователя эффекта. Он позволяет оценить дос-
товерность различия между долями обеих выборок, в которых эф-
фект проявился. 
Проверяемые гипотезы: 
H0: Доля испытуемых, у которых проявился исследуемый эф-
фект, в выборке 1 не больше, чем в выборке 2. 
H1: Доля испытуемых, у которых проявился исследуемый 
эффект, в выборке 1 больше (меньше), чем в выборке 2. 
-критерий Фишера называется угловым преобразованием 
Фишера, поскольку в нем исходная доля, нормированная на еди-
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ницу (P), переводится в величину угла, нормированного на вели-
чину  = 3,14… по формуле 
(2.13) 
Другими словами, доле «есть эффект» ставится в соответствие 
угол в интервале от 0 до 180; сопоставление долей в двух выбор-
ках становится эквивалентным сравнению углов 1 и 2, что имеет 







По экспериментальным данным для сопоставляемых выборок 
определяются P1 и P2, по ним вычисляются углы 1 и 2, а затем 
находится экспериментальное значение    -критерия: 
 
   ,    (2.14) 
 
где n1 и n2 – объемы выборок. В формулу (2.14) входит модуль 
разности углов с тем, чтобы можно было бы не задумываться о 
том, какой из углов больше (-критерий – величина положитель-
ная). 
Ясно, что чем сильнее отличаются исходные доли P1 и P2, тем 
больше разность углов 1 и 2 и, следовательно, большим оказы-
вается значение эксп. Далее, как и в других методах, необходимо 
обратиться к таблице критических значений (Таблица 8 Приложе-
ния), данные которой можно использовать двояко: 
 по полученному значению эксп определить соответствующий 
ему уровень значимости p и далее решить, насколько он при-
емлем; 
 найти значение кр для требуемого уровня значимости (напри-
мер, p  0,05) и сравнить с ним эксп; если   эксп  кр, прини-













  76 
мается экспериментальная гипотеза; в противоположном слу-
чае она отвергается. 
Ограничения применимости -критерия Фишера: 
1) ни одна из сопоставляемых долей не должна быть равна 0; 
2) верхняя граница объема выборки отсутствует; нижние границы 
устанавливаются в соответствии со следующими правилами: 
 n1 = 2, n2  30; 
 n1 = 3, n2  7; 
 n1 = 4, n2  5; 
 при n1, n2  5 возможны любые сопоставления. 
Рассмотрим ряд примеров, в которых -критерий Фишера 
применяется для решения задач разных типов. 
Пример 2.13 (сопоставление выборок по признаку, измеренному по 
шкале наименований)4: 
В двух группах студентов была предложена для решения некоторая 
задача. В первой группе из 25 человек с ней справились 10; во второй – 
из 20 человек справились 12. Можно ли считать, что доля выполнения во 
второй группе достоверно превышает долю в первой? 
Комментарий: основание для такого предположения, безусловно, есть, 
поскольку доля выполнения в первой группе составляет 10/25 = 0,4, 
а во второй – 12/20 = 0,6; таким образом, доли выполнения отлича-
ются в 1,5 раза. 
Возможных градаций всего две – «решил» – «не решил» – и они из-
мерены по номинативной шкале, вполне уместно воспользоваться -
критерием Фишера; объемы выборок превышают граничные значения, 
следовательно, метод применим. Поскольку нас интересует доля спра-
вившихся с задачей, вполне естественно приписать признак «есть эф-
фект» тем студентам, которые задачу решили. 
Проверяемые гипотезы: 
H0: Доля студентов, справившихся с задачей во второй группе, 
статистически не отличается от доли решивших задачу из первой груп-
пы. 
H1: Доля решивших задачу во второй группе достоверно выше, чем 
в первой. 
Вариант решения задачи с помощью MS Excel: 
                                                 
4
 Пример позаимствован из книги Е.В. Сидоренко [14, с.161]. 
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1) подготовить форму 4-х-польной таблицы; занести данные в колон-
ки «Группа», «ni» (число испытуемых в группе), «Есть эффект» 
(число испытуемых, продемонстрировавших эффект); 
 
 A B C D E F G H I 




    
2 1 25 10 0,4 1,369  эксп = 1,34  
3 2 20 12 0,6 1,772  кр = 1,64  
4        
5 эксп < кр – принимается H0  
6 H1 может быть принята при p  0,09  
2) в ячейки D2 и D3 занести формулы для вычисления значений Pi; в 
ячейки E2 и E3 – формулы расчета углов (2.13); в H2 – формулу 
(2.14); 
3) по Таблице 8 (стр. 206) для значимости p  0,05 находим   кр = 1,64; 
следовательно, эксп < кр – экспериментальная гипотеза отклоня-
ется – достоверное отличие в доле справившихся с задачей в груп-
пах отсутствует (несмотря на отличие долей в полтора раза!); по 
той же таблице можно определить, что для полученного значения эксп 
экспериментальная гипотеза может быть принята для значимости p  
0,09. 
Пример 2.14 (сопоставление выборок по признаку, измеренному 
количественно): 
В двух группах учащихся проведено тестирование по математике с 
оценкой по 100-балльной шкале. Уровень повышенной оценки установ-
лен в 60 баллов. В первой группе из 27 человек более 60 баллов набра-
ли 15 человек, во второй группе – 8 из 25. Можно ли утверждать, что в 
первой группе доля повышенных оценок достоверно превышает долю во 
второй группе? Проверяемые гипотезы: 
H0: Доля учащихся, получивших повышенную оценку в первой 
группе, не отличается от доли повышенных оценок во второй группе. 
H1: Доля повышенных оценок в первой группе достоверно выше, 
чем во второй. 
Поскольку использованы всего две градации – «набрал более 60 
баллов» и «не набрал», удобно воспользоваться критерием Фишера – 
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1 27 15 0,556 1,682 эксп =1,73; кр = 1,64 для p  0,05 
2 25 8 0,320 1,203 эксп > кр – принимается H1 
Таким образом, то, что доля повышенных оценок в первой группе 
превышает долю во второй, является статистически достоверным. 
Пример 2.15 (сопоставление выборок по распределению признака, 
измеренного количественно): 
Имеются результаты выполнения двух контрольных работ, прове-
денных в обследованной группе учащихся в различное время. Данные 
приведены в таблице. Можно ли утверждать, что в первой контрольной 
работе доля учащихся, получивших «крайние» отметки (2 и 5) достовер-
но выше, чем во второй? 
Проверяемые гипотезы: 
H0: Доля учащихся, получивших крайние отметки в первой кон-
трольной работе, не выше, чем во второй. 
H1: Доля учащихся, получивших крайние отметки в первой кон-
трольной работе, значимо выше, чем во второй. 
Результаты контрольных работ: 
  Отметки 
№ КР Число уч-ся 2 3 4 5 
1 26 4 5 7 10 
2 26 1 8 10 7 







1 26 14 0,538 1,648 эксп =1,70; кр = 1,64 для p  0,05 
2 26 8 0,308 1,176 эксп > кр – принимается H1 
Пример 2.16 (применение -критерия Фишера в сочетании с -
критерием Колмогорова-Смирнова): 
Имеются результаты тестирования по русскому языку в двух груп-
пах – контрольной (КГ) и экспериментальной (ЭГ); данные приведены в 
таблице. Можно ли утверждать, что экспериментальная группа в целом 
продемонстрировала достоверно более высокий уровень прохождения 
теста? 






















КГ 1 0 4 3 15 16 10 8 1 0 
ЭГ 0 1 3 2 4 11 18 12 5 1 
Комментарий (1): на первый взгляд, данные свидетельствуют о том, что 
в экспериментальной группе доля учащихся с высокими суммами 
баллов выше, чем в контрольной; однако, обработка данных с ис-
пользованием 
2
-критерия Пирсона (см. п. 2.3.2) дает следующие ре-
зультаты: 
2
эксп = 16,38 при      
2
кр = 19,92 (для p  0,05), т.е. различия 
в распределениях нельзя считать достоверными. Попробуем иной 
подход: сначала, используя -критерий Колмогорова-Смирнова, вы-
явим то значение в градациях признака (суммы баллов), в которой 
расхождение распределений максимально – Qmax; далее будем счи-
тать, что «эффект есть», если показатель учащегося оказался не 
меньше Qmax; подсчитаем доли выборок, выполним угловое преобра-
зование и применим критерий Фишера. 
Применение -критерий Колмогорова-Смирнова по схеме, описан-
ной в примере 2.11 (п. 2.3.3), показывает, что максимальная накопленная 
разность частот в распределениях для экспериментальной и контроль-
ной выборок равно 0,226 и оно достигается для градации «51-60 балл» 
(т.е. Qmax= 51). Теперь сформулируем гипотезы: 
H0: Доли учащихся в контрольной и экспериментальной группах, 
набравших более 51 балла, значимо не различаются. 
H1: Доли учащихся, набравших более 51 балла, достоверно разли-
чаются в контрольной и экспериментальной группах. 
Комментарий (2): другими словами, мы проверяем не просто различие 
двух распределений, а расхождение в долях выборок, попадающих в 
«высокобалльную» часть распределений, начиная с Qmax. 
Подсчитав число учащихся в обеих группах с Q  Qmax и реализовав 






КГ 58 35 0,603 1,779 эксп =2,61; кр = 1,64 для p  0,05 
ЭГ 56 46 0,821 2,269 эксп > кр – принимается H1 
Таким образом, можно считать доказанным, что в эксперименталь-
ной группе доля учащихся, набравших в тесте более 51 балла, значимо 
выше, чем в группе контрольной. 
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Комментарий (3): рассмотренный пример показывает, как применение 
сочетания двух статистических методов позволяет «вытянуть» экс-
периментальную гипотезу (правда, в несколько иной формулировке), 
отклоненную по критерию Пирсона. 
2.5. Методы корреляционного анализа 
2.5.1. Постановка задачи 
Во всех предыдущих задачах в ходе исследования отслежива-
лось изменение одного критериального признака в одной или не-
скольких выборках испытуемых; рассмотренные методы позволя-
ют проверить достоверность его изменения. Однако эксперимент 
может быть поставлен так, что в нем у каждого испытуемого из 
некоторой выборки фиксируется два признака (например, A и B). 
Если оба эти признака в ходе исследования изменились, то перед 
исследователем встает вопрос: закономерен ли характер совмест-
ного изменения признаков или нет? Согласованное изменение 
возможно только в том случае, если A и B связаны между собой; 
несогласованное – если они независимы. Независимость парамет-
ров означает, что значение A никоим образом не связано со значе-
ниями B и наоборот. Например, цвет глаз учащегося и его отметка 
по литературе. Однако в целом ряде случаев A и B могут быть ме-
жду собой связаны и изменяться согласованно. 
При существовании согласованного изменения двух или более 
признаков говорят о существовании между ними корреляцион-
ной связи. 
Возможны два типа связи между двумя величинами. В первом 
случае B может являться результатом A (или наоборот) – тогда A 
называется причиной, B – следствием, а связь – причинно-
следственной. Например, повышение спортивных показателей яв-
ляется следствием большего числа тренировок. Во втором вариан-
те A и B между собой не связаны как причина и следствие, но они 
являются различными следствиями одной и той же причины Z (за-
частую неизвестной исследователю). 
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Если показатели измерены с помощью количественных шкал, 
то связь между ними может быть описана как функциональная: 
причина является аргументом, следствие – функцией. Функцио-
нальные связи бывают детерминистскими, когда одному значе-
нию аргумента соответствует единственное и строго определенное 
значение функции; альтернативный вариант – вероятностная 
(стохастическая) связь – одному значению аргумента соответству-
ет некоторое множество значений функции – случайных величин, 
распределенных возле некоторого значения. 
Таким образом, доказательство существование зависимости 
между двумя измеряемыми признаками распадается на три этапа: 
 установить степень согласованности изменения признаков в 
некоторой выборке; 
 доказать, что это согласованное изменение является статисти-
чески достоверным; 
 в случае достоверного согласованного изменения попытаться 
выявить причинно-следственные связи (т.е. установить, какая из 
переменных может изменяться независимо, а какая ею опреде-
ляется). 
Для решения третьей задачи используются рассмотренные вы-
ше методы, позволяющие выявить тенденции (критерий Джонкира 
– п. 2.1.3. и критерий Пейджа – п. 2.2.4.), либо дисперсионные ана-
лиз, описанный ниже (п. 3.4.). 
Первые же две задачи решаются посредством корреляционно-
го анализа. В нем не делается никаких предположений относи-
тельно того, какой параметр выступает в качестве причины, а ка-
кой – в качестве следствия; формально можно считать, что имеют-
ся два набора величин (признаков), характеризующих некоторую 
выборку испытуемых (или испытаний), и мы выясняем, в какой 
степени эти величины между собой связаны. Количественной ме-
рой тесноты связи между признаками служит коэффициент корре-
ляции – r; модуль r нормирован на 1: при r = 0 два сопоставляемых 
признака являются полностью независимыми; r = 1 только при 
строго детерминированной связи между признаками; в общем слу-
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чае, модуль r принимает промежуточное между 0 и 1 значение, 
причем, чем ближе коэффициент корреляции к 1, тем более силь-
ной следует считать корреляционную связь. 
Качественная оценка интенсивности корреляционных связей 
может производиться в соответствии со шкалой Чеддока [10, 
с.252]: 
Интенсивность связи |r| 
Слабая 0,1  0,29 
Умеренная 0,3  0,49 
Заметная 0,5  0,69 
Высокая 0,7  0,89 
Весьма высокая 0,9  0,99 
В работе Т.Е. Климовой предлагаются несколько иные града-
ции интенсивности корреляционной связи: r = 0 – нет связи; 0 < 
|r| < 0,3 – связь практически отсутствует;     0,3 < |r| ≤ 0,5 – сла-
бая связь; 0,5 < |r| ≤ 0,7 – умеренная связь; 0,7 < |r| ≤ 0,9 – 
сильная связь; 0,9 < |r| < 1 – очень сильная связь; |r| = 1 – стро-
гая связь5 [7, с.12]. 
Если модуль коэффициента корреляции характеризует интен-
сивность связи, то его знак показывает ее направление. Положи-
тельной или прямой считается связь с r > 0 – в этом случае более 
низким значениям одного признака соответствуют более низкие 
значения другого, а более высоким – более высокие. Связь счита-
ется отрицательной или обратной (r < 0), если наиболее низким 
значениям одного признака соответствуют наиболее высокие зна-
чения другого и наоборот. Например, r = – 0,85 свидетельствует о 
существовании сильной обратной связи между исследуемыми 
признаками. 
                                                 
5
 Автором она названа «функциональная», однако, на наш взгляд, в данном 
случае такое название не вполне корректно– как было объяснено выше, функ-
циональная связь предполагает выделение одного признака в качестве аргумен-
та, а другого – функции, чего в корреляционном анализе не требуется. 
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Поскольку величина коэффициента корреляции определяется 
для некоторой выборки, приписывать эту величину всей генераль-
ной совокупности можно только в том случае, если доказана его 
статистическая достоверность, которая, в свою очередь, зависит от 
объема выборки. В частности, чем больше объем выборки, тем при 
меньшем значении r корреляция может быть признана достовер-
ной. Как всегда, для проверки достоверности применяются стати-
стические критерии. По достоверности корреляционные связи 
подразделяются следующим образом: 
высоко достоверная корреля-
ция 
при r, соответствующем p  0,01 
достоверная корреляция при r, соответствующем p  0,05 
тенденция достоверной связи при r, соответствующем p  0,10 
незначимая корреляция при r, не достигающем прием-
лемого уровня статистической 
значимости 
Таким образом, сильной и достоверной следует считать кор-
реляцию с модулем r > 0,7 и уровнем значимости   p  0,05. Если 
установлена умеренная, но достоверная корреляция, это означает, 
что связь между показателями имеется, но помимо рассматри-
ваемых, существуют какие-то не учитываемые факторы, влияю-
щие на соотношение показателей. 
Для вычисления коэффициента корреляции и проверки его 
статистической достоверности применяются различные методы в 
зависимости от того, с каким экспериментальным материалом 
имеет дело исследователь. В частности, в зависимости от шкал из-
мерения признаков A и B выбор метода расчета коэффициента 
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Шкала 
B 
     A 
Номинативная Порядковая Интервальная 
Номинативная 1, 2, 3, 4 3, 4, 5, 7 6 
Порядковая 3, 4, 5, 7 8, 9 ** 
Интервальная 6 * 10 
Обозначение методов: 
1 – коэффициент ассоциации Юла; 
2 – коэффициент контингенции Пирсона; 
3 – коэффициент взаимной сопряженности Пирсона; 
4 – коэффициент взаимной сопряженности Чупрова; 
5 – коэффициент рангово-биссериальной корреляции; 
6 – коэффициент точечной биссериальной корреляции 
7 – коэффициент ранговой корреляции Гудмена; 
8 – коэффициент ранговой корреляции Спирмена; 
9 – коэффициент ранговой корреляции Кенделла; 
10 – коэффициент линейной корреляции Пирсона. 
* – ранжировать значения A и применить методы 8 или 9; 
** – ранжировать значения B и применить методы 8 или 9. 
Все перечисленные методы позволяют выявлять существова-
ние парных корреляций, т.е. связи между двумя признаками. На-
ряду с ними существуют методы многофакторного корреляцион-
ного анализа, исследующие связи нескольких (более двух) призна-
ков. В данном разделе мы обсудим только непараметрические ме-
тоды, относящиеся к парным корреляциям; параметрический кор-
реляционный анализ будет рассмотрен в главе 3. 
2.5.2. Коэффициент ассоциации Юла, коэффициент 
контингенции Пирсона 
В простейшем варианте организации педагогических измере-
ний может существовать два альтернативных качественных при-
знака (A и B) (т.е. у испытуемого может реализоваться только один 
из двух), каждый из которых принимает лишь два возможных ка-
чественных значения (a1 и a2, b1 и b2). Значения измерены с помо-
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щью номинативных шкал. Таким образом, все испытуемые могут 
быть разделены на четыре категории, в которых реализовались 
разные сочетания: {a1,b1}; {a1,b2}; {a2,b1}; {a2,b2}. Можно подсчи-
тать количество испытуемых, попавших в каждую категорию nij (i 
= 1, 2; j = 1, 2). Исходные данные обычно заносят в 4-х-польную 
таблицу вида: 
 b1 b2 
a1 n11 n12 
a2 n21 n22 
Ясно, что n11 + n12 + n21 + n22 = n – общему числу испытуемых 
(объему выборки). 
Корреляция между альтернативными признаками, измерен-
ными по дихотомической номинативной шкале, может быть коли-
чественно описана с помощью коэффициента ассоциации Юла (Q) 
или коэффициента контингенции Пирсона (Kk). 








Для проверки достоверности корреляции вычисляется стати-
стическая значимость: 
(2.17) 
Корреляционная связь будет считаться достоверно сущест-
вующей со статистической значимостью p при выполнении усло-
вия: 
 
где находится по Таблице 9 Приложения, причем значение Zкр выби-
рается для аргумента p/2. Например, при значимости p ≤ 0,05 необ-
ходимо выбирать значение Zкр(0,025) = 1,96. 
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Из выражений (2.15) и (2.16) видно, что при фиксированных 
nij всегда |Kk| < |Q|, т.е. коэффициент контингенции дает более ос-
торожную оценку интенсивности связи. Видно также, что если хо-
тя бы одно из четырех значений nij окажется равным 0, Q = 1, что 
является завышенной оценкой силы связи – в этом случае необхо-
димо пользоваться только Kk. 
Пример 2.17: 
Имеются данные о пропусках учащимися занятий и результатах 
сдачи ими зачета Можно ли утверждать, что имеется связь между про-
пусками и результатами сдачи? 
Проверяемые гипотезы: 
H0: Значимая корреляция между показателями отсутствует. 
H1: Существует достоверная корреляция между показателями. 
Вариант решения задачи с помощью MS Excel: 
1) заготовить 4-х-польную таблицу, заполнить ячейки с данными о со-
ответствующих количествах учащихся; 
2) в ячейках E3 и E4 вычисляются суммы по строкам, в C5 и D6 – по 
столбцам; в E5 – «сумма сумм» – общее количество учащихся; 
3) в C7 занесено выражение, соответствующее формуле (2.15): 
=(C3*D4–C4*D3)/(C3*D4+C4*D3); в ячейку E7 по (2.15): 
=C7*КОРЕНЬ(E5); аналогично в C8 и E8 занесены выражения, соот-
ветствующие (2.16) и (2.17) для Kk; 
 A B C D E F 
1   Результаты   
2 














< 20 % 12 2 14  
4 >=20% 3 7 10  
5   15 9 24  
6       
7  Q = 0,867 Zэксп= 4,25  
8  K = 0,567 Zэксп= 2,78  
4) по Таблице 9 (стр. 207) для p ≤ 0,05 находим: Zкр(0,025) = 1,960; по-
скольку для обоих методов Zэксп > Zкр, принимается экспериментальная 
гипотеза: между пропусками занятий и результатами сдачи имеется 
достоверная корреляционная связь сильная по коэффициенту ассо-
циации Юла и заметная по коэффициенту контингенции Пирсона; то, 
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что связь не оказывается очень сильной свидетельствует о сущест-
вовании каких-то неучтенных факторов. 
2.5.3. Коэффициенты взаимной сопряженности Пирсона и 
Чупрова 
При вычислении коэффициентов взаимной сопряженности 
исходные данные могут быть измерены с использованием шкал 
наименований, шкал порядка или любых их сочетаний (например, 
A – по шкале наименований, B – шкале порядка). Количество гра-
даций каждого из показателей должно быть не менее трех. 
Мы возвращаемся к задаче о связи двух классификаций при-
знаков, рассмотренную в п. 2.3.4. Использование формулы (2.12) 
для расчета величины 2 -критерия Пирсона позволило проверить 
достоверность связи. Методы корреляционного анализа дают воз-
можность количественно оценить ее интенсивность, а также на-
правленность. Для этого применяются коэффициенты взаимной со-
пряженности К. Пирсона (P) и А.А. Чупрова (C), которые вычис-





Идея подсчетов этих коэффициентов в том, что при полном 
отсутствии корреляции между A и B в каждой градации B (значе-
ния в столбцах – см. таблицу nij из п. 2.3.4.) характер распределе-
ния по градациям признака A будет одинаков (статистически не-
различим). И, наоборот, при наличии корреляции между значе-
ниями A и B распределения в столбцах должны различаться тем 
значительнее, чем сильнее связь. Таким образом, расчет 2 по 
формуле (2.12) в данном методе позволяет, с одной стороны, вы-
числить коэффициенты сопряженности, характеризующие интен-
сивность корреляционной связи и, с другой стороны, оценить ее 
достоверность, воспользовавшись таблицей критических значений 
для критерия 2 (Таблица 6 Приложения); при этом число степеней 
2 2
2







n n k m
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свободы вычисляется следующим образом:  = (k – 1)(m – 1). По-
видимому, разумным представляется следующий порядок дейст-
вий: по экспериментальным данным построить таблицу сопряжен-
ности для nij; по формуле (2.12) вычислить 
2
 и сравнить с крити-
ческим; если связь окажется достоверной, вычислять коэффициен-
ты сопряженности по формулам (2.18). 
Пример 2.18 (оценка интенсивности корреляции признаков, изме-
ренных по номинативным шкалам при условии, что число градаций 
хотя бы одного признака превышает 2): 
Продолжим рассмотрение примера 2.12. Было доказано, что имеет-
ся достоверная корреляция между категорией избирателя и кандида-
том. Оценим ее интенсивность. 
Воспользуемся найденным значением (
2
)эксп = 122,76. С помо-
щью выражений (2.18), нетрудно вычислить значения коэффициентов 
взаимной сопряженности: P = 0,61; C = 0,49, которые свидетельствуют о 
существовании умеренной корреляции между исследуемыми показате-
лями. 
Комментарий: не всегда коэффициент взаимной сопряженности Чу-
прова заведомо меньше коэффициента сопряженности Пирсона – 
при сильной «поляризации» значений оказывается C > P. 
2.5.4. Коэффициент ранговой корреляции Спирмена rs 
В том случае, когда для измерения показателей A и B ис-
пользуются шкалы порядка, весьма удобной оказывается оценка 
ранговой корреляции. Универсальность методов данной группы 
обусловлена тем, что, во-первых, они являются непараметриче-
скими, т.е. не требуют никаких предположений относительно 
характера распределения сопоставляемых величин; во-вторых, 
не требуется вводить ограничение, что связь между показателя-
ми A и B должна быть линейной; в-третьих, показатели могут 
быть измерены даже с помощью качественных шкал (но обяза-
тельно порядковых). 
Общая идея методов состоит в том, что в совокупностях со-
поставляемых данных (A и B) предварительно производится ран-
жирование значений (независимо в каждой совокупности). Далее 
коэффициент корреляции определяется уже не для самих значе-
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ний, а для их рангов. Такими величина являются коэффициент 
конкордации М. Кенделла и коэффициент ранговой корреляции К. 
Спирмена. Метод ранговой корреляции Спирмена представляется 
нам гораздо более прозрачным по сути и проще реализуемым в 
MS Excel; в то же время по мощности он ничуть не уступает и, 
быть может, даже превосходит метод Кенделла – по указанным 
причинам далее будет рассмотрен только первый из двух методов. 
Метод ранговой корреляции Спирмена позволяет определить 
интенсивность, направление и значимость корреляционной связи 
между двумя совокупностями признаков или двумя профилями 
(иерархиями) признаков. 
Проверяемые гипотезы: 
H0: Между сопоставляемыми признаками (иерархиями) зна-
чимая корреляция отсутствует. 
H1: Корреляция между сопоставляемыми признаками (иерар-
хиями) достоверно отличается от нуля. 
Применение метода начинается с ранжирования в каждом из 
наборов признаков (иерархий) – в результате от первичных дан-
ных (A и B) осуществляется переход к двум наборам рангов: {RA} 
и {RB}. После этого вычисляется коэффициент ранговой корреля-




Далее по Таблице 10 Приложения для имеющегося объема 
выборки n определяется критическое значение (rS)кр (как всегда, в 
таблице выбран уровень значимости p  0,05); в случае (rS)эксп  
(rS)кр принимается экспериментальная гипотеза. 
Ограничения применимости метода Спирмена: 
1) объем выборки, в которой производится сопоставление при-
знаков, должен быть не менее 5; верхняя граница – 40 испы-
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2) по формуле (2.19) вычислять коэффициент ранговой корреля-
ции можно только в тех случаях, если в каждом из наборов 
рангов нет совпадающих значений (или их количество мало); 
в случае, если это условие не выполняется, необходимо вно-
сить поправку на одинаковые ранги – тогда расчет rS произ-
водится следующим образом: 
 вычисляются поправки на одинаковые ранги в совокупностях 
{RA} и {RB}: 
 
 
    ,          (2.20) 
 
где kA и kB – количество групп одинаковых рангов в наборах рангов 
A и B, соответственно; 
mjA и mjB – объемы каждой из групп одинаковых рангов в набо-
рах A и B; 




Следует заметить, что данная поправка становится сущест-
венной только при большом числе совпадающих рангов в наборах 
(см. пример 2.19) 
Ниже будут рассмотрены два примера решения корреляци-
онных задач: в первой рассматривается корреляция между дву-
мя совокупностями признаков для одной выборки испытуемых; 
во второй – исследуется ранговая корреляция иерархий призна-
ков. 
Пример 2.19 (сопоставление двух наборов показателей в одной 
группе): 
Для одной и той же группы учащихся имеются данные об их итого-
вой успеваемости, определенной с помощью накапливаемой отметки 
(НО), а также экзаменационные отметки (ЭО), полученные независимы-
ми экспертами. Можно ли утверждать, что существует значимая корре-
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Проверяемые гипотезы: 
H0: Значимая корреляция между показателями отсутствует. 
H1: Имеется достоверная корреляция между показателями НО и 
ЭО. 
Вариант решения задачи с помощью MS Excel: 
1) заготовить таблицу, заполнить колонки «№», «Фамилия», «НО» и 
«ЭО»; 
 A B C D E F G H I J K L 












1 Азова 3 2 4 8 36  Rj mj m^3-
m 
 
3 2 Базов 4 7 4 8   1  2 3 24  
4 3 Вазов 4 7 3 2,5 20,25  7 7 336  
5 4 Газов 5 13 5 13,5   0,25  13 5 120  
6 5 Джазов 4 7 4 8   1   T1= 40  
7 6 Ежова 3 2 3 2,5   0,25      
8 7 Жазов 4 7 5 13,5 42,25  2,5 4 60  
9 8 Изов 3 2 3 2,5   0,25  8 7 336  
10 9 Казов 5 13 4 8 25  13,5 4 60  
11 10 Лазова 5 13 5 13,5   0,25   T2= 38  
12 11 Мазов 4 7 4 8   1      
13 12 Назов 5 13 4 8   25 rкр = 0,52 для p < 0,05 
14 13 Тазов 4 7 4 8   1      
15 14 Чазов 4 7 3 2,5 20,25  (rs)эксп =  0,67  
16 15 Язов 5 13 5 13,5   0,25  (rs)эксп > rкр 
17    120  120 174  Принимается H1 
2) пользуясь приемом, описанным в примере 1.2 (или «вручную»), оп-
ределить ранги значений НО и ЭО (независимо в каждой колонке) и 
занести в колонки «Ранг НО» и «Ранг ЭО», соответственно; для про-
верки правильности ранжирования просуммировать ранги (значения 
в ячейках D17 и F17) и сравнить с значением n(n+1)/2 (очевидно, в 
рассматриваемом примере n = 15 и контрольная сумма равна 120); 
3) в колонке G вычислить квадраты разностей рангов для каждого уча-
щегося; в ячейке G17 найти сумму по ячейкам G2:G16; 
4) определить в каждом наборе группы одинаковых рангов – в первом 
это группы с рангами 2, 7 и 13 и количествами значений в группах 3, 
7 и 5 (ячейки J3:J5); во втором наборе – группы с рангами 2,5; 8 и 
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13,5 и количествами 4, 7, 4 (ячейки J8:J10); по формулам (2.20) вы-
числить поправки T1 и T2 (ячейки K6 и K11); 
5) по формуле (2.21) вычислить значение коэффициента ранговой кор-
реляции Спирмена – ячейка K15 – (rs)эксп = 0,67; по табл. 10 (стр. 207) 
для n = 15 (rs)кр = 0,52; поскольку (rs)эксп > (rs)кр, принимается эксперимен-
тальная гипотеза – между показателями НО и ЭО имеется значимая 
корреляция. 
Комментарий (1): согласно приведенной выше классификации интен-
сивность корреляционной связи близка к границе между градациями 
«заметная» и «высокая», однако, как и в предыдущих корреляцион-
ных методах, требует обязательного доказательства достоверность 
корреляционной связи (см. п. 3.3.1.). 
Комментарий (2): если произвести обработку тех же данных по формуле 
(2.19), т.е. не учитывать поправки на одинаковые ранги, то получится 
результат (rs)эксп = 0,69 – он весьма незначительно отличается от 
«истинного» значения, что наводит на мысль о возможности не учи-
тывать поправки в тех случаях, когда экспериментальные значения 
коэффициента корреляции заметно отличаются от критических (дру-
гими словами, нужно сначала произвести расчет по формуле (2.19) 
и, если результат заметно выше rкр, поправки не вычислять). 
Комментарий (3): обработка может быть заметно сокращена по объему 
при использовании функции КОРРЕЛ из MS Excel – см. пример 3.1 (а). 
Корреляционный анализ по методу Спирмена можно весьма ус-
пешно применять и при выявлении корреляционной связи в двух ие-
рархиях признаков. 
Под иерархией (или профилем) понимается совокупность не-
скольких признаков объекта, упорядоченная респондентом (или 
группой респондентов) по их важности (значимости) для данного 
объекта. 
При изучении корреляции иерархий могут сопоставляться 
данные, полученные от двух испытуемых, одного испытуемого и 
группы, либо двух групп испытуемых. Возможны две схемы полу-
чения первичных данных. 
Схема 1. Испытуемым предлагается некоторый (один и тот же) 
набор признаков (качеств) объекта, которые они располагают по сво-
ему усмотрению в порядке убывания важности (значимости) призна-
ка для объекта. Номера мест в иерархии оказываются количествен-
ными показателями, по котором в дальнейшем производится сопос-
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тавление. Если предполагается сопоставление с группой, то сначала 
определяются средние по группе значения (или суммы) показателей 
важности для каждого признака, а потом они упорядочиваются. 
Схема 2. Испытуемым предлагается набор признаков (качеств) 
объекта, важность каждого из которых оценивается по установлен-
ной шкале. В группе производится усреднение (или суммирование) 
оценок по каждому признаку. Далее признаки располагаются в по-
рядке убывания их оценок. 
Затем в обоих вариантах производится независимое ранжиро-
вание в каждом из двух наборов таким образом, что наименее зна-
чимому показателю присваивается ранг 1 и далее по порядку. Для 
полученных ранговых наборов по формуле (2.19) (или (2.21), если 
появляются группы одинаковых рангов) вычисляется коэффици-
ент корреляции. 
Пример 2.20 (сопоставление двух иерархий признаков): 
Группе студенток было предложено расставить качества из задан-
ного набора, которые характеризуют их возможного (идеального) спутни-
ка жизни, в порядке убывания важности. Индивидуальные данные и ус-
редненные по группе представлены в таблице. В какой мере иерархия 
респондента № 5 коррелирует с усредненными показателями? В какой 
мере коррелируют иерархии респондентов № 1 и № 6? 
Комментарий (1): расположение респондентом предложенных 10 ка-
честв (признаков объекта) в порядке убывания их важности, очевид-
но, эквивалентно присвоению каждому признаку номера от 10 (наи-
более важному) до 1 (наименее важному); по этой причине для удоб-
ства обработки в таблице расположение (последовательность) при-
знаков остается неизменным, а в соответствующих ячейках указы-
ваются места (по важности), которые респондент присвоил данным 
признакам; очевидно также, что эти места оказываются рангами при-
знаков в каждой индивидуальной иерархии. 
Проверяемые гипотезы: 
H0: Значимая корреляция между иерархиями отсутствует. 
H1: Имеется достоверная корреляция между иерархиями. 
Вариант решения задачи с помощью MS Excel: 
1) в колонке I найдены суммы мест, выставленных группой респонден-
тов каждому признаку; в колонке J произведено ранжирование зна-
чений колонки I; легко убедиться, что сумма рангов равна 55, что 
подтверждает корректность ранжирования; 
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 A B C D E F G H I J K L 




2 № Качества 1 2 3 4 5 6 
ср. по 
гр. 




























4 1 6 5 2 2 20 2 0 4 
10 8 Любовь к Вам 8 7 10 8 9 9 51 10 1 1 
11 9 Любовь к детям 7 8 3 7 3 3 31 5 4 16 
12 10 Трудолюбие 6 9 8 10 4 8 45 7 9 4 
13         (rs)эксп= 0,85 0,44 
2) в ячейках колонок K и L находятся квадраты разностей рангов соот-
ветствующих показателей респондента № 5 и средних по группе (K) 
и респондентов № 1 и 6 (L); 
3) в ячейке K13 и L13 по формуле (2.19) вычислены значения (rs)эксп, ко-
торые составили, соответственно, 0,85 и 0,44; по Таблице 9 для n = 
10 и p  0,05 (rs)кр = 0,64 (поскольку оба значения (rs)эксп значительно 
отстоят от критического, не имеет смысла производить поправку на 
повторяющиеся ранги); 
4) заключение: при сопоставлении иерархий респондента № 5 со сред-
ними по группе показателями (rs)эксп > (rs)кр, что свидетельствует о 
существовании значимой высокой корреляции (подтвердилаcь H1); 
между иерархиями респондентов № 1 и 6 значимая корреляция от-
сутствует (принята H0). 
Комментарий (2): при проведении подобных исследований весьма важ-
но, чтобы описание признака было бы максимально точным и интер-
претировалось бы одинаково всеми респондентами; например, в 
рассмотренной выше задаче позиция «Материальная обеспечен-
ность» является не вполне однозначной, поскольку частью респон-
дентов она может быть воспринята в смысле «собственная обеспе-
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ченность претендента», а частью – в смысле «способность обеспе-
чить семью»; также не вполне однозначно интерпретируется позиция 
«Любовь к детям» – можно подразумевать «любовь к детям вообще» 
либо «любовь к совместным детям». 
Комментарий (3): обоснованное использование функции КОРРЕЛ по-
зволяет заметно упростить процедуру вычисления (rs)эксп – см. при-
мер 3.1 (б). 
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Глава 3. Параметрические статистические методы 
3.1. Некоторые понятия и соотношения 
математической статистики 
3.1.1. Определение параметров эмпирического 
распределения 
Для дальнейшего рассмотрения нам понадобятся некоторые 
понятия и формулы статистической теории, которые будут приве-
дены далее исходя из принципа «минимальной достаточности» – 
т.е. только то, что необходимо для последующих построений и без 
математических выводов и обоснований (тех читателей, которые 
интересуются именно этими аспектами, можно адресовать к учеб-
никам и пособиям по математической статистике, например [1, 2, 
13]). 
Нормальным или гауссовым называется распределение слу-




В выражении (3.1)  и mx 
являются параметрами функ-
ции распределения. mx назы-
вается математическим 
ожиданием – оно соответст-
вует наиболее вероятному 
значению случайной величи-
ны;  – называется стан-
дартным отклонением – этот 
параметр характеризует раз-
брос (отклонения) случайных 
величин около mx. 
График функции пред-





















mx x1 x2 
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функции распределения в том, что она позволяет найти вероят-
ность (т.е. частоту) попадания случайной величины в заданный 
интервал (например, [x1, x2]) – вероятность численно равна площа-
ди криволинейной трапеции (см. рис.). Вся площадь фигуры, огра-
ниченной функцией распределения (любой, не обязательно гауссо-
вой), численно равна 1 – это так называемое условие нормировки – 
его смысл в том, что случайная величина обязательно примет какое-
либо значение из возможного интервала значений. Особенность 
нормального распределения в том, что значения близкие к матема-
тическому ожиданию встречаются чаще (вероятность их появле-
ния выше); чем дальше отстоят значения от mx, тем меньше веро-
ятность их встретить в совокупности. Кроме того, функция рас-
пределения симметрична относительно ординаты, соответствую-
щей математическому ожиданию. 
Нормальный характер распределения случайных величин 
весьма распространен и реализуется во множестве явлений и про-
цессов; им описывается распределение случайных погрешностей 
измерения физических величин, флуктуации, вероятности возник-
новения погрешностей при изготовлении деталей, результаты 
стрельбы по мишени и т.п. Вместе с тем, на практике возможны 
ситуации, когда распределение оказывается не строго нормаль-
ным, но общий его характер сохраняется. 
Представим теперь, что у нас имеется конечный набор из n 
случайных величин: x1, x2, …, xn с некоторым эмпирическим харак-
тером распределения, подобным нормальному, т.е. большая часть 
величин концентрируется вблизи некоторого значения, а далеко 
отстоящие от него в ту и другую сторону значения встречаются 
редко. Если для обработки этих данных мы хотим применить ста-
тистические методы, основанные на нормальном распределении и 
требующие знания параметров распределения (например, вычис-
лить линейный коэффициент корреляции – см. п. 3.3.1.), то, есте-
ственно, требуется доказать, что имеющее эмпирическое распре-
деление может рассматриваться в качестве нормального. Доказа-
тельство это осуществляется в два этапа: на первом определяются 
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параметры эмпирического распределения, а затем на основе неко-
торых критериев делается заключение о возможности (или невоз-
можности) считать это распределение нормальным. Мы рассмот-
рим сначала решение первой задачи – нахождение параметров 
распределения; сопоставление с критериями будет обсуждаться 
несколько позднее (см. п. 3.1.3). 
Поскольку нас, в первую очередь, интересует обработка дан-
ных эксперимента, будем считать, что указанный выше набор ве-
личин представляет собой результаты измерений некоторого при-
знака в группе испытуемых. Весьма важным представляется то об-
стоятельство, что 
параметры эмпирического распределения можно определить 
только в том случае, если исходные данные измерены на осно-
ве ранговых или интервальных шкал. 
Итак, мы исходим из того, что имеется некоторая совокуп-
ность результатов измерений. В статистической теории показыва-
ется, что аналогом математического ожидания для эмпирических 





Другим параметром эмпирического распределения является 
среднее квадратическое отклонение S, которое является аналогом 
стандартного отклонения  для нормального распределения. Для 





Если же обрабатываются данные выборочной совокупности, 































Из формул (3.3) и (3.4) видно, что Sv > Sg – это отражает то 
обстоятельство, что статистические показатели, полученные по 
выборке, могут, вообще говоря, отличаться от показателей всей 
генеральной совокупности; очевидно, что отличия эти тем силь-
нее, чем меньше объем выборки (n); при n = 10 различия v и g 
составляет около 5%; при n = 30 – чуть более 1,5%; n = 50 – менее 
1%; при n = 100 – около 0,5%. Формула вычисления среднего квад-
ратического отклонения выбирается в зависимости от того, с какой 
совокупностью – генеральной или выборочной – мы имеем дело. 
Отклонения эмпирического распределения от нормального воз-
можны в случае асимметрии – например, вероятность появления 
значений ниже среднего оказывается большей, чем выше среднего 
(рис. 3.2 (а). Другой вариант отклонения связан с тем, что значения, 
расположенные вблизи средне-
го, встречаются чаще (или, на-
оборот, реже), чем у нормаль-
ного – это приводит к искаже-
ниям, которые называются экс-
цессом (рис. 3.2 (б)). Искаже-
ния могут быть охарактеризо-
ваны количественно с помо-
щью двух параметров – коэф-
фициента асимметрии и пока-
зателя эксцесса. 
Коэффициент асиммет-
рии (A) для генеральной сово-



























Ясно, что у неискаженного нормального распределения по-
казатель асимметрии A = 0, поскольку распределение симметрич-
но. A > 0 соответствует правосторонней асимметрии (бóльшая 
часть значений располагается ниже среднего – функция распре-
деления подобна приведенной на рис. 3.2 (а)), A < 0 – соответст-
вует левосторонней асимметрии. 
Для выборочной совокупности коэффициент асимметрии 




Существенной для дальнейших построений будет величина 
ошибки репрезентативности коэффициента асимметрии, которая 




Показатель эксцесса (E) для генеральной совокупности вы-




У неискаженного нормального распределения E = 0; если в 
совокупности данных преобладают значения, близкие к средне-
му (именно эта ситуация показана на рис. 3.2 (б)), то показатель 
эксцесса будет положительным; при преобладании крайних (да-
леких от среднего) значений E < 0. 
Для выборочной совокупности показатель эксцесса вычисля-
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Ошибка репрезентативности показателя эксцесса вычисля-




Таким образом, по имеющемуся набору экспериментальных 
данных можно найти все параметры эмпирического распределе-
ния. В заключении хотелось бы еще раз обратить внимание на два 
обстоятельства: 
во-первых, исследовать характер распределения и определять его 
параметры можно только в том случае, если исходные данные 
измерены на основе ранговых или интервальных шкал: 
во-вторых, выбор формул для вычисления параметров распреде-
ления осуществляется в зависимости от того, обрабатывается 
ли генеральная или же выборочная совокупность результатов 
измерений. 
3.1.2. Возможности пакета MS Excel для вычисления 
статистических характеристик 
Определение параметров эмпирического распределения при 
больших n может показаться довольно сложной и трудоемкой за-
дачей. Однако решение делается вполне простым и доступным, 
если его производить в пакете MS Excel. В принципе, используя 
прием автозаполнения, достаточно несложно самостоятельно реа-
лизовать расчетные схемы, соответствующие приведенным выше 
выражениям. Вместе с тем, в Excel включена специальная над-
стройка, обеспечивающая статистические расчеты. Надстройка на-
зывается «Пакет анализа»; она инсталлируется (устанавливается) 
автоматически при стандартной (не выборочной) установке всего 
пакета MS Office или отдельно MS Excel версий начиная с 97 и 
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доступными, необходимо войти в меню Сервис  Надстройки и 
в открывшемся окне Доступные надстройки установить флажок 
(«галочку») в окошечке против надстройки Пакет анализа. После 
этого необходимо нажать экранную клавишу [OK] в том же окне и 
закрыть его. После этой операции к командам меню Сервис доба-
вится группа инструментов под общим названием Анализ данных, 
посредством которой и осуществляется вызов окна с меню пакета 
анализа. Помимо этого, в группе встроенных функций Статисти-
ческие появится целый ряд дополнительных функций. На наш 
взгляд при определении параметров эмпирического распределения 
удобнее пользоваться обычным вызовом функции (через меню 
Вставка  Функция или с панели инструментов), поскольку пакет 
анализа ориентирован на более сложные расчеты. 
Вычисление параметров эмпирического распределения долж-
но начинаться с того, что на лист Excel заносятся результаты из-
мерений (в колонку или строку). Далее можно воспользоваться 
нужными статистическими функциями, указывая при их вызове в 
качестве аргумента интервал обрабатываемых значений. Рассмот-
рим некоторые из них, считая, что обрабатываемая совокупность 
начинается в ячейке A1 и заканчивается в AN. 
СРЗНАЧ(A1:AN) – возвращает среднее значение по указанной 
совокупности числовых данных согласно формуле (3.2); пустые 
ячейки и ячейки с текстом игнорируются. 
СТАНДОТКЛОНП(A1:AN) – вычисляет значение среднего 
квадратического отклонения для генеральной совокупности согласно 
формуле (3.3); если совокупность является выборочной, следует вос-
пользоваться функцией СТАНДОТКЛОН(A1:AN) – она производит 
расчеты согласно выражению (3.4). 
Для расчета коэффициента асимметрии и показателя эксцес-
са также имеются соответствующие функции, однако, они произ-
водят вычисления только для выборочных совокупностей соглас-
но формулам (3.6) и (3.9). 
  103 
СКОС(A1:AN) – вычисляет коэффициент асимметрии для 
значений из указанного интервала, считая его выборкой; порядок 
представления данных в ячейках A1:AN роли не играет. 
ЭКСЦЕСС(A1:AN) – вычисляет показатель эксцесса для вы-
борки. 
Вычисление коэффициента асимметрии и показателя эксцес-
са для генеральной совокупности в виде отдельных функций в 
Excel не реализовано, однако, как мы увидим в дальнейшем, это-
го весьма часто и не требуется при оценке того, можно ли эмпи-
рическое распределение считать нормальным. 
К описываемой группе функций относится и упоминавшаяся 
выше функция КОРРЕЛ(), позволяющая вычислить линейный ко-
эффициент корреляции для двух совокупностей. Следует, однако, 
помнить, что пользоваться этой функцией можно только в том 
случае, если предварительно доказано, что распределение в сово-
купностях является нормальным. 
Необходимо обратить внимание, что в состав Пакета анализа 
входит функция РАНГ, вычисляющая ранг числа, принадлежащего 
некоторой совокупности. Однако порядок вычисления рангов отли-
чается от того, что был рассмотрен в п. 1.2. (в частности, при нали-
чии нескольких одинаковых показателей им всем присваивается не 
средний, а наименьший ранг). По указанной причине использование 
этой функции в рассмотренных выше методах недопустимо. 
В данном пособии не ставится задача полного описания Паке-
та анализа MS Excel – были затронуты лишь те возможности, ко-
торые потребовались в рамках обсуждаемых вопросов; далее мы 
еще вернемся к освоению некоторых из них. Желающих более 
подробно познакомиться с Пакетом анализа можно адресовать к 
встроенным help'ам Excel или порекомендовать им достаточно ис-
черпывающее пособие Н.В. Макаровой и В.Я. Трофимец [10]. 
3.1.3. Проверка нормальности эмпирического 
распределения 
Проверка того, можно ли эмпирическое распределение счи-
тать нормальным, должна предшествовать применению любого 
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параметрического статистического метода. Можно рекомендо-
вать два критериальных подхода [11, 12]. Они оба основаны на 
вычислении параметров искажения эмпирического распределе-
ния – коэффициента асимметрии (A) и показателя эксцесса (E), 
как это было определено выше. После этого производится срав-
нение с критическими значениями. 
Н.А. Плохинским обосновывается, что критерием отнесения 
(или не отнесения) эмпирического отношения к нормальному мо-
жет служить отношение коэффициента асимметрии и показателя 
эксцесса к их ошибкам репрезентативности, определяемым, соот-
ветственно, по формулам (3.7) и (3.10) [11]. Следует считать, что 
эмпирическое распределение достоверно отличается от нормаль-




Очевидно, справедливо и обратное утверждение: 
если отношение модулей коэффициента асимметрии и пока-
зателя эксцесса к их ошибкам репрезентативности не превы-
шают 3, то эмпирическое распределение достоверно можно 
считать нормальным. 
Несколько иной подход предлагается Е.И. Пустыльником [12]. 
Согласно ему, для имеющегося объема экспериментальной сово-
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n, а также значения ошибок репрезентативности A и E, вычис-
ляемые по формулам (3.7) и (3.10), приведены в Таблице 11 При-
ложения. 
Рассмотрим применение описанных критериев при решении 
задач ранговой корреляции из примеров 2.19 и 2.20. 
Пример 3.1: (корреляционный анализ) 
Комментарий: попробуем для числовых данных, приведенных в приме-
рах 2.19 и 2.20, вычислить линейный коэффициент корреляции с по-
мощью функции КОРРЕЛ из группы «Статистические» и сравнить с 
полученными ранее значениями коэффициента ранговой корреляции 
Спирмена; применение функции КОРРЕЛ возможно лишь для сово-
купностей, подчиняющихся нормальному распределению, поэтому 
сначала требуется проверить нормальность распределения рангов 
исходных данных. 
Вариант решения задачи с помощью Пакета анализа Excel: 
(а) для данных примера 2.19: 
1) для данных в колонках D и F вычислим коэффициент асимметрии 
и показатель эксцесса, используя функции СКОС() и ЭКСЦЕСС(), 
а также соответствующие критериальные значения по формулам 







 A E qA qE Aкр Eкр 
Ранг 
НО 




0 -1,08 0 0,85 
2) как видно из таблицы, qA = |A|/A << 3 и qE = |E|/E << 3, а также |A| < 
Aкр и |E| < Eкр, т.е. оба распределения можно считать достоверно 
нормальными как по критерию Плохинского, так и по критерию Пус-
тыльника – это позволяет использовать функцию КОРРЕЛ() для 
дальнейшей обработки; 
3) применение функции КОРРЕЛ() для рангов в колонках D и F дает ре-
зультат 0,64; вычисленное ранее точное значение (rs)эксп = 0,67 – при 
том, что (rs)кр = 0,52, различия следует признать абсолютно несуще-
ственными. 
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(б) для данных примера 2.20: 
попробуем вычислить значения линейного коэффициента корреля-
ции с помощью функции КОРРЕЛ без проверки нормальности распре-
деления: 
 № 5 – Ср. № 1 – № 6 
Коэффициент корреляции Спирмена 
(из примера 2.18) 
0,845 0,442 
Линейный коэффициент корреляции 
(функция КОРРЕЛ) 
0,845 0,442 
Т.е. полученные с помощью функции КОРРЕЛ значения полностью 
совпали с результатами точных расчетов. 
По-видимому, необходимо еще раз напомнить, что помимо вычис-
ления коэффициента корреляции требуется доказательства достовер-
ность корреляции (см. п. 3.3.1.). 
Проведенные «эксперименты» с функциями Пакета анализа 
позволяют сделать ряд практически значимых и полезных выво-
дов: 
1. При проверке нормальности распределения эксперименталь-
ных числовых значений или их рангов в выборочной совокуп-
ности можно для вычисления коэффициента асимметрии и по-
казателя эксцесса использовать функции СКОС() и 
ЭКСЦЕСС(). Например, в корреляционном анализе генераль-
ной совокупностью можно считать весь набор данных; тогда 
каждый из сопоставляемых наборов является выборкой, что 
позволяет применять для проверки нормальности распределе-
ния в них вышеуказанные функции. При обработке генераль-
ных совокупностей также можно воспользоваться этими функ-
циями в том случае, если их значения далеки от критических; и 
только если значения оказываются в критической области, 
нужно организовывать вычисление A и E по формулам (3.5) и 
(3.8). 
2. Если после доказательства нормального характера распределе-
ния вычисленный с помощью функции КОРРЕЛ линейный ко-
эффициент корреляции заметно отличает от критического (в 
любую сторону), заключение по проверяемым гипотезам мож-
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но делать по нему. Только в том случае, если результат будет 
близок к критическому, необходимо производить точные вы-
числения по формулам (2.19) или (2.21). 
3. Если в сопоставляемых выборках отсутствуют повторяющиеся 
ранги (или их число невелико), для вычисления коэффициента 
корреляции Спирмена можно пользоваться функцией КОРРЕЛ 
без проверки нормальности характера распределения. 
3.2. t-критерий Стьюдента 
t-критерий Стьюдента можно считать параметрическим ана-
логом критериев Манна-Уитни и Вилкоксона. В этом методе про-
изводится сопоставление двух количественных выборок – незави-
симых или связанных – по средним значениям входящих в них ве-
личин. Проверяются следующие гипотезы: 
H0: Различия средних значений исследуемого признака в обе-
их выборках обусловлены только статистическим разбросом; в 
пределах этого разброса средние можно считать одинаковыми. 
H1: Средние значения исследуемого признака в сопоставляе-
мых выборках достоверно различаются. 
Чаще всего исследователь как раз стремится доказать, что в 
результате экспериментальных воздействий контролируемый при-
знак изменился, а при обследовании выборок это эквивалентно 
изменению средних по выборкам значений. Не вдаваясь в матема-
тическое обоснование метода (интересующимся этой стороной 
можно рекомендовать обратиться к пособиям [10, 15]), отметим, 
что в надстройке Анализ данных (меню Сервис) в MS Excel име-
ется несколько инструментов, позволяющих в интерактивном ре-
жиме только по введенным данным вычислить необходимые па-
раметры, а также сопоставить их с критическими значениями. 
Можно предложить два варианта обращения к             t-
критерию. 
В первом варианте мы можем воспользоваться функцией 
ТТЕСТ из группы функций Статистические – для указываемых 
выборок она вычисляет вероятность (P) того, что средние значе-
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ния в выборках совпадают. Если оказывается, что эта вероятность 
не превышает принятую в исследовании значимость p, т.е. вы-
полняется соотношение P  p, то принимается эксперименталь-
ная гипотеза. Действительно, если с вероятностью P средние 
значения в выборках равны, то с вероятностью 1 – P они различ-
ны; при достаточном для педагогических исследований уровне 
значимости p  0,05 это означает, что с надежностью 95% можно 
принимать H1. 
Формат функции ТТЕСТ: 
ТТЕСТ(массив_1; массив_2; хвосты; тип); смысл аргументов 
следующий: 
 массив_1 и массив_2 – интервалы ячеек, содержащие сопос-
тавляемые выборки; 
 хвосты – количество хвостов распределения; при односторон-
нем распределении задается значение 1; однако, в подавляю-
щем большинстве случаев распределение является двусторон-
ним и хвосты = 2; 
 тип – определяет вид исполняемого t-теста; в частности, при со-
поставлении: 
o связанных выборок (обязательно одного размера) – тип = 1; 
o независимых выборок с неравными дисперсиями – тип = 2; 
o независимых выборок с равными дисперсиями – тип = 3. 
Пример использования функции ТТЕСТ будет рассмотрен 
ниже. 
Второй вариант обращения к t-критерию состоит в непосред-
ственном его вычислении с помощью инструментов Парный двух-
выборочный t-тест для средних, Двухвыборочный t-тест с одина-
ковыми дисперсиями и Двухвыборочный t-тест с разными диспер-
сиями. Доступ к инструментам осуществляет через меню Сервис 
 Анализ данных, после чего открывается окно надстройки (см. 
рис. 3.3), в котором необходимо выбрать нужный инструмент и 
нажать экранную клавишу [OK]. 
 
 












Рис. 3.3. Окно надстройки Анализ данных (меню Сервис) 
Парный двухвыборочный тест используется для сопоставле-
ния данных в связанных выборках; остальные два инструмента – 
для независимых выборок. Перед использованием двухвыбороч-
ного t-теста с одинаковыми дисперсиями, естественно, требуется 
доказать равенство дисперсий – это также возможно с помощью 
функций Пакета анализа, однако, много проще для любых незави-
симых выборок пользоваться двухвыборочным t-тестом с разными 
дисперсиям – различия оказываются совершенно несущественны-
ми. При сопоставлении независимых выборок количество значе-
ний в них может быть различным. После выбора нужного инстру-
мента открывается его окно, как показано на рис. 3.4. 
В этом окне необходимо указать: 
 в строках Интервал переменной 1: и Интервал переменной 2: – 
интервалы ячеек, в которых расположены данные первой и 
второй выборок; обозначить интервалы можно «обтягиванием» 
их курсором мыши; 
 Гипотетическая средняя разность – следует указать 0 (если 
в нулевой гипотезе средние в выборках одинаковы); 


















Рис. 3.4. Окно метода «Двухвыборочный t-тест 
с различными выборками» 
 в области Параметры вывода следует выбрать режим Выход-
ной интервал – после этого в ставшем доступном окне ввести 
(или указать щелчком мыши на листе) адрес ячейки, начиная с 
которой будут выводиться таблицы с результатами обработки. 
 
Содержание таблицы следующее: 
  Переменная 1 Переменная 2 
Среднее 6 11,8 
Дисперсия 5,6 16,2 
Наблюдения 6 5 
Гипотетическая разность средних 0  
df 6  
t-статистика -2,839  
P(T<=t) одностороннее 0,015  
t критическое одностороннее 1,943  
P(T<=t) двухстороннее 0,030  
t критическое двухстороннее 2,447   
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Нет необходимости комментировать все данные, получен-
ные в результате работы инструмента. Для нас существенными 
являются значения t-критерия – они выделены в таблице рамка-
ми. tэксп = –2,839; tкр = 2,447; условием принятия H1 является со-
отношение |tэксп|  tкр – в рассматриваемом примере оно выполня-
ется, следовательно, различие средних по сопоставляемым выбор-
кам можно считать доказанным. 
Таблица вывода парного двухвыборочного теста несколько 
отличается от приведенной, но также содержит   t-критерии и 
значение P. 
Строго говоря, описанные выше критерии, являясь парамет-
рическими, применимы только к выборкам, подчиняющимся нор-
мальному распределению. Это означает, что их использованию 
должна предшествовать проверка нормальности эмпирического 
распределения (см. п. 3.1.3.). Однако, как отмечается, в частности, 
в пособии Н.В. Макаровой и В.Я. Трофимец, t-критерий оказыва-
ется весьма устойчивым к отклонению исследуемых совокупно-
стей от нормальных (особенно при больших n) [10, с. 206]. По этой 
причине отпадает необходимость доказательства нормальности 
выборок, что делает применение метода еще более привлекатель-
ным и доступным. 
Таким образом, t-критерий, реализованный в MS Excel, ока-
зывается простым и удобным средством сравнения двух выборок. 
Его преимущества перед непараметрическими методами: 
 отсутствие ограничений в объемах выборок; 
 универсальность (возможность применения как для связанных, 
так и для независимых выборок); 
 простота использования (из-за отсутствия необходимости са-
мому исследователю реализовывать схему обработки). 
Рассмотрим пример применения t-критерия в обоих описан-
ных выше вариантах для независимых и связанных выборок. Экс-
периментальные данные возьмем из примеров 2.1, 2.2 и 2.7. 
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Пример 3.2: (t-тест для независимых выборок) 
Для данных о результатах тестирования в двух группах учащихся, 
представленных в примере 2.1, требуется проверить достоверность раз-
личия средних показателей (числа набранных в тесте баллов). Прове-
ряемые гипотезы: 
H0: Различие средних значений числа набранных баллов в обеих груп-
пах отсутствует. 
H1: Имеется достоверное отличие средних показателей в группах. 
Вариант решения задачи с помощью Пакета анализа MS Excel: 
1) занесем данные в таблицу (колонки A – C); 
2) в ячейке E1 вычислим значение функции ТТЕСТ, введя 
=ТТЕСТ(B2:B9;C2:C11;2;3); результат – значение P = 0,551; 
3) через меню Сервис  Анализ данных вызовем инструмент Двухвы-
борочный t-тест с разными дисперсиями и в его окне введем: Ин-
тервал переменной_1: B1:B9; Интервал переменной_2: С1:С11; Ги-
потетическая средняя разность – 0; Метки – установить флажок; 
Альфа – 0,05; Выходной интервал – F1; после нажатия кнопки [OK] в 
ячейки, начиная с F1 будут выведены результаты обработки (для на-
глядности некоторые данные приведены с округлениями и выделены 
значения t-критерия); получилось, что tэксп = 0,610; tкр = 2,131; 
 A B C D E F G H 
1 № Гр.1 Гр.2 P = 0,551  Гр.1 Гр.2 
2 1 55 45   Среднее 53,25 48,1 
3 2 37 24   Дисперсия 321,93 309,66 
4 3 35 72   Наблюдения 8 10 
5 4 85 70   
Гипотетическая 
разность средних 0  
6 5 68 35   df 15  
7 6 35 28   t-статистика 0,610  
8 7 49 68   
P(T<=t) односто-
роннее 0,275  
9 8 62 38   
t критическое од-
ностороннее 1,753  
10 9  45   
P(T<=t) двухсто-
роннее 0,551  
11 10  56   
t критическое 
двухстороннее 2,131   
Комментарий (1): P > 0,05; tэксп < tкр – оба варианта использования t-
критерия указывают на необходимость отклонения эксперименталь-
ной гипотезы и принятия H0 – достоверное различие средних пока-
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зателей отсутствует (этот же результат был получен и при ис-
пользовании критерия Манна-Уитни в примере 2.1). 
Комментарий (2): применение того же инструмента к данным из примера 
2.2 дает: tэксп = – 2,558; tкр = 2,447; P = 0,030 – это позволяет принять 
H1, как и критерий Манна-Уитни. 
Пример 3.3: (t-тест для связанных выборок) 
В примере 2.7 приведены результаты обучения информатике уча-
щихся одной и той же группы за два учебных года. Можно ли утверждать, 
что проявился значимый сдвиг в сторону роста успеваемости? 
Комментарий: рост успеваемости в группе, очевидно, сопровождается рос-
том показателя средней успеваемости; таким образом, для решения 
поставленной задачи требуется доказать, что среднее значение досто-
верно возросло; однако, t-критерий проверяет лишь достоверность сов-
падения (или несовпадения) средних по выборкам, но не превышение 
одного среднего другим; в то же время, при использовании соответст-
вующего инструмента анализа в выводимых данных, как мы уже имели 
возможность убедиться, содержатся не только значения t-критерия, но и 
средние по выборкам – их сопоставление позволяет сделать заключе-
ние о направлении изменения. 
Мы не будем повторять ввод исходных данных (из примера 2.7), а 
приведем лишь результат их обработки с помощью инструмента Парный 
двухвыборочный t-тест для средних (выбор именно этого инструмента 
обусловлен тем, что мы имеем дело со связанными выборками); имеет 
смысл напомнить, что применять указанный инструмент можно только 
для выборок одинакового объема: 
Парный двухвыборочный t-тест для средних  
  2002 г. 2003 г. 
Среднее 3,706 4,176 
Дисперсия 0,346 0,404 
Наблюдения 17 17 
Корреляция Пирсона -0,187  
Гипотетическая разность средних 0  
df 16  
t-статистика -2,057  
P(T<=t) одностороннее 0,028  
t критическое одностороннее 1,746  
P(T<=t) двухстороннее 0,056  
t критическое двухстороннее 2,120   
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Для наглядности некоторые данные выводной таблицы округлены, а 
также выделены рамками нужные нам для дальнейшего обсуждения ре-
зультаты. 
Из таблицы видно, среднее за 2003 г. превышает аналогичную ве-
личину за 2002 г. – рост зафиксирован. Что же касается его достоверно-
сти, то |tэксп| = 2,06; tкр = 2,12; P = 0,056 – формально эти данные требуют 
отклонения экспериментальной гипотезы и принятия нулевой (достовер-
ный рост отсутствует). Вместе с тем, видно, что отличия |tэксп| и P от кри-
тических значений совсем невелико. В такой ситуации можно рекомен-
довать либо уменьшить уровень значимости до p = 0,06 – тогда окажется 
P < p, либо изменить объемы выборок (например, сделать общую вы-
борку по двум экспериментальным классам, если такая возможность 
имеется), либо воспользоваться иным статистическим критерием, на-
пример, непараметрическим критерием Вилкоксона – как видно из при-
мера 2.6, он подтвердил экспериментальную гипотезу (правда, на самом 
пределе). 
3.3. Корреляционно-регрессионный анализ 
Ранее (п. 2.5.) мы обсуждали вопрос об установлении интен-
сивности корреляционной связи двух признаков, характеризую-
щих исследуемую систему. Была предложена количественная мера 
тесноты связи – коэффициент корреляции – для ситуаций, когда 
признаки измерялись по шкале наименований или по шкале по-
рядка. Именно последнее обстоятельство вынуждало обращаться к 
непараметрическим методам. Ситуация меняется, если оба при-
знака измерены посредством интервальных или пропорциональ-
ных шкал. В этом случае можно использовать параметрические 
методы и решать задачу не только об определении интенсивности 
и достоверности связи, но и об ее характере. Первую часть задачи 
решают методы корреляционного анализа, вторую – регрессивно-
го. Однако эти методы оказываются тесно связанными друг с дру-
гом – по этой причине в данном пособии они рассматриваются в 
одном разделе. 
Ранее для обозначения двух признаков, корреляция между ко-
торыми изучается, мы использовали обозначение «A и B», подчер-
кивая то обстоятельство, что между ними может и не быть функ-
циональной (причинно-следственной) связи, и нас интересует 
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лишь степень согласованности их изменения. На тех же позициях 
мы остаемся в той части данного параграфа, где описывается кор-
реляция; в регрессивном же анализе речь пойдет о выяснении ха-
рактера функциональной зависимости и, следовательно, неизбеж-
но один из признаков нужно будет считать аргументом, а другой – 
функцией. По этой причине, а также потому, что так принято в 
большинстве пособий по методам математической статистики, в 
тексте этого параграфа исследуемые признаки будут обозначаться 
X и Y. 
3.3.1. Линейная корреляция Пирсона 
Примем следующие допущения (которые, по сути, являются 
условиями применения рассматриваемого метода): 
 экспериментальные величины X и Y измерены количественно с 
помощью интервальной шкалы или шкалы порядка; 
 X и Y являются случайными величинами, подчиняющимися 
нормальному распределению; 
 X и Y связаны линейной зависимостью. 
Позднее мы вернемся к обсуждению этих положений, а пока 
будем исходить из того, что они справедливы. 
В статистической теории достаточно хорошо развит аппарат 
оценки линейного коэффициента корреляции. Линейная зависи-
мость между случайными величинами проявляется в том, что при 
изменении одной из них (X) другая (Y) имеет тенденцию изменять-
ся (возрастать или убывать) по линейному закону, т.е. y(x) = a∙x + 
b. Значения параметров a и b, безусловно, неизвестно. Для их оп-
ределения применяется следующий подход: будем считать, что мы 
перебираем (варьируем) различные значения a и b (что эквива-
лентно перебору линейных зависимостей ŷ(x), аппроксимирующих 
экспериментальную) с целью найти такое их сочетание, которое 
наилучшим образом описывают набор экспериментальных значе-
ний {xi,yi} (i = 1 … n, где n – количество пар измеренных показате-
лей). Мерой отклонения аппроксимирующей зависимости от экс-
периментальной может служить сумма квадратов отклонений yi и 
ŷ(xi); критерием оптимальности подбора коэффициентов a и b мо-
  116 
жет служить минимум суммы квадратов отклонений по всем экс-
периментальным точкам (по этой причине данный метод называет-




Очевидно, эта сумма будет являться функцией двух перемен-
ных – параметров линейной аппроксимации a и b – S(a,b). Пользу-
ясь методами математического анализа, мы можем записать два 




Подставив в эти условия приведенный выше явный вид функ-
ции S(a,b), мы получаем систему двух уравнения, решение кото-
рой позволяет выразить коэффициенты a и b через наборы экспе-
риментальных значений {xi,yi}. Не будем полностью воспроизво-
дить все математические выкладки, поскольку главной для нас яв-
ляется не доказательная, а смысловая сторона метода (доказатель-
ство можно найти в любом пособии по математической статисти-
ке). Более того, поскольку мы изначально ограничили себя только 
измерениями педагогических параметров, далее мы не будем об-
суждать значение свободного члена аппроксимирующей зависи-
мости b: b является значением y при    x = 0; в исследованиях педа-
гогического характера интерпретировать смысл этой величины 
весьма затруднительно или даже невозможно вообще, поскольку 
при измерении признаков с помощью интервальных шкал, как 
указывалось выше, «0» шкалы не определен. 
Что же касается углового коэффициента аппроксимирующей 
линейной зависимости a, мы сразу представим его в требуемом 
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где приняты следующие обозначения: 
r – линейный коэффициент корреляции (Пирсона); 
x, y– стандартные отклонения от среднего, соответственно, 
для {x} и {y}. 
В предельном случае строго детерминистской линейной связи 
между y и x r = 1, а отношение стандартных отклонений равно 
тангенсу угла наклона прямой y(x) к оси x, т.е. a становится 
«обычным» угловым коэффициентом линейной зависимости. Для 
статистической линейной связи y и x коэффициент r оказывается 
мерой ее тесноты; он, как и ранее, нормирован на 1, т.е. изменяется в 
пределах –1  r  1. 
Порядок расчета линейного коэффициента корреляции r для 
наборов экспериментальных значений {x} и {y} следующий: 




 вычисляются стандартные отклонения от среднего для выбо-










Последовательно реализовывать приведенную схему не имеет 
смысла, поскольку в MS Excel, как уже указывалось, в группу 
«Статистические» входит функция КОРРЕЛ, позволяющая для 
двух указываемых наборов величин (обязательно одного размера!) 
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Следующим шагом, как и в рассмотренных ранее методах кор-
реляционного анализа, должна стать оценка статистической досто-
верности корреляции. Для линейного коэффициента корреляции 
Пирсона это можно осуществить несколькими способами. 
Вариант 1. Для объема выборки n < 50 вычисляется значение t-




Полученное значение сравнивается с табличным критическим 
tкр из Таблицы 12 Приложения, которое выбирается по значимости 
p и объему выборки n (таблица построена для числа степеней сво-
боды, которое связано с n простым соотношением:  = n – 2). При 
условии tэксп ≥ tкр корреляция признается достоверной. 
Вариант 2. Для объема выборки n ≥ 50 можно вычислить 
значение  Z-критерия по формуле: 
(3.16) 
Полученное значение сравнивается с табличным критическим 
Zкр из Таблицы 9 Приложения. При условии Zэксп ≥ Zкр корреля-
ция признается достоверной. 
Вариант 3. Без вычисления каких-либо критериальных коэффи-
циентов можно воспользоваться таблицей Р. Фишера (Таблица 13 
Приложения). В ней представлены значения линейных коэффициен-
тов корреляции, при которых корреляция может быть признана дос-
товерной. Значения rкр выбирается для заданного уровня значимости 
p и объема выборки n (таблица построена для числа степеней сво-
боды, связанного с n соотношением:  = n – 2). 
Применим перечисленные критерии для оценки достоверно-
сти результатов корреляционного анализа, проведенного в приме-
ре 3.1. 
Пример 3.4: 
В задании 3.1(а) для числовых данных из примера 2.19 с использо-
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ента корреляции Пирсона r = 0,64 (умеренная корреляция). Объем со-
поставляемых экспериментальных выборок при этом составил n = 15 (в 
каждой). Оценим достоверность корреляции. 
Поскольку n < 50, найдем критическое значение t-критерия Стью-
дента; по формуле (3.15) получаем tэксп = 3,003; по Таблице 12 (стр. 
210) для  = 15 – 2 = 13 и p ≤ 0,05 находим        tкр = 2,160. Таким обра-
зом, tэксп > tкр и, следовательно, существование корреляции можно счи-
тать достоверным. 
По таблице Р. Фишера (Таблица 13 на стр. 212) для того же числа 
степеней свободы и той же значимости rкр = 0,51; r > rкр, следовательно, 
корреляция достоверна. 
Вернемся к обсуждению границ применимости описанного 
метода. 
1) Из математической схемы метода совершенно ясно, что при-
меняться он может только в том случае, если исходные вели-
чины X и Y измерены с помощью количественных шкал. Если 
это не так, к количественным показателям следует перейти. 
Если измерения производились по номинативной шкале, 
можно в каждой из выборок определить частоты попадания в 
установленные градации и использовать их при расчете ко-
эффициента корреляции. При измерениях с помощью качест-
венной порядковой шкалы можно произвести ранжирование и 
находить коэффициент корреляции для ранговых показателей. 
2) Доказать, что характер распределения случайных величин в 
выборках близок к нормальному, можно, используя метод, из-
ложенный в п. 3.1.3. На практике же оказывается, что осущест-
влять такую проверку не требуется – линейный коэффициент 
корреляции оказывается весьма устойчивым к отклонению ис-
следуемых совокупностей от нормального распределения (осо-
бенно при больших n). 
3) Формально коэффициент корреляции Пирсона можно вычислять 
только в том случае, если экспериментальные величины X и Y 
связаны линейной зависимостью. Если характер связи X и Y 
известен (например, связь логарифмическая: Y = Alog X + B), 
то путем замены переменных ее можно свести к линейной 
(обозначим Z = log X; тогда Y = AZ + B; необходимо для всех 
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xi найти       zi = log xi и вычислять r для числовых массивов {z} 
и {y}). Такой прием часто используется в экспериментальной 
физике, когда соотношение между величинами определяется, 
например, теоретическими положениями. В педагогических же 
исследованиях, как уже неоднократно отмечалось, характер 
связи между X и Y неизвестен. Тем не менее, можно рекомен-
довать применение линейного коэффициента корреляции и в 
этих случаях, поскольку, как легко убедиться, даже при квад-
ратичной и кубической связях между X и Y допускаемая по-
грешность не превышает нескольких процентов в сторону за-
нижения результата. Если это значение будет превышать rкр, то 
имеются все основания признать корреляцию статистически 
достоверной. 
Таким образом, можно заключить, что применение линейного 
коэффициента корреляции Пирсона в исследованиях педагогиче-
ского характера вполне возможно и оправдано; чисто математиче-
ская сторона метода становится предельно простой при использо-
вании функции КОРРЕЛ из группы функций «Статистические» 
MS Excel. 
3.3.2. Многофакторный корреляционный анализ 
Рассмотренные ранее методы корреляционного анализа по-
зволяют исследовать степень согласованности двух наборов экспе-
риментальных признаков X и Y – по этой причине они относятся к 
методам парной корреляции. В общем случае мы не делали ника-
ких предположений относительно существования между призна-
ками причинно-следственных связей – тогда коэффициент корре-
ляции выступает в качестве количественной меры интенсивности 
связи между признаками. Однако если у нас имеются основания 
выделить один из признаков в качестве аргумента (причины, фак-
тора), а второй – в качестве функции (следствия, результата), то 
можно говорить, что описанные методы обеспечивают проведение 
однофакторного корреляционного анализа. В этом случае коэффи-
циент корреляции характеризует степень влияния факторного при-
знака на результативный. Данный подход допускает обобщение на 
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ситуацию, когда на результативный признак могут оказывать влия-
ние несколько факторов. Тогда проведение многофакторного корре-
ляционного анализа позволяет оценить степень влияния на результа-
тивный показатель каждого из имеющихся факторов, а также оце-
нить интенсивность связи между результативным показателем и всей 
совокупностью факторов. 
Количественной мерой интенсивности связи являются парные 
коэффициенты корреляции, частные коэффициенты корреляции и 
совокупный коэффициент множественной корреляции. 
Парные коэффициент корреляции находятся по формуле 
(3.14) для всех возможных пар признаков. Например, если выде-
лен один результативный признак (y) и два фактора (x1 и x2), то 
они образуют три парных коэффициент корреляции:       . 
Как уже неоднократно отмечалось, вместо вычисления по формуле 
(3.14), гораздо проще воспользоваться функцией КОРРЕЛ из MS 
Excel. Достоверность корреляции оценивается по формулам (3.15), 
(3.16) или с помощью таблицы Фишера. 
Частные коэффициенты корреляции характеризуют интенсив-
ность связи результативного признака и одного из факторов при 
исключении действия остальных факторов. В зависимости от ко-
личества факторных признаков, влияние которых исключается, 
возможно формирование частных коэффициентов корреляции раз-
личного порядка: при исключении одного фактора получаем ко-
эффициенты первого порядка, двух факторов – второго и т.д. Вви-
ду громоздкости расчетов частные коэффициенты корреляции по-
рядков второго и выше вычисляются и применяются для анализа 
довольно редко. Для двухфакторной задачи частный коэффициент 
корреляции первого порядка между результативным признаком y и 




Подобным же образом вычисляются остальные два частных 
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Достоверность частных корреляций оценивается по критерию 
Сьюдента для числа степеней свободы  = n – 3 (Таблица 12 При-
ложения). Экспериментальные значения критерия для всех парных 




В общем случае, если имеется один результативный признак и 
k факторов, то количество парных и частных коэффициентов кор-




Показателем интенсивности связи между результативным (y) 
и всеми факторными признаками (x1, x2…xk) служит             – сово-
купный коэффициент множественной корреляции. Для линейной 





Для определения достоверности корреляции вычисляется 
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зультативным признаком; при    R2 > 0,7 считается, что изменение 
признака достоверно обусловлено действием выбранных факто-
ров; наконец,    R2 = 1 соответствует случаю детерминистского ха-
рактера связи признак-фактор(ы). 
Пример 3.5: 
В группе из 12 учащихся изучалось связь успеваемости по некото-
рой теоретической дисциплине с двумя факторами: систематичностью 
самостоятельной работы и качества ведения конспекта на уроке. Все па-
раметры оценивалась по качественным шкалам порядка. Результатив-
ный признак Успеваемость (y) имел градации «высокая», «хорошая», 
«удовлетворительная» и «неудовлетворительная». Факторный признак 
Систематичность самостоятельной работы (x1) оценивался по гра-
дациям «высокая», «достаточная», «недостаточная». Второй факторный 
признак Качество ведения конспекта (x2) имел градации «хороший», 
«удовлетворительный», «неудовлетворительный». Исходные данные 
приведены в таблице. Необходимо установить степень влияния на ре-
зультативный признак каждого из факторов при фиксации другого, влия-
ния факторов друг на друга, а также их совместного влияния факторов на 
результативный признак. 
Вариант решения задачи в MS Excel. 
1) занесем исходные данные в таблицу (колонки A – C, E и G); 
2) поскольку исходные данные измерялись посредством качественных 
порядковых шкал, необходимо произвести их ранжирование, как это 
описано в примере 1.2; соответствующие значения приведены в ко-
лонках D, F и H; в ячейках D14, F14 и H14 приведены суммы рангов, 
которые необходимо сравнить с контрольным значением для 12 ис-
пытуемых: (SR)т = 12(12 + 1)/2 = 78; в случае несовпадения SR и 
(SR)т необходимо исправить ошибки ранжирования; 
3) в ячейку J2 заносится формула: =КОРРЕЛ(D2:D13;F2:F13) – вычис-
ляется коэффициент парной корреляции между результативным 
признаком и первым фактором; аналогично в ячейку J3 вводится 
=КОРРЕЛ(D2:D13;H2:H13), в ячейку J4: =КОРРЕЛ(F2:F13;H2:H13); 
4) в ячейке D15 по формуле (3.19) вычислен коэффициент множест-
венной корреляции; в F15 – значения t-критерия по формуле (3.20); 
5) ячейках D16-D18 по формулам (3.17) вычислены коэффициенты ча-
стных корреляции; в F16-F18 – соответствующие значения t-критерия 
по формуле (3.18); 
6) по Таблице 12 Приложения для p = 0,05 и числа степеней свободы  
= 12 – 3 = 9 находим tкр = 2,262 (в ячейке H16). 
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 A B C D E F G H I J 
1 










2 1 Асин  Хор. 7,5 Выс. 11 Хор. 10,5 ry1= 0,829 
3 2 Борин Выс. 11 Дост. 7 Хор. 10,5 ry2= 0,688 
4 3 Ванин Уд. 4 Недост. 2,5 Неуд. 2,5 r12= 0,693 
5 4 Гришин Хор. 7,5 Дост. 7 Хор. 10,5 rкр = 0,58 
6 5 Димин Выс. 11 Выс. 11 Уд. 6,5   
7 6 Катин Неуд. 1,5 Недост. 2,5 Неуд. 2,5   
8 7 Манин Хор. 7,5 Дост. 7 Уд. 6,5   
9 8 Пашин Уд. 4 Недост. 2,5 Неуд. 2,5   
10 9 Санин Уд. 4 Дост. 7 Уд. 6,5   
11 10 Танин Выс. 11 Выс. 11 Уд. 6,5   
12 11 Юлин Неуд. 1,5 Недост. 2,5 Неуд. 2,5   
13 12 Яшин Хор. 7,5 Дост. 7 Хор. 10,5   
14   SR= 78 SR= 78 SR= 78   
15   R= 0,844 tR= 4,973 R^2 = 0,712   
16   ry1(2)= 0,673 t= 2,728 tкр= 2,262   
17   ry2(1)= 0,283 t= 0,885     
18   r12(y)= 0,301 t= 0,948     
Комментарий (1): Парные коэффициенты корреляции указывают на на-
личие сильной корреляции y – x1 (r = 0,829) и умеренной y – x2 и x1 – 
x2 (0,688 и 0,693, соответственно); все значения выше критического, 
определенного по таблице Фишера (Таблице 13) для p = 0,05;  = 12 – 
2 = 10) rкр = 0,58, что свидетельствует о достоверности корреляции. 
Комментарий (2): Коэффициент множественной корреляции Ry12 = 
0,844 и tR > tкр – это свидетельствует о существовании сильной дос-
товерной связи между совокупностью факторов и результативным 
признаком; коэффициент детерминации R
2
 = 0,71 (ячейка H15) – это 
означает, что значение результативного признака на 71% обуслов-
лено выделенными факторами, а на оставшиеся 29% – какими-то не-
учтенными. 
Комментарий (3): Анализ частных корреляций и их достоверностей го-
ворит о том, что значимой оказывается только связь успеваемости и 
систематичности самостоятельной работы; связи «успеваемость» – 
«качество конспекта» и «систематичность» – «качество конспекта» 
  125 
слабы и недостоверны; это означает, что качество ведения конспекта 
на уроке оказывает слабое влияние на итоговую успеваемость, а вы-
деленные и изучавшиеся факторы между собой не связаны (т.е. яв-
ляются независимыми). Данный результат не противоречит выводу, 
сделанному в комментарии (1), поскольку в значениях коэффициентов 
парных корреляций в неявном виде присутствуют все факторы, а в ча-
стных – только два («в чистом виде») при исключении остальных. 
Таким образом, многофакторный корреляционный анализ по-
зволяет на начальном этапе педагогического исследования выде-
лить наиболее существенные факторы, оказывающие влияние на 
результативный признак, и в дальнейшем изучать только их, от-
бросив факторы второстепенные. 
Хотелось бы еще раз подчеркнуть то обстоятельство, что раз-
деление показателей на результативный признак и факторы и выяв-
ление достоверной корреляционной связи между ними не эквива-
лентно доказательству существования причинно-следственной свя-
зи между показателями     (и не заменяет его); возможна ситуация, 
когда результат и фактор (факторы) связаны и являются следствия-
ми какой-то иной причины неизвестной автору исследования. 
3.3.3. Элементы регрессионного анализа (прогнозирование 
результатов педагогического воздействия) 
После того, как с помощью корреляционного анализа выявле-
ны статистически значимые связи между показателями и оценены 
интенсивности (теснота) и направленность связей, можно решать 
задачу об установлении вида функции, описывающей связь. В 
случае многофакторной задачи, очевидно, это будет функция мно-
гих переменных; для парных корреляций – функция типа y = y(x). 
В рамках статистической теории явный вид функции не определя-
ется – для этого требуются какие-то иные соображения теоретиче-
ского характера. Однако если выбор общего вида функции сделан, 
то, пользуясь методами математической статистики, можно найти 
такие значения коэффициентов функциональной зависимости, при 
которых данная функция наилучшим образом описывает имеющие-
ся экспериментальные значения. Помимо этого по устанавливае-
мым в статистической теории критериям можно оценить, насколько 
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выбор функции был удачен. Выбранная функция называется функ-
цией (уравнением) регрессии, а раздел математической статистики, 
занимающийся решением подобных задач, называется «регрессион-
ный (регрессивный) анализ». 
В рамках данной книги мы, безусловно, не ставим задачу рас-
смотрения математической стороны методов регрессионного ана-
лиза – интересующиеся могут найти изложение в соответствую-
щих пособиях; мы затронем один частный, но важный для педаго-
гической науки и практики пример построения регрессивных за-
висимостей. 
Представим себе ситуацию, что мы исследовали динамику 
критериального показателя, изменяющегося с течением времени в 
результате нашего воздействия, на некотором временном отрезке 
(скажем, за первое полугодии). Весьма важным с точки зрения 
дальнейшего управления педагогическим процессом является по-
строение прогноза на перспективу (например, на конец учебного 
года). Прогностическое заключение на основании имеющихся 
данных предвосхищает состояние системы (или отдельных ее 
компонентов) в будущем. Прогнозирование – весьма важный вид 
диагностики, поскольку оно позволяет выявить отклонения на 
ранних этапах их развития и осуществить необходимую коррек-
цию. Б.С. Гершунский определяет педагогическое прогнозирование 
как «специально организованный комплекс научных исследований, 
направленный на получение достоверной опережающей информа-
ции о развитии соответствующих педагогических объектов с це-
лью оптимизации содержания и методов, средств и организован-
ных форм учебно-воспитательной деятельности» [3]. Это опреде-
ление подчеркивает важность прогнозирования в педагогике. 
Развитие прогностики как науки привело к созданию методов, 
приемов, процедур прогнозирования. Из наиболее популярных и 
эффективных следует выделить метод экстраполяции, который 
базируется на предположении о сохранении в будущем тех тен-
денций развития системы, которые существовали в прошлом и на-
стоящем. 
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В применении к рассматриваемой в данном пособии предмет-
ной области задача прогнозирования может быть сформулирована 
следующим образом: имеется набор экспериментальных данных – 
несколько разнесенных во времени результатов измерения крите-
риального показателя у группы испытуемых (или одного испы-
туемого); по этим данным необходимо определить значение пока-
зателя в требуемый момент в прошлом или, чаще, в будущем. По-
добные задачи, как уже сказано, в математической статистике по-
лучили название задач регрессии, но в нашем случае, поскольку 
аргументом является время, будет использовать термин прогнози-
рование. В математическом отношении подобные задачи оказыва-
ются весьма громоздкими – по-видимому, именно по этой причине 
прогнозирование весьма редко встречается как в педагогической 
теории, так и практике. Вместе с тем, как мы уже имели возмож-
ность неоднократно убедиться, в пакете MS Excel имеется множе-
ство простых по интерфейсу инструментов, которые освобождают 
пользователя от необходимости вникать в математическую сторо-
ну решения и требуют лишь корректно ввести данные и правильно 
интерпретировать результаты расчета. Это в полной мере относится 
и к задачам регрессионного анализа – в Пакете анализа имеется 
большой набор соответствующих функций и инструментов. Однако 
прежде чем начать знакомиться с ними и рассматривать примеры 
их применения, обсудим ряд положений общего характера. 
Как уже отмечалось, регрессионный анализ начинается с того, 
что исходя из экспериментальных данных или каких-то иных со-
ображений (лежащих вне рамок применяемых методов) мы пред-
полагаем общий характер исследуемой зависимости; к наиболее 
часто встречающимся следует отнести линейную, полиномиальную, 
экспоненциальную, логарифмическую, степенную зависимости. 
Далее в обобщенной форме представления функции, характери-
зующей выбранный тип зависимости, подбираются (вычисляются) 
коэффициенты (параметры) таким образом, чтобы суммарное от-
клонение экспериментальных точек от точек аппроксимирующей 
функции было бы минимальным. Другими словами, в явном или 
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неявном виде устанавливается аналитический вид функции, опи-
сывающей экспериментальные данные (в рамках выбранного типа 
аппроксимации!). Далее, подставив в полученную функцию тре-
буемое значение аргумента (повторяем, что в основе лежит допу-
щение о неизменности характера зависимости на всем протяжении 
наблюдений «до» и «после»), получаем искомое значение показа-
теля, т.е. прогноз. Таким образом, прогнозирование методом экст-
раполяции распадается на два шага: построение аппроксимирую-
щей функции и вычисление ее значения при нужном аргументе. 
Какого типа зависимости могут встречаться при изучении 
процессов, связанных с обучением (в широком толковании обуче-
ния как приобретения некоторой суммы знаний и умений, пове-
денческих норм и пр., а также освоения приемов деятельности)? 
Наиболее простой вариант аппроксимирующей функции – линей-
ная. Однако такая зависимость означает увеличение (или умень-
шение) отслеживаемого показателя на одинаковую и постоянную 
величину за одинаковые временные интервалы, т.е. скорость из-
менения показателя с течением времени остается постоянной и, 
следовательно, его рост (или убыль) безграничен. По-видимому, 
подобный характер может проявиться на каких-то малых времен-
ных отрезках, но в исследованиях, охватывающих большие с точ-
ки зрения человека периоды – порядка года – линейные зависимо-
сти можно ожидать едва ли. Тем не менее, линейная и связанная с 
ней полиномиальная аппроксимация будут рассмотрены ниже с 
целью знакомства с соответствующим инструментарием. 
На наш взгляд, в закономерностях, характеризующих педаго-
гические и психологические процессы, происходящие как с от-
дельной личностью, так и с группой обучаемых, преобладают два 
типа зависимостей: экспоненциальный спад и логарифмический 
рост. К первому типу относятся многие релаксационные процессы 
в природе; в приложении к физиологическим особенностям чело-
века – это забывание (закон Эббингауза), спад эмоционального 
подъема, возбуждений и т.п. (рис. 3.5 (а)). Аппроксимирующая 
функция имеет вид: 
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     , 
где a1, a2 и a3 являются параметрами, устанавливаемыми в процес-
се регрессионного анализа. Особенность этой зависимости в том, 
что она описывает спад показателя от некоторого исходного зна-
чения в начальный момент времени до остаточного уровня на ко-



























Рис. 3.5. Аппроксимирующие зависимости: 
(а) экспоненциальная; (б) логарифмическая 
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Логарифмическая зависимость (рис. 3.5(б)), напротив, отра-
жает рост показателя с выходом к некоторому конечному уровню. 
Подобные зависимости могут характеризовать изменение уровня 
спортивных результатов, доли хорошо успевающих в группе, 
уровня «остепененности» профессорско-преподавательского со-
става подразделения вуза – короче, любые процессы, выходящие 
на «насыщение» – это процессы, в которых определено макси-
мальное значение исследуемого параметра. Логарифмическая за-
висимость описывается функцией 
(3.21) 
Поскольку экспериментальные значения определены с неко-
торой точностью, очевидно, и коэффициенты аппроксимирующей 
функции, и прогнозируемое значение также содержат погреш-
ность. Количественной мерой этой погрешности является средняя 





где yi – экспериментальное значение признака номер i; ŷi – значе-
ние аппроксимирующей функции в точке i; n – количество изме-
рений. Очевидно, такой же относительной погрешностью будет 
обладать и результат экстраполяции зависимости, т.е. прогноз. 
В качестве абсолютной погрешности прогноза может быть 
принята стандартная ошибка оценки, которая является мерой 
среднего рассеивания наблюдаемых значений признака вокруг по-





Величиной, характеризующей прогноз, является также коэф-
фициент детерминации R2, где величина R – коэффициент множест-
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венной корреляции (при одном аргументе, очевидно, он становится 
коэффициентом парной корреляции). 
MS Excel содержит целый ряд функций, связанных с регрес-
сионным анализом: ТЕНДЕНЦИЯ, ПРЕДСКАЗ, ЛГРФПРИБЛ, 
РОСТ, ЛИНЕЙН, СТОШYX и другие, а также инструменты Паке-
та анализа. Мы познакомимся с некоторыми из них в процессе ре-
шения одной задачи несколькими способами. 
Пример 3.6: 
В ходе эксперимента определялась средняя накапливаемая доля 
выполнения текущих учебных заданий (будем обозначать Q) еженедель-
но по каждому учащемуся (метод «накапливаемой отметки»6). В соответ-
ствии с долей выставлялась отметка по принятой в школе шкале «2-3-4-
5»; пересчет производится в соответствии со следующими правилами: 
отметка «5» выставляется, если доля выполнения составляет 0,9  1,0; 
«4» – при доле 0,75  0,89; «3» – при доле 0,55  0,74; «2» – при доле 
выполнения ниже 0,55. Данные по конкретному ученику за первое полу-
годие (до 18-й недели) приведены в таблице. На основании них требует-
ся построить прогноз на 20-ю, 27-ю (конец 3-ей четверти) и 34-ю (конец 
учебного года) недели. 
Неделя 
(n) 
5 8 9 10 11 12 13 14 15 16 17 
Доля 
(Q) 
0,95 0,70 0,50 0,92 0,92 0,93 0,76 0,83 0,95 0,94 0,82 
Комментарий: ясно, что, несмотря на текущие колебания средней доли 
выполнения, она должна приближаться к некоторому конечному 
значению, не превышающему 1; как указывалось выше, в подобной 
ситуации можно пытаться аппроксимировать экспериментальные 
данные логарифмической зависимостью. 
Рассмотрим варианты решения задачи в MS Excel. 
Вариант 1 
Воспользуемся возможностями инструмента, относящегося к Мас-
теру диаграмм, – трендом. Достоинство данного подхода в том, что мы 
сразу же получим и аналитическое, и графическое представление наших 
данных. 
                                                 
6
 Приводятся результаты реальных исследований автора в одной из школ г. 
Екатеринбурга. 
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Трендом называется кривая, сглаживающая экспериментальные 
значения в соответствии с заданным характером функциональ-
ной связи между фактором и показателем (аргументом и функ-
цией). 
Сначала по имеющимся данным стандартным образом с помощью 
Мастера диаграмм строим исходный точечный график доли выполне-











Установить характер тренда и построить его на графике (или диа-
грамме) можно, если после щелчка правой клавишей по столбцу диа-
граммы или экспериментальной точке графика в появившемся меню вы-













Щелчком мыши в соответствующее окошко нужно выбрать тип ап-
проксимирующей функции – в рассматриваемом примере это «Лога-
рифмическая». 
Далее в том же окне необходимо перейти на закладку Параметры. 
Нужно заполнить следующее: 
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 в окнах Прогноз – установить, на сколько единиц (в которых из-
мерен аргумент) требуется продлить тренд (поставлено «9», т.к. 
хотим спрогнозировать на 27-ю неделю от 18-й); 
 поставить флажки в окна «Показывать уравнение на диаграм-





























Пользуясь выведенным на график уравнением аппроксимации 
        , 
подставляя в него аргументы 20, 27 и 34, получим значения-прогнозы, 
соответственно, 0,891; 0,915 и 0,934. Погрешность прогнозирования оце-
ним позже. 
y(x) , ln x ,  0 0803 0 6507
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Необходимо еще раз обратить внимание на то, что трендовая кри-
вая сглаживает скачки экспериментальных точек в соответствии с приня-
той аппроксимацией; обычное сглаживание, установленное в Мастере 
диаграмм, лишь устраняет «углы», но передает все подъемы и спады в 
экспериментальном наборе данных – кривая может оказаться немоно-
тонной. По этой причине можно рекомендовать пользоваться трендом 
при графическом представлении результатов эксперимента даже в том 
случае, если прогнозирование не требуется. 
Вариант 2 
Можно обойтись без графического представления, если воспользо-
ваться специальными функциями прогнозирования. К ним относится 
функция РОСТ, однако, она строит прогноз при экспоненциальном ха-
рактере связи между аргументом и функцией (рис. 3.5 (а)). Другой по-
добной функцией является ТЕНДЕНЦИЯ, но она применима лишь к ли-
нейной регрессии. Тем не менее, мы сможем воспользоваться ею для 
прогнозирования, если в выражении для логарифмической аппроксима-
ции (3.21) произведем замену: z = ln x – функция станет линейной: y’(z) 
= a1z + a2. Следовательно, перед применением функции ТЕНДЕНЦИЯ 
нужно осуществить линеаризацию данных: 
 
 A B C D E F G 
1 n z y y’ |y-y’|   
2 5 1,609 0,95 0,79 0,171   
3 8 2,079 0,70 0,83 0,177   
4 9 2,197 0,50 0,84 0,676   
5 10 2,303 0,92 0,85 0,084   
6 11 2,398 0,92 0,86 0,075   
7 12 2,485 0,93 0,86 0,072 a1= 0,0803 
8 13 2,565 0,76 0,87 0,148 a2= 0,6507 
9 14 2,639 0,83 0,88 0,062   
10 15 2,708 0,95 0,88 0,070   
11 16 2,773 0,94 0,89 0,056   
12 17 2,833 0,82 0,89 0,095   
13 18 2,890 0,96 0,90 0,064   
14 20 2,996 0,891  1,749   
15 27 3,296 0,915  0,146 - отн. погр  
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 в колонку A занесены номера недель (и те, в которые производились 
измерения, и те, на которые требуется прогноз); 
 в колонке B вычислены логарифмы от номеров недель (z); 
 в колонке C представлены значения признака (доли выполнения) (y  
Q); в D – значения y’, которые определяются по экстраполирующей 
прямой. 
Далее необходимо действовать следующим образом: 
 выделяем мышью группу ячеек C14:C16 (в них будут выведены ре-
зультаты прогнозирования); 
 вызываем функцию ТЕНДЕНЦИЯ из группы Статистические – откро-
ется окно функции, в котором нужно указать (путем «обтягивания» 













 поскольку результатом работы функции будет не одно значение, как 
обычно, а массив значений (C14:C16), после введения данных в окно 
следует одновременно нажать комбинацию клавиш 
[Ctrl]+[Shift]+[Enter] – в ячейках C14:C16 появятся значения: 0,891; 
0,915 и 0,934 (для наглядности они выделены жирным шрифтом); 
если после этого навести курсор на любую из выходных ячеек, в 
строке редактирования появится функция в следующем виде: 
{=ТЕНДЕНЦИЯ(C2:C13;B2:B13;B14:B16;1)} (т.е. в фигурных скобках 
– это признак операции с массивом); при ошибочном вводе (на-
пример, нажатии в окне функции экранной клавиши [OK] вместо 
указанной выше комбинации) запись функции будет без фигурных 
скобок и выведется только одно значение 0,891 в C14. 
Как мы видим, получается тот же самый результат, что и в Вари-
анте 1. 
=D14/12 
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Теперь осталось лишь оценить погрешность прогнозирования. Здесь 
также можно действовать двумя путями – пройдем обоими, чтобы иметь 
вновь возможность сопоставить результаты. 
Воспользуемся формулой (3.22). В колонке D вычислены значения, 
стоящие под знаком суммы – результат суммирования в ячейке D14; по-
скольку количество экспериментальных точек 12, окончательно в D15 
находим среднюю относительную ошибку аппроксимации; умножив ее на 
значение прогноза (ячейка C16), получим абсолютную погрешность про-
гноза 0,136. 
Другой вариант оценки погрешности – воспользоваться функцией 
СТОШXY, которая сразу вычисляет абсолютную погрешность оценки по 
формуле (3.23) – результат в ячейке F16; погрешность оказалась равной 
0,142, т.е. практически совпала с предыдущей оценкой, а с учетом того, 
что она должна быть округлена до одной значащей цифры (в нашем слу-
чае, 0,1), то можно говорить о полном совпадении. Безусловно, исполь-
зование функции СТОШXY позволяет оценить погрешность быстрее, од-
нако, она применима только в случае линейной регрессии. 
Теперь можно окончательно построить график, представляющий экс-
периментальные результаты (с погрешностью) и прогноз. 



























В данной задаче нам осталось обсудить только один момент– зна-
чение коэффициента детерминации R
2
, которое, как мы видели, состав-
ляет 0,0456. Величина эта, безусловно, мала, что должно свидетельст-
вовать об отсутствии влияния фактора на результативный признак. Од-
нако в нашем случае фактором является время, с течением которого 
признак – доля выполнения – не может не изменяться. Малое значение 
коэффициента детерминации (как и относительно большая погрешность 
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прогноза) связано со значительным разбросом точек в первые недели 
учебы. Несмотря на это, спрогнозированные значения оказались весьма 
близки к реальным результатам, с которыми учащиеся закончили учеб-
ный год – по доле выполнения корреляция составила 0,64, а после ее 
пересчета в школьную отметку – даже 0,83. Таким образом, можно за-
ключить, даже при заметном разбросе экспериментальных точек методы 
экстраполяции обеспечивают достаточно надежный прогноз. 
3.4. Дисперсионный анализ 
3.4.1. Общее представление о дисперсионном анализе 
Во многих педагогических исследованиях нас интересует во-
прос о том, в какой мере оказывает влияние тот или иной фактор 
или комбинация факторов на рассматриваемый признак. Другими 
словами, мы хотим исследовать значимость причинно-
следственной связи между некоторым контролируемым по интен-
сивности фактором (или несколькими факторами) – причиной – и 
его влиянием на интересующий нас признак – следствием. В этом 
состоит отличие дисперсионного анализа от корреляционного, в 
котором только доказывается достоверность совместного (связан-
ного) изменения двух (или более) признаков без установления 
причинно-следственных связей. 
Безусловно, исследователь сам выбирает (или обосновывает), 
что отнести к причине, а что к следствию – это, по сути, является 
его экспериментальной гипотезой. Например, мы предполагаем, 
что количество повторений в процессе изучения учебного мате-
риала должно оказывать влияние на уровень остаточных знаний. 
Для проверки такой гипотезы мы должны организовать несколько 
экспериментальных групп учащихся, в которых будет произведено 
различное число повторений материала и затем у всех измерить 
уровень остаточных знаний по данной дисциплине (тестированием 
или контрольными заданиями иного типа). Получив соответст-
вующие экспериментальные данные и подвергнув их дисперсион-
ному анализу, мы сможем либо подтвердить экспериментальную 
гипотезу, либо получить ее опровержение (если окажется, что 
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влияние фактора не превышает обычного статистического разбро-
са данных). 
Научно обоснованное решение подобных задач при некото-
рых начальных предположениях и составляют предмет дисперси-
онного анализа, методы которого разработаны английским мате-
матиком Р.А. Фишером, в силу чего критерии названы его именем. 
В дисперсионном анализе приняты следующие термины: 
 различаемая из множества аналогичных по смыслу переменная, 
которую исследователь выдвигает в качестве причины, называет-
ся фактором; фактор может измеряться с помощью любой шка-
лы, включая номинативную; 
 возможные количественные значения фактора называется гра-
дациями (или уровнями); при измерении фактора по номинатив-
ной шкале (качественные различия фактора) обычно использует-
ся иной термин – условие действия фактора; общее число града-
ций (условий) конечно, но не менее 3-х; 
 измеряемое по какой-либо шкале (начиная с порядковой) след-
ствие действия фактора называется результативным призна-
ком (или просто признаком); все измерения по всем градациям 
фактора составляют генеральную совокупность; 
 результаты измерений признака, разбитые по градациям фак-
тора, называются дисперсионным комплексом; 
 данные (значения признака), относящиеся к отдельной града-
ции фактора, называются ячейкой дисперсионного комплекса; 
ячейка является выборкой генеральной совокупности; 
 дисперсионный комплекс, во всех ячейках которого находится 
одинаковое число измерений признака, называется равномер-
ным. 
Идея метода дисперсионного анализа состоит в сравнении 
фактической изменчивости признака (она называется вариативно-
стью) с изменчивостью, которая может возникнуть вследствие 
действия случайных (неконтролируемых) факторов. Мерой «зако-
номерной» вариативности служит некоторая величина, связанная с 
изменением средних по анализируемым выборкам значений при-
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знака при изменении фактора. Мерой «случайной» вариативности 
является статистическая оценка разброса среднего в выборках. 
Отношение этих величин составляет экспериментальное значение 
критерия Фишера F; чем выше вариативность, обусловленная дей-
ствием фактора, тем больше значение F; при его превышении не-
которого критического (табличного) значения влияние фактора на 
признак следует считать достоверно доказанным. 
Проверяемые гипотезы: 
H0: Средние значения исследуемого результативного признака 
одинаковы для всех градаций фактора. 
H1: Средние значения исследуемого результативного признака 
достоверно различаются при разных градациях фактора. 
Дисперсионный анализ является параметрическим статисти-
ческим методом; он основывается на двух предположениях (ис-
ходных положениях), которые можно считать условиями приме-
нимости данного метода: 
 нормальный характер распределения признака в дисперсион-
ном комплексе (правда, обычно не указывается, идет ли речь о 
распределении по всей генеральной совокупности или же по 
выборкам всех ячеек комплекса); 
 равенство дисперсий (или средних квадратических отклоне-
ний) признака в ячейках. 
Порядок проверки нормальности распределения был рассмот-
рен выше (см. п. 3.1.3.). Что касается равенства дисперсий, то по-
казано, что это требование можно заменить требованием равно-
мерности дисперсионного комплекса. Таким образом, применению 
дисперсионного анализа должна предшествовать проверка нор-
мальности и уравновешивание дисперсионного комплекса. По-
следняя операция состоит в том, что в случае, когда число измере-
ний признака в ячейках не совпадает, нужно случайным образом 
отбросить лишние значения и добиться равномерности комплекса. 
Случайный отбор можно произвести с помощью инструмента Вы-
борка из надстройки Анализ данных меню Сервис (после установ-
ки надстройки «Пакет анализа) – см. п. 3.1.2). 
  140 
В заключение предварительного знакомства с дисперсионным 
анализом следует заметить, что он позволяет зафиксировать толь-
ко факт изменения признака под действием фактора, но не направ-
ление изменения. Для определения направления необходимо произ-
вести численное сопоставление данных в ячейках дисперсионного 
комплекса либо представить их графически. 
3.4.2. Однофакторный дисперсионный анализ 
При исследовании зависимостей одной из наиболее простых 
является ситуация, когда можно выделить только один фактор, 
влияющий на изучаемый признак, и этот фактор может принимать 
лишь конечное число значений (уровней). Задачи такого типа, на-
зываемые задачами однофакторного анализа, достаточно часто 
встречаются в практике педагогических исследований. К ним 
можно отнести, например, сравнение по достигаемым результатам 
нескольких различных способов действия, направленных на дос-
тижение одной цели (скажем, использование в разных учебных 
группах различных учебников по одной дисциплине или различ-
ных методик обучения). Другой пример – изучение влияния кон-
тролируемого фактора на результаты обучения учащихся одной 
группы (скажем, количества тренировок на уровень спортивных 
достижений). 
Задачи, подобные перечисленным, могут весьма успешно ре-
шаться и непараметрическими методами, например, с использова-
нием критериев тенденций Пейджа (п. 2.2.4.) или Джонкира (п. 
2.1.3.). По сравнению с ними преимущество однофакторного дис-
персионного анализа состоит только в отсутствии ограничений на 
объем выборок. Притом что, с одной стороны, в подавляющем 
большинстве исследований объемы выборок не превышают не-
скольких десятков испытуемых, а, с другой стороны, проведение 
дисперсионного анализа сопряжено с большим объемом вычисле-
ний, исследователи чаще всего отдают предпочтение методам не-
параметрическим. 
Ситуация, однако, заметно меняется, если обработку данных 
производить с помощью Пакета анализа в MS Excel. Он позволяет 
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исследователю не вникать в математическую (весьма непростую!) 
сторону обработки – она скрыта за пользовательским интерфей-
сом; именно по этой причине и мы не будем ее рассматривать, ад-
ресовав интересующихся именно этими аспектами метода к посо-
биям [10, 14, 15]. Помимо этого, отпадает необходимость обра-
щаться к таблицам критических значений – они (значения) указы-
ваются в выводных данных соответствующих инструментов – по 
этой причине критические таблицы для этих методов не приводят-
ся в Приложении. Вызов соответствующего инструмента произво-
дится через меню Сервис  Анализ данных; далее в окне Инст-
рументы анализа выбирается инструмент Однофакторный дис-
персионный анализ (он расположен в самом верху списка) и нажи-














Рис. 3.6. Окно метода «Однофакторный 
 дисперсионный анализ» 
В этом окне необходимо указать: 
 в строке Входной интервал – интервал ячеек, в которых распо-
ложен дисперсионный комплекс на листе Excel (естественно, 
он должен быть подготовлен до вызова инструмента обработ-
ки); обозначить интервал можно «обтягиванием» его курсором 
мыши; 
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 Группирование – расположение ячеек дисперсионного ком-
плекса – по столбцам или по строкам; 
 в строке Альфа вводится значимость 0,05; 
 в области Параметры вывода следует выбрать режим Выход-
ной интервал – после этого в ставшем доступном окне ввести 
(или указать щелчком мыши на листе) адрес ячейки, начиная с 
которой будут выводиться таблицы с результатами обработки 
(содержание таблиц мы увидим ниже). 
Таким образом, мы видим, что инструмент Однофакторный 
дисперсионный анализ предельно прост в обращении, что делает 
его даже более удобным для практического применения, чем не-
параметрические методы, которые приходится реализовывать са-
мостоятельно. Чтобы убедиться в этом мы рассмотрим примене-
ние данного инструмента в задачах, решенных до этого с помо-
щью критериев Джонкира и Пейджа (примеры 2.4 и 2.8, соответ-
ственно). Тем самым будет продемонстрировано применение од-
нофакторного дисперсионного анализа как для независимых, так и 
для связанных выборок. 
Еще раз обратим внимание на условия применимости одно-
факторного дисперсионного анализа экспериментальных данных: 
1) количество градаций фактора не менее 3-х, количество значе-
ний в дисперсионной ячейке – не менее 2-х; 
2) одинаковое число измерений во всех дисперсионных ячейках 
(равномерность дисперсионного комплекса); 
3) нормальный характер распределения измеренных величин во 
всей генеральной совокупности или же в каждой ячейке ком-
плекса. 
Пример 3.7: (однофакторный дисперсионный анализ для незави-
симых выборок) 
Данные о средней успеваемости 6 случайным образом отобранных 
студентов с 1-го по 5-й курс по итогам двух сессий приведены в таблице. 
Можно ли утверждать, что существует тенденция роста средней успевае-
мости при переходе студентов с курса на курс? (Для сравнения см. пример 
2.4). 
  143 
Комментарий: очевидно, в данной задаче фактором является номер 
курса; он имеет 5 градаций; результативным признаком является ус-
певаемость испытуемых; поскольку по условию задачи с каждого 
курса отбиралось одинаковое количество испытуемых, дисперсион-
ный комплекс уравновешен; таким образом, условия 1) и 2) приме-
нимости метода выполнены – осталось проверить выполнение усло-
вия 3). 
Проверяемые гипотезы: 
H0: Различия средней успеваемости между курсами являются не 
более выраженными, чем случайные различия в пределах каждого кур-
са. 
H1: Различия средней успеваемости между курсами достоверно пре-
вышают случайные различия в пределах каждого курса. 
Вариант решения задачи с помощью инструмента Однофакторный 
дисперсионный анализ надстройки Анализ данных в MS Excel: 
1) после занесения данных об успеваемости по курсам, под каждой из 
колонок B – F вычислить коэффициент асимметрии и показатель 
эксцесса, используя функции СКОС() и ЭКСЦЕСС(); из Таблицы 11 
(стр. 208) для n = 6 найти критические значения (ячейки C11 и E11, 
соответственно); видно, что во всех ячейках комплекса параметры 
эмпирических распределений не превышают критические значения 
(по Пустыльнику) и, следовательно, распределения можно считать 
нормальными – условие 3) применимости однофакторного дисперси-
онного анализа также выполнено; 
2) при вызове окна однофакторного дисперсионного анализа (рис. 3.6) 
нужно указать: Выходной интервал B2:F8; Группирование – по стро-
кам; Метки в первой строке – установить флажок; Альфа – 0,05; 
Выходной интервал – G1; после нажатия кнопки [OK] в ячейки, начи-
ная с G1, будут выведены результаты обработки – для наглядности 
они представлены в другой таблице, которую следует рассматривать 
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2 1 2 3 4 5                     
3 1 3,0 3,2 3,0 3,6 3,8 ИТОГИ 
4 2 3,2 3,5 3,6 4,0 4,0 Группы 
5 3 3,5 4,0 4,2 4,2 4,8 1 курс 
6 4 3,6 4,5 4,5 4,5 5,0 2 курс 
7 5 4,2 4,6 4,8 5,0 5,0 3 курс 
8 6 5,0 4,8 5,0 5,0 5,0 4 курс 
9 |A| = 1,08 0,46 0,71 0,72 0,27 5 курс 
10 |E|= 0,62 1,74 0,64 0,30 2,26  
11  Aкр= 2,07 Eк= 2,98   
 




    
2        
3 ИТОГИ       
4 Группы Счет Сумма Среднее Дисперсия   
5 1 курс 6 22,5 3,750 0,543   
6 2 курс 6 24,6 4,100 0,416   
7 3 курс 6 25,1 4,183 0,578   
8 4 курс 6 25,2 4,200 0,244   
9 5 курс 6 26,9 4,483 0,274   
10        




     
13 
Источник 
вариации SS df MS F P F кр 
14 
Между 
группами 1,662 4 0,416 1,011 0,420 2,759 
15 
Внутри 
групп 10,272 25 0,411    
16        
17 Итого 11,934 29         
3) нет необходимости подробно комментировать все данные, сформи-
рованные в результате работы примененного инструмента – для на-
ших целей важными являются две величины, выделенные рамками в 
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ячейках K14 и M14 под заголовками F и Fкр;  F – это эксперименталь-
ное значение критерия Фишера, Fкр – критическое значение для дан-
ных условий проведения опыта; из сопоставления видно, что F < Fкр, 
что заставляет отклонить экспериментальную гипотезу и принять H0 
– достоверная связь между номером курса и успеваемостью не вы-
явлена (кстати, такой же результат был получен и при применении 
критерия Джонкира (см. пример 2.4). 
Пример 3.8: (однофакторный дисперсионный анализ для связан-
ных выборок) 
Имеются результаты четырех измерений количества подтягиваний в 
группе юношей. Первое измерение относится к исходному состоянию; по-
следующие испытания производились в процессе спортивных тренировок 
с равным временным интервалом. Можно ли утверждать, что значимо 
проявилась тенденция роста индивидуальных показателей при переходе 
от начального состояния к конечному? (Для сравнения см. пример 2.8). 
Комментарий: в данной задаче фактором является номер испытания 
(который связан с продолжительностью тренировочного процесса); 
число градаций – 4; результативным признаком является число под-
тягиваний испытуемых; поскольку обследовалась одна и та же груп-
па из 7 человек, дисперсионный комплекс уравновешен и достаточен 
по объему; таким образом, условия 1) и 2) применимости метода вы-
полнены – осталось проверить выполнение условия 3). 
Проверяемые гипотезы: 
H0: Различия среднего числа подтягиваний в группе в разных испы-
таниях не превышают различий, обусловленных действием случайных 
факторов. 
H1: Различия среднего числа подтягиваний, связанные с номером 
испытания, достоверно превышают различия, обусловленных действием 
случайных факторов. 
Вариант решения задачи с помощью MS Excel: 
1) несколько изменим форму таблицы данных из примера 2.8: сначала 
укажем количество подтягиваний в каждом испытании (колонки C – 
F); колонки для рангов заготовим (G – J), но заполнять пока не бу-
дем; проверим нормальность распределения (ячейки G10 – F12) – из 
сопоставления с критическим значениями видно, что условие нор-
мальности выполнено, и дисперсионный анализ можно проводить. 
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 A B C D E F G H I J 
1   Число подтягиваний Ранги 
2 № Фам. 1 2 3 4 1 2 3 4 
3 1 Асин 1 3 8 7 1 2 4 3 
4 2 Васин 10 16 9 13 2 4 1 3 
5 3 Гришин 5 5 11 10 1,5 1,5 4 3 
6 4 Колин 7 9 7 16 1,5 3 1,5 4 
7 5 Митин 4 6 12 12 1 2 3,5 3,5 
8 6 Танин 11 8 9 12 3 1 2 4 
9 7 Яшин 7 15 9 11 1 4 2 3 
10  |A| = 0,20 0,61 0,51 0,11 1,45 0,31 0,14 0,76 
11  |E| = 0,48 1,12 0,26 1,29 1,95 1,59 2,10 1,69 
12   Aкр= 2,01 Eк = 3,31     
2) применение инструмента Однофакторный дисперсионный анализ к 
данным по числу подтягиваний дало следующий результат: Fэксп = 
2,65; Fкр = 3,01; Fэксп < Fкр и с формальной точки зрения эксперимен-
тальная гипотеза должна быть отклонена, однако, мы видим, что Fэксп 
близко к (хотя и меньше) Fкр – это дает основание для изменения 
схемы обработки; в частности, применим дисперсионный анализ не к 
количествам подтягиваний, а к рангам этих величин; 
3) в колонках G – J заносим ранги значений из колонок C – F (их можно 
позаимствовать из примера 2.7); снова проверяем нормальность 
распределений в выборках (ячейки G10 – J11) – сопоставление с 
критическими значениями (ячейки D12 и F12) вновь свидетельствует 
о нормальном характере распределения и возможности проводить 
дальнейший анализ; 
4) дисперсионный анализ для рангов дает: Fэксп = 4,03;        Fкр = 3,01; 
Fэксп > Fкр – следовательно, данным приемом экспериментальную ги-
потезу удалось «вытянуть» – доказано, что результат (число подтя-
гиваний) закономерно связан с продолжительностью тренировочного 
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3.4.3. Двухфакторный дисперсионный анализ 
Когда исследователь изучает влияние некоторого фактора на ре-
зультативный показатель, он явно или неявно предполагает, что 
влияние других факторов отсутствует или же оно несущественно по 
сравнению с выделенным фактором. Это, по сути, является упро-
щающим реальную ситуацию, т.е. модельным допущением, которое, 
вообще говоря, может и не подтвердиться в ходе эксперимента. На-
ряду с подобными, можно выделить группу задач педагогического 
характера, в которых на отслеживаемый показатель оказывают воз-
действие несколько контролируемых факторов. Используя матема-
тическую аналогию, однофакторные – это задачи «плоские», по-
скольку зависимость показателя от фактора может быть описана не-
которой кривой на плоскости. Многофакторные задачи – это задачи 
многомерные, «объемные». В частности, при наличии двух факторов 
задача становится трехмерной, а значения показателя будет пред-
ставляться некоторой поверхностью в таком пространстве. Исследо-
ватель, безусловно, никогда не строит подобные поверхности, но, по 
сути, исследует их сечения. Другими словами, он выясняет поведе-
ние показателя под действием какого-то одного фактора при усло-
вии, что другой имеет некоторое определенное, но неизменное зна-
чение. Например, изучается влияние доли усваиваемой учебной ин-
формации в зависимости от скорости ее предъявления (скажем, ско-
рости речи при чтении лекции); при этом вторым отслеживаемым 
фактором может быть пол или возраст испытуемых. Вполне может 
оказаться, что влияние первого фактора при различных значениях 
второго будет различным, например, возрастание в мужской под-
группе и понижение в женской; но это означает также, что если бы 
обследовали смешанную группу, то из-за усреднения действие пер-
вого фактора не было бы выявлено вообще! Следовательно, много-
факторное исследование точнее передает нюансы изучаемого явле-
ния, дает больше информации для научно значимых заключений. 
В математической статистике разработан, а в пакете MS Excel 
реализован метод двухфакторного дисперсионного анализа. Этот 
метод (в отличие от однофакторного анализа) не имеет аналогов 
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среди непараметрических методов, он уникален по получаемым ре-
зультатам. Двухфакторный дисперсионный анализ позволяет выяв-
лять влияние каждого из факторов в отдельности при фиксирован-
ном значении другого, а также изучать взаимодействие факторов, 
т.е. их совместное влияние на результативный признак. 
Для удобства обозначим факторы как A и B. 
В однофакторном анализе, поскольку фактор единственный, 
вполне традиционным образом формулировались две гипотезы – 
нулевая и альтернативная («фактор не влияет» – «фактор досто-
верно влияет»). При наличии двух факторов ситуация меняется в 
том отношении, что возникает три комплекта проверяемых гипо-
тез: о влиянии фактора A при неизменном B, о влиянии фактора B 
при неизменном A и, наконец, о совместном влиянии обоих факто-
ров на результативный признак. По указанной причине результа-
том двухфакторного дисперсионного анализа будут три пары со-
поставляемых значений: (Fэксп)A и (Fкр)A, (Fэксп)B и (Fкр)B, (Fэксп)AB 
и (Fкр)AB; принятие той или иной гипотезы производится незави-
симо по каждой паре, что, в свою очередь, порождает восемь воз-









0 H0 H0 H0 
1 H0 H0 H1 
2 H0 H1 H0 
3 H0 H1 H1 
4 H1 H0 H0 
5 H1 H0 H1 
6 H1 H1 H0 
7 H1 H1 H1 
Условия применимости двухфакторного дисперсионного ана-
лиза частично повторяют условия для однофакторного (см. п. 
3.4.2.), и, наряду с ними, появляются дополнительные: 
1) факторы A и B должны быть независимы; 
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2) дисперсионные комплексы должны быть уравновешены по 
обоим факторам, т.е. во всех ячейках должно быть одинаковое 
количество измерений и каждой градации фактора A должно 
соответствовать одинаковое количество градаций фактора B; 
3) у каждого фактора (и A, и B) должно быть не менее двух града-
ций; 
4) в каждой ячейке должно содержаться не менее двух измере-
ний; 
5) результативный признак в генеральной совокупности должен 
быть нормально распределен. 
Проверка условия 1) может быть осуществлена посредством 
корреляционного анализа – отсутствие корреляционной связи бу-
дет свидетельствовать о независимости факторов. 
Обеспечение условия 2) – уравновешивание ячеек – осущест-
вляется на этапе постановки и проведения измерений; если изме-
рения уже проведены, уравновесить ячейки можно путем случай-
ного отбора одинакового числа данных из имеющейся совокупно-
сти (см. п. 3.4.2.). 
Условия 3) и 4) обеспечиваются при планировании экспери-
мента. 
Что касается условия 5), доказательство нормального характе-
ра эмпирического распределения может быть произведено с по-
мощью функций Пакета анализа MS Excel, как это было показано 
в п. 3.1.3. Стоит, однако, заметить, что дисперсионный анализ ока-
зывается весьма устойчивым к отклонениям распределений от 
нормальности. В практическом плане это означает, что проводить 
проверку нормальности необходимо только в случае близости Fэксп 
и Fкр. Другими словами, можно рекомендовать сначала с помощью 
соответствующего инструмента Пакета анализа осуществить дис-
персионный анализ данных и только если окажется, что экспери-
ментальное и критическое значения F-критерия отличаются не-
значительно, производить проверку нормальности. 
Как и в случае однофакторного, двухфакторный дисперсион-
ный анализ может быть применен и к независимым, и к связанным 
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выборкам. Поскольку порядок их обработки одинаков, ниже будет 
рассмотрен лишь один пример. 
В Пакете анализа имеются два инструмента, решающие зада-
чи двухфакторного дисперсионного анализа – Двухфакторного 
дисперсионный анализ с повторениями и Двухфакторного диспер-
сионный анализ без повторений. Инструмент «без повторений» 
обеспечивает проведение двухфакторного анализа дисперсии с 
одной выборкой на ячейку. Он используется для проверки гипоте-
зы о том, что средние значения двух или нескольких выборок оди-
наковы; с его помощью невозможно исследовать взаимодействие 
факторов. С практической точки зрения большей общностью и 
универсальностью обладает дисперсионный анализ «с повторе-
ниями» – он работает, если реализуются условия 3) и 4) – по ука-
занным причинам мы рассмотрим только его применение. В ре-
зультате работы инструмента выдаются все три пары значений F-
критерия, позволяющие сделать заключения по перечисленным 
выше трем комплектам проверяемых гипотез. 
Пример 3.9: (двухфакторный дисперсионный анализ для незави-
симых выборок) 
Имеются результаты сдачи экзамена в двух группах (см. таблицу): 
в одной группе студенты исправно посещали лекции и другие учебные 
занятия и готовились к экзамену на основе своих конспектов, во второй 
группе студенты занятия не посещали, но при подготовке пользовались 
интерактивными электронными учебными пособиями. Помимо этого, в 
каждой группе отдельно отслеживались итоги сдачи юношами и девуш-
ками. Таким образом, результативным показателем является отметка 
на экзамене, в качестве фактора A примем деление по половому при-
знаку (A1 – юноши, A2 – девушки), фактор B – посещение или непосе-
щение занятий (B1 – посещали, B2 – не посещали). Количество данных 
в каждой ячейке комплекса одинаково (8), т.е. дисперсионный комплекс 
является уравновешенным. Поскольку все условия 1) – 4) выполнены, 
применение двухфакторного дисперсионного анализа возможно (усло-
вие 5 пока не проверяем – причины была пояснена выше). Для исполь-
зования инструмента Двухфакторный дисперсионный анализ с повто-
рениями дисперсионный комплекс на листе Excel должен быть пред-
ставлен так, как показано в таблице. Результаты применения инструмента 
будут выводиться, начиная с ячейки E1. 
  151 
 A B C D E 
1  Фактор B   
2  B1 B2   
3 A1 4 4   
4  3 5   
5  4 3   
6  5 4   
7  4 5   
8  5 2   
9  5 4   
10  4 4   
11 A2 5 4   
12  5 3   
13  5 3   
14  5 3   
15  3 2   
16  4 2   
17  5 4   
18  5 3   
Проверяемые гипотезы: 
Комплект 1 (влияние фактора A): 
H0: Различие средних результатов сдачи экзамена между юношами 
и девушками отсутствует. 
H1: Имеется достоверное различие в средних результатах сдачи эк-
замена между юношами и девушками. 
Комплект 2 (влияние фактора B): 
H0: Различие средних результатов сдачи экзамена между двумя 
группами отсутствуют. 
H1: Имеются достоверные различия в средних результатах сдачи 
экзамена между двумя группами. 
Комплект 3 (совместное влияние факторов A и B): 
H0: Влияние фактора A на средние результаты сдачи экзамена оди-
наково при разных градациях фактора B, и наоборот. 
H1: Влияние фактора A на средние результаты сдачи экзамена раз-
лично при разных градациях фактора B, и наоборот. 
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Окно инструмента Двухфакторный дисперсионный анализ с по-















Входной интервал охватывает область ячеек, содержащих и число-
вые данные, и метки (ячейки A3, A11, B2, C2). 
Число строк в выборке – количество элементов в дисперсионной 
ячейке; 
Альфа – статистическая значимость (p  0,05); 
Выходной интервал – указывается адрес первой ячейки (E1 в на-
шем примере), с которой начнется вывод результатов применения инст-
румента. 
После заполнения строк диалогового окна, как всегда, нужно на-
жать экранную клавишу [OK] – все необходимые расчеты будут про-
изведены. Мы не будем обсуждать все выводимые таблицы результа-
тов (их 4) – рассмотрим лишь ту, что содержит нужные нам данные (с 
некоторыми округлениями и выделением рамками сопоставляемых значе-
ний). 
Заключения по результатам двухфакторного дисперсионного ана-
лиза: 
По гипотезам комплекта 1 (влияние фактора A): 
Fэксп = 0,767; Fкр = 4,196; Fэксп < Fкр, следовательно, принимается H0 – 
различия в успеваемости юношей и девушек отсутствуют. 
По гипотезам комплекта 2 (влияние фактора B): 
Fэксп = 12,274; Fкр = 4,196; Fэксп > Fкр – принимается H1 – достоверно 
различается успеваемость посещавших и пропускавших занятия (из дру-
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гой выводимой таблицы можно увидеть, что средний показатель группы 
B1 4,44; группы B2 – 3,44). 








Фактор A Выборка 0,5 1 0,5 
   
0,767    0,389  4,196 
Фактор B Столбцы 8 1 8 
 
12,274    0,002  4,196 
Совместно 
A+B Взаимодействие 3,125 1 3,125 4,795    0,037  4,196 
 Внутри 18,25 28 0,652    
        
 Итого 29,88 31         
По гипотезам комплекта 3 (совместное влияние фактора A+B): 
Fэксп = 4,795; Fкр = 4,196; Fэксп > Fкр – принимается H1 – достоверно 
различается влияние фактора A при различных градациях фактора B. 
Действительно, средние успеваемости в группе посещавших составили 
для юношей 4,25, для девушек – 4,63; в группе не посещавших, соответ-
ственно, 3,88 и 3,00. В результате эксперимента выяснилось, что в слу-
чае пропусков занятий девушки обучаются самостоятельно с помощью 
электронных учебных материалов хуже, чем юноши. 
Комментарий (1): поскольку различия сопоставляемых значений F-
критерия значительны, проверку нормальности распределения в ге-
неральной совокупности можно не производить. 
Комментарий (2): если бы мы использовали метод однофакторного ана-
лиза, то смогли бы только установить факт влияния посещаемости 
на результат и отсутствие различий в результатах юношей и деву-
шек; как уже отмечалось, двухфакторный анализ позволяет произве-
сти более тонкие заключения, связанные с взаимодействием факто-
ров, в чем мы убедились в рассмотренном примере. 
В заключение данного раздела хотелось бы еще раз отметить, 
что, несмотря на бóльшую сложность и громоздкость математиче-
ского аппарата параметрических методов, реализация в Пакете 
анализа MS Excel делает их удобным и доступным каждому ис-
следователю инструментом. Во всяком случае, благодаря Пакету 
анализа не остается явных оснований для того, чтобы при выборе 
схемы обработки результатов педагогических исследований отда-
вать предпочтение непараметрическим методам. 
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Глава 4. Представление экспериментальных данных 
Помимо того, что данные исследования должны быть получе-
ны, они должны быть грамотно обработаны и отображены в науч-
ном отчете (статье, диссертации и пр.) – обсуждению некоторых 
аспектов обработки и представления данных педагогического экс-
перимента и посвящен этот раздел. 
4.1. Представление числовых данных 
Для грамотного представления числовых данных необходи-
мо руководствоваться положениями теории приближенных вы-
числений. Выделим те из них, которые имеют прямое отноше-
ние к педагогическим исследованиям. 
Приближенным считается число, содержащее погрешность 
измерения или вычисления (обработки). 
По сути, все числа, с которыми мы имеем дело, являются при-
ближенными, поскольку они либо получены в результате каких-то 
измерений, либо оказываются продуктом обработки числовых ре-
зультатов измерений, либо являются округленными результатами 
вычислений. Любая экспериментальная величина, имеющая число-
вое представление, измеряется с некоторой погрешностью. В теории 
измерений погрешности подразделяются на систематические – до-
пускаемые из-за ограниченной точности измерительных приборов, 
погрешностей метода и схемы измерения – и случайные – порождае-
мые действием случайных факторов (не повторяющихся, вообще го-
воря, в разных измерениях). 
Разряды приближенного числа подразделяются на надежные 
(верные) и сомнительные. К сомнительным отнесены десятичные 
разряды числа, в которых содержится ошибка измерения или вы-
числения. Верные разряды ошибки не содержат. 
Правило 1. При окончательной записи приближенного числа 
отображаются цифры всех верных разрядов и одного сомнитель-
ного; в промежуточных вычислениях помимо верных сохраняются 
цифры двух сомнительных разрядов. 
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В соответствии с этим правилом, числа x1 = 12,0 и    x2 = 12 
не тождественны, поскольку в x1 цифра 2 является надежной, а 
погрешность содержится в десятых долях числа; в x2 надежен 
только разряд десятков, а цифра 2 – сомнительна. Если погреш-
ность числа в явном виде не указана, за абсолютную его погреш-
ность принимается половина последнего верного разряда. В на-
шем примере абсолютная погрешность первого числа составляет            
x1 = 0,5, второго – x2 = 5; соответственно, относительные по-
грешности xi/xi составят 4% и 40%. 
Пренебрежение данным правилом (или его незнание) приво-
дит к весьма распространенной в педагогических исследованиях 
ошибке: представляя долю экспериментальной выборки в процен-
тах, исследователь указывает одну или даже две цифры в дробной 
части. Например, обследованная группа состоит из 23 человек, а 
некоторым признаком обладают 8 человека; их доля в выборке 
выражается числом с неограниченным количеством цифр в дроб-
ной части 0,347826… . Если при переводе в проценты мы оставим 
две цифры в дробной части, т.е. запишем число как 34,78%, это 
будет означать, что сомнительной является только последняя циф-
ра (8), а все остальные – верными. Но это, безусловно, не так, по-
скольку выборка является дискретной и возможная абсолютная 
ошибка в 1-го человека соответствует относительной ошибке 1/n 
(n – объем выборки); при выборке в 23 человека относительная по-
грешность определения ее долей составит 1/23  4%; следователь-
но, в процентной записи долей должны сохраняться только разря-
ды десятков и единиц (35%). Сохранение в записи доли выборки 
сотых долей процента означает, что была обследована выборка 
объемом более 1000 человек. 
Рекомендация: при записи долей выборки (в десятичном или про-
центном представлении) сначала определите относительную погрешность 
доли 1/n – первая значащая цифра погрешности укажет разряд, до которо-
го доля должна быть округлена. 
Правило 2. Округление числа до нужного разряда: если цифра 
следующего (за округляемым) разряда меньше 5, начиная с нее от-
брасывается вся часть числа; если цифра следующего разряда 
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больше 5, начиная с нее, вся часть числа отбрасывается, но циф-
ра округляемого разряда увеличивается на 1; если цифра следую-
щего за округляемым разрядом 5 и она единственная, округление 
производится до ближайшей четной цифры. 
Примеры: 
 при округлении числа 12,645 
 до десятых долей: 12,6; 
 до целых: 13; 
 сотых долей: 12,64; 
 при округлении числа 12,655 до сотых долей: 12,66; 
Правило 3. Округление экспериментальных величин, погреш-
ность которых оценена, производится в следующем порядке: сна-
чала абсолютная погрешность округляется (по Правилу 2) до од-
ной значащей цифры, а затем по ней округляется измеренная ве-
личина с сохранением разряда, соответствующего погрешности. 
Например, измеренная величина составила x = 12,345, а абсо-
лютная погрешность была оценена x = 0,456. В соответствием с 
Правилом 2, округляется погрешность      x = 0,5; по ней округля-
ется x = 12,3; результат записывается: x = (12,3  0,5) [десятичный 
множитель] [наименование]. 
Другой пример: x = 345,67 x = 23,45; округления:    x = 20, x 
= 350, запись результата: x = (350  20) [десятичный множитель] 
[наименование]. 
Часто в представления числовых результатов исследований 
используется нормализованная форма, в которой мантисса числа 
переводится в интервал 1  x < 10 и вводится соответствующих 
десятичный множитель. В предыдущем случае результат будет 
представлен: x = (3,5  0,2)102 [наименование]. 
Правило 4. При представлении результатов проверки стати-
стических гипотез с применением таблиц критических значений 
экспериментальное (эмпирическое) значение критерия должно 
содержать столько же значащих цифр после десятичной запя-
той, сколько их содержит табличная величина. 
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Например, табличное значение 2-критерия Пирсона для чис-
ла степеней свободы  = 7 составляет 14,067; следовательно,         
также должна быть округлена до трех десятичных знаков после 
запятой. 
4.2. Усреднения 
4.2.1. Среднее по выборке. Доверительная вероятность 
Популярным и применяемым, практически, в каждом педаго-
гическом исследовании методом является усреднение каких-либо 
показателей. Обсудим некоторые моменты, связанные с данной 
процедурой. 
Представим себе, что у нас имеется генеральная совокупность 
результатов измерений величины x. Поскольку результаты изме-
рений являются случайными величинами, они окажутся распреде-
ленными возле некоторого значения, которое в математической 
статистике названо математическим ожиданием или генераль-
ным средним () и которое имеет смысл среднего значения по всей 
генеральной совокупности. 
Будем считать далее, что из имеющейся генеральной совокуп-
ности мы случайным образом выбрали n значений: x1, x2, …, xn 
(или получили их в результате измерений) и нашли для них сред-





Полученная таким образом величина в общем случае может 
не совпадать с , однако, если мы располагаем только указанной 
выборкой (не всей генеральной совокупностью) и, следовательно, 
не знаем значения генерального среднего, то среднее по выборке 
принимается в качестве наилучшей оценки . Подобная оценка на-
зывается точечной, поскольку представляет собой единственное 
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том, насколько выборочное среднее отличается от генерального. В 
связи с этим представляется правомерным вопрос: можно ли из 
каких-то соображений оценить различие  и     ? Прежде чем ис-
кать ответ на него, получим одну полезную для практики формулу 
для выборочного среднего. 
Пусть среди результатов измерений xi имеются несколько (k) 
групп одинаковых xj с количествами значений nj (j = 1…k; n1 + n2 







В (4.1) nj можно рассматривать в качестве весовых множите-
лей для результатов измерений xj – по этой причине среднее зна-
чение, найденное по формуле (4.1), называют взвешенным средним 
(или весовым средним). Легко видеть, что при nj = 1 формула (4.1) 
переходит в (3.2). 
Вернемся к вопросу о различии среднего по выборке и гене-
рального среднего. Проблема состоит в том, что нам необходимо 
знать генеральное среднее, а из эксперимента мы можем устано-
вить только выборочное. Насколько оно близко к генеральному? 
Будем исходить из следующих посылок: выделим возле     некото-
рый интервал значений       x– он называется доверительным 
интервалом – и потребуем, чтобы с наперед заданной вероятно-
стью  – она называется доверительной вероятностью –  оказа-
лось бы внутри интервала. Тогда задача сводится к вычислению 
указанного интервала – по этой причине подобные оценки назы-
ваются интервальными. Если она будет решена, то становится 
справедливым утверждение: с вероятностью  генеральное сред-
нее находится в пределах доверительного интервала: 
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Не вдаваясь в обоснование, приведем формулу для нахожде-






где Sv – среднее квадратическое отклонение для имеющейся вы-
борки (см. формулу (3.4)), а J – коэффициент, зависящий от объе-
ма выборки n и доверительной вероятности . Находится значение 
J из следующих соображений: 
 если объем выборки достаточно велик (n > 50), то         J = Z((1 
– )/2), а Z находится по Таблице 6; например, для большой 
выборки и доверительной вероятности      = 0,95 (очевидно, 
такая вероятность соответствует значимости p = 0,05, посколь-
ку  = 1 – p) находим    Z((1 – 0,95)/2) = Z (0,025) = 1,96; 
 для небольших по объему выборок J = t, – величине критиче-
ского значения распределения Стьюдента, определяемого по 
Таблице 12 (стр. 210) для выбранной доверительной вероятно-
сти и числа степеней свободы  = n – 1; например, при  = 0,95 
и n = 8, очевидно,  = 7 и      t0,95,7 = 2,365; из таблицы видно 
также, что при больших n значение t стремится к 1,96. 
Пример 4.1: 
В таблице представлены результаты проведения контрольной ра-
боты с отметками по принятой в школе шкале 2-3-4-5. Определить сред-
нюю отметку и доверительный интервал для доверительной вероятности 
0,95. 










( 1) ( 1)

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      
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 A B C D E F G 
1 xj nj (xj-xср)^2 nj*()^2    
2 2 3 2,302 6,906    
3 3 12 0,268 3,201    
4 4 10 0,233 2,331    
5 5 4 2,199 8,794    
6 n = 29  21,241    
7 xср= 3,517      
8 Dx = 0,323      
 
 
1) подготовить форму таблицы; занести данные в колонки «xj» (отмет-
ка), «nj» (число испытуемых, получивших отметку xj); nj можно счи-
тать весовым множителем для отметки xj; сумма nj в ячейке B6, оче-
видно, даст общее число испытуемых n; 
2) среднее значение отметки xср в ячейке B7 находится по формуле 
(4.1); использована функция Excel СУММПРОИЗВ(); 
3) в колонках C и D находятся, соответственно, (xj – xср)
2
 и слагаемые 
числителя в формуле (4.2); суммирование по колонке D позволяет 
найти сумму квадратов отклонений от среднего по выборке (ячейка 
D6); 
4) в ячейке B8 по формуле (4.2) находится доверительный интервал; 
поскольку объем выборки превышает 20, значение критерия 
Стьюдента принято равным 2; в соответствии с правилом 3 п. 4.1 
после округлений результат должен быть записан: 
xср = 3,5  0,3 
Комментарий (1): полученный результат позволяет сделать два заклю-
чения: 1) погрешность 0,3 означает, что если в результате экспери-
ментального воздействия сдвиг среднего показателя окажется мень-
ше или равным 0,3, его заведомо нельзя считать достоверным, по-
скольку он находится в пределах погрешности (не имеет смысла об-
ращаться к статистическим критериям); 2) изменяя значения в колон-
ке nj легко убедиться в том, что погрешность среднего переносится в 
сотые доли единицы лишь начиная с объемов выборок превышаю-
щих 100 испытуемых. 
Комментарий (2): тот же результат можно получить с гораздо меньшими 
усилиями и временными затратами, если воспользоваться инстру-
ментом Пакета анализа MS Excel, который называется Описатель-
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ставить в виде одной совокупности – пусть в нашем случае это будет 
колонка A, начиная с ячейки A1 и до A29; в окно инструмента необхо-
димо ввести: 
Входной интервал – интервал усредняемых значений; 
Выходной интервал – адрес ячейки, с которой начнется вывод дан-
ных; 
В четырех окошках нижней части окна инструмента нужно отметить 
(поставить флажки щелчком мыши) те данные, вывод которых тре-
буется пользователю; в нашем случае – это только «Уровень надеж-
ности»; 
В окне «%» по умолчанию стоит значение 95% – именно оно нам не-
обходимо, поэтому изменять ничего не требуется. 
















В результате будет выведено: 
Столбец1 
  
Уровень надежности (95,0%) 0,331307 
Найденное значение 0,33 и представляет собой искомый довери-
тельный интервал. Незначительное отличие от значения, полученно-
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го выше, связано с неточностью выбора критерия Стьюдента в при-
мере 4.1 (он просто заменен 2). 
4.2.2. Интегральный показатель 
Достаточно часто в педагогических исследованиях в изучае-
мой выборке определяется не один, а несколько показателей. На-
пример, по группе (или курсу) студентов мы собрали сведения о 
результатах сдачи ими нескольких экзаменов во время сессии. Ка-
ждый из показателей, в общем случае, является независимым от 
других. Из отдельных показателей мы хотим построить единый 
(интегральный) показатель, который отражал бы общий уровень 
успеваемости студента. В решении подобных задач возможны не-
сколько подходов, однако, выбор любого из них нуждается в 
обосновании. 
Подход 1. Отдельные показатели измеряются по количествен-
ной шкале с одинаковым числом градаций. Интегральный показа-
тель находится как сумма отдельных – именно так чаще всего оп-
ределяется рейтинговый показатель успеваемости. Другой вариант 
данного подхода – интегральный показатель определяется как 
среднее значение отдельных (ясно, что, по сути, это тождествен-
ные варианты, поскольку среднее значение находится делением 
суммы показателей на их количество). В данном подходе по умол-
чанию принимается одинаковой значимость всех показателей, т.е. 
их весовой вклад в интегральный – это может вызвать возражение 
(например, не все учебные дисциплины в равной мере необходимы 
для дальнейшей профессиональной деятельности) и, следователь-
но, должно быть обосновано. 
Подход 2. Отдельные показатели измеряются по количествен-
ным шкалам с разным числом градаций; большее число соответст-
вует большему вкладу данного показателя в интегральный; инте-
гральный показатель находится как сумма отдельных. Обоснова-
нию подлежит выбор шкал. 
Подход 3. Отдельные показатели измеряются по количествен-
ной шкале с одинаковым числом градаций, однако, каждому пока-
зателю устанавливается весовой множитель, отражающий его 
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вклад; интегральный показатель находится как взвешенное сред-
нее отдельных (формула (4.1)). В обосновании нуждается выбор 
весовых коэффициентов. Например, для интегрального показателя 
успешности сдачи сессии подобным весовым коэффициентом мо-
жет служить количество часов, отводимое на изучение дисципли-
ны учебным планом специальности. 
Весьма полезным в педагогическом исследовании может ока-
заться метод поэлементного или пооперационного анализа. Он да-
ет возможность измерить и отследить динамику изменения (вре-
менную или в сравнении независимых выборок) как отдельных 
элементов, как и построенной по ним совокупной (интегральной) 
оценки. Совокупная оценка может вычисляться как обычное или 
весовое среднее по элементам. Статистические критериальные ме-
тоды могут применяться как к отдельным элементам, так и к сово-
купному показателю. Даже в том случае, если не у всех элементов 
обнаруживается достоверное изменение (что, кстати сказать, явля-
ется вполне естественным), может быть зафиксировано изменение 
интегрального показателя за счет входящих в него заметно ме-
няющихся элементов. 
4.3. Графическое представление данных 
Диаграммы и графики как средство повышения наглядности 
представления экспериментальных данных весьма широко приме-
няется в научных работах. Рассмотрим некоторые аспекты подоб-
ной визуализации результатов. Построение диаграмм удобно осу-
ществлять с помощью Мастера диаграмм пакета MS Excel. 
4.3.1. Построение диаграмм 
Принципиально различаются два типа диаграмм: круговые и 
столбчатые (гистограммы). 
Круговые диаграммы используются при представлении долей, 
сумма которых обязательно равняется единице. Чаще всего это 
доли выборки, обладающие некоторым (одним) значением при-
знака из допустимых градаций. Измерение признака возможно с 
помощью любой шкалы, включая номинативную. Доли могут 
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быть выражены десятичной дробью или процентами, но на круго-
вой диаграмме они представляются в виде сектора, угол которого 
пропорционален доле. На листе Excel эти данные должны быть 
представлены колонкой или строкой. Например, итоги контроль-
ной работы в группе учащихся при использовании традиционной 
школьной оценочной шкалы могут быть проиллюстрированы сле-













Таким образом, круговые диаграммы иллюстрируют соответ-
ствие «уровень признака»  «доля выборки, им обладающая». 
При этом общий объем обследованной выборки на диаграмме ни-
как не отображается. 
Столбчатые диаграммы применяются для представления аб-
солютных или относительных значений одной или нескольких из-
меренных величин у разных испытуемых (или категорий испы-
туемых) или в разных условиях проведения эксперимента. Ниже 
приведены примеры столбчатых диаграмм с некоторыми коммен-
тариями. 
Диаграмма 1. Используется для представления динамики из-
менения некоторого параметра с течением времени. Значения па-
раметра могут быть указаны на диаграмме – в этом случае можно 
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Диаграмма 2. Позволяет сопоставить значения нескольких 
признаков у нескольких участников исследования (в рассматри-
ваемом примере – количество победителей районных олимпиад 














Диаграмма 3. Является аналогом приведенной выше круго-
вой диаграммы (т.е. показывает доли одной выборки, обладающие 
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сумма долей (высот столбцов) обязательно должна быть равна 1 – 
такие диаграммы называют гистограммами (если быть более 
точным, то столбцы на гистограммах должны соприкасаться – 
этого можно добиться, если щелкнуть правой клавишей мыши 
по любому столбцу, войти в Формат рядов данных, на заклад-












Диаграмма 4. Две гистограммы, относящиеся к различным 
выборкам, с измерением признака по порядковой шкале. Служит 
хорошей иллюстрацией изменения характера распределения при-
знака по градациям в выборках, например, при применении 2-
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В заключении необходимо еще раз заметить, что прекрасным 
инструментом построения диаграмм является пакет MS Excel, в 
частности, именно с его помощью подготовлены все диаграммы, 
приведенные в данном разделе. 
4.3.2. Построение графиков 
Как правило, в педагогических исследованиях изучается 
влияние некоторого контролируемого фактора на параметр (при-
знак), характеризующий выборку или отдельные ее подмножества. 
Если существует закономерная связь между фактором и парамет-
ром, то она может быть выявлена, как было показано выше, по-
средством корреляционного или дисперсионного анализа. При 
этом количественная мера фактора является аргументом, а значе-
ние параметра – функцией этого аргумента. Таким образом, в пе-
дагогике значение функции можно считать проявлением некоторой 
объективно существующей закономерности при условии, задавае-
мым аргументом. Связь между аргументом и функцией может но-
сить детерминистский (однозначный) характер или быть вероятно-
стной (стохастической). Визуализировать существующую связь 
можно посредством графиков. Приведем некоторые рекомендации 
по представлению результатов эксперимента в виде графиков. 
1. Графиком можно иллюстрировать только изменение связан-
ных между собой данных; независимые данные на графике 
отображаться не могут. Например, нельзя строить график 
успеваемости от номера (или фамилии) учащегося; показате-
лей инновационных проектов от их номеров и т.п. – к сожале-
нию, подобные примеры можно найти в диссертационных ис-
следованиях. Для представления подобных данных следует 
использовать диаграммы. 
2. Построение графиков, как и построение диаграмм, весьма 
удобно проводить с помощью Мастера диаграмм пакета MS 
Excel. Следует, однако, обратить внимание на то, что при вы-
боре типа диаграммы на первом шаге работы Мастера при по-
строении графика по двум множествам значений (аргумент – 
функция) нужно выбирать не тип «График», а тип «Точечная»; 
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после этого в открывающемся окне указывается подтип. Под-
тип выбирается из следующих соображений: если Вы хотите 
нанести только экспериментальные точки, а далее воспользо-
ваться трендом (см. п. 3.3.3.), то нужно выбрать самый верхний 
(из пяти) подтипов; второй сверху подтип обеспечивает нане-
сение экспериментальных точек и построение сглаживающей 
линии и т.п. (при выборе подтипа внизу окна Мастера появля-
ется комментарий). 
3. Масштаб графика и границы изменения аргумента и функ-
ции должны устанавливаться такими, чтобы график занимал 
всю отведенную для него прямоугольную область. 
4. При нанесении на график экспериментальных точек, вообще го-
воря, должна указываться погрешность измерения (см. пример в 
п. 5.). Если график строится в пакете MS Excel и погрешность ка-
















 по имеющимся экспериментальным точкам построить график; 
 установить все элементы представления данных на графике: 
масштаб, пределы изменения величин по обеим осям, надписи, 
легенду и пр.; 
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 щелкнуть правой клавиши мыши по любой экспериментальной 
точке, нанесенной на график – в выпадающем меню выбрать 
Формат рядов данных; в открывшемся окне (оно на рисунке) 
выбрать закладку Y-погрешность; 
 произвести на ней все необходимые установки: Показатель 
планки погрешности – чаще всего погрешность откладывает-
ся в обе стороны; Величина погрешности: вариант «фиксиро-
ванное значение» выбирается в том случае, если известна абсо-
лютная погрешность измерения и она одинакова для всех то-
чек; «относительной значение» – если оценена относительная 
погрешность измерений; «стандартное отклонение» говорит 
само за себя; «стандартная погрешность» – погрешность 
среднего по выборке (см. п. 4.2.1. – она вычисляется и откла-
дывается автоматически; наконец, «пользовательская» – абсо-
лютная погрешность, устанавливаемая пользователем (вообще 
говоря, может быть различной для отклонений вверх и вниз); 
после установок в окне нужно нажать [OK]. 
5. Если в работе приводится график, особенности его хода 
должны быть обсуждены. Это совершенно очевидное на пер-
вый взгляд положение, к сожалению, весьма часто не выполня-
ется. Представим, что полученные нами результаты могут быть 
проиллюстрированы следующим графиком: 
В случае соединения экспериментальных точек плавной 
кривой при значении аргумента 3 будет выявляться локальный 
максимум, а в точке 4 – минимум. Другими словами, ход кри-
вой оказывается немонотонным. При представлении результа-
тов именно таким образом исследователь должен обсудить и 
как-то интерпретировать причину немонотонности. Если ника-
ких оснований для этого нет, кривая должна представляться 
монотонной; линия графика при этом проводится таким обра-
зом, чтобы отклонения от нее в обе стороны были бы прибли-
зительно одинаковыми – для этих целей удобно воспользовать-
ся трендами (см. п. 3.3.3.). 
 















Другим примером, требующим объяснений, является по-
строение графика в виде ломаной. Дело в том, что в точке из-
лома оказывается не определенной производная функции, гра-
фик которой строится. Отсутствие производной (а она характе-
ризует быстроту изменения значений функции при изменении 
аргумента) – ситуация весьма необычная и труднообъяснимая. 
Поэтому построение подобных графиков следует считать крайне 
нежелательным или да-
же вообще неприемле-
мым. Для этого, как уже 
говорилось, на втором 
шаге работы Мастера 
диаграмм нужно выби-
рать подтип со сглажи-
вающей кривой или же 
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В заключении еще раз хотелось бы обратить внимание на 
важность графического представления результатов эксперимента. 
Умелая визуализация данных делает их более наглядными и убе-
дительными, позволяет увидеть такие особенности результатов, 
которые могут не просматриваться по числовым значениям. Уме-
ние корректно и, в то же время, выразительно представлять итоги 
своего исследования является одним из свидетельств зрелости 
экспериментатора. 
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Глава 5.  «Практикум» чужих ошибок 
Автор данной книги является членом нескольких диссертаци-
онных советов по педагогическим наукам, часто выступает в каче-
стве оппонента на защитах, наконец, работает с собственными ас-
пирантами и соискателями. Через мои руки проходит множество 
авторефератов, диссертаций, статей и других материалов педаго-
гических научных исследований. К сожалению, далеко не все они 
безупречны с точки зрения организации эксперимента, обработки 
и представления его результатов. Это вполне объяснимо, посколь-
ку обработкой данных вынуждены заниматься люди с гуманитар-
ным образованием, которое (во всяком случае, в педагогических 
вузах) не предусматривает достаточно глубокого знакомства с ме-
тодами математической статистики и возможностями их реализа-
ции с помощью современных компьютерных средств. Собственно, 
именно наличие ошибок и неточностей в экспериментальной части 
многих работ и побудило меня попытаться помочь молодым иссле-
дователям посредством данной книги. Но, помимо непосредствен-
ного описания методов и их реализации, мне представилось целесо-
образным включить в книгу своеобразный «практикум чужих оши-
бок» с тем, чтобы читатель смог научиться видеть эти недочеты в 
своей и чужой работах, как их видят оппоненты, рецензенты, члены 
совета и, естественно, стараться их не допускать. 
«Практикум» построен следующим образом: сначала при-
водятся «задания» – цитаты (выделены курсивом) и данные из 
реальных авторефератов и диссертаций, содержащие ошибки 
или неточности. Желательные действия читателя: 
 в приведенном фрагменте выявить неточности и места, вызы-
вающие сомнения; 
 обоснованно выбрать статистический метод, адекватный зада-
че и позволяющий проверить результаты и заключения автора 
исследования; 
 произвести математическую обработку, при необходимости 
исправить результаты, самостоятельно сделать выводы. 
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При этом мы, безусловно, выводим за рамки критики про-
блематику работы, содержательную сторону эксперимента и 
примененные исследовательские методики, обсуждая лишь кор-
ректность обработки и представления результатов. 
В конце данного параграфа приведены «ответы» – недочеты, 
которые усмотрел в приведенных фрагментах автор данной книги. 
5.1. «Задания» 
Задание 1. В диссертации Г-ой указывается: «Для сопостав-
ления результатов обучения студентов контрольной и экспери-
ментальной групп был использован статистический критерий 
Пирсона хи-квадрат. (Далее приводится расчетная формула) … В 
нашем случае n1 = 138,       n2 = 131, Tкрит = 7,8. … Полученное экс-
периментальное значение Tнабл = 48,1344». Количество градаций 
оценки в контрольных измерениях – 4 («2», «3», «4», «5»). 
Задание 2. В автореферате диссертации Б-ой указывается: 
«При выборке экспериментальной и контрольной групп осуществ-
лялся репрезентативный отбор. … Количество учащихся экспе-
риментальной группы, обладающих положительным рейтингом 
познавательного интереса до и после эксперимента выросло с 
47% до 68%». На основании этого делается заключение об «… 
эффективности примененной технологии». 
Задание 3. В автореферате диссертации Г-ч приводятся сле-
дующие количественные данные о результатах формирования 
двух качеств личности учащегося (в %): «личностная позиция у 
учащихся» и «толерантность в отношениях между партнерами» 
в одной контрольной и одной экспериментальной группе учащих-










низкий 33,3 40,0 
средний 50,0 50,0 
высокий 16,67 10,0 
ЭГ 
низкий 16,67 23,33 
средний 53,33 60,0 
высокий 30,0 16,67 
На основании приведенных данных делается общее заключе-
ние: «Опытно-экспериментальная работа, таким образом, под-
твердила правильность теоретических положений об эффектив-
ности использования…» предложенной автором методики. 
Задание 4. В автореферате диссертации А-ва приводятся сле-
дующие количественные данные об уровнях развития «образова-
тельной самостоятельности» студентов  
Группа Низкий Средний Высокий 
КГ 23 34 18 
ЭГ 11 39 25 
Приведены результаты обработки данных с применением кри-
терия Пирсона: 2эксп = 2,86; 
2
кр = 7,8. Делается заключение о 
справедливости исходной гипотезы исследования (о возможности 
формирования желаемых качеств студентов посредством предло-
женной методики). 
Задание 5. В диссертации М-вой предлагает несколько пара-
метров, характеризующих инновационную деятельность школы 
(«актуальность идеи, степень проработанности проекта, анализ 
условий реализации, учет защиты здоровья субъектов, научно-
методическая обеспеченность»); каждый показатель оценивался 
экспертами по 12-балльной шкале. Далее путем простого усредне-
ния параметров вычислялся итоговый показатель («общая оцен-
ка»); для десяти проектов он представлен в виде графика (рисунок 
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взят непосредственно из оригинала диссертации). Обсуждение хо-






















Рис. 3. Общая оценка представленных проектов инноваций 
Задание 6. В автореферате диссертации Л-вой приводятся 
следующие данные о «динамике распределения студентов по 









КГ (n=21) ЭГ (n=20) КГ (n=21) ЭГ (n=20) 
Элементарный (%) 19 (4) 30 (6) 10 (2) 10 (2) 
Промежуточный (%) 62 (13) 60 (12) 71 (15) 50 (10) 
Оптимальный (%) 19 (4) 10 (2) 19 (4) 40 (8) 
2 (2крит.=13,82; 
=0,001) 
10,69 5,56 29,42 105 
«Из таблицы видно, что в экспериментальной группе снизи-
лось количество студентов с элементарным и промежуточный 
уровнем профессионально-педагогической направленности и со-
ответственно вырос процент студентов с оптимальным уров-
нем. Использовавшийся для сравнения результатов 2 критерий 
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подтвердил, что произошедшие позитивные изменения стати-
стически значимы (на уровне значимости 0,001).» 
Задание 7. В автореферате диссертации К-о приводятся сле-
дующие данные о динамике изменения количества учащихся на-
чальной школы, имеющих хорошие и отличные отметки по приро-
доведению: 
Группы Классы 
Доля обучающихся на «4» и «5» 
До эксп. После Прирост 
Контр. 
2 в 90% 95% 5% 
2 г 69% 80% 11% 
3 а 90% 95% 5% 
3 б 86% 90% 4% 
Эксп. 
2 а 85% 95% 10% 
2 б 87% 100% 13% 
3 в 87% 100% 13% 
3 г 84% 95% 11% 
Вывод о справедливости исходной гипотезы автор делает на 
основании того, что приращения показателей в эксперименталь-
ных классах в среднем выше, чем в контрольных (без оценки ста-
тистической достоверности). 
Задание 8. В автореферате диссертации Т-вой приводятся сле-
дующие данные о «динамике распределения студентов по видам 















КГ (n = 25) 46% 52% 36% 20% 18% 28% 
ЭГ (n = 26) 47% 77% 31% 15% 22% 8% 
«ХИ2 = 1,6 (для контрольной и экспериментальной групп до 
эксперимента) 
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ХИ2 = 27,6 (для контрольной и экспериментальной групп после 
эксперимента) – различия значимы (p = 0,95)» 
Задание 9. В диссертации Р-ной: 
(а) приводятся следующие данные об «уровне развития мыш-




Уровни развития мышления 
Высокий Хороший Средний Невысокий Низкий 
ЭГ 110 4 % 19 % 63 % 11 % 3 % 
КГ 113 3 % 18 % 60 % 15 % 4 % 
«Рассчитан коэффициент Пирсона (Тэк=10,15). Критическая 
статистика критерия Пирсона Ткр равна 9,49 для уровня значи-
мости 0,05 и числа степеней свободы      5-1=4. Из факта Тэк 
(10,15)> Ткр (9,49) мы сделали вывод, что с достоверностью 95% 
достижение уровня развития мышления при обучении ООП уча-
щихся контрольных и экспериментальных классов обусловлены не 
случайными факторами, а носят закономерный характер.» 
(б) «Были выставлены оценки учащимся, исходя из суммы на-














































сумма баллов интервал  оценки 4 ниже - оценка 3, выше - 5
Рис. 3.1 
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Задание 10. В автореферате диссертации Б-ной указывается: 
«Основной целью работы было исследование познавательных ин-
тересов с точки зрения их характера, предметной направленно-
сти и уровня развития». В целом работа посвящена развитию по-
знавательного интереса на уроках математики. Автором приводятся 
следующие данные: 
(а) Таблица «Сравнительный анализ данных на исходной и за-
ключительной стадиях опытно-поисковой работы»: 
Образовательная 
область 
Динамика развития познавательного интереса на ис-
ходной и заключительной стадиях исследования (%) 
5 Г 7 Г 5 Д 7 Д 5 Е 7 Е 
Математика 16 27 14 26 17 24 
Языки и литература 12 10 12 10 15 13 
Общественные 
дисциплины 
15 12 12 12 10 10 
Естественнонаучные 
дисциплины 
17 19 15 19 12 16 
Искусство 12 10 15 11 14 12 
Технологии 15 12 17 12 19 15 
Физкультура 15 10 15 10 13 10 
«Обобщая результаты исследования, мы сделали следующие 
выводы: уровень познавательного интереса к предметам мате-
матики в среднем вырос на 10%». 
(б) Таблица «Рост уровня познавательного интереса»: 
Уровень 
Класс 
5 Г 7 Г 5 Д 7 Д 5 Е 7 Е 
% чел. % чел. % чел. % чел. % чел. % чел. 
A 18 5 35 10 31 9 34 10 25 6 35 9 
B 42 13 39 12 34 10 45 13 40 12 39 11 
C 40 12 26 8 35 10 21 6 35 9 26 7 
«A – необходимый и достаточный уровень познавательного 
интереса; 
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B – необходимый, но недостаточный уровень познавательного 
интереса; 
C – стартовый уровень познавательного интереса. 
В течение опытно-поисковой работы удалось установить 
положительную динамику развития познавательного интереса.» 
Задание 11. В автореферате докторской диссертации С-ной 
приводится «Пример индивидуальной карты профессионального 


























Числа на графике выражают рейтинговые значения, получен-
ные конкретным студентом за соответствующий семестр обуче-
ния. Ход графика в работе не обсуждается. 
Задание 12. В автореферате диссертации Т-ной приводятся 
следующие данные об итоговом этапе исследования, «внедренного 
в практику преподавания педагогического краеведения двух школ» 
(1 – «Осведомленность об учительском труде»; 2 – «Отношение к 
учительскому труду»; 3 – «Степень активности»; 4 – «Уровень 
интереса к учительскому труду»): 
Уровень 
1 2 3 4 
КГ ЭГ КГ ЭГ КГ ЭГ КГ ЭГ 
Высокий 14% 30% 10% 28% 12% 25% 12% 31% 
Средний  70% 61% 76% 62% 74% 56% 73% 61% 
Низкий 16% 9% 14% 10% 14% 19% 15% 8% 
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Вывод автора на основании представленных данных: «Суще-
ственное возрастание интереса к учительскому труду свиде-
тельствует об эффективности использования педагогического 
краеведения как средства воспитания интереса к учительскому 
труду у старшеклассников и подтверждает основные положения 
нашей гипотезы». 
Задание 13. В автореферате диссертации Ч-вой: 
(а) при сопоставлении результатов обучения школьников эле-
ментам игры в баскетбол по двум экспериментальным методикам 
(группы Э1 – 40 чел. и Э2 – 79 чел.) в сравнении с традиционной 
(группа К – 71 чел.) приводятся следующие данные: 
№ 
элемента 
% освоивших элемент 
К Э1 Э2 
1 49,8 66,3 84,4 
2 21,2 63,4 68,9 
3 40,4 66,7 53,7 
4 44,6 60,1 58,5 
5 60,3 43,6 66,5 
6 30,8 35,4 62,5 
«Сравнение итоговой степени обученности учащихся Э1 и К 
показало, что школьники в Э1 более качественно усвоили элемен-
ты действий». «Определение степени различий уровня обученно-
сти в группа Э1 и Э2 показало, что подавляющее большинство 
элементов лучше освоены в Э2». 
(б) «Средняя ЧСС у мальчиков и девочек на уроках составила, 
соответственно, 140,1±1,7 и 149,1±2,4; за время выполнения за-
даний по баскетболу – 146,8±1,7 и 156,6±2,6; за время выполнения 
физических упражнений – 148,9±1,6 и 157,2±2,3 в мин. Указанные 
величины говорят о достаточно высоком тренировочном воздей-
ствии заданий на усвоении техники баскетбола». Далее приводит-
ся диаграмма, иллюстрирующая эти данные. 
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Задание 14. В автореферате диссертации С-ной приводятся 
следующие «сравнительные данные показателей предупреждения 
познавательных трудностей … младших школьников … на на-
чальном и итоговом этапах опытно-поисковой работы» (1 – 
«Развитие познавательных процессов»; 2 – «Успеваемость уча-
щихся»; 3 – «Сформированность мотивации к преодолению труд-
ностей»; 4 – «Оценка трудности задания»); в эксперименте выде-
лялась одна контрольная группа учащихся (КГ) и три эксперимен-
тальных (ЭГ-1, ЭГ-2, ЭГ-3), которые различались «педагогически-
ми условиями по предупреждению трудностей»; указывается, что 
в начале эксперимента все группы «имели приблизительно одина-








Показатели высокого уровня 
4 

















ЭГ-1 20,0 56,5 15,0 30,0 25 65 50 30 
ЭГ-2 11,5 53,0 19,2 34,6 27 65 48 28 
ЭГ-3 8,3 42,0 12,5 45,8 42 75 46 22 
КГ 7,4 11,0 12,0 15,0 11 15 40 40 
Вывод автора: «Данные сравнения позволяют высказать мне-
ние, что после реализации в экспериментальных группах педагоги-
ческих условий по предупреждению трудностей учебного мате-
риала явно наблюдаются различия по каждому показателю у 
учащихся этих групп и контрольной группы. Нарастание различий 
зависит от числа реализованных педагогических условий. Рост 
различий говорит об эффективности каждого условия. Причем, 
наибольшая эффективность достигается при реализации всего 
комплекса педагогических условий». 
Задание 15. В диссертации К-вой экспериментальные резуль-
таты по контрольной и экспериментальной группам представлены 
в виде таблицы: 
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Уровни 
Этапы опытно-поисковой работы 
Начальный Промежуточный Итоговый 
ЭГ КГ ЭГ КГ ЭГ КГ 
Стартовый 41 41 33 39 21 24 
Необходимый, но 
недостаточный 
49 49 51 50 54 60 
Необходимый, и 
достаточный 
10 10 16 11 25 16 
«Проверяемая гипотеза состоит в том, что различия данных 
на начальном, промежуточном и итоговом этапах существенны. 
Здесь мы использовали критерий Пирсона. Табличное значение X2т 
для ЭГ – 13,3; для КГ – 7,58. В итоге получается (X = 7,58) < (Xт 
= 13,3). Гипотеза подтверждается». 
5.2. «Ответы» 
К заданию 1. Число степеней свободы для использованного 
количества градаций определено верно ( = 3). Замечания: 
 неправомочно применение нестандартного буквенного обозна-
чения критерия (T вместо 2)7; 
 нет необходимости в реферате приводить расчетную форму-
лу – она стандартна и не является авторским результатом; 
 критическое значение приведено с одним десятичным разря-
дом (хотя в таблице дается 7,815), а экспериментальное – с 
четырьмя разрядами после запятой (см. Правило 4 п. 4.1); 
 экспериментальное значение критерия слишком велико – такое 
превышение возможно только при условии, если критериаль-
ный параметр в экспериментальной группе в несколько раз 
больше, чем в контрольной (в приводимых автором данных – в 
три раза!) – это, безусловно, настораживает и ставит под со-
мнение корректность организация педэксперимента, поскольку 
                                                 
7
 Такое обозначение встречается во многих работах. По-видимому, оно позаим-
ствовано из книги М.И. Грабаря и К.А. Краснянской, в которой они используют бу-
кву «T» для обозначения любых статистических критериев – едва ли такой подход 
можно признать удачным – в отношении 2-критерия Пирсона с этим соглашаются 
и сами авторы [4, с.97]. 
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трудно поверить, что некоторое улучшение методики обучения 
в разы повышает его результативность (автору явно изменило 
чувство меры!); во всяком случае, такой результат требует от-
дельного обсуждения и интерпретации (чего в работе, к сожа-
лению, не было). 
К заданию 2. Замечания: 
 не указан явно объем экспериментальной выборки; поскольку 
далее по тексту речь идет об одной группе школьников, то 
можно предположить, что это не более 30 чел.; однако, приме-
нение критерия Фишера показывает, что приведенное различие 
(47% и 68%) становится значимым только при n ≥ 32; следова-
тельно, ставится под сомнение основной вывод о результатив-
ности; 
 в заключении автор использует термин «технология», что аб-
солютно не оправданно, поскольку результат в 68% никак не 
свидетельствует о технологическом уровне решения проблемы; 
технология предполагает гарантированное достижения постав-
ленных целей обучения основной массой учащихся при усло-
вии, что они удовлетворяли входных требованиям, опреде-
ляющим применимость технологии. 
К заданию 3. Замечания: 
 числовые данные в таблице – доли учащихся контрольной и 
экспериментальной групп по 30 чел. в каждой – приведены с 
точностью до десятых и даже сотых долей процента, что 
нельзя считать корректным (см. Правило 1 п. 4.1.); 
 обработка двух выборок, например, с помощью критерия Пир-
сона дает для качества «Личностная позиция» значение 2эксп = 
2,842, а для качества «Толерантность» 2эксп = 2,089; посколь-
ку  = 2, 2кр = 5,991; т.е. статистическая обработка не выявляет 
достоверного изменения результативного признака и, следова-
тельно, отсутствуют основания для заключения о результатив-
ности примененной методики; 
 сочетание «опытно-экспериментальная работа…» является 
тавтологией, поскольку латинское слово «experimentum» как 
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раз обозначает «опыт» и, следовательно, работа оказывается 
«опытно-опытной». 
К заданию 4. Замечания: 
 поскольку градаций уровня признака 3, число степеней свобо-
ды  = 2 и, следовательно, значение 2кр = 5,991, а не приве-
денное в работе 7,8; 
 расчет 2эксп дает значение 5,717 – это, с одной стороны, не 
совпадает со значением автора; с другой стороны, оказывается 
ниже критического; 
 в любом случае 2эксп < 
2
кр и, следовательно, отсутствуют ос-
нования для мажорного заключения. 
К заданию 5. Замечания: 
 несколько совершенно разноплановых показателей оценивают-
ся по одинаковой 12-балльной шкале, причем, в работе не со-
держатся критериев оценки; 
 «общая оценка», находившаяся усреднением отдельных разно-
родных показателей, не несет в себе никакого педагогического 
или иного смысла; 
 использование простого (не взвешенного) среднего свидетель-
ствует о том, что все показатели признаются равнозначными, 
что нуждается в обосновании (см. п. 4.2.2.); 
 полученные данные в принципе не могут быть представлены в 
виде графика, поскольку отдельные проекты между собой не 
связаны и, следовательно, отсутствует связь между номером 
проекта и его «общей оценкой»; на плоскость можно нанести 
экспериментальные значения, но соединять точки сплошной 
линией нельзя (см. п. .4.3.2); 
 неаккуратно проставлены значения над точками – они пере-
крываются линией графика; инструмент «Мастер диаграмм» 
MS Excel позволяет сместить надписи в удобное место; 
 ход графика не нашел обсуждения в работе (что, впрочем, по-
нятно – он ничего не выражает) – остается неясным, зачем ав-
тор его строил и приводил в диссертации и автореферате. 
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К заданию 6. Замечания: 
 в названии таблицы следует признать неудачными сочетания 
«динамика распределения» – точнее было бы сказать «динами-
ка изменения распределения», поскольку само распределение – 
это статическая картина, характеризующая состояние системы 
в данный момент времени; во фразе «по уровням сформирован-
ности профессионально-педагогической направленности» явно 
не хватает указания вида деятельности (о направленности чего 
идет речь?); 
 для сопоставления данных применен критерий Пирсона, одна-
ко, объем выборок (21 и 20 человек) не позволяют этого де-
лать; 
 если даже «закрыть глаза» на предыдущее замечание и все же 
сопоставить распределения студентов по установленным гра-
дациям в экспериментальной и контрольной группах с помо-
щью критерия 2, то оказывается: на базово-констатирующем 
этапе 2эксп = 1,059; на контрольно-оценочном 
2
эксп = 2,224 – в 
обоих случаях эти значения меньше 2кр = 5,991 (для  = 2 и 
уровня значимости p ≤ 0,05) – следовательно, отсутствуют ос-
нования для сделанного автором заключения; 
 абсолютно безграмотной выглядит попытка обеспечить уро-
вень значимости 0,001 на экспериментальных выборках в 20 
человек – это свидетельствует лишь об отсутствии у автора ма-
тематической подготовки, необходимой любому исследовате-
лю. 
Общее впечатление: экспериментальные данные недостовер-
ны, их обработка некорректна, что вызывает глубокие сомнения в 
справедливости выводов работы. 
К заданию 7. Замечания: 
 абсолютный пророст доли хорошо успевающих учащихся не мо-
жет служить свидетельством результативности применения 
именно авторской методики (а не каких-то иных факторов) – для 
того, чтобы удостовериться в этом, необходимо провести стати-
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стическое сопоставление показателей в выборках (чего в работе 
сделано не было); 
 поскольку в реферате отсутствуют сведения о количестве уча-
щихся в группах, применение непараметрических методов 
(Манна-Уитни и Вилкоксона) невозможно; однако, вполне до-
пустимо применение t-критерия Стьюдента (непосредственно к 
приведенным относительным показателям); сопоставление 
двух пар связанных выборок выявляет, что как в эксперимен-
тальной, так и в контрольной группах имеется закономерный 
сдвиг в сторону роста показателя при переходе от исходного к 
конечному состоянию; однако сравнение экспериментальной 
группы с контрольной дает: «до эксперимента» tэксп = 0,395 при 
tкр = 3,182; «после эксперимента» tэксп = 1,964 при tкр = 2,776; в 
обоих случаях tэксп < tкр, что свидетельствует об отсутствии 
статистически достоверных различий между эксперименталь-
ной и контрольной группами на выделенных этапах экспери-
мента; это возможно только в том случае, если рост показателя 
обусловлен не предложенной методикой, а какими-то иными 
не учтенными факторами; общее заключение по работе нельзя 
признать достоверным. 
К заданию 8. Замечания подобны тем, что были высказаны к 
заданию 6: 
 для сопоставления данных применен критерий Пирсона, одна-
ко, объем выборок (25 и 26 человек) не позволяют этого де-
лать; 
 пересчет данных при условии игнорирования предыдущего за-
мечания дает: «до эксперимента» 2эксп = 0,200; «после экспери-
мента» 2эксп = 2,224 – в обоих случаях эти значения меньше 
2кр = 5,991 (для  = 2 и уровня значимости p ≤ 0,05) – следова-
тельно, отсутствуют основания для сделанного автором заклю-
чения; происхождение авторских числовых значений необъяс-
нимо; 
 как известно, MS Word, в котором, скорее всего, был набран 
текст автореферата, имеет функцию «Вставка символа», кото-
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рая позволяет помещать в текст, в частности, греческие буквы 
– примененное автором обозначение «ХИ2» неприемлемо. 
К заданию 9. Замечания: 
(а) результаты расчетов ошибочны – верное значение   2эксп = 
2,499, что меньше 2кр = 9,488 (незначительность различий в КГ 
и ЭГ видна и без критериальных оценок); вывод нельзя при-
знать справедливым; 
(б) неправомочно представление данных по отдельным учащимся 
в виде сплошной линии на графике, поскольку количество на-
бранных баллов, безусловно, не является функцией номера 
ученика. 
К заданию 10. Замечания: 
(а) если сравнить приведенные автором данные о познавательном 
интересе учащихся 5-х классов по образовательным областям, 
например, с помощью t-критерия Стьюдента, то легко убедить-
ся, что значимые различия отсутствуют; в конце эксперимен-
тальной деятельности автора эти различия между областью 
«Математика» и всеми другими областями становятся значи-
мыми (например, с областью «естественнонаучные дисципли-
ны» tэксп = 5,75 при tкр = 2,77), причем, из данных таблицы вид-
но, что во всех классах произошло понижение познавательного 
интереса по всем циклам дисциплин, кроме математики; безус-
ловно, нельзя признавать положительным результат исследо-
вания, в котором у учащихся понизился интерес к другим дис-
циплина за счет повышения к какой-либо одной (более того, 
такой результат просто следует считать педагогически вред-
ным и недопустимым!); 
(б) если сопоставить данные о росте познавательного интереса с 
помощью критерия Пирсона, то получаем: для класса 5Г – 7Г 
2эксп = 2,507; для класса 5Д – 7Д       
2
эксп = 1,444; для класса 
5Е – 7Е 2эксп = 0,893; для трех уровней градации признака 
2
кр = 
5,991 ( = 2, p ≤ 0,05), следовательно, во всех случаях 2эксп < 
2кр и вывод о «положительной динамике развития познава-
тельного интереса» не имеет основания. 
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К заданию 11. Замечания: 
 график представлен в виде ломаной (не плавной кривой) – это 
требует пояснений (см. замечание 5 в п. 4.3.2); 
 требует интерпретации снижение показателя в 4-м семестре и 
скачок в 5-м, поскольку они отображены на графике; 
 не отложена погрешность, что не позволяет оценить значи-
мость (достоверность) изменений; 
 не ясна цель построения графика и представления его в дис-
сертации, поскольку отсутствует обсуждение его хода и свя-
занных с ним закономерностей. 
К заданию 12. Замечание: 
 в автореферате не указан объем контрольной и эксперимен-
тальной выборок – без этого проверить достоверность вывода 
невозможно; если исходить из приведенных данных и восполь-
зоваться критерием Пирсона, то оказывается, изменение пока-
зателя (1) будет достоверным только при объемах не менее 72 
человек в каждой выборке, показателя (2) – не менее 57 чело-
век, показателя (3) – не менее 77 человек, показателя (4) – не 
менее 52 человек; поскольку в тексте автореферата указывает-
ся, что эксперимент осуществлялся в рамках внеклассной ра-
боты в двух школах и, кроме того, далее по тексту речь идет об 
единственной экспериментальной группе, представляется 
весьма сомнительным, чтобы в нее входило около 80 учащихся 
(и такое же количество было бы еще и в группе контрольной); 
указанные соображения, безусловно, заставляют усомниться в 
достоверности основного авторского вывода. 
Общее соображение: представляя данные своего исследования 
в реферате, автор не должен создавать из них шараду, требующую 
от читателя длительного распутывания – приводимые количест-
венные данные должны обладать свойством полноты и допускать 
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К заданию 13. Замечания: 
 к (а): объем экспериментальных и контрольной выборок не да-
ет основания приводить относительные величины с точностью 
до десятых долей процента (см. Правило 1 п. 4.1); 
 к (а): на первый взгляд, из таблицы действительно видно, что 
многие показатели в Э1 выше, чем в К, а в Э2 выше, чем в Э1; 
однако, в работе оценивается результативность применения 
методики в целом и эта результативность должна характеризо-
ваться всей совокупностью показателей; сравнение же сово-
купностей (например, с помощью t-критерия Стьюдента или 
критерия Манна-Уитни) показывает отсутствие различий меж-
ду К и Э1, а также между Э1 и Э2 – достоверным является 
только различие между Э2 и К; таким образом, процитирован-
ные заключения автора не имеют должно обоснования; 
 к (б): не ясно, что за погрешность приводится автором: в дан-
ном случае погрешность измерения будет иметь две состав-
ляющие – систематическую (приборную) и случайную; если 
пульс определялся путем замера числа сердечных сокращений 
за 10 с и время определялось по ручному секундомеру, то от-
носительная приборная погрешность составит около 2%, а аб-
солютная – ± 3; при измерении электронным прибором абсо-
лютная погрешность равна ± 1; можно предположить, что ав-
тор приводит погрешность среднего по выборке (см. п. 4.2.1.), 
т.е. случайную погрешность, и она составляет около ± 2; в этом 
случае полная погрешность окажется равной около ± 4, т.е. 
нужно заключить, что в пределах погрешности измерения раз-
личия между величинами отсутствуют; 
 к (б): представление данных некорректно – не произведено ок-
ругление погрешности и результата (см. Правило 3 п. 4.1.); 
 к (б): остается неясным, зачем автор приводит показатели ЧСС и 
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К заданию 14. Замечания: 
 числовые данные в таблице приведены с различной точностью; 
указание десятичных долей процентов ошибочно (хотя объемы 
выборок не указаны, едва ли они составляли сотни человек); 
 сопоставление показателей на начальном этапе выявляет суще-
ствование закономерных различий между КГ и всеми ЭГ, что 
не дает оснований для заключения о «приблизительно одина-
ковых начальных значениях параметров» и, следовательно, 
контрольная группа не могла быть выбрана в качестве таковой 
(даже без статистической обработки видно, что она заметно 
слабее экспериментальных); 
 сопоставление совокупностей данных по всем трем экспери-
ментальным группам с помощью t-критерия Стьюдента (дру-
гие критерии применить невозможно, поскольку в реферате не 
приведены объемы выборок) показывает, что значимые разли-
чия между ними отсутствуют, что не дает оснований для за-
ключений об «эффективности каждого условия» и максимуме 
эффективности «при реализации всего комплекса условий»; бо-
лее того, в представленном виде эксперимент показал, что су-
щественным оказывается лишь первое условие, а два осталь-
ных (которые добавлялись в работе с ЭГ-2 и ЭГ-3) значимого 
влияния не оказывают; 
 совершенно не ясно, что подразумевается под показателем (2) 
– «Успеваемость учащихся» и каким образом он определялся; 
даже в экспериментальных группах в конце эксперимента он 
не превышает 50%, а в контрольной составляет всего 15%. 
К заданию 15. Замечания: 
по сути, автор выявляет связь двух классификаций: по уровню и 
по номеру этапа исследования; совершенно правомерно использо-
ван метод, описанный в п. 2.3.4., и по формуле (2.12) оценены зна-
чения (2)эксп; однако, при этом допущен ряд ошибок: 
 не оценено (2)кр: для представленных данных k = 3,    m = 3, 
следовательно,  = (3 – 1)(3 – 1) = 4; для этого числа степеней 
свободы и значимости p  0,05 из Таблицы 6 (стр. 203) (2)кр = 
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9,488; в ЭГ значение (2)эксп (13,3) найдено верно и оно превы-
шает критическое; для КГ правильное значение (2)эксп = 8,05 – 
оно меньше критического, т.е. в КГ связь классификаций недос-
товерна; в работе сопоставление с критическим значением не 
проведено, подтверждения выдвинутой гипотезы не получено; 
 путем сопоставления (2)эксп для ЭГ и КГ автор хотел показать, 
что изменения в ЭГ более заметны, чем в КГ; однако, для под-
тверждения этого требуется попарно сопоставить распределе-
ния в обеих группах на каждом этапе эксперимента; такое со-
поставление показывает: для начального этапа (2)эксп= 0; для 
промежуточного этапа (2)эксп= 1,44; для итогового этапа 
(2)эксп= 2,49; при  = 2 и p  0,05 (
2
)кр = 5,99, что превышает 
экспериментальные значения; таким образом, достоверного раз-
личия распределения показателей в ЭГ и КГ не зафиксировано, 
основания для мажорного вывода отсутствуют; 
 можно повторить последнее замечание к заданию 8 относи-
тельно того, что автор без каких-либо оснований не использует 
греческой буквы для общепринятого обозначения критерия; 
 обращает на себя внимание и вызывает безусловное подозре-
ние в недостоверности данных то обстоятельство, что в ЭГ и 
КГ в точности совпали количества испытуемых и они равны 
100, а на начальном этапе совпали даже распределения по гра-
дациям признака, хотя в работе сказано, что КГ составлена 
«как широкая выборка ряда школ города». 
Справедливости ради следует заметить, что все процитиро-
ванные выше диссертации были успешно защищены (иначе бы ав-
тор, безусловно, не счел возможным заимствовать из них данные). 
Однако, на наш взгляд, у читателя не должно по этой причине 
складываться отношения к математической обработке результатов 
опытно-поисковой работы как к чему-то второстепенному. Во-
первых, диссертационное исследование, как указывается в п. 8 
«Положения о порядке присуждения ученых степеней», является 
научной квалификационной работой – следовательно, в ней долж-
но быть продемонстрировано умение вести все этапы научного 
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исследования, в том числе, экспериментальный. Во-вторых, тре-
бования ВАК к педагогическим диссертационным работам неук-
лонно растут… 
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Приложение 
Таблица 1. Критические значения U-критерия Манна-
Уитни 
Значения Uкр приведены для уровня статистической значимости p  0,05. 
     n1  
 n2 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
3 - 0              
4 - 0 1             
5 0 1 2 4            
6 0 2 3 5 7           
7 0 2 4 6 8 11          
8 1 3 5 8 10 13 15         
9 1 4 6 9 12 15 18 21        
10 1 4 7 11 14 17 20 24 27       
11 1 5 8 12 16 19 23 27 31 34      
12 2 5 9 13 17 21 26 30 34 38 42     
13 2 6 10 15 19 24 28 33 37 42 47 51    
14 3 7 11 16 21 26 31 36 41 46 51 56 61   
15 3 7 12 18 23 28 33 39 44 50 55 61 66 72  
16 3 8 14 19 25 30 36 42 48 54 60 65 71 77 83 
17 3 9 15 20 26 33 39 45 51 57 64 70 77 83 89 
18 4 9 16 22 28 35 41 48 55 61 68 75 82 88 95 
19 4 10 17 23 30 37 44 51 58 65 72 80 87 94 101 
20 4 11 18 25 32 39 47 54 62 69 77 84 92 100 107 
21 5 11 19 26 34 41 49 57 65 73 81 89 97 105 113 
22 5 12 20 28 36 44 52 60 69 77 85 94 102 111 119 
23 5 13 21 29 37 46 55 63 72 81 90 99 107 116 125 
24 6 13 22 31 39 48 57 66 75 85 94 103 113 122 131 
25 6 14 23 32 41 50 60 69 76 86 98 108 118 128 137 
26 6 15 24 33 43 53 62 72 82 93 103 113 123 133 143 
27 6 15 25 35 45 55 65 75 86 96 107 118 128 139 150 
28 7 16 26 36 47 57 68 79 89 100 111 122 133 144 156 
29 7 17 27 38 48 59 70 82 93 104 116 127 139 150 162 
30 7 17 28 39 50 62 73 85 96 108 120 132 144 156 168 
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Таблица 1 (продолжение) 
        
     n1 
 n2 
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
31 8 18 29 41 52 64 76 88 100 112 124 137 149 161 174 
32 8 18 30 42 54 66 78 91 103 116 129 141 154 167 180 
33 9 19 31 43 56 68 81 94 107 120 133 146 159 173 186 
34 9 20 32 45 58 71 84 97 110 124 137 151 164 178 192 
35 9 21 33 46 59 73 86 100 114 128 142 156 170 184 198 
36 10 21 35 48 61 75 89 103 117 132 146 160 175 189 204 
37 10 22 36 49 63 77 92 106 121 135 150 165 180 195 210 
38 10 23 37 51 65 79 94 109 124 139 155 170 185 201 216 
39 11 23 38 52 67 82 97 112 128 143 159 175 190 206 222 
40 11 24 39 53 69 84 100 115 131 147 163 179 196 212 228 
41 11 25 40 55 70 86 102 118 135 151 168 184 301 218 234 
42 12 25 41 56 72 88 105 121 138 155 172 189 206 223 240 
43 12 26 42 58 74 91 107 124 142 159 176 194 211 229 247 
44 12 27 43 59 76 93 110 128 145 163 181 199 216 235 253 
45 13 27 44 61 78 95 113 131 149 167 185 203 222 240 259 
46 13 28 45 62 80 97 115 134 152 171 189 208 227 246 265 
47 13 29 46 64 81 100 118 137 156 175 194 213 232 251 271 
48 14 29 47 65 83 102 121 140 159 178 198 218 237 257 277 
49 14 30 48 66 85 104 123 143 163 182 202 222 243 263 283 
50 14 31 49 68 87 106 126 146 166 186 207 227 248 268 289 
51 15 31 50 69 89 109 129 149 170 190 211 232 253 274 295 
52 15 32 51 71 91 111 131 152 173 194 215 237 258 280 301 
53 16 32 52 72 92 113 134 155 177 198 220 241 263 285 307 
54 16 33 53 74 94 115 137 158 180 202 224 246 269 291 313 
55 16 34 54 75 96 118 139 161 184 206 228 251 274 297 319 
56 17 35 55 76 98 120 142 164 187 210 233 256 279 302 326 
57 17 36 57 78 100 122 145 167 191 214 237 261 284 308 332 
58 17 37 58 79 102 124 147 171 194 218 241 265 289 314 338 
59 17 38 59 81 103 127 150 174 198 222 246 270 295 319 344 
60 18 39 60 82 105 129 153 177 201 225 250 275 300 325 350 
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Таблица 1 (продолжение) 
       
      n1   
 n2 
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 
17 96               
18 102 109              
19 109 116 123             
20 115 123 130 138            
21 121 130 138 146 154           
22 128 136 145 154 162 171          
23 134 143 152 161 170 180 189         
24 141 150 160 169 179 188 198 207        
25 147 157 167 177 187 197 207 217 227       
26 154 164 174 185 195 206 216 226 237 247      
27 160 171 182 193 203 214 225 236 247 258 268     
28 167 178 189 200 212 223 234 245 257 268 279 291    
29 173 185 196 208 220 232 243 255 267 278 290 302 314   
30 180 192 204 216 228 240 252 265 277 289 301 313 326 338  
31 186 199 211 224 236 349 261 274 287 299 312 325 337 350 363 
32 193 206 219 232 245 258 271 284 297 310 323 336 349 362 375 
33 199 213 226 239 253 266 280 293 307 320 334 347 361 374 388 
34 206 219 233 247 261 275 289 303 317 331 345 359 373 387 401 
35 212 226 241 255 269 284 298 312 327 341 356 370 385 399 413 
36 219 233 248 263 278 292 307 322 337 352 367 381 396 411 426 
37 225 240 255 271 286 301 316 332 347 362 378 393 408 424 439 
38 232 247 263 278 294 310 325 341 357 373 388 404 420 436 452 
39 238 254 270 286 302 318 335 351 367 383 399 416 432 448 464 
40 245 261 278 294 311 327 344 360 377 394 410 427 444 460 477 
41 251 268 285 302 319 336 353 370 387 404 421 438 456 473 490 
42 258 275 292 310 327 345 362 380 397 415 432 450 467 485 503 
43 264 282 300 318 335 353 371 389 407 425 443 461 479 497 515 
44 271 289 307 325 344 362 380 399 417 436 454 473 491 510 528 
45 277 296 315 333 352 371 390 408 427 446 465 484 503 522 541 
46 284 303 322 341 360 380 399 418 437 457 476 495 515 534 554 
47 290 310 329 349 369 388 408 428 447 467 487 507 527 54 566 
48 297 317 337 357 377 397 417 437 458 478 498 418 539 559 579 
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49 303 324 344 365 385 406 426 447 468 488 509 530 550 571 592 
50 310 331 352 372 393 414 435 457 478 499 520 541 562 583 605 
Таблица 1 (продолжение) 
        
      n1   
 n2 
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 
51 316 338 359 380 402 423 445 466 488 509 531 553 574 596 618 
52 323 345 366 388 410 432 454 476 498 520 542 564 586 608 630 
53 329 352 374 396 418 441 463 485 508 530 553 575 598 620 643 
54 336 359 381 404 427 449 472 495 518 541 564 587 610 633 656 
55 342 365 389 412 435 458 481 505 528 551 575 598 622 645 669 
56 349 372 396 420 443 467 491 514 538 562 586 610 634 657 681 
57 355 379 403 427 451 476 500 524 548 572 597 621 645 670 694 
58 362 386 411 435 460 484 509 534 558 583 608 633 657 682 707 
59 369 393 418 443 468 493 518 543 568 594 619 644 669 694 720 
60 375 400 426 451 476 502 527 553 578 604 630 655 681 707 733 
                
                
                
    n1   
 n2 
32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 
32 389               
33 402 415              
34 415 429 443             
35 428 442 457 471            
36 441 456 471 486 501           
37 454 470 485 501 516 531          
38 467 483 499 515 531 547 563         
39 481 497 513 530 546 562 579 595        
40 494 511 527 544 561 578 594 611 628       
41 507 524 541 559 576 593 610 628 645 662      
42 520 538 556 573 591 609 626 644 662 679 697     
43 533 552 570 588 606 624 642 660 679 697 715 733    
44 547 565 584 602 621 640 658 677 695 714 73 751 770   
45 560 579 598 617 636 655 674 693 712 731 750 769 789 808  
46 573 593 612 631 651 670 690 709 729 749 768 788 807 827 846 
47 586 606 626 646 666 686 706 726 746 766 786 806 826 846 866 
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48 600 620 640 661 681 701 722 742 763 783 804 84 845 865 886 
49 613 634 654 675 696 717 738 759 780 800 821 842 863 884 905 
50 626 647 669 690 711 732 754 775 796 818 839 861 882 903 925 
                
Таблица 1 (продолжение) 
      
      n1 
 n2 
32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 
51 639 661 683 704 726 748 770 791 813 835 857 879 901 922 944 
52 652 675 697 719 741 763 786 808 830 852 875 897 919 942 964 
53 666 688 711 734 756 779 802 824 847 870 893 915 938 961 936 
54 679 702 725 748 771 794 818 841 864 887 910 934 957 980 1003 
55 692 716 739 763 786 810 834 857 881 904 928 952 975 999 1023 
56 705 729 753 777 801 825 850 874 898 922 946 970 994 1018 1042 
57 719 743 768 792 816 841 865 890 915 939 964 988 1013 1037 1062 
58 732 757 782 807 832 856 881 906 931 956 981 1007 1032 1057 1082 
59 745 770 796 821 847 872 897 923 948 974 999 1025 1050 1076 1101 
60 758 784 810 836 862 888 913 939 965 991 1017 1043 1069 1095 1121 
                
                
                
      n1 
 n2 
47 48 49 50 51 52 53 54 55 56 57 58 59 60  
47 886               
48 906 927              
49 926 947 968             
50 946 968 989 1010            
51 966 988 1010 1032 1054           
52 986 1009 1031 1053 1076 1098          
53 1006 1029 1052 1075 1098 1120 1143         
54 1026 1050 1073 1096 1119 1143 1166 1189        
55 1046 1070 1094 1113 1141 1165 1189 1213 1236       
56 1067 1091 1115 1139 1163 1187 1212 1236 1260 1284      
57 1087 1111 1136 1161 1185 1210 1235 1259 1284 1309 1333    
58 1107 1132 1157 1182 1207 1232 1257 1283 1308 1333 1358 1383    
59 1127 1152 1178 1204 1229 1255 1280 1306 1331 1357 1383 1408 1434   
60 1147 1173 1199 1225 1251 1277 1303 1329 1355 1381 1407 1433 1460 1486 
  199 
Таблица 2. Критические значения S-критерия 
Джонкира 
Значения Sкр приведены для уровня статистической значимости 
p  0,05; c – количество групп испытуемых (от 3-х до 6-ти); n – чис-
ло испытуемых в каждой группе (от 2-х до 10-ти) (см. п. 2.1.3). 
 
       c 
n 
2 3 4 5 6 7 8 9 10 
3 10 17 24 33 42 53 64 76 88 
4 14 26 38 51 66 82 100 118 138 
5 20 34 51 71 92 115 140 166 194 
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Таблица 3. Критические значения G-критерия знаков 
Значения Gкр приведены для уровня статистической значимо-
сти p  0,05 (см. п. 2.2.2). 
 
n Gкр n Gкр n Gкр n Gкр 
5 0 27 8 49 18 92 37 
6 0 28 8 50 18 94 38 
7 0 29 9 52 19 96 39 
8 1 30 9 54 20 98 40 
9 1 31 10 56 21 100 41 
10 1 32 10 58 22 110 45 
11 2 33 11 60 23 120 50 
12 2 34 11 62 24 130 55 
13 3 35 12 64 24 140 59 
14 3 36 12 66 25 150 64 
15 3 37 13 68 26 160 69 
16 4 38 13 70 27 170 73 
17 4 39 13 72 28 180 78 
18 5 40 14 74 29 190 83 
19 5 41 14 76 30 200 87 
20 5 42 15 78 31 220 97 
21 6 43 15 80 32 240 106 
22 6 44 16 82 33 260 116 
23 7 45 16 84 33 280 125 
24 7 46 16 86 34 300 135 
25 7 47 17 88 35   
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Таблица 4. Критические значения T-критерия 
Вилкоксона 
Значения Tкр приведены для уровня статистической значимости 
p  0,05 (см. п. 2.2.3). 
 
n Tкр n Tкр 
5     0 28 130 
6     2 29 140 
7     3 30 151 
8     5  31 163 
9     8 32 175 
10   10 33 187 
11   13 34 200 
12   17 35 213 
13   21 36 227 
14   25 37 241 
15   30 38 256 
16   35 39 271 
17   41 40 286 
18   47 41 302 
19   53 42 319 
20   60 43 336 
21   67 44 353 
22   75 45 371 
23   83 46 389 
24   91 47 407 
25 100 48 426 
26 110 49 446 
27 119 50 466 
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Таблица 5. Критические значения L-критерия Пейджа 
Значения Lкр приведены для уровня статистической значимости 
p  0,05; c – количество градаций (условий), n – объем выборки 
(см. п. 2.2.4). 
 c 
n 3 4 5 6 
2 28 58 103 166 
3 41 84 150 244 
4 54 111 197 321 
5 66 137 244 397 
6 79 163 291 474 
7 91 189 338 550 
8 104 214 384 625 
9 116 240 431 701 
10 128 266 477 777 
11 141 292 523 852 
12 153 317 570 928 
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Таблица 6. Критические значения 2-критерия Пирсона 
Значения    приводятся для уровня значимости p  0,05;  – 
число степеней свободы (число независимых случайных перемен-
ных в задаче) (см. п. 2.3.2). 
      
1  3,841 26 38,885 51 68,669 
2  5,991 27 40,113 52 69,832 
3  7,815 28 41,337 53 70,993 
4  9,488 29 42,557 54 72,153 
5 11,070 30 43,773 55 73,311 
6 12,592 31 44,985 56 74,468 
7 14,067 32 46,194 57 75,624 
8 15,507 33 47,400 58 76,778 
9 16,919 34 48,602 59 77,931 
10 18,307 35 49,802 60 79,082 
11 19,675 36 50,998 61 80,232 
12 21,026 37 52,192 62 81,381 
13 22,362 38 53,384 63 82,529 
14 23,685 39 54,572 64 83,675 
15 24,996 40 55,758 65 84,821 
16 26,296 41 56,942 66 85,965 
17 27,587 42 58,124 67 87,108 
18 28,869 43 59,304 68 88,250 
19 30,144 44 60,481 69  89,391 
20 31,410 45 61,656 70  90,631 
21 32,671 46 62,830 71  91,670 
22 33,924 47 64,001 72  92,808 
23 35,172 48 65,171 73  93,945 
24 36,415 49 66,339 74  95,081 
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Таблица 6 (продолжение)   
      
76  97,351 85 107,522 94 117,632 
77  98,484 86 108,648 95 118,752 
78  99,617 87 109,773 96 119,871 
79 100,749 88 110,898 97 120,990 
80 101,879 89 112,022 98 122,108 
81 103,010 90 113,145 99 123,225 
82 104,139 91 114,268 100 124,342 
83 105,267 92 115,390   
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Таблица 7. Критические значения -критерия 
Колмогорова-Смирнова 
Таблица допускает двоякое использование (см. п. 2.3.3): 
1) для заданного уровня значимости p определить кр; 
2) по эмпирическому значению эксп определить соответствую-
щий уровень значимости p. 
 
 (последний десятичный знак) 
0 1 2 3 4 5 6 7 8 9 
0,3… 0,99999 0,99998 0,99995 0,99991 0,99983 0,99970 0,99949 0,99917 0,99872 0,99807 
0,4… 0,99719 0,99603 0,99452 0,99262 0,99207 0,98741 0,98400 0,97998 0,97532 0,96998 
0,5… 0,96393 0,95719 0,94969 0,94147 0,93250 0,92282 0,91242 0,90134 0,88960 0,87724 
0,6… 0,86428 0,85077 0,83678 0,82225 0,80732 0,79201 0,77636 0,76042 0,74422 0,72781 
0,7… 0,71124 0,69453 0,67774 0,66089 0,64402 0,62717 0,61036 0,59363 0,57700 0,56050 
0,8… 0,54414 0,52796 0,51197 0,49619 0,48063 0,46532 0,45026 0,43545 0,42093 0,40668 
0,9… 0,39273 0,37907 0,36571 0,35266 0,33992 0,32748 0,31536 0,30356 0,29206 0,28087 
1,0… 0,27000 0,25943 0,24917 0,23922 0,22957 0,22021 0,21114 0,20236 0,19387 0,18566 
1,1… 0,17772 0,17005 0,16264 0,15550 0,14861 0,14196 0,13556 0,12939 0,12345 0,11774 
1,2… 0,11225 0,10697 0,10190 0,09703 0,09235 0,08787 0,08357 0,07944 0,07550 0,07171 
1,3… 0,06809 0,06463 0,06132 0,05815 0,05513 0,05224 0,04949 0,04686 0,04435 0,04196 
1,4… 0,03968 0,03751 0,03545 0,03348 0,03162 0,02984 0,02815 0,02655 0,02503 0,02359 
1,5… 0,02222 0,02092 0,01969 0,01852 0,01742 0,01638 0,01539 0,01446 0,01357 0,01274 
1,6… 0,01195 0,01121 0,01051 0,00985 0,00922 0,00864 0,00808 0,00756 0,00707 0,00661 
1,7… 0,00618 0,00577 0,00539 0,00503 0,00469 0,00438 0,00408 0,00380 0,00354 0,00330 
1,8… 0,00307 0,00285 0,00265 0,00247 0,00229 0,00213 0,00198 0,00186 0,00170 0,00158 
1,9… 0,00146 0,00136 0,00126 0,00116 0,00108 0,00100 0,00092 0,00085 0,00079 0,00073 
2,0… 0,00067 0,00062 0,00057 0,00053 0,00048 0,00045 0,00041 0,00038 0,00035 0,00032 
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Таблица 8. Критические значения -критерия Фишера 
Таблица допускает двоякое использование (см. п. 2.4.2): 
1) для заданного уровня значимости p определить кр; 
2) по эмпирическому значению эксп определить соответствую-
щий уровень значимости p. 
 
p 
p – тысячные доли 
0 1 2 3 4 5 6 7 8 9 
0,00… 2,91 2,81 2,70 2,62 2,55 2,49 2,44 2,39 2,35  
0,01… 2,31 2,28 2,25 2,22 2,19 2,16 2,14 2,11 2,09 2,07 
0,02… 2,05 2,03 2,01 1,99 1,97 1,96 1,94 1,92 1,91 1,89 
0,03… 1,88 1,86 1,85 1,84 1,82 1,81 1,80 1,79 1,77 1,76 
0,04… 1,75 1,74 1,73 1,72 1,71 1,70 1,68 1,67 1,66 1,65 
0,05… 1,64 1,64 1,63 1,62 1,61 1,60 1,59 1,58 1,57 1,56 
0,06… 1,56 1,55 1,54 1,53 1,52 1,52 1,51 1,50 1,49 1,48 
0,07… 1,48 1,47 1,46 1,46 1,45 1,44 1,46 1,43 1,42 1,41 
0,08… 1,41 1,40 1,39 1,39 1,38 1,37 1,37 1,36 1,36 1,35 
0,09… 1,34 1,34 1,33 1,32 1,32 1,31 1,31 1,30 1,30 1,29 
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Таблица 9. Критические значения стандартного 
нормального распределения 
p 0,01 0,025 0,05 0,10 0,20 0,30 
Zкр 2,326 1,960 1,645 1,282 0,842 0,524 
 
Таблица 10. Критические значения коэффициента 
ранговой корреляции Спирмена rs 
Значения         приведены для уровня статистической значимо-
сти p  0,05 (см. п. 2.5.4). 
n  n  
5 0,94 23 0,42 
6 0,85 24 0,41 
7 0,78 25 0,40 
8 0,72 26 0,39 
9 0,68 27 0,38 
10 0,64 28 0,38 
11 0,61 29 0,37 
12 0,58 30 0,36 
13 0,56 31 0,36 
14 0,54 32 0,35 
15 0,52 33 0,34 
16 0,50 34 0,34 
17 0,48 35 0,33 
18 0,47 36 0,33 
19 0,46 37 0,33 
20 0,45 38 0,32 
21 0,44 39 0,32 
22 0,43 40 0,31 
( )s крr
( )s крr( )s крr
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Таблица 11. Критические значения параметров 
эмпирического распределения 
Критические значения коэффициента асимметрии (Aкр) и по-
казателя эксцесса (Eкр) эмпирического распределения по Е.И. Пус-
тыльнику, а также значения ошибок репрезентативности A и E (см. 
п. 3.1.3). 
n Aкр Eкр A E 
4 2,15 1,75 1,22 2,45 
5 2,12 2,50 1,10 2,19 
6 2,07 2,98 1,00 2,00 
7 2,01 3,31 0,93 1,85 
8 1,95 3,53 0,87 1,73 
9 1,90 3,67 0,82 1,63 
10 1,84 3,77 0,77 1,55 
11 1,79 3,84 0,74 1,48 
12 1,75 3,88 0,71 1,41 
13 1,70 3,90 0,68 1,36 
14 1,66 3,91 0,65 1,31 
15 1,62 3,90 0,63 1,26 
16 1,58 3,89 0,61 1,22 
17 1,55 3,88 0,59 1,19 
18 1,52 3,86 0,58 1,15 
19 1,49 3,83 0,56 1,12 
20 1,46 3,81 0,55 1,10 
21 1,43 3,78 0,53 1,07 
22 1,40 3,75 0,52 1,04 
23 1,38 3,72 0,51 1,02 
24 1,36 3,69 0,50 1,00 
25 1,33 3,66 0,49 0,98 
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Таблица 11 (продолжение) 
 
26 1,31 3,62 0,48 0,96 
27 1,29 3,59 0,47 0,94 
28 1,27 3,56 0,46 0,93 
29 1,25 3,53 0,45 0,91 
30 1,24 3,50 0,45 0,89 
35 1,16 3,36 0,41 0,83 
40 1,09 3,22 0,39 0,77 
45 1,04 3,10 0,37 0,73 
50 0,99 2,99 0,35 0,69 
60 0,91 2,79 0,32 0,63 
70 0,85 2,63 0,29 0,59 
80 0,80 2,50 0,27 0,55 
90 0,75 2,38 0,26 0,52 
100 0,72 2,27 0,24 0,49 
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Таблица 12. Критические значения для t-распределения 
Стьюдента 
Критические значения определяются для числа степеней сво-




0,10 0,05 0,02 0,01 
1 6,314 12,706 31,821 63,657 
2 2,920 4,303 6,965 9,925 
3 2,353 3,182 4,541 5,841 
4 2,132 2,776 3,747 4,604 
5 2,015 2,571 3,365 4,032 
6 1,943 2,447 3,143 3,707 
7 1,895 2,365 2,998 3,499 
8 1,860 2,306 2,896 3,355 
9 1,833 2,262 2,821 3,250 
10 1,812 2,228 2,764 3,169 
11 1,796 2,201 2,718 3,106 
12 1,782 2,179 2,681 3,055 
13 1,771 2,160 2,650 3,012 
14 1,761 2,145 2,624 2,977 
15 1,753 2,131 2,602 2,947 
16 1,746 2,120 2,583 2,921 
17 1,740 2,110 2,567 2,898 
18 1,734 2,101 2,552 2,878 
19 1,729 2,093 2,539 2,861 
20 1,725 2,086 2,528 2,845 
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Таблица 12 (продолжение) 
21 1,721 2,080 2,518 2,831 
22 1,717 2,074 2,508 2,819 
23 1,714 2,069 2,500 2,807 
24 1,711 2,064 2,492 2,797 
25 1,708 2,060 2,485 2,787 
26 1,706 2,056 2,479 2,779 
27 1,703 2,052 2,473 2,771 
28 1,701 2,048 2,467 2,763 
29 1,699 2,045 2,462 2,756 
30 1,697 2,042 2,457 2,750 
40 1,684 2,021 2,423 2,704 
60 1,671 2,000 2,390 2,660 
 1,645 1,960 2,326 2,576 
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Таблица 13. Критические значения коэффициентов 
линейной корреляции (таблица Р. Фишера) 
Критические значения коэффициента линейной корреляции 
(rкр) определяются для числа степеней свободы, связанного с объ-
емом выборки (n) соотношением  = n – 2 (см. п.) для различных 
уровней значимости. 
 p = 0,05 p = 0,01   p = 0,05 p = 0,01 
2 0,95 0,99  20 0,42 0,54 
3 0,88 0,96  25 0,38 0,49 
4 0,81 0,92  30 0,35 0,45 
5 0,75 0,87  35 0,32 0,42 
6 0,70 0,83  40 0,30 0,39 
7 0,67 0,80  50 0,27 0,35 
8 0,63 0,77  60 0,25 0,33 
9 0,60 0,74  70 0,23 0,30 
10 0,58 0,71  80 0,22 0,28 
13 0,51 0,64  90 0,21 0,27 
15 0,48 0,61  100 0,19 0,25 
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