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The synergistic role of light and heat in liquid-based nanoparticle manipu-
lation
Omid Siddiqui
Light and heat are synergistic tools used in the manipulation of nanoparticles and
biomolecules. When optical effects dominate over thermal effects, the motion of nanoparticles
can be controlled by optical forces. Here, we study the motion of 100 nm gold particles
within a 1D optical potential, created by interfering counterpropagating beams. Tracking of
particle trajectories revealed a large and asymmetric reduction in the nanoparticle diffusion
constant in the presence of the traps, in agreement with theoretical predictions.
When thermal effects dominate, laser light can induce local temperature gradients. Here,
this was achieved by absorption of near-infrared (NIR) laser light in a Chromium micro-
disc. This resulted in thermophoretic separation of sodium azide ions, causing a local
electric field that was used to manipulate 26 nm polystyrene beads. The nanoparticles were
observed to follow the NIR heating spot, enabling light-controlled nanoparticle swarming. The
induced 3D temperature profiles were characterised by time-correlated single-photon counting
microscopy, with a temperature-sensitive dye. Through analysis of the particle velocities, the
thermoelectric field strength, as well as the previously unknown Soret coefficients of azide
ions were quantified.
Transmission of laser beams through nanoparticle suspensions can lead to strong nonlinear
lensing and soliton-like propagation effects. Literature has attributed these to redistribution
of particles by optical gradient forces, and the effect is commonly described as an effective Kerr
nonlinearity. To test this hypothesis, beam propagation experiments through a suspension of
40 nm plasmonic gold nanoparticles were carried out, and were found to be in agreement with
previously reported results. To verify the nature of the effect, a new time-resolved z-scan
technique was developed to measure the timescale and magnitude of the refractive index
change. Surprisingly, the data demonstrates that the timescales can only be explained by
thermal-absorption, -diffusion, and thermo-optic effects. As a result, the nonlinear effects are
non-local and z-scan measurements will underestimate their magnitude.
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“Nature composes some of her loveliest poems
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1.1 Figure extracts from Noble prize winning work by Ashkin and his
colleagues. (a) A 514 nm laser beam is focused into a fluidic chamber
(with thickness t = 120 µm) where latex micro-beads are suspended.
Ashkin observed that the beads were propelled into the direction of
laser’s propagation, as well as being drawn into the beam’s central axis
[1]. Glass beads of sizes 0.59 µm, 1.31 µm, and 2.68 µm were suspended
in aqueous solution, and would ordinarily sink to the bottom due to their
higher density. Ashkin used radiation pressure of one beam (emerging
from the bottom of the cell) to deliver the glass micro-particles into a
secondary tightly focused beam, where they were then optically trapped
[2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 A schematic of a single nanoparticle in a Gaussian beam. The scattering
force (Fscat) propels the nanoparticle in the direction of laser propagation
(more specifically, the direction of the time-average Poynting vector).
There are two intensity gradients (in the vertical and horizontal direction)
present. The nanoparticle (with a positive polarisability where the dipole
is in phase with E⃗) moves to the region with the maximum intensity
gradient in both directions (Fgrad). . . . . . . . . . . . . . . . . . . . . 5
1.3 Red arrow depicts Brownian motion in 1D. (a) The barrier of the
potential well is high and the nanoparticle remains confined within the
well. (b) The potential energy is reduced by photon bombardment,
and the nanoparticle can be pushed out the well by Brownian motion.
For stable trapping, the gradient force has to dominate, which can be
achieved by using a trapping wavelength that minimises absorption of
the particle, and the medium. . . . . . . . . . . . . . . . . . . . . . . . 6
xviii List of figures
1.4 (a) Illustration of a tightly focused beam to three-dimensionally trap
Au nanoparticles of sizes 18-254 nm. A trapping wavelength of 1640 nm
was used. (b) Comparison of the trapping stiffness of water immersion
(1.2 NA, blue curve) objective compared to oil immersion (1.4 NA, black
curve). The trapping stiffness is higher for the water immersion objective
due to lower aberrations, despite being a lower NA than the oil objective.
The red curve shows the r3 scaling of trapping stiffness for nanoparticle
sizes below 50 nm. For the larger sized nanoparticles, the slope of the
trapping stiffness reduced to r2 originating from the reduction of the
field penetration relative to the nanoparticle size (green line). Modified
from [3]. (c) Schematic of a low NA trap with minimised aberrations
using a spatial light modulator for wave-front shaping, which enabled
optical trapping of Au nanoparticles with different shapes and sizes.
(d) A mixture of theoretical (Mie theory and coupled dipole method)
and the measured trapping stiffness for different sizes, and shapes of
Au nanoparticles. The size-trap stiffness scaling followed the result of
Hansen et al., modified from [4]. . . . . . . . . . . . . . . . . . . . . . . 8
1.5 (a) Optical set up showing a 1.4 NA oil objective used to trap CdSe–CdS
core-shell nanorods. A half-wave plate is used to select the polarisation
of the trapping beam. The emitted fluorescence from the nanorods
are split into their polarisation components and individually detected
by photo multiple tube.(b) The top axis describes the angle between
polarisation and the horizontal axis. There is a pair-wise change in the
detected polarisation as the nanorods rotate to align their long axis
with the incident electric field. Modified from [5]. (c) Illustration of
an optically trapped vesicle, with its motion monitored by a quadrant
photodiode. Inset shows a confocal image of the fluorescently labelled
membrane and lamin of the vesicle. The vesicle contains 1 M sucrose
solution to increase its refractive index contrast with the medium, and
thus increasing its trapping stability (d) The vesicle’s radius against its
trap stiffness has a slope of 1.6, which is lower than the r3 theoretical
scaling (Equation 1.6). Modified from [6]. . . . . . . . . . . . . . . . . . 10
List of figures xix
1.6 Nanoparticle confinement in a standing wave optical trap. (a) A tightly
focused beam is self-interfered by back-reflecting the incident light using
a dichroic mirror (λ = 780nm). Due to the standing wave, the scattering
force is reduced, and the gradient in intensity is increased. (b) a few 80
nm Au nanoparticles are trapped near the surface of the mirror (inset).
The Raman signal of Rhodamine-B is significantly increased due to the
increased scattering by the nanoparticle in the constructively interfering
region (curve A, which is for 2.5 µM), relative to higher concentration
bulk measurements (curve B, 100 mM ). Modified from [7]. (c) Optical
line trap creating by the interference of a tightly focused light-sheet
beam with itself. This creates a periodic array of traps along the axial
direction. (d) The positional distribution of a 500 nm polystyrene
bead diffusing in the line trap near the surface of the coverslip. The
nanoparticle is more confined in the y-direction than the x-direction due
to the higher intensity gradient. Inset: differential interference contrast
image of the polystyrene nanoparticle and its tracked diffusion. (e)
Several 100 nm Au nanoparticles are being confined along the line trap.
Modified from [8]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.7 (a) To beams are steered (using mirrors M1, M2) and focused (using
lenses L1, L2) on the surface of a prism (PR). The incident angle of
the beam was chosen to induce evanescent standing waves, as well as
conventional standing waves. (b) Tilted potentials of the standing wave.
The tilt originates from the total of the scattering force and gradient
force at each point in space. Larger sized particles move left, while
smaller sized particles are affected by the surface standing wave and
move to the right. (c) Showing separation of 350 nm (to the right) and
750 nm polystyrene beads at the surface of the prism. Modified from [9]. 14
xx List of figures
1.8 (a) Illustration of the tapered fibre electrostatically bound to a micro-
lens, which focused the light down to a size of 208 nm (FWHM), and thus
creating a strong intensity gradient for trapping 86 nm polystyrene beads.
Back-reflected light into the fibre was used to monitor the presence of
the trapped nanoparticle. (b) A trace of the back-reflected signal with,
and without the nanoparticle being trapped. A clear increase in the
reflected light was observed owing to the presence of the fluorescent
nanoparticle being trapped, remaining there until the trapping laser
was turned off. Modified from [10]. (c) Schematic of the tapered
fibre counterpropagating set up used by Decombe et al. to trap 300
nm YAG:Ce3 nanoparticles. The bottom part shows the simulated
electric field when both fibres are along the same polarisation. Trapped
nanoparticles were imaged orthogonally using a separate objective. (d)
Observed particle position with varying fibre separation distance, while
keeping the trapping power constant. The detected positions obey a
Gaussian distribution. The Gaussian width decreases with a reduction in
fibre separation. (e) Observed particle positions with different relative
polarisation between the fibres. When both polarisations are the same,
nanoparticles were detected in segmented regions owing to the presence
of interference fringes (separation of 350 nm). Modified from [11]. . . . 16
1.9 Optical confinement of nanoparticles by balancing the scattering force
using hydrodynamic effects. (a) An optical fibre embedded into mi-
crofluidics. A micro-quadrangular lens is used to generate a Bessel-like
beam, from the emitted Gaussian beam emerging from the fibre. (b)
Simulation of the self-recovering nature (beam is diffractively formed)
of the Bessel-like beam after undergoing a highly scattering event in-
duced by the presence of a nanoparticle. (c,d) Many nanoparticles are
simultaneously trapped with a range of separation distances. It is not
explained by Shi et al. how they achieve sizing of nanoparticle using
diffraction limited optics. . . . . . . . . . . . . . . . . . . . . . . . . . . 17
List of figures xxi
1.10 Combating the scattering force by pushing nanoparticles up against
a surface. (a) Au nanorods with proteins attached to their surface,
is pushed against a coverslip by the radiation pressure. Clustered Au
nanorods increase the Raman signal [12]. (b) 100 nm confined in the
dark region of an AOM beam [13]. (c) A grid of nanoparticles made
using individually addressable beams from a spatial light modulator [14]. 18
1.11 Schematic of fluorescently nanoparticles diffusing freely (a), in the
presence of a thermal gradient and moving away from the heat source,
assuming they have a positive Soret coefficient (b). At steady state, the
thermo-diffusion of nanoparticles mediated by the temperature gradient
balances out concentration gradients (c). With the heating source
turned-off, the particles back-diffuse to homogenise concentration (d). . 21
1.12 The migration of a polystyrene particle towards a heated spot when
entropy-induced forces dominate (a), and away from the heated spot
when the solvent’s dispersion forces are higher (b). Modified from [15]. 23
1.13 (a) A schematic of the thermophoretic device built by Duhr and Braun.
A temperature-control (TC) tray keeps the samples loaded in a micro-
capillary at a constant temperature before heating. An objective focused
an IR beam reflected from a hot mirror (HM) to the centre of the
capillary to induced heating (2-5K ). A photodiode collected the emitted
fluorescence signal from the biomolecules. (b) Fluorescence trace over
heated and non-heated regions. Stage I is the referenced normalised
signal without heating. Stage II denotes the changes in fluorescent dye’s
behaviour due to the temperature and viscosity changes of the medium.
Stage III shows little change of the fluorescence signal, meaning that
an equilibrium has reached between the particle concentration gradient,
and the temperature gradient. Stages IV,V are the recovery of the signal
without heating. Modified from [16]. . . . . . . . . . . . . . . . . . . . 25
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1.14 (a) Normalised fluorescence of single-stranded DNA (ssDNA, unbound),
and the formation of a double-stranded from two complementary single
strands. The y-axis is Fnorm (b) Binding kinetics of ssDNA as a function
of the untagged strand. Fitting with a sigmoid curve of the relative
change of Fnorm yields KD. Modified from [17]. (c) The measured Soret
coefficient of monomeric and oligomeric α−synuclein with Nb Syn2
binding. Aggregated α−synuclein, and nanobody bound proteins have a
higher Soret coefficient. (d) Dissociation constant of the nanobody are
different, depending on the aggregation state of α−synuclein. From [18]. 27
1.15 (a) Trapping of DNA by balancing the fluid flow against the ther-
mophoretic induced migration. (b) Accumulation of DNA molecules in
a 10 µm channel. Fluorescence intensity (analogous to concentration)
increases 16-fold over 15 minutes. (c) Radially scanned heating beam,
gathering DNA molecules from a large area. (d) The beam is concentri-
cally swept with smaller radii to pen the accumulated DNA molecules
into a concentrated spot. Modified from [19]. . . . . . . . . . . . . . . . 28
1.16 (a) A thin film of gold with a hollow section is printed on a coverslip.
A radially scanned laser generates heating, creating a temperature
profile where the central hollow region has the lowest local temperature.
(b) Probability density of the DNA’s position. DNA molecules has
the highest probability of being located at the centre. (c) Accumulate
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from [20].(d) Heating generated by radially scanning a beam over a
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cations. (c) Schematic representation of a chloride anion. (d) Ions and
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mode fibre. (b-d) Translations of the fibre in the x-direction does not
perturb the trapped particle. Scale bar is 50 µm. Modified from [23]. . 32
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on the sample increases, nonlinear opto-thermal effects change the local
index of refraction and alters the propagation of the light. When the
thin cuvette is before the focal point, the radius of curvature of the
focused light is negative. A negative ∆n, resists the radius of curvature
from tending to zero at the focus, and hence the focal point shifts
forward, yielding a less diverging beam, which consequently increases
the amount of light transmitted through the aperture. (c) When the
cuvette is position post-focal point, a negative ∆n increases the radius
of curvature of the beam, increasing beam divergence, and consequently
less light is transmitted through the aperture. (d) Far away from the
focus, the opto-thermal effects diminish, returning the number of photons
transmitted through the aperture to its baseline value. Figure inspired
from [29]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
1.27 The main results for the reported z-scan literature for Au-nanosuspensions
using CW illumination. All figures are for close-aperture scans to de-
termine n2, as nonlinear absorption was not observed or reported in
the tested intensity range. (a) For 50 nm sized Au nanoparticles under
532 nm illumination [30]. (b) Increase in the peak-to-trough values
for 5 nm nanosuspension as a function of laser power [28]. Inset shows
the corresponding refractive index change. (c) The presence of Au
nanoparticles (12 nm forming clusters) greatly enhances the nonlinear
fractive index properties of liquid crystals [31]. (d) Various theortical
models fitted to a z-scan data for Au nanosuspensions (25 nm) with
heik-Bahae formalisation (thin black line) yielding the best fit. [32].
Summary of results presented in Table 1.1. . . . . . . . . . . . . . . . . 46
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2.1 Optical trapping geometries for nanoparticles. (a) Interference of laser
light emerging from opposing polarisation maintaining fibres aligned
along the same axis. An array of strong intensity gradients are generated,
which maximise the gradient force over the scattering force. (b) Self-
interfering pattern created from the retro-reflected light by a micro-
mirror (Au coated fibre). ds is the separation distance between the
optical fibre facets (∼ 66 µm used in this work). . . . . . . . . . . . . . 50
2.2 Comparison of the polarisability and cross-sections for 100 nm Au
nanoparticles using Clausius–Mossotti (CM) relation, and Mie theory.
(a) The Mie theory polarisability values are higher as it takes into
account the enhanced light-matter interactions due to plasmonics. The
peak values for both the real and imaginary components are red-shifted
from the Mie-theory obtained values relative to the CM relation values.
The real part of the polarisability dominates for wavelengths longer than
600 nm. For this wavelength region, the gradient force is expected to be
higher than the scattering force. (b) Scattering-, and absorption-cross-
section also vary between the different methods. For wavelengths shorter
than 600 nm, the absorption cross-section is higher than the scattering.
CM relation underestimates the cross sections for 100 nm-sized particles
as it does not take into account the plasmon-enhanced behaviour [33]. . 52
2.3 A snapshot of a Gaussian-shaped electric field propagating along the
central axis (r = 0). (a) Real component of two electric fields propagat-
ing in opposite directions and their superposition. (b) Imaginary part
of the two counterpropagating electric fields. The phase delay occurs
due to the Gouy phase. (c) The absolute-squared of the superposition
of the two electric fields (equivalent to the intensity). The fringes are
separated by ∼ 320 nm, and the maximum intensity variation occurs
over half the cycle (∼ 160 nm). . . . . . . . . . . . . . . . . . . . . . . 55
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2.4 (a) Gaussian beam (w0 = 2.65 µm) emerging from left and propagating
over a distance of 70 µm, to the right. Propagation is in an aqueous
medium (nm ∼ 1.33). The |E|2 is calculated for a laser power of 100
mW. (b) Gaussian beam traversing in the opposite direction to the top
figure, in the same spatial domain. (c) Superposition of the beam’s
counterpropagating electric fields creating an interference pattern. The
two opposing beams are perfectly radially aligned. A power of 100 mW
is emerging from each fibre. Logarithmic colour scaling used for clarity. 56
2.5 All colour bars scales as 1019 (V 2/m3). (a) Gradient force in the z-
direction when the two beams are interfering. The central radial region
has the highest intensity gradients, stemming from the Gaussian profile.
(b) The gradient in intensity in the z-direction if the opposing beams are
cross-polarised and there is no interference. The values are approximately
four orders of magnitude smaller in this configuration compared to when
interference is present. (c) The r-direction gradient in intensity when
the counterpropagating beams are interfering. The gradients are stronger
near the entrance of the beams (at 0 µm and 70 µm). The gradient
force is much stronger in the axial direction (z) than the lateral. . . . . 57
2.6 (a) Single Gaussian beam (w0 = 2.65 µm, P=200 mW ) emerging from
the left and propagating in a water medium towards a micro-mirror
placed at 70 µm. (b) Showing just the back-reflected portion of the
light. The beam continues to diverge, spreading out more in the radial
direction. (c) Interference of the forward propagating and back-reflected
beams shown in the figures above. There are regions where no interface
was observed due to the difference in beam size between the forward
and back-reflected components. . . . . . . . . . . . . . . . . . . . . . . 59
2.7 (a) Gradient in intensity in the z-direction. The central radial region
has the highest values. Despite some regions of the beam not interfering
(Figure 2.6a), the magnitude of the gradient in this direction is ca. 5%
smaller compared to the opposing fibre geometry. (b) Intensity gradient
in the radial direction, with strongest region being near the entrance of
the light. As the beam spreads out due to diffraction, the radial gradient
in intensity reduces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
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2.8 Gradient and scattering force on 100 nm Au nanoparticles. (a) Gradient
force in the z-direction varies between ±500 fN. The dashed white
line indicates the region where numerical integration was conducted to
evaluate a corresponding trapping potential (Figure 2.11). (b) Radial
gradient force is about 25-times lower than the axial direction. (c)
The scattering force due to the two opposing beams. At the middle
distance between the fibres, they are equal in magnitude and cancel out.
The closer the nanoparticles are to the light source, the stronger the
scattering force they feel. The maximal scattering force is approximately
1/5th of the maximum axial gradient force. . . . . . . . . . . . . . . . . 61
2.9 Simulated optical forces with the opposing fibres radially misaligned
by 3 µm. (a) The axial gradient force is reduced by ∼ 100 fN, and
the fringes are now tilted due to the regions of the beam interacting
with a higher radius of curvature than previously. (b) The maximal
values are slightly decreased in the presence of the misaligned fibres. (c)
The maximal scattering force increases by ca. 10%, and there are fewer
regions were the forces are equal in magnitude and cancel out. . . . . . 62
2.10 Optical gradient and scattering forces for a retro-reflected Gaussian beam.
(a) Gradient force along the z-direction. The maximal force is about 20
fN lower for the same total power in the counterpropagating geometry.
The dashed white line indicates the region where numerical integration
was conducted to evaluate a corresponding trapping potential (Figure
2.14). (b) The radial gradient force decreases as the beam propagates
due to diffraction. It has higher in this geometry since all the light is
emerging from one fibre, rather than being split between two fibres. (c)
The maximal scattering force is also much higher in magnitude for the
same reason. At around 10 µm from the mirror surface, the scattering
force begins to diminish and is annual by the back-reflected light. . . . 64
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2.11 The gradient potential (orange curve, left axis) and the scattering
pseudo-potential (blue curve, right axis) for the central radial position,
where nanoparticle’s have the maximum likelihood of being confined.
The gradient potential wells have approximately the same modulation
depth (ca. 10 kBT ). The scattering pseudo-potential is much lower.
The summation of the potentials give rise to an array of tilted and
asymmetric potentials, with the scattering pseudo-potential dominating
the landscape (pink-curve). . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.12 (a-c) The tilted potentials at different positions along the z-direction.
The asymmetry of the potentials, shifts from the left side to the right
side. At the centre, the potentials are quadratic-like and symmetric. (d)
The effective trapping potential determined numerically by subtracting
the peak (orange dots) from the troughs (green dots) in the top . The
ensemble potential across the entire region is approximately -11.5 kBT . 66
2.13 The gradient potential (orange curve), and the scattering pseudo-potential
for the mirror geometry, both of which are asymmetric. The gradient
potential has a constant modulation depth (∼ 10 kBT ). The scattering
pseudo-potential dominates the total effective potential (pink curve) . . 67
2.14 (a-c) Zoomed-in regions of the total potential (pink curve in Figure
2.13. The potential is higher for a nanoparticle to move to the left
than the right (positive z-direction). This asymmetry reduces the closer
the nanoparticle is to the mirrored surface (at 70 µm). (d) Effective
trapping potential of the nanoparticle across the entire fibre separation
distance. Nanoparticles near the mirror have a higher tendency to be
confined. Ripples in the red curve come from computation error in
detecting peaks and troughs in the top figures. . . . . . . . . . . . . . . 68
2.15 Top-down view of the optical diagram used for creating interferometric
trapping of nanoparticles. Laser light from a TiSa (850 nm) was coupled
with equal transmission into two polarisation maintaining fibres (PMF),
which were embedded into a microfluidic block. Fibre rotators were
used to align the output polarisation between the fibres to the same axis
(horizontal to maximise dipole emission into the camera). . . . . . . . . 70
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2.16 Side view of the microfluidics device and the fibres embedded into it.
Imaging optics are independent of the trapping optics. A solution of Au
nanoparticles was pipetted into the microfluidics chamber and then a
coverslip was placed on top to prove a flat imaging surface to image the
motion of the nanoparticles in the interferometric trap. The Navitar
microscope had an effective magnification of 100x, and absorbing neutral
density filters were used to ensure the camera was not saturated by the
scattered light from the nanoparticles. . . . . . . . . . . . . . . . . . . 71
2.17 Microfluidic design for integrating optics and fluidic. Both designs
aid fibre alignment and have no inlets or outlets as the trapping of
nanoparticles are studied under zero net flow. (a) More PDMS material
between the fluidic channels and the fibre grove allowed for a stable
aligned of the fibres but suffered from wetting issues. (b) Wettable
surface, but fibres were more misaligned about their central axis. This
configuration was more suited for the mirror-fibre interferometric trap
as alignment was less critical. . . . . . . . . . . . . . . . . . . . . . . . 73
2.18 (a) PMF fibre embedded into design 1 of Figure 2.17a. (b) Opposing
fibre aligned using the translation stages and fibre rotator to overcome
the friction between the fibre and the PDMS walls. (c) Au coated fibres
inserted into the PDMS fibre trench of design 2 (Figure 2.17b). (d) The
light delivering fibre aligned into the groove. The large surface area of
the Au mirror meant that alignment was less critical. . . . . . . . . . . 74
2.19 Reflectance and penetration depth (calculated using Equations 2.8 - 2.9)
for a water-Au interface in the TiSa wavelength range. At the trapping
wavelength the reflectance was 96.9%, and intensity decayed to 86% of
I0 (transmitted 3.1%) after a distance of 9 nm. The high reflectance
value meant that the large majority of the incident light is back-reflected. 77
2.20 (a) Image of several Au coated fibres in a PDMS holder used for thin-film
deposition. The top glass slide was removed, and individual mirrored-
fibres were then embedded into the microfluidic chip for interferometric
trapping. (b) A schematic of the Au mirrored fibres (multi-mode fibre
with a large core). The Cr layer acts as an adhesion layer between the
silica and the Au. The mirrored fibre and the light-emitting PM fibre
were chosen to have the same diameter (125 µm) to ease alignment in
the microfluidic chip. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
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2.21 (a) Pre-deposition darkfield image of the multimode fibre with a flat
surface and no debris present as there was no scattering observed. (b)
Post-deposition darkfield image showing a few scattering particles either
from dust or the deposition process. The majority of the surface areais
without scattering and offers a good reflecting surface. The edges are
more scattering, but these regions are not used to back-reflect light. . . 78
2.22 Michelson-interferometer optical setup to discern the wavefronts flatness
and their phase stability of the induced interference pattern. The emitted
light from the fibres are collimated, and interfered, before being incident
on a camera. This configuration was also used to test the reflectance
(reusing a power meter) of the Au mirrored fibres by substituting them
in for PMF 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.23 (a) Optical spectrum of the 100 nm diameter nanoparticles referenced
with the light source and background subtracted. This was taken using
a Quartz cuvette with an optical path length of 1 cm. The measured
OD per cm was 0.3 OD lower than the manufacturer’s specification. (b)
Measured spectrum normalised to the theoretical extinction cross-section
for comparison. The measured spectrum has a wider distribution around
the peak, originating from the ±8% size distribution specified by the
manufacturer. As a consequence, there is likely to be higher scattering
present at the trapping wavelength than theoretically expected. . . . . 81
2.24 The hydrodynamic radius of 100 nm (diameter) nanoparticles were
measured using a Malvern Zetasizer, with the cuvette temperature set
to 21◦C. A Gaussian was fitted to the measured values to discern the
mean and deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.25 Particle tracking protocol. . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.26 (a) A test blob with a Gaussian intensity profile (in 2D), and a width
of 7 pixels was created. (b-e) The test image was the convolved with
a LoG kernel of varying width. When the tested LoG kernel matched
with the size of the test blob, the yielded imaged (d) had the highest
intensity relative to other kernel size trials (b,c,e). Peak detection was
then performed on images to localise the blob’s position. . . . . . . . . 85
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2.27 Showing the detection capability of the LoG method, which was sensitive
enough to detect particles with peak brightness comparable to the noise
floor. (a) Generated array of Gaussian particles with the same size,
evenly spaced along the horizontal axis. Their amplitudes were set to
be a few pixel values higher than the noise floor (dark counts) of the
imaging camera. (b) The Inhomogenous dark counts from the imaging
camera (no laser beam but room lights on) was used to represent the
noise floor, on top of which an array of blobs were digitally synthesised.
The generated blobs are dominated by noise and lose most of their
Gaussian shape. This imaged acted as the test image, from which the
LoG localisation method was used to find the particle’s location. (c)
Result of the LoG convolution with the same kernel size as the blobs (7
pixels). The LoG process increased the contrast between the blobs and
the background, albeit they are no longer symmetrical. Peak detection
was then conducted on this imaged to localise the blobs positions. . . . 86
2.28 Comparison of the particle tracking methods for a phantom dataset.
Randomly generated blobs with sub-pixel positions and various sizes
were created. The signal-to-noise ratio approximately reflected the
measured data (Figure 2.29). The LoG method was better at finding the
nanoparticles as it had a lower localisation error (the difference between
the known and detected location). . . . . . . . . . . . . . . . . . . . . . 87
2.29 LoG detected particle trajectories for the two opposing fibre geometry
using a total power of 150 mW. The frame number is written in the
bottom right corner, and the detected particle number is written to the
right of its location for a given frame. It can be seen from the particle
number count that several thousand individual trajectories have been
identified with longer lasting tracks towards the middle of the image.
Each frame shown spans approximately 11 µm vertically, and 70 µm
horizontally. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
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2.30 (a) Interference pattern of the overlapped light emitted from the polar-
isation maintaining fibres (see Figure 2.22). The fringes have a small
curvature, which suggests that wavefront distortion was negligible. (b)
A small pixel region was scanned to increase the frame rate of the
camera and better temporally resolve phase drift. (c) The image in b is
vertically summed to increase the signal-to-noise-ratio. The emerging
interference pattern appeared, albeit it was somewhat quantised. . . . . 92
2.31 (a) Relative phase change of the interference pattern as a function of
time. There were slow and fast phase change components. Maximal
phase change of ±π can occur over 250 ms. (b) Fourier analysis of the
phase change in a. Some of the identified frequencies were likely to be
harmonics. The higher frequency components were possible due to the
video encoding. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
2.32 Dashed-black line mark the edge of the mirrored-fibre. (a) The left spot
was the light emitted from the fibre, and the right spot light reflected
from the mirrored-fibre. They did not overlap and no interference pattern
was observed. (b) Circular interference fringes with little wavefront
distortion when the beams overlapped. (c) Wavefront distortion at the
edge of mirrored fibre due to edged effects in the Au deposition process. 93
2.33 Tracked nanoparticle trajectories due to the scattering force from each
independently emitting fibre with a power of 115 mW. The displace-
ments were larger in the x-direction relative to y-direction due to the
photopheresis. The trajectories essentially mapped out the intensity of
the light emitted from each fibre. Nanoparticles near the central axis
of each fibre would therefore have a higher velocity. The misalignment
between the central axis of the two fibres was evident as the majority of
the orange and blue trajectories do not overlap. This was expected since
the simulated scattering force for this geometry (Figure 2.9) showed the
same behaviour. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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2.34 Mean squared displacements for trajectories in Figure 2.33. The pur-
ple lines show the individual particle displacements as a function of
increasing epochs. (a) The mean square displacement in the x-direction
scaled quadratically with time as the nanoparticles were undergoing pho-
tophoretic migration, obtained from fitting to the anomalous diffusion
(Equation 2.17). (b) The individual particle displacements were widely
varying due to the presence of Brownian motion. The obtained diffusion
coefficient from fitting (Table 2.1) matched the DLS value. Note that
the y-axis is in log scale. . . . . . . . . . . . . . . . . . . . . . . . . . . 96
2.35 Detected nanoparticle trajectories and their altered motion due to the
presence of the optical interferometric trap. Each trajectory is plotted in
a different colour. All the trajectories from three-independent datasets
for each laser power are shown. (a) Some nanoparticles weakly confined.
Scattering force dominated and nanoparticles did not stay trapped.
(b-c) Trajectories were longer in the y-direction owing to the confined
motion of the nanoparticles in the x-direction. . . . . . . . . . . . . . . 98
2.36 MSD analysis of the particle trajectories in Figure 2.35. MSD values
were obtained for a window size 1 s. The purple line shows squared
displacement for individual trajectories. The MSD values were deter-
mined from the mean of squared displacement across every epoch (∆t).
Error for each epoch as the ratio of the MSD and square-root of the
number of observation for each epoch (MSD(∆ti)/
√
N(∆ti)). Left col-
umn: all MSDx values, right: MSDy (a) Scattering force accelerating
particle, little to no confinement of nanoparticles. (b) Radial gradient
force was weak and the motion of nanoparticles was Brownian. (c)
Nanoparticles confined in the x-direction for an average of ca. 0.7 s.
(d) Radial gradient force was significant, and drawing nanoparticles
towards the central region (confinement factor (γy) was less than 1. (e)
Nanoparticles remained confined for the entire analysis window. (f)
Radial confinement of nanoparticle further increased due to an even
greater reduction in the confinement factor compared a total power of
150 mW. Fitted values were reported in Table 2.2. . . . . . . . . . . . . 100
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2.37 The trajectories of the 230 mW dataset were axially binned. For each
bin, MSD analysis was performed. Nanoparticles were more confined at
the central separation distance between the fibre and than the edges,
which was in agreement with the simulated symmetric potential of the
nanoparticles (Figure 2.12). Diffusion and confinement factor were
higher on the right side relative to the left, which may be a result of the
slight power imbalance between the two fibres. . . . . . . . . . . . . . . 101
2.38 Detected nanoparticle trajectories in the fibre-and micro-mirror geometry
where the beam underwent self interference, creating an array of optical
potential wells. The laser light from a single PM fibre emerged from
the left, and the micro-mirror (Au coated fibre) was placed on the right.
Only one dataset (5000 frames with several hundred trajectories) was
taken for this configuration. Fewer trajectories were detected near the
mirrored surface. The width of the striated tracks decreased in the
x-direction towards the mirror surface. This was due to the increase
potential well depth mediated by the reduction of the scattering force. . 102
2.39 MSD analysis of the nanoparticle trajectories in Figure 2.38. (a) MSDx
measured values and fitting. The measured values had a slightly negative
slope suggesting more stable confinement with increasing time spent
in the trap. This may have been a result of the nanoparticles being
pushed into deeper potential wells by the forward scattering force. (b)
MSDy measured values and its correspondence fit. All fitting values
were reported in Table 2.3. . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.1 A drawing of the device used to generate temperature gradients, and
thermoelectric fields. Heating was induced by a Chromium (Cr) absorp-
tion of 780 nm laser light. A simple and sealed microfluidic chamber was
made using a 90 µm spacer sandwiched (a sticker with a hole) between
a glass slide and coverslip. This geometry was used in the subsequent
heat-diffusion and fluid flow simulations. . . . . . . . . . . . . . . . . . 109
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3.2 Transmission and absorption at each interface calculated using Fresnel
coefficient and the refractive index of each material. I assumed that all
photons are perpendicularly incident at each interface. δ denote the
penetration depth of each layer at 780 nm. From the initial intensity,
54% was available for absorption the Cr layer. A very small portion of
the light reached into the water layer. . . . . . . . . . . . . . . . . . . . 110
3.3 (a) Geometry used to quantify the temperatures induced by Cr absorp-
tion of near-infrared light. The glass was modelled using Silica glass
material properties. The brown and yellow boxes represent the Cr and
Au. The Cr domain was defined as the heating source. The orange
boundary around the geometry was set to the ambient temperature. (b)
The direction of gravity (g) is in the -z-direction. The left side of the
system was considered as an open boundary, which allowed free fluid
flow in and out of the simulated region. The bottom edge of the sample
chamber was considered as a constant pressure point, which was needed
for an analytical solution for the Navier-Stokes equation. . . . . . . . . 112
3.4 Temperature profiles of Cr absorption of near-infrared laser light with
an intensity of 67 µW/µm2. For clarity, the temperature of the Cr,
Au and water domains were only shown for a region of ± 100 µm
in the r-direction (x/y-direction), rather than the entire ± 1000 µm.
(a) Temperature profile in x/y-direction. The kink was due to the
thermal conductivity difference between the Au-Cr-layer and water. (b)
2D temperature profile with isotherms of the heating generated. (c)
Heating profile in the z-direction. The temperature did not fully return
to ambient at the bottom of the fluidic chamber. . . . . . . . . . . . . . 114
3.5 The radial (x/y-direction) temperature profiles at the surface of the glass
slide for a variety of laser intensities. Only half the temperature profile
was shown, and was symmetric around the vertical axis. The kink in
the profile originated from the differences in the thermal conductivity
of the Au-Cr layer and water. Inset: The peak temperature increased
linearly with intensity. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
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3.6 Induce convective flow of the fluid due to the temperature profile of
Figure 3.4. The length of the arrow was proportional the magnitude
of the velocity. The flow field was symmetric about the vertical axis,
and the heat source was at the top left corner. The direction of gravity
was denoted by the black arrow (used in Fbouy in Equation 3.3). The
convective flow was clockwise with a maximum velocity of 0.42 µm/s,
which occurred at 30 µm directly above the heating surface. . . . . . . 116
3.7 Temperature gradients determined numerically in the x/y- (a), z-
direction (b), using data from Figure 3.4. The magnitude of the gradi-
ents in the x/y-direction are higher than the z-direction. A noticeable
temperature gradient is present at the edge of the Au-Cr disc in both
directions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.8 The velocity of a negatively charged tracer particle experiencing the
thermoelectric field generated by sodium-, and chloride ions at physi-
ological concentrations. The heated region was in the top left corner,
and only half the fluidic chamber was shown for clarity. There were two
regions of high velocity corresponding to the edge of the Au-Cr, and the
centre of heated spot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.9 A supercontinuum laser source was used to create a white light laser
source. The infrared component of the generated light was filtered out,
leaving just the visible spectrum for excitation of theRhodamine-B dye.
A bandpass filter was used to select only 543 ± 22 nm range of the visible
spectrum. This filtered light was then coupled into the microscope’s
focal plane, and was scanned across the sample by the x-y galvo-mirrors.
The emitted fluorescence was collected by a fast photo-multiplier tube
(PMT) synchronised with the emitted laser pulses. The near-infrared
heating laser was also shown for completeness. The excitation and
NIR light was filtered out by a 629 ± 56 nm bandpass spectral filter.
Confocal TCSPC microscope built by the Laser Analytics group. . . . . 121
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3.10 (a) Schematic of the heating stage built to calibrate the lifetime response
of Rhodamine-B at different temperatures. Two cartridges heaters and
a temperature controller used to keep the Rhodamine-B solution at
a fixed temperature. Two thermo-couples were used to monitor the
temperature of the block and the solution. An imaging window was
factored in the design to excite and collect the emitted fluorescence
of the dye. The microscope was isolated from the heating block with
an insulating material (orange band). (b) Showing the heating stage
and temperature controller in operation on a microscope. Green wire
was for earthing the device. Second thermocouple not shown in this
diagram. Heat stage and electronics made by the working shop at
chemical engineering. Design conceived by the author. . . . . . . . . . 123
3.11 Example preliminary fits (dashed lines) from the temperature calibration
dataset (solid lines) for three different temperatures set on the heating
stage. The IRF defined the time reference from which the characteristic
decay time was determined. Data analysed and extracted using Omero
FLIMfit [34]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.12 Optical set-up of the near-infrared laser. The laser and its optics were
designed to replace the condenser lens. A lens pair was used to image
the laser diode on the back-facet of the Cr micro-disc, and thus induced
a localised heating spot. The alignment of the laser was done using the
adjustment screws of the condenser, and its focusing reel. . . . . . . . . 126
3.13 Imaging the beam shape and determine the size at the focal point of the
focusing lens. The background layer is the image taken with a camera
(using the set up in Figure 3.16, and the contour lines are 2D-Gaussian
fitting. Each level showed the percentage away from the peak. The
beam spot size (w0) was at 13.534% (1/e2) from the peak value. The
beam was almost double in one axis than the other, with a nominal size
of 2.92 µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
3.14 (a) Imaging the deposited Au surface through each hole of the TEM
grid before peeling it off. The image is taken in darkfield to highlight
the scattering and surface roughness of the deposition. (b) After peeling
away the TEM grid, the resulting micro-discs are elliptical in shape, and
have shadowing effects from the deposition angle. Au and Cr deposited
by Dean Kos, Nanophotonics centre. . . . . . . . . . . . . . . . . . . . 128
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3.15 (a) A fluidic reservoir created by a sticker which had a height of 90
µm. (b) The sticker was placed centrally over the deposited Au-Cr
micro-discs. The chamber accommodated up to 5 µl of sample solution.
A coverslip was then placed on top to seal the chamber and provide a
flat imaging window. The coverslip could then be removed after imaging,
and the chamber cleaned using the drip and drag technique used for
cleaning optics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.16 (a) Fluorescence widefield microscope schematic which also included the
thermoelectric device and the near-infrared laser used to induce heating
of Cr. A 60x 1.3 NA water objective was used for imagining the Au-Cr
and glass surface. The high numerical aperture meant that it had a
shallow depth of focus. (b) Fluorescence emission and excitation spectra
of the FluoSphere polystyrene beads. The 561 nm excitation laser and
the 780 nm near-infrared laser were filtered out using a bandpass filter
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Every person who has peered through the eyepiece of a microscope and seen the
scattered light from nanoparticles revealing their chaotic dance under Brownian motion,
their collisions and clumping, knows that they are observing the consequences of
many more unseen interactions. Yet replacing the nanoparticles with more complex
structures, such as fluorescently tagged proteins or DNA, shows the same disorderly
drifting and collisions, whilst most of the interactions remain elusive. Light and heat
have been used to disturb and manipulate their motion, and consequently offer a
glimpse of their hidden interactions.
The ambition behind the present study was to examine and explore the interaction
of light and heat with proteins. Through these interactions, protein properties such as
size, conformation, temporal binding kinetics, as well as how they interact with their
chemical environment could be discerned by subjecting them to intensity- or thermal-
gradients. Quantification of these metrics is hugely beneficial for researchers studying
neurodegenerative diseases such as Alzheimer’s Disease. Hence, this work aimed to
develop microfluidic devices that combined light or heat in a geometry that effortlessly
integrated with conventional or super-resolution microscopes. These devices would
facilitate controllable trapping of proteins to judiciously induce aggregation sites, from
which the rate of growth and binding kinetics could be determined. Furthermore, these
devices would enable drug screening of potential aggregation inhibiting nano-bodies.
However, proteins are inherently complex structures which are sensitive to a variety of
environmental factors. Even in static environments, they have a broad size distribution,
which changes with time. These factors make it challenging to isolate the fundamental
2 Introduction
mechanisms by which light and heat interact with proteins.
As a first step, light and heat interactions were investigated using monodispersed
nanoparticles in known fluidic environments. Intensity gradients were used to optically
alter the motion of nanoparticles (Chapter 2). Thermally mediated nanoparticle
manipulation is a more advantageous mechanism for studying nanoparticle properties,
as it diminishes the probability of photodamage. Hence, strong thermal gradients were
independently generated to control and trap nanoparticles (Chapter 3). The interplay
of light with matter can cause heating through nanoparticle absorption, which gives
rise to self-induced lensing effects. This phenomenon was also studied by determining
how light is redistributed due to the self-induced refractive index changes (Chapter 4).
1.1 Optical trapping of nanoparticles
Of the trapping and manipulation mechanisms available for nanoparticles, optical
forces are the most ubiquitous method. Ashkin was the first to experimentally observe
the altered motion of micron-sized latex particles caused by the radiation pressure
Fig. 1.1 Figure extracts from Noble prize winning work by Ashkin and his colleagues.
(a) A 514 nm laser beam is focused into a fluidic chamber (with thickness t = 120
µm) where latex micro-beads are suspended. Ashkin observed that the beads were
propelled into the direction of laser’s propagation, as well as being drawn into the
beam’s central axis [1]. Glass beads of sizes 0.59 µm, 1.31 µm, and 2.68 µm were
suspended in aqueous solution, and would ordinarily sink to the bottom due to their
higher density. Ashkin used radiation pressure of one beam (emerging from the bottom
of the cell) to deliver the glass micro-particles into a secondary tightly focused beam,
where they were then optically trapped [2].
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of a focused laser beam (Figure 1.1a) [1]. He found that the particles were attracted
towards the beam centre, while simultaneously being pushed along the laser’s propaga-
tion direction. Ashkin and his colleagues then demonstrated that by using a tightly
focused laser beam, they could levitate 10 µm glass beads against gravity (Figure 1.1b)
[2]. Ashkin’s pioneering work led to a shared Nobel prize in 2018 and a myriad of
contributions to science mediated by optical trapping and manipulation as a technology.
Ashkin and Dziedzic demonstrated that living biological samples such as motile-,
and Escherichia coli-bacteria could be confined and manipulated in an optical trap
without causing photodamage [37]. This inspired other biophysical researchers to
use optical trapping. Svoboda et al. used optical trapping to show that kinesin
motor protein movement occurred discrete 8 nm steps [38]. Wang et al. tethered
DNA between an optically trapped bead and a coverslip to determine its stretcha-
bility, and found an intrinsic persistence length of 40 nm [39]. Selhuber-Unkel et
al. observed variations in sub-cellular diffusion in the cytoplasm during cell-cycle
by tracking the motion of trapped lipid granules [40]. Guck et al. used the optical
force to determine viscoelastic deformation of red blood cells and murine fibroblasts [41].
Optical tweezers were also used as micro-scale force sensors and actuators. Ghislain
and Webb used a trapped oblate bead as a force and scanning-probe sensor, analogous
to atomic force microscopy, with 20 nm spatial resolution and pico-Newton forces
generation [42]. Terray et al. created actuation valves mediated by an optical trap to
steer particles [43]. In recent years, optical tweezers have become a popular technique
to improve and aid the spectroscopic analysis of nanoscale material properties. Wang
et al. mapped the photo-luminescence of individual high aspect ratio InP nanowires
in hollow-graphic optical trap showing the wavelength variation of luminescence with
size [44]. Rogers et al. incorporated a Raman spectroscopy with optical tweezing to
selectively aggregate single-walled carbon nanotubes, demonstrating a clear increase in
the Raman signal as the aggregate size grew with time [45].
Whilst there have been numerous and outstanding uses for optical trapping, it
remains challenging task to confine and manipulate nano-sized particles, create multiple
trapping sites, and reduce the effects of photodamage to the sample. An understanding
of the fundamental mechanisms behind optical forces enables the experimenter to make
judicious decisions in their experimental design.
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1.1.1 Optical trapping theory
A single-photon being absorbed by particle will transfer a quantised amount of mo-
mentum (p = h/λ). A stream of N photons originating from a collimated light source
with a power of P , will impart N amounts of quantised momenta on the particle per










where λ is the photon wavelength, h is Planck’s constant and c is the speed of light,
and Q is the fraction of the trapping beam’s momentum imparted on the particle [46].
If the photons are purely back-scattered by the particle, then the momentum transfer
is doubled. For a 1 mW beam, a total optical force of 3.3 pN (in a vacuum) can act
on the particle. However, only a small portion of the available photons interact with
the particle due to its finite surface, meaning that a small portion of trapping beam’s
momentum is transferred to the particle. The bigger the optical cross-section of the
particle, the higher the efficiency in the light-matter interactions. Just by considering
this simple approximation, it becomes evident the optical forces on nanoparticles have
small efficiencies, and therefore required a tightly focused laser beam and higher optical
power to trap and manipulate them.
The relative size of a particle with respect to the trapping wavelength used is a
crucial consideration in optical tweezing and manipulation. Visible and near-infrared
wavelengths (400 - 1100 nm) are preferable to use due to their low absorption of the
fluidic environments that the particles reside in [47]. For particles sizes much bigger
than 1100 nm, a ray optics formalism is used to determine the optical forces exerted.
However, for nano-sized particles, the light-matter interaction is modelled as a point
dipole in an inhomogeneous electric field [48]. This leads to a dipole moment (p⃗ = α0E⃗)
of the particle that is directly proportional to the electric field strength. The tendency
of the particle to be polarised (with polarisability α0, Equation 1.1 known as the
Clausius-Mossotti relation) occurs from the difference in refractive index (real and
imaginary) between the medium (nm) and the particle (np), as well as the particle’s






where ϵ0 is the permittivity of free space [2, 49]. Hence, a larger size, and greater
differences in the index of refraction, yield a greater magnitude in the polarisability of
the nanoparticle. The particle’s scattering (σscat) and absorption (σabs) cross-section






σabs = ℑ {α0} k (1.3)
σext = σscat + σabs (1.4)
where k is the wave-number (k = 2πnm/λ) and ℑ {α0} is the imaginary part of the
polarisability [50].
Fig. 1.2 A schematic of a single nanoparticle in a Gaussian beam. The scattering force
(Fscat) propels the nanoparticle in the direction of laser propagation (more specifically,
the direction of the time-average Poynting vector). There are two intensity gradients
(in the vertical and horizontal direction) present. The nanoparticle (with a positive
polarisability where the dipole is in phase with E⃗) moves to the region with the
maximum intensity gradient in both directions (Fgrad).
The total scattering and absorption (Equation 1.4), results in photo-phoretic
movement of the particle, mediated by the scattering force (Equation 1.5, Figure 1.2)).
The consequent movement of the particle is along the direction of the time-averaged















In addition to the scattering force, the gradient force (Fgrad, Equation 1.6) is also





mℜ {α0} ∇|E⃗|2 (1.6)
where ℜ {α0} is the real part of the polarisability [49]. The magnitude of the
gradient force scales with the gradient in intensity (I = cnmϵ0|E⃗|2/2), hence a greater
intensity change over a small unit of space, results in a large force experienced by the
particle. The sign of the real polarisability component, dictates the particle’s movement
either towards a region of higher intensity (positive polarisability and in-phase with E⃗),
where it polarises along the electric-field to minimise its energy, or vice versa (negative
polarisability and anti-parallel alignment, and moving to low intensity gradients) [52].
Fig. 1.3 Red arrow depicts Brownian motion in 1D. (a) The barrier of the potential
well is high and the nanoparticle remains confined within the well. (b) The potential
energy is reduced by photon bombardment, and the nanoparticle can be pushed out
the well by Brownian motion. For stable trapping, the gradient force has to dominate,
which can be achieved by using a trapping wavelength that minimises absorption of
the particle, and the medium.
For stable nanoparticle confinement in each direction, the gradient force must be
greater than the scattering force. An intuitive way to consider this is by determining the
spatial derivative of the gradient and scattering force, which yield the potential energy
associated with each force, often expressed in units of kBT (Boltzmann constant and
temperature of the median). The gradient force give rise to a potential well, with the
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particle residing in the lowest part of the potential (Figure 1.3). Nano-sized particles
experience greater thermal motion due to their inherently lower viscous drag, making
them particularly difficult to trap. Furthermore, the magnitude of the scattering forces
scales with r6 (Fscat ∼ |α0|2), compared to the gradient forces which only scales with
r3 (Fgrad ∼ ℜ {α0}). One of the main control parameters the experimentalist has in
achieving stable optical confinement is through the wavelength of light used for trapping.
The wavelength where the absorption cross-section is the least, is desirable (σext is
minimised), leading to a reduced scattering force (Equations 1.4, 1.6). Minimising
absorption cross-section of the particle (to mitigate them acting as a heating source),
and the absorption of the medium, lowers the contribution of Brownian motion. Fur-
thermore, longer wavelengths are preferable as they intrinsically scatter less (Rayleigh
scattering, k4 term in Equation 1.2). It is not possible to trap every nano-sized particle
as they may have little difference in their index of refraction relative to their medium.
For these reasons, researchers in the past used optically trapped micro-sized particle
tethered to a nanoscale object (such a kinesis [38] or DNA [39]) to study its properties.
A review of the technical methods used to trap nanoparticles in fluidic environments
was conducted to evaluate experimental configurations that stably trap nanoparticles.
More specifically, geometries that maximise intensity gradients, and innovatively
minimise the destabilising scattering force.
1.1.2 Single beam optical traps
The simplest method of trapping nanoparticles is using a single, high numerical aperture
(NA > 1) oil or water immersion objective (usually 60x or 100x magnification). This
creates a very tightly focused beam and thus a strong gradient in intensity. Considering
that the beam waist (w0) scales inversely with NA (w0 ∼ 1/NA), the resulting intensity
can be several hundred milliwatts over an area of 0.5 µm2. An important consideration
for this type of geometry is to choose an objective lens that minimises aberrations in
order to maximise intensity gradients [53].
Svoboda and Block were amongst the first to use high NA single objective to trap
Au and polystyrene nanoparticles of approximately the same size (36 nm and 38 nm,
respectively). By analysing the motion of the nanoparticles, they were able to estimate
the trapping force and that it was approximately 7-times higher for Au nanoparticles
compared to polystyrene, owning to the difference in their polarisability [54]. Au is a
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plasmonic metal whereby the free electron cloud oscillates with the external electric field
and thus enhancing its scattering and absorption characteristics [52]. For this reason,
Au nanoparticles have become the prevalent sample of choice for optical trapping.
Hansen et al. investigated the size trapping range of Au spherical nanoparticles
in a single beam optical trap, using a wavelength of 1064 nm (Figure 1.4a). In order
Fig. 1.4 (a) Illustration of a tightly focused beam to three-dimensionally trap Au
nanoparticles of sizes 18-254 nm. A trapping wavelength of 1640 nm was used. (b)
Comparison of the trapping stiffness of water immersion (1.2 NA, blue curve) objective
compared to oil immersion (1.4 NA, black curve). The trapping stiffness is higher
for the water immersion objective due to lower aberrations, despite being a lower NA
than the oil objective. The red curve shows the r3 scaling of trapping stiffness for
nanoparticle sizes below 50 nm. For the larger sized nanoparticles, the slope of the
trapping stiffness reduced to r2 originating from the reduction of the field penetration
relative to the nanoparticle size (green line). Modified from [3]. (c) Schematic of a
low NA trap with minimised aberrations using a spatial light modulator for wave-front
shaping, which enabled optical trapping of Au nanoparticles with different shapes and
sizes. (d) A mixture of theoretical (Mie theory and coupled dipole method) and the
measured trapping stiffness for different sizes, and shapes of Au nanoparticles. The
size-trap stiffness scaling followed the result of Hansen et al., modified from [4].
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to utilise the full NA of the focusing lens, they slightly overfilled the back aperture
of the objective. They were able to three-dimensionally trap nanoparticles from 18 -
254 nm using a size-dependent power range of 135-900 mW [3]. The scattered light
from the trapped nanoparticle was collected onto a quadrant photodiode to discern its
displacement, from which the Hookean trap-stiffness (kx,y) was quantified (Fx = −kxx,
where Fx is the optical force in the x-direction). For comparison of trapping stiffness,
they trapped the same set of nanoparticles using a water immersion objective (63x
1.2 NA) and an oil objective (100x 1.4 NA). They found higher trapping stiffness in
water immersion objectives than oil immersion, attributing this to the greater degree of
spherical aberrations presented in the oil objective, despite having a higher NA (Figure
1.4b). Furthermore, the measured trapping stiffness for both objectives scaled cubically
with the radius of nanoparticles for sizes below 50 nm (green line in Figure 1.4b),
quadratically thereafter (red line in Figure 1.4b). The cubic dependence is expected as
the gradient force scales with volume. Hansen et al. associate the reduced trapping
stiffness due to the decreased field penetration relative to the nanoparticle’s size, and
thus reducing the nanoparticle’s polarisability [3].
Brzobohatỳ et al. extended the work of Hansen et al. by trapping non-spherical Au
nanoparticles [4]. Moreover, they managed to trap them using an aspherical lens with
a much lower NA of 0.37 (Figure 1.4c). A key element which enabled them to trap
nanoparticles with a lower NA objective is the use of spatial light modulator (SLM)
to correct for aberrations. Brzobohatỳ et al. too found an r2 size dependence for the
trapping stiffness of larger sized nanoparticles, (Figure 1.4d), and also associated it
with the reduced ratio of the field penetration relative to the nanoparticle’s radius.
Their simulations (using Mie theory and coupled dipole method) also followed this
trend [20, 55].
Aside from the NA of the trapping objective and minimising aberrations, the
polarisation of the trapping laser is an important factor to consider, especially for
nanoparticles with unequal dimensions. For particles with an aspect ratio greater than
one, each dimension of the nanoparticle can be considered as an individual dipole
which will favourably align with the polarisation of the trapping laser. Head et al.
trapped CdSe–CdS core-shell nanorods with a high aspect ratio (33.5 nm, 2.5 nm)
using a trapping wavelength of 1085 nm focused down by a 1.4 NA oil objective
[5]. A half-wave place was used to control the laser polarisation, which preferentially
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aligned the nanorods along its longer dimension. The emitted fluorescence from the
trapped nanorods was collect by the trapping objective, split into each of its polarisa-
tion components, and detected by individual photodiodes (Figure 1.5a). Head et al.
programmatically rotated the half-wave plate and observed an anti-correlated change
in the detected polarisation of the emitted fluorescence (Figure 1.5b. The trapping
wavelength can also change the preferred direction of nanorod alignment.
Fig. 1.5 (a) Optical set up showing a 1.4 NA oil objective used to trap CdSe–CdS core-
shell nanorods. A half-wave plate is used to select the polarisation of the trapping beam.
The emitted fluorescence from the nanorods are split into their polarisation components
and individually detected by photo multiple tube.(b) The top axis describes the angle
between polarisation and the horizontal axis. There is a pair-wise change in the
detected polarisation as the nanorods rotate to align their long axis with the incident
electric field. Modified from [5]. (c) Illustration of an optically trapped vesicle, with
its motion monitored by a quadrant photodiode. Inset shows a confocal image of the
fluorescently labelled membrane and lamin of the vesicle. The vesicle contains 1 M
sucrose solution to increase its refractive index contrast with the medium, and thus
increasing its trapping stability (d) The vesicle’s radius against its trap stiffness has a
slope of 1.6, which is lower than the r3 theoretical scaling (Equation 1.6). Modified
from [6].
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There are instances when the refractive index can be engineered to optically trap
nanoparticles, which are ordinarily not possible in their native state. Bendix et al.
increased the refractive index contrast of their unilaminar vesicles by filling them with
1 M sucrose solution (index increase from n=1.33 to n=1.38 ). An oil-immersion
objective (1.4 NA) was used to trap the vesicles, which were fluorescently tagged in
order to observer their motion using a quadrant photodiode (Figure 1.5c). A range
of vesicle sizes were trapped (50- 200 nm) using laser powers between 170-1000 mW
(Figure 1.5d). The membrane and lamin of the vesicles were tagged using different
fluorescence dyes (inset of Figure 1.5c) to discern the deformation of the vesicles in the
trap due to the optical force. A power dependant reduction of the fluorescent intensity
of the membrane was observed, owing to its deformation [6].
A wide range of nanoparticle materials have been trapped using a single, high NA
objective due to the simplicity of the optical geometry and its ease of integration with
a microscope [56]. However, single beam trapping often yields only a single trapping
site and require costly aberration minimising objectives or special optical elements
such as an SLM. More importantly, single beam trapping often requires laser powers
ranging in the hundreds of milli-Watts to create strong intensity gradients, which is
detrimental to the sample, especially if it is a biomolecule. Rather than achieving
strong intensity gradients by increasing the amplitude of the intensity, other optical
trapping geometries reduce the spatial component of the intensity transition.
1.1.3 Standing wave optical traps
For a stable trap, the gradient force must be greater than the scattering force and
Brownian motion, for each direction. By using counterpropagating beams, the opposing
scattering forces cancel one another where they are equal in magnitude. Furthermore,
if the counterpropagating beams are polarised along the same axis, they interfere,
creating a standing wave with a periodicity of λ/2nm [7]. Given that the typical
wavelength for optical trapping is 1064 nm, would result in a minimum to maximum
intensity transition over 200 nm (nm ≈ 1.33). Both these effects add to increase the
stability of the trap along the propagation direction of the interfered beams.
A single optical trap configuration can be converted into a counterpropagating trap
by placing a mirror at the focal point of the trapping objective, as done by Demergis
and Florin [8], and Wu et al. [7]. The mirror back-reflects the light while maintaining
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Fig. 1.6 Nanoparticle confinement in a standing wave optical trap. (a) A tightly
focused beam is self-interfered by back-reflecting the incident light using a dichroic
mirror (λ = 780nm). Due to the standing wave, the scattering force is reduced, and the
gradient in intensity is increased. (b) a few 80 nm Au nanoparticles are trapped near
the surface of the mirror (inset). The Raman signal of Rhodamine-B is significantly
increased due to the increased scattering by the nanoparticle in the constructively
interfering region (curve A, which is for 2.5 µM), relative to higher concentration bulk
measurements (curve B, 100 mM ). Modified from [7]. (c) Optical line trap creating
by the interference of a tightly focused light-sheet beam with itself. This creates a
periodic array of traps along the axial direction. (d) The positional distribution of a
500 nm polystyrene bead diffusing in the line trap near the surface of the coverslip. The
nanoparticle is more confined in the y-direction than the x-direction due to the higher
intensity gradient. Inset: differential interference contrast image of the polystyrene
nanoparticle and its tracked diffusion. (e) Several 100 nm Au nanoparticles are being
confined along the line trap. Modified from [8].
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polarisation and interferes it with the incoming beam, creating a standing wave optical
trap. Wu et al. trapped 80 nm Au nanoparticles in a solution containing 2.5 µM
Rhodamine-B by using a trapping wavelength of 780 nm which was back-reflected by
a dichroic mirror with >98% reflectivity (750–1100 nm) and >90% transmission for
the visible region (Figure 1.6a). Due to the beam interference, several high-intensity
gradients were formed along the axial direction of the beam where nanoparticles could
be confined. Nanoparticles at the focus (near the surface of the mirror) were more stably
confined aided by the tightly focused beam in the radial direction, and the array of
strong intensity gradients in the axial direction (Figure 1.6b inset). The Raman spectra
of Rhodamine-B was collected from the plane where the nanoparticles were trapped as
they indicated regions were constructive interference of the intensity occurred, which
consequently yielded much high Raman signal relative to bulk measurements (Figure
1.6b).
Demergis and Florin also used a dichroic mirror to create a standing wave optical
trap. They also incorporated a cylindrical lens in the optical path, focusing the light
only in direction, and thus creating an optical line trap (Figure 1.6c) [8]. By observing
the diffusive motion of a 500 nm polystyrene bead over a period of 117 minutes, they
mapped the probabilistic positional distribution of the particle relative to the intensity
distribution (Figure 1.6d). The nanoparticle was found to spend the majority of its
time where the intensity was the highest. The particle could diffuse more freely in the
x-direction, relative to the y-direction, due to the lower intensity gradient. Demergis
and Florin also observed the motion of several 100 nm Au nanoparticles in the line
trap (Figure 1.6e). However, they were unable to quantitatively report the alternated
motion of the nanoparticles in the line trap due to their diffraction limited imaging.
Čižmár et al. used two independent counterpropagating beams to create an optical
conveyor belt for nanoparticles. The two beams were focused on the surface of a prism
and overlapped using steering mirrors to create an interference pattern with an area
of 40x10 µm2 and a fringe separation of 200 nm (Figure 1.7a) [9]. Both beams are
incident above the critical angle, and consequently, both a standing wave and surface
standing wave are present, with the latter originating from the evanescent field. Čižmár
et al. found that the smaller-sized nanoparticles were affected more by the surface
standing wave, while larger particles by the conventional standing wave. Using this
finding, they were able to separate and steer nanoparticles by changing the relative
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phase and the power of each beam.
Fig. 1.7 (a) To beams are steered (using mirrors M1, M2) and focused (using lenses
L1, L2) on the surface of a prism (PR). The incident angle of the beam was chosen to
induce evanescent standing waves, as well as conventional standing waves. (b) Tilted
potentials of the standing wave. The tilt originates from the total of the scattering
force and gradient force at each point in space. Larger sized particles move left, while
smaller sized particles are affected by the surface standing wave and move to the right.
(c) Showing separation of 350 nm (to the right) and 750 nm polystyrene beads at the
surface of the prism. Modified from [9].
The inference of the two beams created periodic potentials where the nanoparticles
could be trapped within. Changing the power balance between the two arms of the
beams, yielded tilted ’washboard’ potentials, where it was more energetically favourable
for the particle to escape in one direction, and hop into another neighbouring potential
(Figure 1.7b). Polystyrene nanoparticles of sizes 350 nm (effected the by surface
standing wave) moved towards the right, while the bigger sized nanoparticles (750 nm
affected by the standing wave), move to the right to minimise their energy (Figure 1.7c).
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Čižmár et al.’s work is substantial as it demonstrated trapping a range of nanopar-
ticle sizes, as well as reconfigurability of their positions by adjusting the relative phase
between the beams. Moreover, their experimental geometry separates the trapping
optics from the imaging optics, facilitating a greater degree of flexibility.
1.1.4 Fibre based traps
The use of optical fibres for trapping nanoparticles also offers a means of disentangling
the imaging and trapping optics, allowing for greater versatility. Additionally, optical
fibres have been previously integrated with microfluidic, enabling the experimentalist
to combine both optical and hydrodynamic effects. However, single mode optical fibres
have an inherently low NA, and is limited by the amount of power that can be coupled
at the input without causing photodamage, which makes optical trapping a challenge.
Despite these limitations, researchers have innovatively trapped nanoparticles using
optical fibres.
Li et al. created an optical trap for nanoparticles, using a micro-lens at the end
of a tapered fibre (Figure 1.8a) [10]. A single mode optical fibre was tapered to
a parabolic tip (diameter of 3 µm) to increase the chance of the titanium dioxide
micro-lens attaching to the light-emitting core of the fibre (electrostatic attachment
promoted through surface coatings). Without the micro-lens, Li et al. measured the
full-width-half-maximum of the beam emerging from the tapered fibre to be 840 nm,
which in the presence of the micro-lens, was reduced to 208 nm. Spatially confining the
light to such an extent enabled them to trap fluorescently labelled 86 nm polystyrene
beads (Figure 1.8b). Li et al. used the back-reflected light through the micro-lens
and into the fibre as a means of monitoring when a particle was trapped. Before
the nanoparticle was trapped, the reflected signal was low, which then increased by
approximately 3-fold when the nanoparticle was confined. Once the trapping laser was
turned off, the reflected signal returned back to its initial levels (Figure 1.8b) [10]. It
is important to note that the nanoparticle remained trapped for the duration of the
trapping beam being emitted.
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Fig. 1.8 (a) Illustration of the tapered fibre electrostatically bound to a micro-lens,
which focused the light down to a size of 208 nm (FWHM), and thus creating a strong
intensity gradient for trapping 86 nm polystyrene beads. Back-reflected light into the
fibre was used to monitor the presence of the trapped nanoparticle. (b) A trace of
the back-reflected signal with, and without the nanoparticle being trapped. A clear
increase in the reflected light was observed owing to the presence of the fluorescent
nanoparticle being trapped, remaining there until the trapping laser was turned off.
Modified from [10]. (c) Schematic of the tapered fibre counterpropagating set up used
by Decombe et al. to trap 300 nm YAG:Ce3 nanoparticles. The bottom part shows
the simulated electric field when both fibres are along the same polarisation. Trapped
nanoparticles were imaged orthogonally using a separate objective. (d) Observed
particle position with varying fibre separation distance, while keeping the trapping
power constant. The detected positions obey a Gaussian distribution. The Gaussian
width decreases with a reduction in fibre separation. (e) Observed particle positions
with different relative polarisation between the fibres. When both polarisations are
the same, nanoparticles were detected in segmented regions owing to the presence of
interference fringes (separation of 350 nm). Modified from [11].
Decombe et al. used counterpropagating tapered fibres separated by a distance of
2-6 µm to trap 300 nm YAG:Ce3 nanoparticles (Figure 1.8c) [11]. Nanoparticles were
trapped at the middle distance between the two fibres were the counterpropagating
scattering forces were annulled (Figure 1.8d inset). They monitored the position
of a single trapped nanoparticle while varying the separation distance between the
fibres (keeping a constant output power), and found that increasing the trap distance
(widening the potential well) reduced the nanoparticle’s axial spatial confinement (Fig-
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ure 1.8d). Nanoparticles could still be trapped regardless of the relative polarisation
between the fibres (Figure 1.8e). When the polarisation was the same across both
fibres, nanoparticles were observed in distinct regions owing to the standing wave
pattern formed (350 nm fringe spacing, 808 nm trapping wavelength) [11].
Shi et al. embedded a single mode fibre into a PDMS (poly-dimethyl siloxane)
microfluidic chip, and concurrently trapped nanoparticles of different sizes [57]. The
PDMS was used to create a quadrangular micro-lens (similar to two back-to-back
prisms) shaping the Gaussian-like output from the fibre into a Bessel-like beam (Figure
1.9a,b) [58]. This yielded a tightly focused beam with a width of 250 nm and a low
NA of 0.04, which is an inherent property of quasi-Bessel beam. Due to the diffractive
nature of the beam formation, it can recover its shape if it was disrupted by a highly
scattering particle (Figure 1.9b). While the authors do not explicitly mention, it is
important to note that the light is focused only in one direction (much like a cylindrical
lens) due to the flat wall of the PDMS channel. This means that a strong intensity
gradient was present along the lateral direction of the beam propagation (perpendicular
to the PDMS micro-channel’s walls), and nanoparticles were able to diffuse parallel
to the PDMS walls freely. Moreover, they experienced a strong scattering force and
were pushed along in the direction of the beam propagation. Shi et al. countered the
Fig. 1.9 Optical confinement of nanoparticles by balancing the scattering force using
hydrodynamic effects. (a) An optical fibre embedded into microfluidics. A micro-
quadrangular lens is used to generate a Bessel-like beam, from the emitted Gaussian
beam emerging from the fibre. (b) Simulation of the self-recovering nature (beam is
diffractively formed) of the Bessel-like beam after undergoing a highly scattering event
induced by the presence of a nanoparticle. (c,d) Many nanoparticles are simultaneously
trapped with a range of separation distances. It is not explained by Shi et al. how
they achieve sizing of nanoparticle using diffraction limited optics.
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scattering force by imposing fluidic flow in the opposite direction. In this way, they were
able to trap nanoparticles with a range of sizes in two-dimensions (Figure 1.9) using
an optical power of 400 mW and an opposing fluid flow of 300 µm/s (Figure 1.9c,d) [57].
Due to the self-recovering nature of the beam shape, nanoparticles were able to
be trapped downstream of other confined nanoparticles closer to the light source. As
such, nanoparticles were trapped with a range of separation distances (Figure 1.9c,d).
Hence, the low NA of the Bessel-like beam, which meant that the scattering forces
were approximately constant across several tens of microns, combined with the laminar
flow regime of the micro-channels ultimately aided Shi et al. to balance the optical-,
and hydrodynamic-effects, enabling nanoparticle confinement.
1.1.5 Other methods of optical trapping
One of the main difficulties in three-dimensional optical trapping is overcoming the scat-
tering force. In instances where the axial gradient force is not greater than the scattering
force, the nanoparticles are propelled along the laser propagation direction. A frequent
method of circumventing this limitation is to use a barrier, such as a counter-flowing
fluid (as Shi et al. did) or a surface where the nanoparticles are pushed-up against.
Fazio et al. used the scattering force to induce aggregation of Au nanorods against
the domed surface of a coverslip in the presence of protein solutions (such as bovine
serum albumin, Figure 1.10a) [12]. The aggregated clusters were used to enhance the
Raman spectra of the biomolecules enabling low concentration detection of the proteins.
Fig. 1.10 Combating the scattering force by pushing nanoparticles up against a surface.
(a) Au nanorods with proteins attached to their surface, is pushed against a coverslip
by the radiation pressure. Clustered Au nanorods increase the Raman signal [12]. (b)
100 nm confined in the dark region of an AOM beam [13]. (c) A grid of nanoparticles
made using individually addressable beams from a spatial light modulator [14].
1.1 Optical trapping of nanoparticles 19
Dienerowitz et al. used a doughnut-shaped Laguerre-Gaussian beam to pen 100
nm particles in the dark central region where the scattering force was minimal [13].
The nanoparticles were supported against a coverslip, and followed the orbital angular
momentum of the beam’s propagation axis, rotating around within the dark zone of
the beam (Figure 1.10b). Nedev et al. also confined a grid of 64-nanoparticles (80
nm Au) against the surface of a substrate (Figure 1.10c). Nedev et al. used a spatial
light modulator to create multiple trapping beams, each of which could individually be
addressed. Initially, the substrate and the nanoparticles were electrostatically repulsive,
and the presence of the strong scattering force from each beam was used to over
the repulsion and promote van der Waals attraction to the substrate, and thus fa-
cilitate nanoparticle confinement and printing of any arbitrary pattern on a surface [14].
In recent years, the field enhancement by plasmonic nanostructures such as plas-
monic nano-apertures, have also been used for trapping of single biomolecules and
nanoparticles, as outlined in a review by Shoji et al. [59]. While these technologies are
powerful, they require extensive nano-fabrication and are particularly susceptible to
fouling. For these reasons, these methods of nanoparticle trapping were not considered
in the scope of this work.
1.1.6 Optical trapping summary and intended work
Several optical trapping geometries using a continuous-wave laser source were consid-
ered for the confinement of nano-sized particles. From theoretical considerations, it was
found that the gradient force has to be greater than the scattering for stable optical
trapping [1]. Hence, researchers have used optical geometries that maximise intensity
gradients by using tightly focused laser beam mediated by the use of a high numerical
objective [54]. However, this method required high optical powers, which can induce
unwanted local heating and photodamage to the nanoparticles [6]. Standing wave
geometries were used to counteract the destabilising scattering force, enabled trapping
with lower optical powers [8]. Despite the many geometries of optical trapping, it
remains a challenge to three-dimensionally optical confine proteins without the use of
chaperon particles (such as polystyrene microbeads or Au nanorods [12]), or the use of
nano-fabricated devices.
Chapter 2 of this work demonstrates a novel optical trapping geometry that uses
the interference between two counterpropagating optical fibres to generate an array of
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strong intensity gradients. To validate the new trapping geometry, Au nanoparticles
were used as the target particle owing to their higher polarisability, and the fact that
it is the material of choice for proving the trapping concept in previously reported
geometries [3, 4, 7, 8, 54, 57]. Strong nanoparticle confinement in one-direction was
achieved by maximising gradient force in the axial direction using counterpropagating
beams delivered by single-mode polarisation maintaining optical fibres embedded in
a microfluidic chip. The fibres are commercially available and were not modified in
any way to facilitate greater adaptability of the system by others. The use of optical
fibres in microfluidics allowed the imaging optics to be separate from the trapping
optics, enabling greater flexibility. The trajectories of several tens of nanoparticles
were simultaneously tracked at different positions along the beam path to obtain the
ensemble behaviour of the trap. Drawing inspiration from Demergis and Florin [8],
and Wu et al. [7] work, a micro-mirror was embedded into the microfluidic chip,
back-reflecting the light and creating an interface pattern with better phase-stability
and stronger nanoparticle confinement in the axial direction. The interferometrically
induced intensity gradient in this work are higher at lower optical powers relative to
the work of others [3, 4], and therefore offer the possibility of trapping protein particles.
1.2 Thermophoretic characterisation & trapping of
nanoparticles & biomolecules
The limiting factor with optical trapping is that nanoparticles or biomolecules have to
be a different refractive index than its environment at a wavelength that minimises
absorption, to maximise their polarisability, and be stably trapped. Moreover, the
gradient force scales as r3, hence a 10 nm particle requires 1000-times stronger intensity
gradients for the same trapping stability needed for a 100 nm particle. One of
the main uses for optical tweezers for biomolecules such as DNA, proteins or drug
delivery platforms (metal-organic frameworks or DNA origami), all of which are in the
nanometer size regime. It is for these reasons that in recent years, nanoparticle and
biomolecule manipulation, has been transitioning to other method such acousto-fluidic
tweezers [60], entropic traps in nano-fluidic channels [61], electro-kinetic traps [62],
and thermophoretic traps [63]. The latter of these mechanisms has been particularly
useful as it enables researchers to study biological processes in environments closely
resembling physiological conditions, whereby salts and elevated temperatures are present
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(as demonstrated in [64]). To this end, thermophoretic manipulation of nanoparticles
was investigated, as it offers an attractive alternative to optical trapping, as well as,
extending the size range of particles that can be trapped.
1.2.1 Principles of thermopheresis
In the absence of heating, nanoparticle suspensions at a constant temperature (Tamb)
viewed through a microscope exhibit random movement mediated by Brownian motion,
and fluctuations in concentration (Figure 1.11a). The motion of the particles can be
characterised with a diffusion coefficient (D), which inversely scales with the hydration
radius of the nanoparticle. In the presence of a temperature profile, the nanoparticles
move with a velocity (v) proportional the temperature gradient, either away or towards
the heating source (Figure 1.11b).
Fig. 1.11 Schematic of fluorescently nanoparticles diffusing freely (a), in the presence
of a thermal gradient and moving away from the heat source, assuming they have a
positive Soret coefficient (b). At steady state, the thermo-diffusion of nanoparticles
mediated by the temperature gradient balances out concentration gradients (c). With
the heating source turned-off, the particles back-diffuse to homogenise concentration
(d).
Analogous to the diffusion coefficient, thermo-diffusion is the ratio of the particle
velocities and the temperature gradient (DT = −v/∇T ) [64]. In steady state flow, the
mass flux (jc) due to concentration gradients balances the mass flux (jT ) induced by
the temperature gradient, such that
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jc = jT








= exp {−ST ∆T} (1.7)
where c is the particle concentration, which is normalised by the boundary condition
of the initial concentration c0 with temperature Tamb [64, 65]. The ratio of the thermo-
diffusion and diffusion coefficient is known as the Soret coefficient (ST ), and its
magnitude and direction are determined by the nanoparticle properties. A positive
ST value means it is energetically favourable to move away from the heated spot, and
vice-versa. For a given biomolecule or nanoparticle, its Soret coefficient has empirically











where A is the surface area, Shyd is the hydration entropy, σeff is the effective surface
charge density, β is the temperature derivative of ϵ (permittivity of the nanoparticle),
and λD is the Debye length [65]. The surface area and Debye length scale linearly,
while the surface charge density scales quadratically, with the Soret coefficient. If the
hydration entropy dominates (by minimising ionic shielding), the Soret coefficient is
negative, and the nanoparticle moves towards the heated spot. The hydration entropy
of the nanoparticle in a given medium can be determined by reducing the Debye length
to zero, as conducted by Duhr at al. [65].
In more recent work, Peng et al. investigated the thermophoretic migration of
polystyrene particles in non-ionic solutions [15]. They found that the surface interac-
tion between the particle and the solvent dictates the thermophilic or thermophobic
behaviour of the particle. A layered structure forms on the charged surface of the
particle due to absorption solvent molecules, with dipoles aligning with the electric
field generated by the charged particle [66]. In the presence of a temperature gradient,
the hot side of the particle increases in entropy, due to the disordering of the interfacial
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Fig. 1.12 The migration of a polystyrene particle towards a heated spot when entropy-
induced forces dominate (a), and away from the heated spot when the solvent’s
dispersion forces are higher (b). Modified from [15].
molecular dipoles, leading to a charge density gradient across the particle, which sub-
sequently induces a slip flow counteracting the gradient [15, 67]. This entropy-induced
force is opposed by the inherent dispersion force of the solvent, and their interplay
governs the motion of the particle in a temperature gradient. For a polystyrene particle
suspended in water, the entropic forces are higher and caused thermophilic migration
(Figure 1.12a). The dispersion forces dominate for methanol suspensions, and cause
particles to drift away from a hot spot (Figure 1.12b).
For solutions comprising of nanoparticles, salt ions (such as sodium and chloride),
and buffers to maintain pH, the thermophoretic motion of nanoparticles can become
difficult to predict. The presence of the ions create additional effects both on the local
nanoparticle scale, and globally since the ions themselves also migrate in a temperature
gradient owning to their hydration entropy with the solvent [68].
In addition to the adsorbed ions that reduce the bare charge of the nanoparticle
(right-hand side of Equation 1.8), the ion cloud itself is distorted by the temperature
gradient, behaving as a capacitor, if the Debye length is greater than the hydrodynamic
radius (λD >> rhyd) [69]. This is prominent in short length single- and double-stranded
DNA molecules which are negatively charged and get enveloped by positive ions,
creating a localised spherical capacitor [70]. The stored energy of the capacitor reduces
at lower temperatures, and hence the nanoparticle moves away from the heat source,
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and consequently have positive Soret coefficient [69].
The free ions in the solution, which have different charges and sizes, and subse-
quent hydration entropies, experience dissimilar thermodiffusion. This manifests as
a separation of ions, which consequently generate an electric field mediated by the
presence of a temperature gradient [71]. This is analogous to the Seebeck effect used in
Peltier devices for cooling and heating. The strength of the thermoelectric field (ET )












where Zi,Ci, and STi , are the elemental charge, concentration, and Soret coefficient
of it ith ion species, and e is the electronic charge [69, 72]. The temperature and its
corresponding gradient are directly proportional to the strength of the thermoelectric
field. Vigolo et al. generated thermoelectric fields using sodium chloride, and sodium
hydroxide (independently), to induce thermophoretic motion of sodium dodecyl sulfate
micelles. They observed thermophilic movement of the micelles in thermoelectric
fields, stemming from the differential migration of sodium-, and chloride-ions, and
thermophobic migration for sodium-, hydroxide-ions [73].
The presence of temperature gradients have been shown to create salt concentration
gradients (such as TMAOH and TBAOH), that induced diffusiophoretic migration of
iron oxide nanoparticles [74]. Moreover, the seperation of hydroxide and hydronium
ions in small isolated microfluidic chamber, creating stable pH gradients [75].
1.2.2 Nanoparticle binding and sizing in a temperature field
Several local and global effects can govern the migration of nanoparticles and biomolecules
in a temperature gradient, which makes the use of thermopheresis to study particle
properties a highly sensitive method. The framework to study the properties of fluores-
cently labelled biomolecules, such as size and binding kinetics using thermopheresis,
has been developed by Stefan Duhr and Dieter Braun [76]. By monitoring the temporal
changes in fluorescent intensity of the biomolecules, with-and-without heating, the
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Soret coefficient can be determined, from which, inferences can be made about the
biomolecule (Equation 1.8).
The microscale thermopheresis instrument conceived by Stefan Duhr and Dieter
Braun, consists of a heating beam (IR), a temperature-controlled platform (TC), a
micro-capillary containing the fluorescently labelled sample, and an objective and pho-
todiode to collect the emitted fluorescence (Figure 1.13). The use of micro-capillaries,
filled by capillary action, keeps the sample volumes of the analytes low as they can
often be costly. The fluorescent intensity is used as a substitute for the concentration in
determining the Soret coefficient (Equation 1.7). The initial fluorescence intensity (F0)
is determined at ambient temperature, kept at 300K by the temperature-controlled
plate (Figure 1.13b, stage I). A 1480 nm beam is used to heat the solution, and induce
a temperature jump of 2-5 K (Figure 1.13b, stage II) [76]. Before the molecules begin
Fig. 1.13 (a) A schematic of the thermophoretic device built by Duhr and Braun.
A temperature-control (TC) tray keeps the samples loaded in a micro-capillary at a
constant temperature before heating. An objective focused an IR beam reflected from a
hot mirror (HM) to the centre of the capillary to induced heating (2-5K ). A photodiode
collected the emitted fluorescence signal from the biomolecules. (b) Fluorescence
trace over heated and non-heated regions. Stage I is the referenced normalised signal
without heating. Stage II denotes the changes in fluorescent dye’s behaviour due to
the temperature and viscosity changes of the medium. Stage III shows little change of
the fluorescence signal, meaning that an equilibrium has reached between the particle
concentration gradient, and the temperature gradient. Stages IV,V are the recovery of
the signal without heating. Modified from [16].
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to move, a drop in the fluorescence is observed (δF/δT ), originating from the reduction
of the fluorescent dye’s quantum yield, due to temperature and viscosity changes of
the medium. This sudden reduction in intensity occurs in less than a second after the
IR heating, and is important to consider in the fluorescence intensity normalisation
[16]. For longer periods, the biomolecules move under thermophoretic flow away from
the heating source, which causes further reduction of the fluorescence intensity, until it
plateaus (F1), indicating that steady-state flow has been reached (balance of concen-
tration gradients and thermal gradients, Figure 1.13b, stage III). The heating laser
is then turned off, and the molecules back-diffuse under the concentration gradient
(Figure 1.13b, stage IV,V). The fluorescence signal does not return to its initial value
(F0) due to bleaching effects.













where the exponential term (e−ST ∆T ≈ 1 − ST ∆T ) is linearised since ST is typically
much less than one and ∆T is small [76]. When investigating the binding kinetics of
two molecular species, the Soret coefficient increases in the bound state relative to
the unbound state, which causes a decreased change in the fluorescence intensity at
steady state (Figure 1.13b, stage III). By titration of the one species, while keeping the
other fixed, the dissociation constant (KD) can be determined through the quantitation
of Fnorm at each test concentration. Knowing the dissociation constant is useful for
determining the concentration at which optimal binding occurs. Jerabek-Willemsen
investigated the binding a single strand DNA tagged with 200 pM of a Cyanine5,
with its complementary oligonucleotide strand (Figure 1.14a,b) [17]. They varied the
concentration of the complementary strand (unlabelled) from 0.001 - 100 nM, and
found the corresponding Fnorm. The Fnorm value decreased for as double strands were
formed (Figure 1.14a). A sigmoid curve in the relative change of Fnorm was obtained,
from which a dissociation constant of 167 ± 8 pM was quantified through fitting
(Figure 1.14b).
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Fig. 1.14 (a) Normalised fluorescence of single-stranded DNA (ssDNA, unbound), and
the formation of a double-stranded from two complementary single strands. The y-axis
is Fnorm (b) Binding kinetics of ssDNA as a function of the untagged strand. Fitting
with a sigmoid curve of the relative change of Fnorm yields KD. Modified from [17].
(c) The measured Soret coefficient of monomeric and oligomeric α−synuclein with Nb
Syn2 binding. Aggregated α−synuclein, and nanobody bound proteins have a higher
Soret coefficient. (d) Dissociation constant of the nanobody are different, depending
on the aggregation state of α−synuclein. From [18].
Wolff and co-authors used thermopheresis to investigate the aggregation state, and
antibody binding kinetics of α−synuclein [18]. By measuring the relative change in
fluorescence intensity (Fnorm), and knowing the induced temperature difference, they
were able to quantify the Soret coefficient of monomeric and oligomeric α−synuclein, and
the binding of each aggregated stage with the Nb Syn2 nanobody. They found bigger
aggregates α−synuclein had higher Soret coefficient (Figure 1.14c). Moreover, they
could differentiate when the nanobody had bound to protein, even in the monomeric
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state. By varying the concentration of the nanobody and measuring Fnorm, the
quantified KD for both oligomeric and monomeric α−synuclein (Figure 1.14d).
1.2.3 Thermophobic nanoparticle accumulation
Proteins and DNA (Figure 1.14) have been shown to have a positive Soret coefficient
in an pH buffered fluidic environment that preserves their shape. These molecules
are thermophilic and move away from the heating source in all directions. Hence,
trapping of such biomolecules requires experimental geometries that counteract the
thermophoretic migration.
Duhr and Braun were able to concentrate 10k base-pair DNA by counterbalance the
thermophobic displacement with confined fluid flow in a microchannel (Figure 1.15a)
[19]. The fluorescently tagged DNA molecules moved away from the heated spot with
Fig. 1.15 (a) Trapping of DNA by balancing the fluid flow against the thermophoretic
induced migration. (b) Accumulation of DNA molecules in a 10 µm channel. Fluo-
rescence intensity (analogous to concentration) increases 16-fold over 15 minutes. (c)
Radially scanned heating beam, gathering DNA molecules from a large area. (d) The
beam is concentrically swept with smaller radii to pen the accumulated DNA molecules
into a concentrated spot. Modified from [19].
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an effective velocity of 0.55 µm/s, and were opposed by a similar fluid flow velocity in
the opposite direction. Over 15 minutes, they were able to increase the concentration of
accumulated DNA by 16 fold relative to the initial fluorescence intensity (Figure 1.15b).
By keeping the height of the fluidic chamber small (10 µm) and radially sweeping
the heating beam, Duhr and Braun were able to accumulate the DNA molecules (Figure
1.15c,d). The sweeping area of the scanning beam reduced concentrically until the
molecules were confined to a radius of to a 10 µm [19].
Similarly, Cichos’ group swept a heating beam on the edge of a gold film to induce
heating, and thus creating a cooler spot in the hollowed glass centre (Figure 1.16a, the
Fig. 1.16 (a) A thin film of gold with a hollow section is printed on a coverslip. A
radially scanned laser generates heating, creating a temperature profile where the
central hollow region has the lowest local temperature. (b) Probability density of
the DNA’s position. DNA molecules has the highest probability of being located at
the centre. (c) Accumulate fluorescence intensity relative to the coldest local region.
Gaussian fitting (orange curve) is used to determine the radius of gyration. Modified
from [20].(d) Heating generated by radially scanning a beam over a chrome thin film.
e Dash line shows the edge of the chrome ring. Single αβx-fibrils diffusing within the
ring. Scale bar is 3 µm. (f) The detected centre of mass of the fibril. Inset shows the
Rayleigh described distribution of fibril’s detected positions, and the corresponding
temperature profile. Modified from [21]
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temperature profile is shown in the red curve in Figure 1.16c). Their simulations showed
that a quasi-static beam generated stronger temperature gradients, and therefore a
higher restoring force acting on the nanoparticle [77]. With this, they were able to
confine 200 nm polystyrene beads and a single λ-DNA molecule (Figure 1.16b). Upon
analysing the accumulated intensity of the DNA molecules in the confined region over
time, they found that the centre DNA’s centre of mass was where they expected the
temperature to be lowest. Through Gaussian fitting of the accumulated intensity
(orange curve of Figure 1.16c), the obtained a 0.66 µm radius of gyration. From this,
they were able to conclude that the temperature profile across the molecule varies less
than 0.1 K [20].
In more recent work, Cichos’ group were able to confined single αβ40-, and αβ42-
proteins in a heated chrome ring, and observe their rotational dynamics (Figure 1.16d,e)
[21]. An 808 nm laser was radially scanned over a thin film of chrome to induce heating,
and consequently, confined the proteins within a 10 µm region. It was found that
the particle’s radial position followed a Rayleigh distribution (Equation 12 of [21]
supplementary information), mediated by the temperature gradient (Figure 1.16f) [21].
1.2.4 Thermoelectric nanoparticle confinement
The other branch of confining nanoparticles using thermopheresis is through the gen-
eration of thermoelectric fields mediated by the differential thermodiffusion of ions
present in the solution (as outlined in Section 1.2.1). However, this requires that the
nanoparticle of interest to have an electrostatic charge for the thermoelectric field
to impart a force. In that instance, the thermos-diffusive velocity (v⃗ = −DT ∇T ) is
analogous to electrophoresis (v⃗ = µeE⃗, where µe is the electrophoretic mobility of the
charged nanoparticle) [72].
For three-dimensional stable confinement of the nanoparticles in a thermoelectric
trap, the forces on the nanoparticle must balance in all direction. Zheng’s group have
successful confined a range of particle sizes, and materials, in a three-dimensional
thermoelectric trap [72, 22, 78, 23, 24, 79]. In the subsequent technologies presented
in this section, the governing thermoelectric field is created by the presence of CTAC
(cetyltrimethylammonium chloride) cationic surfactant, the formation of positively
charged CTAC micelles, and chloride anions.
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In the instance where the nanoparticle to be trapped is a metallic (such as Au),
the non-polar end of the CTAC molecules envelope the surface, and create a positively
charged nanoparticle (Figure 1.17a). The remaining CTAC molecules form micelles
(critical concentration of 0.13–0.16 mM ), acting as macro-cations (Figure 1.17b). Some
ions also attach on the surface of the thin Au film, creating a charge surface its own
static field (Er) Without any heating, the molecules freely diffuse randomly in all
directions (Figure 1.17d). In the presence of a temperature gradient, the cations
(ST ∼ 10−2K−1) and anions (ST = 7.18 × 10−1K−1) spatially separate owing to their
different Soret coefficients. Both ions move away from the heating source (positive
Soret coefficients), with greater thermally-driven diffusion the closer they are to the
Fig. 1.17 (a) Coating of nanoparticle with CTAC molecules, forming a positively
charged surface. (b) CTAC molecules forming positively charged macro-cations. (c)
Schematic representation of a chloride anion. (d) Ions and nanoparticles are diffusing
freely in solution without heating. (e) Ion thermo-diffusion in a temperature gradient,
with greater displacement closer to the heating spot. Separation of ions occurs due to
a large difference in their individual Soret coefficient. (f) Thermoelectric field formed,
pointing towards the heated spot. The vertical component of ET is balanced with the
repulsive field (Er) originating for the surface ions. (g) Simultaneous trapping of six-
140 nm-size nanoparticles (triangular shape), in a triangular pattern. Scale bar is 10
µm. Modified from [22].
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heat source (Figure 1.17e). In the steady state, the differentially separated ions accel-
erates the positively charged nanoparticle in the generated thermoelectric field (ET ),
towards the heating source. The particles are pushed against the surface, and are
confined due to the opposing repulsive field (Er is balanced by the vertical component of
the ET ) of the surface (Figure 1.17f). Hence, the nanoparticles reside above the surface
at distance where the two fields are equal. The horizontal component of ET point to-
wards the heating source, and acts as a restoring force on a charged particle. When the
heating source is removed, ET is no longer sustained and the nanoparticles diffuse freely.
By combining the digital micro-mirror device in the optical path of the heating
laser, Zheng’s group were able to create multiple trapping sites for silica, polystyrene
and Au nanoparticles (Figure 1.17g) [72, 22, 24].
Kotnala and Zheng were able to create a thermoelectric trap for 200 nm polystyrene
beads at the end of a single-mode fibre (Figure 1.18) [23]. They were able to achieve
this by coating the fibre facet with a thin Au film of 4.5 nm. The distal end of the fibre
was pigtailed, coupling in laser light into the 9 µm-sized core to induce heating at the
proximal, and trapping the positively charged nanoparticles (Figure 1.18a). The fibre
was translated in the solution by a few hundred microns, and the nanoparticle remained
trapped (Figure 1.18b-d). They were also able to trap individual nanoparticles using
Au coated tapered fibres [23].
The use of an optical fibre in trapping nanoparticles is advantages as the same
fibre can be used to spectroscopically scan and deliver a biomolecule or nanoparticle
to specific locations.
Fig. 1.18 (a) Thermoelectric trapping of 200 nm particles at the tip of a single mode
fibre. (b-d) Translations of the fibre in the x-direction does not perturb the trapped
particle. Scale bar is 50 µm. Modified from [23].
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1.2.4.1 Applications of nanoparticle trapping with thermoelectric fields
Apart from the versatility to arrange nanoparticles using thermoelectric confinement,
Zheng’s group showed that it could also be used for spectroscopic experiments, and nano-
fabrication (Figure 1.19) [24, 78]. In conjunction with the CTAC cations and chloride
anions, Peng et al. used a cross-linking molecule (PEGD) to form a polymer web over
the nanoparticle and attach it to the substrate’s surface (Figure reffig:etapplicationsa).
Once the nanoparticle were trapped (Figure 1.19b,c), a UV lamp was used to promote
cross-linking of the PEGD polymer, curing the nanoparticle in place. With the heating
source turned-off, the nanoparticle remained in place (Figure 1.19e). This technique
can be used to fabricate complex structures using nanoparticles as building blocks with
a PEGD interstitial layer.
Fig. 1.19 (a) Trapping of polystyrene nanoparticles and PEGD (UV activated cross-
linking polymer). (b) A single nanoparticle drifting freely. (c) Thermoelectrically
confined nanoparticle. (d) UV is turned-on to cross-link PEGD, and holds the nanopar-
ticle in place. (e) With the trapping field turned-off, the nanoparticle remains affixed
to the surface. Modified from [23]. (f) Trapping of 150 nm triangular-shaped Au
plasmonic particle in a thermoelectric field mediated by CTAC and chloride ion sepa-
ration.(g) Surface-enhanced Raman signal of Rhodamine-6G at various concentrations.
Modified from [24].
One of the main advantages of concentrating plasmonic nanoparticles is that they
can be used for surface-enhanced Raman spectroscopy. Lin et al. used 150 nm-sided
triangular Au particles in a thermoelectric trap to enhance the sensitivity of the
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Raman signal for Rhodamine-6G [24]. The triangular shape nanoparticles increase the
contacting surface area with each other, and the substrate (Figure 1.19f). As a result,
the Raman spectra with varying concentrations of Rhodamine-6G became detectable
(Figure 1.19g).
1.2.5 Summary and intended work
Nanoparticle properties such as its surface area, hydration entropy, and effective charge
can be studies by subjecting them to a temperature gradient [65]. These properties
are encapsulated in the nanoparticle’s Soret coefficient (ST ), which is determined
from the ratio thermo-diffusion, over diffusion in a static temperature environment
(ST = DT /D). In addition to the thermally induced nanoparticles migration, ions and
other dispersed molecules also undergo thermophoretic motion because of entropic
forces at their surfaces [67]. Due to the size and charge of the ions, they experience
dissimilar thermophoretic drift in a temperature gradient, leading to spatial separation
of charged specifies that consequently generated a thermoelectric field [24]. This field
has been used to confine nanoparticles of various sizes and materials, as demonstrated
by Zheng’s group [72, 22, 78, 23, 24, 79]. Hence thermopheresis is a method of both
studying the nanoparticle properties, as well as manipulating and confining their motion.
The Soret coefficient of various protein sizes has been studied in the presence of
aggregation inhibiting nanobodies [17, 18]. Proteins have also been confined using a
heated chromium ring [21]. In these studies, the proteins reside in a complex solution
of pH buffers, salts, and other solutes, making it difficult to discern the dominating
thermophoretic effect that is responsive for the thermo-diffusive motion of the proteins.
The work in Chapter 3 of this report simplifies this by using monodisperse polystyrene
nanoparticles in a solution of Milli-Q water and sodium azide (inhibits bacteria growth
in the solution). In this geometry, it was found that the thermoelectric field induced
the migration of the nanoparticles in the presence of a temperature gradient. This
was verified by mapping out the strength of the generated thermoelectric field by
determining the velocities of the nanoparticles through particle tracking, and measuring
microscale temperature gradients using the temperature-sensitive fluorescence lifetime
of Rhodamine-B. Knowing the distribution of the temperature, and the thermoelectric
field, enabled the quantification of the Soret coefficient for azide ions, which have
previously not been reported.
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1.3 Thermo-optic lensing of nanoparticle suspen-
sions
In the first section of this chapter, the optical forces are the dominating effect, while
in the second section, they are minimised, and thermal forces were used to confine,
study and manipulate nanoparticle suspensions. A final consideration is the interplay
between them. In particular, the manifestation of intensity dependant self-induced
lensing effects, which are a direct consequence of the light-matter interaction of a
focused beam in a nanosuspension (Figure 1.20). At low optical powers, lensing effects
are not present, and the beam propagates with its inherent divergence through the
medium (Figure 1.20a). Increasing the laser power such that the optical and thermal
effects becoming significant, results in a reduced beam divergence through the cuvette
(Figure 1.20c). At some critical power, the interplay between the opto-thermal force
Fig. 1.20 Illustrations of the opto-thermal lensing effects at low (a), medium (b) ,and
high (c) optical powers. Dashed lines denote the beam shape at low power.
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changes drastically, and consequently leads to a substantial increase in the beam’s
divergence, inducing lensing effects that defocus the light, relative to the low power
case (Figure 1.20c).
The mechanism of the lensing effects has been attributed to optical forces [25], Kerr
nonlinearities [80], thermo-optic effects [27], and thermophoretic effects [81]. All of
those associated descriptions of the phenomena relate changes of the refractive index
with the observed self-induced lensing.
An overview of the reported self-induced lensing by a focused Gaussian beam
into nanoparticle suspensions is presented. Emphasise is given to how nanoparticle
redistribution mediated by optical forces cause refractive index changes, as well as,
nanoparticle absorption causing heating of the medium and its associated refractive
index change. In addition, a method (z-scan) of quantifying the local nonlinear
refractive index changes of a nanosuspension by a focused laser beam is reviewed, with
particular focus on the reported intensity dependant refractive index changes for Au
nanosuspensions. The magnitude and sign of the refractive index change can offer an
explanation for the underlying mechanism behind the observed lensing effects.
1.3.1 Optical force mediated lensing
The optical forces acting on the nanoparticles can create local concentration differences.
The optical gradient force, acting perpendicular to the beam’s propagation direction
can either attract and concentrate nanoparticles in the central beam axis (Figure
1.21a), or repel them away (Figure 1.21b). In both cases, the effective refractive index
of the medium changes, which consequently affects the beam’s propagating through
the medium. The motion of the nanoparticle is contingent on its polarisability. The
attractive of repulsive radial migration is a function of the refractive index difference
(∆n = np − nm) between the nanoparticle (np) and the medium (nm). A positive ∆n
and the nanoparticle consequently has a positive polarisability, moving into the region
of maximum intensity, and vice versa (Equation 1.1, Figure 1.21).
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Fig. 1.21 Micron-sized particle in aqueous suspension with a laser beam (532 nm)
focused into it. (a, c) 2 µ polystyrene beads (np = 1.59), have a higher refractive index
than water, with a positive polarisability, and thus migrate to the region of highest
intensity. (b,d) Hollow silica beads (7µm, np = 1.2) with a negative polarisability,
moving away from the peak intensity region. Modified from [25].
Fig. 1.22 The observed nonlinear lensing effects mediated by optical forces. (a) 200
nm polystyrene nanoparticles with positive polarisability migrating towards the region
of highest intensity and causing scattering and increasing the local refractive index of
the beam’s central axis. (b) 200 nm PTFE nanoparticle with negative polarisability,
moving away from the region of highest intensity, reducing scattering and mediated self-
focusing of the beam. (c) Refractive index matched medium and PTFE nanoparticles.
Scattering is minimised, and absorption is not affected. No lensing observed. Hence,
self-induced lensing cannot be mediated by thermal effects. Modified from [25].
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Man et al. demonstrated both self-focusing and -defocusing of a laser beam propa-
gating in nanoparticle suspensions (Figure 1.22) [5]. A laser beam with a power of 3 W,
was focused into a cuvette with a focal spot size of 11 µm (FWHM). The propagation
of the beam through 200 nm polystyrene particles (n = 1.59) suspended in a Glycerin-
water mixture (3:1 ratio,n = 1.44) only penetrated a few millimetres, and diverged very
strongly (Figure 1.22a). The nanoparticles moved into the region of highest intensity
(α > 0) mediated by the radial gradient force, increasing the local refractive index and
defocusing the light. Moreover, the nanoparticles concentrated in the beam’s centre
acted as scatterers, which is why the light only penetrated a few millilitres into the
solution. For a suspension of PTFE (200 nm, n = 1.35) nanoparticles, which had a
lower refractive index than Glycerin-water mixture, the beam penetrated much deeper
into the suspension, and underwent self-focusing (Figure 1.22b). In this case, the local
index of refraction reduced due to optical path clearing of the nanoparticles, which
meant less scattering and beam diffraction.
As a control, Man et al. changed the Glycerin-water ratio (1:6) until it matched
the refractive index of PTFE nanoparticles. In this instance, the beam’s light-matter
interactions were diminished, and the inherent beam divergence was observed (Figure
1.22c). Man et al. suggest that thermal effects do not induce self-lensing, as they would
manifest themselves in the control experiment [25].
In contrast to Man et al.’s work, Fardad et al. report self-focusing behaviour
of Ag-, and Au-nanoparticles suspensions, both of which have positive polarisability
(Figure 1.23) [26]. At a wavelength of 532 nm, the Au nanoparticles are predominately
absorbing, whilst the Ag nanoparticles are scattering (Figure 1.23a,b). With the focus
(15 µm FWHM) set at the beginning of the cuvette, the beam divergence is significantly
reduced (Figures 1.23d,g) relative to the low power (10 mW ) beam divergence (Figures
1.23c,f). Fardad et al. also associate this behaviour to the migration of nanoparticles
by the optical gradient force, for both Ag and Au, with higher optical powers needed
for Ag to compensate for the increase scattering losses [26].
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Fig. 1.23 Optically driven lensing effects for 40 nm Au nanoparticles, and 100 nm
Ag nanoparticles in aqueous suspension.(a,b) Theoretical scattering and absorption
cross-sections. Intensity dependant lensing of Au- (c,d,e), and Ag- nanosuspension
(f,g,h). Self-focusing is mediated by optical effects, whilst defocusing by thermal effects
[26]. Due to the higher absorption of Au nanoparticles, less power is required to obtain
defocusing effects than Ag nanoparticles which predominately scatter light. Modified
from [26]
Interestingly, Fardad et al. also report self-defocusing of the beam by increasing the
laser power, whereby the divergence is significantly increased relative to the low power
state (Figures 1.23e,h). They attribute this observation to thermal effects overcome the
optical forces. Due to the increased laser power, the nanoparticles dissipate their heat
into the medium, which given the negative thermo-optic coefficient of water, acts to
reduce the refractive index of the environment and defocuses the beam [26]. The works
of Fardad et al. have been corroborated Kelly et al. who also observed self-focusing
effects for 40 nm Au nanoparticle suspension in a pump-probe beam optical set up [82].
The alternate mechanism for self-focusing and -defocusing behaviour have also been
associated with thermal effects.
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1.3.2 Opto-thermal lensing in nanoparticle suspensions
The works of Liberman et al. and Ortega et al. ascribe their observed nonlinear
lensing effects to a thermally driven decrease of the medium’s refractive index [27, 28].
They both used ∼5 nm Au nanoparticles in aqueous suspension due to their dominant
absorption cross-sections relative to their scattering. Liberman et al. calculated the
scattering-to absorption-cross section ratios, and found that for Au nanoparticles,
absorption dominates for sizes below 60 nm. This essentially means that the lensing be-
haviour is likely to be thermally driven, rather than optically for such nanoparticle sizes.
Fig. 1.24 (a) Theoretical ratio of scattering and absorption cross-sections. For Au-
nanoparticles below 60 nm, absorption is the dominating effects leading to heating
of the solution. (b) Lensing effects as a function of time normalised to the power
measured through an aperture. Hexane has higher thermal-optic coefficient than water,
and yeilded increased lensing effects. The temporal dynamic of the self-induced lensing
occurred over ca. 2-3 ms. (c) Increasing far-field defocusing as a function of laser
power. The dashed red circles represent beam size. Modified from [27].
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Liberman et al. investigated the nonlinear lensing effects of Au nanoparticles
suspended in water and hexane to verify that lensing effects were thermally mediated.
Hexane has a lower thermal- conductivity and diffusivity than water, and therefore
lensing effects are expected to be amplified [27]. Using a wavelength of 405 nm, focused
into the beginning of a cuvette (w0= 60 µm), nonlinear lensing was observed for both
water and hexane Au nanoparticle suspensions by imaging the far-field beam propaga-
tion as a function of laser power (Figure 1.24c). As the laser power was increased from
0.3 mW to 5.0 mW, the far-field beam size increased drastically, owing to the nega-
tive thermo-optic coefficient (dn/dt) of water (0.91×10−4/k) and hexane (5.2×10−4/k).
Liberman et al. studied the temporal dynamics of the defocusing behaviour by
measuring the trace of the light transmitted through an aperture and onto a photodiode,
for both water and hexane suspended Au nanoparticles (Figure 1.24b). In a 10 ms
acquisition window, the normalised intensity transmission through the aperture for
the hexane suspended nanoparticles decayed to near 0 within 4 ms, while the signal
intensity for water suspended nanoparticles remained constant. This observation is a
direct consequence of the different thermo-optic coefficients of the two fluids [27].
Ortega et al. show that the focusing or defocusing behaviour could selectively be
chosen by moving the cuvette such that the focal position was incident at different
Fig. 1.25 Self-focusing and defocusing is dependant on the focal position of the focused
beam inside the nanosuspension. (a) Side cuvette images of the beam at various focal
positions. (b) Measured beam profiles and its correspond lesing effect with respect to
the focal position inside the cuvette. Laser power is kept constant (70 mW ). Modified
from [28].
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locations inside the cuvette, whilst keeping the laser power constant (P = 70 mW )
[28]. They imaged the beam propagation inside the cuvette and obtained the beam size
(through a Lorentzian fitting function) as it propagated through the nanosuspension
(Figure 1.25). With the focal position set near the cuvette’s end (Figure 1.25a1, blue
curve in Figure 1.25b), the beam penetrated deep into the solution, with a ’needle-like’
beam profile. When the focal position was set near the middle of the cuvette (Figure
1.25a2, red curve in Figure 1.25b), a slightly higher divergence was observed relative
to the initial position due to lensing by the solution. A clear increase in the beam
divergence was observed when the focal position was set near the cuvette’s entrance
facet (Figure 1.25a3, black curve in Figure 1.25b). The focus set at this position meant
that the highest intensity was available for absorption by the nanoparticle, which
consequently heated the surrounding fluid, lowering its index of refraction and increase
the beam divergence [28].
The work of Ortega et al. can help elucidate some of the conflicting literature
reported around the lensing effects for Au-nanosuspensions of sizes 60 nm and below
(the works of Fardad et al. and Liberman et al. having different focal positions inside
the cuvette but not precisely reporting on the exact location). A more quantitative way
of pinpointing the exact mechanism behind the intensity dependant lensing effects is
by enumerating the sign and magnitude of the local nonlinear refractive index changes,
which is possible through the z-scan technique.
1.3.3 Quantification of the refractive index change
The reported nonlinear lensing behaviour in the previous section is intensity dependent.
A strong intensity gradient is required for optical forces and thermal effects to become
significant. The self-focusing and-defocusing observed in long optical path length
cuvettes, where the beam propagates several Rayleigh lengths (ZR) further complicates
matters as the first part of the nanosuspension redistributes the intensity seen by latter
segments, analogous to an array of back-to-back lenses. This is evident in the fact
that the lensing behaviour changes depending on the focal position inside the cuvettes
(Figure 1.25). Hence, by using a much smaller optical path length cuvette, the individ-
ual contributions of the lensing effects can be determined as a function of laser intensity.
The z-scan technique, which is a ubiquitous method of quantifying the nonlinear
index of refraction for semiconductor materials, was considered as a way of quantifying
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Fig. 1.26 Illustration of the closed-aperture setup and corresponding signal for z-scan
method. This illustration is for a negative n2 value (reduction of the refractive index
from its linear value). A lens is used to focus a Gaussian laser beam. A thin sample
with nonlinear lensing behaviour is scanned across the beam and the transmission of
the light though an aperture and onto a photodiode is used to determine nonlinear
refraction of the sample. (a) With low irradiance on the sample, the transmission of the
light is unaffected and remains constant. As incident intensity on the sample increases,
nonlinear opto-thermal effects change the local index of refraction and alters the
propagation of the light. When the thin cuvette is before the focal point, the radius of
curvature of the focused light is negative. A negative ∆n, resists the radius of curvature
from tending to zero at the focus, and hence the focal point shifts forward, yielding
a less diverging beam, which consequently increases the amount of light transmitted
through the aperture. (c) When the cuvette is position post-focal point, a negative
∆n increases the radius of curvature of the beam, increasing beam divergence, and
consequently less light is transmitted through the aperture. (d) Far away from the
focus, the opto-thermal effects diminish, returning the number of photons transmitted
through the aperture to its baseline value. Figure inspired from [29].
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the refractive index change by the nanosuspension [83]. The technique simply involves
scanning a thin cuvette containing the nanosuspension, in the propagation direction of
the focused laser beam, and monitoring the transmission of light through an aperture
placed in the far-field (Figure 1.26). This method considers the nanosuspension as
an effective optical Kerr medium, whereby its refractive index is a function of the
incident intensity [84]. At low intensities (and small E-fields, I ∼ |E|2) the polarisation
(P⃗ ) per unit volume of the nanosuspension scales linearly with the electric field
(P⃗ = ϵ0χE⃗, where χ is the electric susceptibility (χ = 1 − n2m)) [29, 84]. With high
incident intensities, the opto-thermal effects nonlinearly change the refractive index of
nanosuspension, hence P⃗ no longer scales linearly with E⃗. As a result, a coefficient
(n2) is introduced to compensate for the nonlinearly refractive index scaling of the
nanosuspension, such that:
n = n0 + n2I0 (1.10)
= n0 + ∆n (1.11)
where I0, n0, and ∆n denote the intensity at the focus, the linear refractive index,
and the change in the refractive index, respectively [84, 85]. In conjunction to the
nonlinear refractive index response of a material, there is also a nonlinear absorption
(α = α0 + βI, where α0 is the linear absorption, and β is the nonlinear absorption
coefficient) [85]. The z-scan technique is used to quantify both n2 (closed-aperture
scan) and β (open-aperture scan). The methodology developed by Sheik-Bahae et al.,
calculates the transmission (T ) through an aperture due to an on-axis phase shift (∆Φ)
at the focus induced by the thin cuvette containing the nanosuspension, such that,
T = 1 − 4∆Φx(x2 + 9)(x2 + 1) (1.12)
where x is a dimensionless parameter (Z/ZR, normalised to the Rayleigh length) that
represents the cuvette’s position with respect to the focal point [86]. The corresponding
phase shift (or change) at the focusing in the presence of nonlinear lensing by the
nanosuspension is:
∆Φ = k∆nLeff (1.13)
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where k is the wave-number and Leff is the effective propagation length inside the
nanosuspension (Leff = 1 − eα0L/α0, where L is the optical path length of the cuvette)
[86]. The following criteria or assumptions need to be met in order for the z-scan
method to evaluate the value of nonlinear refraction (n2)and absorption (β) [86]:
1. Beam is Gaussian in shape
2. Aperture is placed in the far-field: d » ZR
3. Aperture and focusing lens is kept constant and only the cuvette is translated
4. Aperture size is kept constant
5. L < ZR: to ensure constant beam diameter within the cuvette. Lens has the
same shape as the beam (slowly varying envelope approximation)
6. |∆φ| ≤ π: Ensures constant peak-to-trough separation distance in Z-scan trace,
aiding curve fitting and comparison between datasets
The z-scan literature for Au-nanosuspension all have a negative n2 value for various
sizes and optical powers (Figure 1.27, and tabulated results in Table 1.1). Hence, the
refractive index change is negative for the reported nanoparticle range (5 - 50 nm). All
authors used a CW laser and observed no nonlinear absorption, or they did not report
a value.
Jia et al. was the first to report nonlinear refractive values of Au nanosuspension of
50 nm nanoparticles using the z-scan method (Figure 1.27a) [30]. Ortega et al. showed
that the peak-to-trough value of normalise transmission through the aperture increases
with optical power, whilst the value of n2 stays constant (Figure 1.27b) [28]. They
consequently observed an increasing ∆n (∼ ×10−3 for powers between 60-120 mW,
inset of Figure 1.27b). Lenart et al. demonstrated the presence of Au nanoparticle
significantly increased the nonlinear refraction behaviour of liquid crystals (Figure
1.27c) [31]. Ortega et al. found that the Sheik-Bahae formalisation best fitted the data
for Au nanosuspensions than other proposed models (Figure 1.27d) [32].
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Fig. 1.27 The main results for the reported z-scan literature for Au-nanosuspensions
using CW illumination. All figures are for close-aperture scans to determine n2, as
nonlinear absorption was not observed or reported in the tested intensity range. (a)
For 50 nm sized Au nanoparticles under 532 nm illumination [30]. (b) Increase in the
peak-to-trough values for 5 nm nanosuspension as a function of laser power [28]. Inset
shows the corresponding refractive index change. (c) The presence of Au nanoparticles
(12 nm forming clusters) greatly enhances the nonlinear fractive index properties
of liquid crystals [31]. (d) Various theortical models fitted to a z-scan data for Au
nanosuspensions (25 nm) with heik-Bahae formalisation (thin black line) yielding the
best fit. [32]. Summary of results presented in Table 1.1.
It should be noted that in the reported size range (5-50 nm), the nanoparticles are
predominately absorbing rather than scattering the light (as shown in Figure 1.24a),
consequently increase the temperature of the medium, and thus the refractive index
change is due to the negative thermo-optic coefficient of water.
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Size [nm] Wavelength [nm] P [mW ] n2 [m2/W ]
5 [28] 532 60-120 -10−12
12* [31] 532 18 -10−11
25 [32] 514 2.5 -
50 [30] 633 110 -2.23×10−12
Table 1.1 Summary of results for reported n2 values for Au nanosuspensions. *denote
clusters of 12 nm Au nanoparticles.
1.3.4 Summary and intended work
For optical trapping, a high intensity region is created by a focusing lens to confine
nanoparticles. As a consequence, optically trapped nanoparticle change the local refrac-
tive index, which in turn redistributes the intensity, leading to self-lensing effects. The
local refractive index can either increase or decrease depending on the polarisability of
the nanoparticle, as demonstrated by Man using PTFE and polystyrene nanoparticles
et al. (Figure 1.22). Interestingly, for Au nanoparticle suspensions, this self-lensing
behaviour has been attributed to either optical (by Fardad et al. and Kelly et al.)
or thermal effects (Ortega et al. and Liberman et al.), whereby the nanoparticle’s
absorption increases the local temperature of the medium. In this work, self-focusing
and -defocusing behaviour is extensively studied (by replicating the experimental
geometry of Fardad et al. and Kelly et al.), and varying laser power, focal position
inside the cuvette, nanoparticle concentration, and the medium of the nanoparticles,
to discern the fundamental mechanism behind the self-lensing effects.
An insight into pinpoint the governing forces for self-lensing effects is to quantify
the refractive index change, which is made possible by the z-scan technique. Currently,
quantification of nonlinear refraction for Au nanosuspension is sparsely reported. All
currently reported n2 values (Table 1.1) are negative for Au nanoparticles in the size
range of 5 - 50 nm. These nanoparticles are predominantly absorbing the incident light,
and are likely increasing the temperature of their medium through heat dissipation.
A full sweep of parameters (mention above) are taken for 40 nm nanosuspensions
by replacing the long optical path cuvette used to determining self-lensing effects
with a much short optical path length cuvette. In addition, z-scans measurements
is performed as a function of time to determine the characteristic transients of the
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self-lensing behaviour. As mentioned in the thermophoretic section of this chapter,
heat dissipation is like to occur in less than 1 s, while particle migration (onset by
optical or thermophoretic forces) is on longer time scales. Hence knowing associated
temporal dynamics of the lensing behaviour, can elucidate the governing mechanism of
the self-induced lensing phenomena.
Chapter 2
Microfluidic fibre based
interferometric optical trap for
nanoparticles
2.1 Introduction
The ability to manipulate and trap nano-sized particles using laser is desirable in many
fields such as biology [37, 38], chemistry [45], material science [44], and engineering
[42, 43], to name a few. In this chapter, the nanoparticle manipulation in a fluidic
environment was achieved by maximising the optical effects and keeping thermal ones
to a minimum.
Nanoparticle confinement is challengingas smaller nanoparticles sizes have reduced
light-matter interactions. Moreover, light-matter momentum transfer is likely to lead
to photophoretic migration of the nanoparticle, rather than its confinement. Typically,
the wavelength of the light used to manipulate nanoparticles, is much larger than the
nanoparticle’s size, meaning that they effectively act as dipoles in an electric field,
which preferentially align with the external field to minimise their energy [2]. Hence,
maximising the gradient in the electric field, enhances the light-matter interactions
and facilitates nanoparticle manipulation. For this reason, researchers have routinely
used a tightly focused laser beam to create strong intensity gradients, overcoming the
photophoretic effects, and confining nanoparticles [54, 3, 55, 6].
50 Microfluidic fibre based interferometric optical trap for nanoparticles
Fig. 2.1 Optical trapping geometries for nanoparticles. (a) Interference of laser light
emerging from opposing polarisation maintaining fibres aligned along the same axis.
An array of strong intensity gradients are generated, which maximise the gradient force
over the scattering force. (b) Self-interfering pattern created from the retro-reflected
light by a micro-mirror (Au coated fibre). ds is the separation distance between the
optical fibre facets (∼ 66 µm used in this work).
Trapping of a variety of nanoparticles and biomolecules have been reported using a
single beam. However, this is limited as a method as typically a single nanoparticle
is confined, and the same optics are used for imaging and trapping, which is limiting
(Section 1.1.2). These constraints are circumvented by using standing wave traps
which inherently generate an array of intensity gradients with high spatial periodicity
due to interference (λ/2 ∗ nm) [7]. In this work, inspiration was taken from Decombe
et al.’s experimental architecture, as they used a counterpropagating tapered fibre
geometry to trap 300 nm YAG:Ce3 nanoparticles (Figure 1.8c) [11]. Instead of the
tapered fibres, commercially available polarisation maintaining fibres were used in this
work to optically confine nanoparticles, making the geometry more adoptable by other
researchers. A significantly larger fibre separation distance was used (compared to
Decombe et al.) such that a multitude of trapping sites were created, allowing for
multiplexed analysis of nanoparticle confinement (Figure 2.1a). Phase instability can
arise from light coupled into a single mode fibre, which causes trapping instabilities.
To overcome this, a second geometry was also conceived whereby a micro-mirror to
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back-reflect the light emitted from the opposing fibre (Figure 2.1b).
The trapping geometries of Figure 2.1 were simulated by modelling the interference
of Gaussian beams to discern trapping potentials for 100 nm Au-nanoparticles at various
laser powers (Section 2.2). A microfluidic chip was build to house the optical fibres
and provide a controlled fluidic environment with zero net flow where the anomalous
diffusion of the confined nanoparticles was determined from video-rate particle tracking
(Section 2.3).
2.2 Optical interferometric trapping simulations
To simulate the scattering and gradient forces for the optical geometries of Figure 2.1,
each beam was considered to a Gaussian beam propagating in a water medium. The
interference of the beams were then simulated, from which the corresponding intensity
gradients and Poynting vectors were numerically calculated. The polarizability for 100
nm diameter Au nanoparticles were enumerated using the Clausius–Mossotti relation,
and Mie theory, from which the scattering and gradient forces were discerned.
2.2.1 Calculating nanoparticle polarisability
The Clausius–Mossotti (CM) relation (Equation 1.1) was used to calculate the polar-
isability for 100 nm Au-nanoparticles for the visible and near-infrared wavelengths.
The tabulated refractive index of Au (Johnson and Christy [87]), and water (Hale
and Querry [88]) were obtained from literature. A cubic interpolation function was
used to selectively determine the index of refraction for Au and water, at any given
wavelength in the 400 - 1000 nm range. As a verification, the polarisability of 36.2
nm Au-nanoparticles were calculated and found to be in agreement with the reported
values by Svoboda et al. (Table 1 in ref [38]).
For 100 nm Au-nano-spheres, the real and imaginary parts of the polarisability
(Figure 2.2a) were calculated from CM relation shows a pairwise increase-and-decrease
around the 530 nm wavelength, respectively. The imaginary component tends to zero
around 620 nm, while the real part plateaus to a value of ∼ 0.4x10−32Cm2/V .
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(a) (b)
Fig. 2.2 Comparison of the polarisability and cross-sections for 100 nm Au nanoparticles
using Clausius–Mossotti (CM) relation, and Mie theory. (a) The Mie theory polaris-
ability values are higher as it takes into account the enhanced light-matter interactions
due to plasmonics. The peak values for both the real and imaginary components are
red-shifted from the Mie-theory obtained values relative to the CM relation values.
The real part of the polarisability dominates for wavelengths longer than 600 nm. For
this wavelength region, the gradient force is expected to be higher than the scattering
force. (b) Scattering-, and absorption-cross-section also vary between the different
methods. For wavelengths shorter than 600 nm, the absorption cross-section is higher
than the scattering. CM relation underestimates the cross sections for 100 nm-sized
particles as it does not take into account the plasmon-enhanced behaviour [33].
As Au nanoparticles are plasmonic, they exhibit enhanced scattering and absorp-
tion [13]. Additionally, the relative contribution of scattering and absorption differs
with size, which manifests as a shift in the peak wavelength value of the extinction
cross-section [33]. This intensification of light-matter interaction is not taken into
account by the CM relation. The relative refractive index between the nanoparticle
and water remains constant in the CM relation, and is only scaled by the radius of
the particle. To verify this limitation, Equations 1.3 and 1.2 were used to compare
the scattering and absorption cross-sections quantified by the CM relation, against
Mie theory values (obtained from NanoComposix website [36], and varied against
Dienerowitz et al. work [13], Figure 2.2b). As a result of the plasmon enhancement,
both scattering and absorption cross-sections are much high in magnitude relative to
calculated values by the CM relation. Furthermore, the peak values do not coincide
and are red-shifted in the Mie theory results. Scattering processes are also much more
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favoured.
Equations 1.2 and 1.3 were used to back-calculate the polarisability from Mie-theory
cross-sections. However, the sign is lost in the real part of the polarisability because of
the modulus. This manifests as an inflexion point where the curve should be smooth.
This was corrected by computing the gradient of the curve, and flipping the values
around the point of zero-gradient (at the inflexion point). The resulting polarisability
values are consequently greater in magnitude and a better representation of reality.
The negative polarisability region is not present in Clausius–Mossotti values for the
real part (Figure 2.2a). This is not an artefact of the back-calculation and represents
the anti-parallel alignment of the nanoparticle with respect to the polarisation of the
external field.
A trapping wavelength of 850 nm was selected because the real part of the po-
larisability dominates the imaginary component (which has tended to zero, Figure
2.2aa Mie curve). As a result, the magnitude of the gradient force increased, while
minimising the effects of the destabilising scattering force.
2.2.2 Gaussian beam electric fields
Single mode fibres only guide the fundamental Gaussian mode within a given wavelength
range. Due to this property, the emerging field from the fibre has a Gaussian-like
profile with a given beam waist that is defined by the mode-field diameter of the
fibre (equivalent to the physical size of fibre core). As the field propagates away from
the fibre facet, it inherently undergoes diffraction that increases the Gaussian-like
envelope size and induces a change in radius of curvature of the wave-fronts. The field
evolution (in cylindrical coordinates, and approximated as a Gaussian) as a function of
propagation distance (z) is described by Gaussian propagation theory (Equation 2.1),
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which has an amplitude term E0, a Gaussian envelope function that scales with the
initial beam radius (w0), and an oscillatory phase term φ [89]. The Rayleigh length
(ZR) is the distance over which the beam can be considered as non-diffractive, and is a
key parameter that determines both the beam envelope size (w(z), Equation 2.3), and
the extent of wave-front curvature (w(z), Equation 2.4), as a function of propagation
distance [90]. The phase advances longitudinally (in z-direction) and radially, with r
being the distance from the z-axis (Equation 2.1). The wave-fronts are initially planar



















The intensity (I ∼ |E|2) decreases as the beam propagates because the beam enve-
lope increases, spreading the beam over a larger area. The total intensity distribution

































where I(r)) is the radial intensity profile. Equation 2.6 relates the beam power to
the electric field amplitude E20 . Hence, the beam propagation for any given wavelength,
with an initial beam waist (or beam waist at the focus), and power were modelled
using Equation 2.7.
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The interference of two beams separated by a distance ds, is simply the superposition
of the electric field at each point in space. The interference of two electric fields (E1(k)
and E2(−k)), emerging from two opposing fibres, and emitting 850 nm laser light with
a power 100 mW each, was computed using Equation 2.7. The initial beam waist from
each fibre was set to 2.65 µm, based on the 780HP polarisation maintaining fibre. As
a first step, the contribution of each field was determined independently for the central
radial position (r = 0) and propagated 4 units of λ/nm (Figure 2.3). This step was
used to ensure the correct interference behaviour of both phase and amplitude for a
simplistic model.
Fig. 2.3 A snapshot of a Gaussian-shaped electric field propagating along the central axis
(r = 0). (a) Real component of two electric fields propagating in opposite directions
and their superposition. (b) Imaginary part of the two counterpropagating electric
fields. The phase delay occurs due to the Gouy phase. (c) The absolute-squared of
the superposition of the two electric fields (equivalent to the intensity). The fringes
are separated by ∼ 320 nm, and the maximum intensity variation occurs over half the
cycle (∼ 160 nm).
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The amplitude varies as a cosine (periodicity of 641 nm (850 nm /nm), Figure 2.3a).
The phase of the imaginary part for each field does not complete a full cycle (Figure
2.3b). This emerges from the second part of the longitudinal phase term (Equation
2.1), known as the Gouy phase. Due to the arc-tan nature of this term, the phase
change rapidly accumulates over a few Rayleigh lengths, after which it tends to π/2.
The emerging interference fringes have a separation of 319.54 nm (λ/2nm, Figure 2.3c).
The minimum-to-maximum intensity variation occurs over 160 nm, yielding strong
intensity gradients.
The model was extended to two dimensions by performing the same computation
over a multitude of radial position, spanning ±w(ds) (Equation 2.3) and increasing
the separation distance (ds) to 70 µm (117 units of λ/nm), similar to the experimental
separation distance. To reduce computational expense, E2(−k) is calculated by flipping
the values determined for E1(k) along the z-direction (Figure 2.4a,b).
Fig. 2.4 (a) Gaussian beam (w0 = 2.65 µm) emerging from left and propagating over
a distance of 70 µm, to the right. Propagation is in an aqueous medium (nm ∼ 1.33).
The |E|2 is calculated for a laser power of 100 mW. (b) Gaussian beam traversing in
the opposite direction to the top figure, in the same spatial domain. (c) Superposition
of the beam’s counterpropagating electric fields creating an interference pattern. The
two opposing beams are perfectly radially aligned. A power of 100 mW is emerging
from each fibre. Logarithmic colour scaling used for clarity.
2.2 Optical interferometric trapping simulations 57
Laser light emerges from the left of Figure 2.4a, with a Gaussian radial profile. The
intensity (I ∼ |E|2) distribution decreases as the beam propagates in the z-direction, but
the total power of the beam remains constant (conservation of energy). The interference
of the counter-propagating beams yields finely spaced fringes (Figure 2.4c). As a result,
a periodic array of strong intensity gradients are created. Numerical differentiation was
used to quantify the intensity gradients in both the r- and z-directions (Figure 2.5).
Fig. 2.5 All colour bars scales as 1019 (V 2/m3). (a) Gradient force in the z-direction
when the two beams are interfering. The central radial region has the highest intensity
gradients, stemming from the Gaussian profile. (b) The gradient in intensity in the
z-direction if the opposing beams are cross-polarised and there is no interference.
The values are approximately four orders of magnitude smaller in this configuration
compared to when interference is present. (c) The r-direction gradient in intensity
when the counterpropagating beams are interfering. The gradients are stronger near
the entrance of the beams (at 0 µm and 70 µm). The gradient force is much stronger
in the axial direction (z) than the lateral.
The high spatial frequency fringes yield ±1020 V 2m−3 intensity gradients (in the
z-direction, Figure 2.5a) which are an order of magnitude greater than that used by
Brzobohatỳ et al., and Hansen et al. who successfully trapped nanoparticles of various
sizes (18-254 nm) using a single beam trap [3, 4]. This is a direct consequence of
that fact the intensity change from minimum to maximum is over 160 nm. Due to
the Gaussian beam profile, the maximum gradient is at the central radial position.
When the two beams do not interfere (cross-polarised, Figure 2.5b), the gradients in
intensity are 3000 times smaller in comparison. In this case, the gradients are from
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beam spreading due to diffraction (1/w(z) scaling in Equation 2.1). There is a small
radial intensity gradient, stemming from the Gaussian beam profile (Figure 2.5c). The
radial gradient in intensity is lowest at the halfway point between the fibres, were the
Gaussian beam has spread out more due to its inherent diffraction.
2.2.2.1 Self-interfering Gaussian beam electric fields
The same formalism as described in the previous section was used to determine the
interference of an electric-field emerging from a single fibre, propagating a distance
ds, back-reflecting from a micro-mirror, and interfering with itself. The initial and
back-reflected beams were modelled by propagating the electric field a distance of
2ds, and then splitting resulting electric field into two equal segments of ds, in the
z-direction. The first half represents the field contribution that emerges from the fibre
(Figure 2.6a). The latter section was flipped (equivalent to propagation in −k-direction)
with a 3% reduction in magnitude (as calculated in Section 2.3.3) to replicate the loss
of light due to absorption by the gold mirror surface at 850 nm (Figure 2.6b). The
total power emitted from the single fibre was set to 200 mW, equivalent to the total
power used in the previous configuration.
The back-reflected beam is larger than the initial, which is caused by increased
diffraction, consequently lower its intensity. The differences between beam-sizes create
regions where interference does not occur (Figure 2.6c). Accordingly, interference
only occurs in regions outlined by the smaller sized initial beam. The corresponding
intensity gradients were numerical computed in the r- and z-direction (Figure 2.7).
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Fig. 2.6 (a) Single Gaussian beam (w0 = 2.65 µm, P=200 mW ) emerging from the
left and propagating in a water medium towards a micro-mirror placed at 70 µm. (b)
Showing just the back-reflected portion of the light. The beam continues to diverge,
spreading out more in the radial direction. (c) Interference of the forward propagating
and back-reflected beams shown in the figures above. There are regions where no
interface was observed due to the difference in beam size between the forward and
back-reflected components.
Despite the fact the beam intensity is more spread out, the generated gradients are
still in the order of ±1020 V 2m−3. The maximum gradient is only about 5% less than
the two-opposing fibre geometry (Figure 2.7a). The radial gradient is most substantial
near the fibre facet and diminishes in magnitude with increasing z-position (Figure
2.7b).
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Fig. 2.7 (a) Gradient in intensity in the z-direction. The central radial region has the
highest values. Despite some regions of the beam not interfering (Figure 2.6a), the
magnitude of the gradient in this direction is ca. 5% smaller compared to the opposing
fibre geometry. (b) Intensity gradient in the radial direction, with strongest region
being near the entrance of the light. As the beam spreads out due to diffraction, the
radial gradient in intensity reduces.
With the intensities and their corresponding gradients known in both geometries,
the optical gradient and scattering forces were calculated.
2.2.3 Optical gradient and scattering forces
The polarisability for 100 nm Au-nanoparticles at 850 nm, and their complementary
cross-sections were determined in Section 2.2.1, using data from Mie theory. From these
values, the gradient force and the scattering force, was enumerated using Equations
1.5 and 1.6. For the scattering force, the time-averaged Poynting vector (⟨S⟩t =
⟨I1(z) + I2(−z)⟩) was determined individually for each component of the beam, and
then summed together. Both forces were evaluated by assuming that there exists
a nanoparticle at each enumerated location of the electric field, and that they are
non-interacting.
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Fig. 2.8 Gradient and scattering force on 100 nm Au nanoparticles. (a) Gradient
force in the z-direction varies between ±500 fN. The dashed white line indicates the
region where numerical integration was conducted to evaluate a corresponding trapping
potential (Figure 2.11). (b) Radial gradient force is about 25-times lower than the
axial direction. (c) The scattering force due to the two opposing beams. At the middle
distance between the fibres, they are equal in magnitude and cancel out. The closer
the nanoparticles are to the light source, the stronger the scattering force they feel.
The maximal scattering force is approximately 1/5th of the maximum axial gradient
force.
The gradient and scattering forces for the two-opposing fibre geometry was cal-
culated (Figure 2.8). The axial gradient force (Fgrad(z)) varies ± 500 fN (for a total
power of 200 mW ), being strongest at the central radial position (Figure 2.8a). The
radial gradient force (Fgrad(r)) is much weaker (±20 fN ) since the intensity varies over
several microns (Figure 2.8b). The scattering force is maximal near the facet of both
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fibres, where the intensity is the highest. As the beam propagates, the magnitude
of the force reduces and competes with the counter-propagating radiation pressure
from the opposing fibre (Figure 2.8c). At half the distance between the two fibres, the
opposing scattering forces cancel out. The position at which this occurs is determined
by the relative intensity between the two fibres.
2.2.3.1 Effects of fibre radial-misalignment
In reality, the fibres are not likely to be perfectly radially aligned. Hence, a radial
misalignment was simulated to discern how it would affect the magnitude of the
gradient and scattering forces. A misalignment of 3 µm between the central axis of the
fibres were introduced. The corresponding interference was determined, from which
the gradient and scattering forces were enumerated (Figure 2.9).
Fig. 2.9 Simulated optical forces with the opposing fibres radially misaligned by 3 µm.
(a) The axial gradient force is reduced by ∼ 100 fN, and the fringes are now tilted due
to the regions of the beam interacting with a higher radius of curvature than previously.
(b) The maximal values are slightly decreased in the presence of the misaligned fibres.
(c) The maximal scattering force increases by ca. 10%, and there are fewer regions
were the forces are equal in magnitude and cancel out.
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The maximal axial gradient force is approximately reduced by a fifth in the presence
of the radial fibre misalignment (Figure 2.9a). The resulting inference fringes are no
longer parallel with the vertical axis as parts of the beam that are now interfering have
an increased radius of curvature. In the radial direction, the maximal gradient force is
remarkably almost the same as when no misalignment (Figure 2.9b). This is because
the region that the maximal gradient force occurs (near the fibre facets) receives slight
less light from the opposing fibre. The maximal scattering force increases in magnitude,
and there are fewer points where they are equal in magnitude than previously (Figure
2.9c).
2.2.3.2 Self-interfering optical forces
The gradient and scattering forces for a self-interacting beam was determined in order
to draw comparisons between the two experimental geometries (Figure 2.10). The
maximal axial gradient force is at the central radial position and close to the fibre
facet. Here, the force fluctuates between 480 fN, and is only 20 fN smaller than the
maximal force generated in the counter-propagating beam geometry (Figure 2.5a).
The modulation depth of the axial gradient force (at r=0) reduces with increasing
z-position down to 380 fN near the mirror surface.
The radial gradient force (Figure 2.10b) is higher than the previous configuration
because all the power is emerging from a single fibre rather than being split. The
scattering force is predominately in the forward (+z-direction) as the majority of the
beam energy resides in the non-reflecting component. The force generated is more
than double the maximum of the scattering force in the two opposing fibres. This is
because the returning radiation pressure has a much lower in magnitude and does not
nullify the initial beam to the same extent. There is also a small negative scattering
force that originates from the size difference between the initial and reflected beam.
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Fig. 2.10 Optical gradient and scattering forces for a retro-reflected Gaussian beam. (a)
Gradient force along the z-direction. The maximal force is about 20 fN lower for the
same total power in the counterpropagating geometry. The dashed white line indicates
the region where numerical integration was conducted to evaluate a corresponding
trapping potential (Figure 2.14). (b) The radial gradient force decreases as the beam
propagates due to diffraction. It has higher in this geometry since all the light is
emerging from one fibre, rather than being split between two fibres. (c) The maximal
scattering force is also much higher in magnitude for the same reason. At around 10
µm from the mirror surface, the scattering force begins to diminish and is annual by
the back-reflected light.
2.2.4 Optical trapping potentials
For stable nanoparticle trapping along the desired dimensions, the gradient force has
to be greater than both the scattering and Brownian motion. The axial gradient force
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is maximal along the central radial position, hence is the region where nanoparticles
have the highest likelihood of being trapped (along z-direction). The potential for the
gradient and scattering force was considered for this region to discern the motion of
the nanoparticles along the axial direction. It is important to note that the gradient
force is conservative, while the scattering force is not. Hence, the potential arising
from the scattering force, is a pseudo-potential.
The potential energy corresponding to the axial gradient and scattering force rela-
tive to the thermal energy of the system was evaluated numerical using the cumulative
trapezoidal integration method. The thermal energy of the system was defined as
kBT , with kB being Boltzmann constant, and T the temperature of the medium.
Conventionally, the thermal energy is evaluated at 20◦C. However, the nanoparticles
are likely to have finite absorption that raises the temperature of their water medium
by approximately 1◦C (4.06×10−21 J at 294.15 K, P=100 mW ), as an approximation
since the theoretical cross-section for the trapping wavelength of 850 nm is very small
(Figure 2.2b).
Fig. 2.11 The gradient potential (orange curve, left axis) and the scattering pseudo-
potential (blue curve, right axis) for the central radial position, where nanoparticle’s
have the maximum likelihood of being confined. The gradient potential wells have
approximately the same modulation depth (ca. 10 kBT ). The scattering pseudo-
potential is much lower. The summation of the potentials give rise to an array of
tilted and asymmetric potentials, with the scattering pseudo-potential dominating the
landscape (pink-curve).
Due to the symmetry of the two opposing fibre system, the calculated potentials
are symmetrical (Figure 2.11). The determined scattering pseudo-potential was greater
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than the axial gradient potential. The oscillatory gradient potential varies ± 6 kBT
across the entire z-positions. The scattering pseudo-potential is parabolic in shape,
with a minimum at the midpoint between two the fibres. The summation of the
gradient potential and scattering pseudo-potential yielded an array of smaller skewed
potentials. The scattering pseudo-potential distorts the landscape of the potential
wells that confined that nanoparticles. Hence, the trapping potentials were defined
as the energy needed for a particle to be ’kicked-out’ from one valley, into the next
(Figure 2.12). The trapping potential was determined by finding the difference between
peak and trough energies (orange and green dots, respectively).
Near the fibres, the gradient potential is the most distorted by the strong asymmetric
scattering that is present (Figure 2.12a,c). Consequently, the effective trapping potential
is the weakest at these locations. The trapping energies are symmetric around the half
separation point, where the trapping is potential was the greatest (Figure 2.12b,d).
This is because the scattering potential is flat at the location, meaning that the gradient
potential landscape is the least affected.
Fig. 2.12 (a-c) The tilted potentials at different positions along the z-direction. The
asymmetry of the potentials, shifts from the left side to the right side. At the centre,
the potentials are quadratic-like and symmetric. (d) The effective trapping potential
determined numerically by subtracting the peak (orange dots) from the troughs (green
dots) in the top . The ensemble potential across the entire region is approximately
-11.5 kBT .
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In this geometry, the opposing scattering forces compensate and cancel each other
to reduce the overall scattering force. In turn, the gradient potential becomes less
slanted by the curve of the scattering pseudo-potential. In the mirror-fibre geometry,
there is a substantial imbalance between scattering forces, causing significant distortion
of the gradient potential.
2.2.4.1 Self-interfering trapping potentials
The reflected intensity in the mirror-fibre arrangement is lower in magnitude than
the initial beam, which gives rise to an overall asymmetric intensity distribution. As
a result, the scattering pseudo-potential and gradient potential were also inherently
asymmetric (Figure 2.13).
The modulation depth of the axial gradient potential is constant, varying between ±
4.5 kBT . This is 1.5 kBT lower than the previous symmetric geometry. The scattering
potential dominates the gradient potential, being much higher in magnitude. Thus
the overall, energy is strongly determined by the landscape of the scattering potential
(Figure 2.13).
Fig. 2.13 The gradient potential (orange curve), and the scattering pseudo-potential
for the mirror geometry, both of which are asymmetric. The gradient potential has a
constant modulation depth (∼ 10 kBT ). The scattering pseudo-potential dominates
the total effective potential (pink curve)
The region closest to the fibre surface is most skewed, leading to shallower potentials
consisting of a few kBT (Figure 2.14a). The total potential remain slanted at the
midway point between the mirror and fibre, but the well-depths are less shallow. At
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distances a few-microns away from the mirror surface, the potential begins to plateau,
increasing the peak-to-trough energy difference Figure 2.14b,c).
Fig. 2.14 (a-c) Zoomed-in regions of the total potential (pink curve in Figure 2.13.
The potential is higher for a nanoparticle to move to the left than the right (positive
z-direction). This asymmetry reduces the closer the nanoparticle is to the mirrored
surface (at 70 µm). (d) Effective trapping potential of the nanoparticle across the
entire fibre separation distance. Nanoparticles near the mirror have a higher tendency
to be confined. Ripples in the red curve come from computation error in detecting
peaks and troughs in the top figures.
The nanoparticle trapping well depth increases from - 6.5 kBT near the fibre
facet, to -10.5 kBT near the mirror surface, where scattering effects are less dominant.
Even though the scattering processes on the nanoparticle are much more significant in
the mirror-fibre geometry, the trapping energies are enough to confine the nanoparticles.
The evaluated trapping potentials for both geometries concluded that 100 nm
Au-nanoparticle could be trapped using a total power of 100 mW with a separation
distance of 70 µm. Reducing the distance would result in even deeper trapping potential
wells.
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2.3 Materials and experimental methods
2.3.1 Interferometric optical setup
The trapping laser light was generated by a Titanium Sapphire (TiSa) laser system
(MSquared SolsTiS). Laser light in the 72 - 945 nm range was generated by the Tita-
nium doped Sapphire crystal pumped by an 18 W, 532 nm laser (Lighthouse Photonics
Sprout). The emitted beam had a narrow line-width (ca 50 kHz) and thus a long
coherence lengths (a few kilometres), making it ideal for interference experiments. The
TiSa had a closed-loop feedback via a wave-meter that could lock and tune the cavity
onto a single wavelength with four-decimal accuracy. Hence, any desired wavelength
within its emission range was maintained for long periods at a single wavelength. A
Faraday isolator was used to ensure that back-reflected laser light was not back-coupled
into the cavity, which would be detrimental to the laser’s stability. With the pump
laser set to 18 W, the TiSa produced approximately 3.5 W at 850 nm. A half-waveplate
and a polarising beam splitter (PBS) was used attenuate the power as a function of
the half-waveplate’s angle.
The laser was then split into a diagnostic- and measurement-paths via a beam
splitter (Figure 2.15). In the diagnostic path, the beam power, mode shape, and the
position was monitored using the beam transmission through an aperture, and on to a
power meter. The pump laser had a tendency to change pointing direction caused by
thermal instabilities, which consequently affected the mode and emitted power of the
near-infrared beam. Hence, any power drop measured through the aperture throughout
an experiment meant that the measurement path had to be re-referenced (>±5%).
This was achieved by tweaking the pump laser’s steering mirrors into the TiSa cavity
until the same power was measured through the diagnostic aperture.
A second beam splitter was used to divide the beam into two the arms used to
create an interferometric trap (Figure 2.15). Each arm was coupled into polarisation
maintaining fibres (PMF (PM-780HP)) via a plano-convex lens and two dielectric
steering mirrors. The fibres were stably held in place at the in coupling end by angled
physical contact connectors (Thorlabs). Light was coupled onto the slow-axis of the
PMF fibre, matching the laser polarisation. Coupling efficiencies of 55-60% were
achieved for each arm. The power emitted at the distal end of each arm was balanced
by adjusting the in-coupling mirrors. The outlet of the PM fibre was stripped bare
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from its plastic jacket and polymer coating, and cleaved using a fibre cleaver. The
bare fibres were held securely into a fibre rotators which allowed selectivity in the
polarisation of the emitted light. The fibres were rotated until maximum transmission
was achieved through a horizontal polarisation analyser. This orientation resulted in an
increased dipole emission scattering pattern from the nanoparticle, onto the detector,
which was positioned orthogonally (out of the page in Figure 2.15).
Fig. 2.15 Top-down view of the optical diagram used for creating interferometric
trapping of nanoparticles. Laser light from a TiSa (850 nm) was coupled with equal
transmission into two polarisation maintaining fibres (PMF), which were embedded
into a microfluidic block. Fibre rotators were used to align the output polarisation
between the fibres to the same axis (horizontal to maximise dipole emission into the
camera).
Three-axis translational stages were used in conjunction with the fibre rotators
to position the PM fibres into the microfluidic chip. The chip was used to hold and
align the fibres, and contained the sample solution. A glass slide was used to hold the
microfluidic device on a flat surface (van der Waals non-permanent adhesion). With
the fibres positioned into place and the sample solution pipetted on the chip, a coverslip
was then placed on top to provide flat imaging plane and restrict the evaporation of
the solution (Figure 2.16).
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Fig. 2.16 Side view of the microfluidics device and the fibres embedded into it. Imaging
optics are independent of the trapping optics. A solution of Au nanoparticles was
pipetted into the microfluidics chamber and then a coverslip was placed on top to prove
a flat imaging surface to image the motion of the nanoparticles in the interferometric
trap. The Navitar microscope had an effective magnification of 100x, and absorbing
neutral density filters were used to ensure the camera was not saturated by the scattered
light from the nanoparticles.
The light interaction with the nanoparticles was imaged using a Navitar upright
microscope. A long working distance objective (Mitutoyo 20x, 0.42 NA) was used
to collect the scattered light from the nanoparticles. The Navitar microscope also
had a zoom lens which provided an additional 5x magnification, yielding an effective
magnification of 100x for the whole system.
A CMOS 8-bit resolution monochrome camera with a quantum efficiency of 40%
at 850 nm, was used to capture the scattered light from the nanoparticle. A neutral
density filter (absorbing ND 4) was used to attenuate the milli-Watt nanoparticle
scattering down to a few micro-Watt, reducing it into the unsaturated range of the
camera. The gamma correction factor was set to 1 to ensure linear pixel intensity
response. The dynamic range of the pixels was maximised by manually setting the black
count level as low as possible without cutting the noise floor. The camera acquired
each frame row-by-row, hence reducing the number of pixel rows from the full 1280, to
just under 300, facilitated higher frame rates (>frames per second).
The light interaction with the nanoparticles was imaged using a Navitar upright
microscope. A long working distance objective (Mitutoyo 20x, 0.42 NA) was used
to collect the scattered light from the nanoparticles. The Navitar microscope also
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had a zoom lens which provided an additional 5x magnification, yielding an effective
magnification of 100x for the whole system.
A CMOS 8-bit resolution monochrome camera with a quantum efficiency of 40%
at 850 nm, was used to capture the scattered light from the nanoparticle. A neutral
density filter (absorbing ND 4) was used to attenuate the milli-Watt nanoparticle
scattering down to a few micro-Watt, reducing it into the unsaturated range of the
camera. The gamma correction factor was set to 1 to ensure linear pixel intensity
response. The dynamic range of the pixels was maximised by manually setting the black
count level as low as possible without cutting the noise floor. The camera acquired
each frame row-by-row, hence reducing the number of pixel rows from the full 1280, to
just under 300, facilitated higher frame rates (>frames per second).
2.3.2 Microfluidic devices
A key element in achieving interference was the relative alignment of the fibres, which
have 5 µm sized cores, and consequently required micron level positioning. The better
the alignment of the fibres, the stronger the trapping potentials, as demonstrated in
Section 2.2.3.1. Furthermore, the fibres needed to interface with the sample solution in
a controlled manner. Inspiration was taken from Gouk et al.’s and Kolb et al.’s experi-
mental geometry as it incorporated optical fibres with a fluidic chamber [41, 91]. The
microfluidic chip allowed easy integration of optics and fluidic with any conventional
microscope as it provided a stable platform for imaging.
Polydimethylsiloxane (PDMS) is often used for microfluidics due to its ease of
reproducible fabrication. PDMS starts in liquid form, meaning that it can take the
shape of a mould, and hardens to a flexible, non-brittle gel that is easy to handle and
cut. The fibre diameters have a tolerance of ±2 µm, hence the flexibility of PDMS
means that it can morph around the fibre to hold them securely in place. This meant
that an exact fit of the channel sizes for holding the fibre was not needed. PDMS is
inherently hydrophobic and therefore interacts very little with water-soluble samples.
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(a) (b)
Fig. 2.17 Microfluidic design for integrating optics and fluidic. Both designs aid fibre
alignment and have no inlets or outlets as the trapping of nanoparticles are studied
under zero net flow. (a) More PDMS material between the fluidic channels and the
fibre grove allowed for a stable aligned of the fibres but suffered from wetting issues.
(b) Wettable surface, but fibres were more misaligned about their central axis. This
configuration was more suited for the mirror-fibre interferometric trap as alignment
was less critical.
Two versions of fibre holding microfluidic devices were made, each with its advan-
tages and disadvantages (Figure 2.17). The devices were made using the protocol
outline in Appendix 5. Both designs have fluidic reservoirs and fibre holding trenches.
Each reservoir was designed to contain 0.5 µl of the sample solution. Inlet and outlet
ports were not needed as flow control was not required, and particle trapping was only
studied under Brownian motion (zero net flow). The fibre aligning grooves were made
to be 123 µm (2 µm smaller than the nominal fibre diameters) to ensure a tight fit
(water-sealed). Wedged openings were positioned at the entrance of each fibre holding
trench to make the initial fibre alignment, which is done by eye, more comfortable.
The first geometry (Figure 2.17a) had more supporting material around the fibres
and thus offered better fibre alignment. The extra supporting material meant that
the reservoirs had a to be positioned away from the fibre grooves and connected by
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an additional 200 µm channel. The channel did not consistently fill with fluid, due
to its narrow size and the hydrophobic property of PDMS. For the latter geometry
(Figure 2.17b, the reservoirs are directly connected to the fibre holder grooves, and
thus provided less supporting PDMS for fibre-alignment. The wider connecting area of
the reservoirs to the fibre holding channels resulted in reliable wetting of the central
region.
2.3.2.1 Embedding fibres in microfluidic channels
Translational stages were used to course align the fibres over the wedged opening of
the PDMS by eye. Then the fibres were lowered closer to the surface of the PDMS,
and the Navitar microscope was used to further check the alignment of the fibres with
respect to the groove. The fibres were pushed into the trenches with a set of tweezers.
Fig. 2.18 (a) PMF fibre embedded into design 1 of Figure 2.17a. (b) Opposing fibre
aligned using the translation stages and fibre rotator to overcome the friction between
the fibre and the PDMS walls. (c) Au coated fibres inserted into the PDMS fibre
trench of design 2 (Figure 2.17b). (d) The light delivering fibre aligned into the groove.
The large surface area of the Au mirror meant that alignment was less critical.
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Once the fibres were in place, the friction between the fibre and the PDMS wall
restricted the fibres from moving back and forth within the fibre grooves. This is
ordinary beneficial as it holds the fibre firmly in place. This friction was overcome
by using the fibre rotators to release the stress and thus allow the fibres to be moved
forwards and backwards until positioned at the desired location. This occasionally
buckled the PDMS but rotating the fibre in the opposite direction released the stress
on the PDMS. The fibres were then set back to their initial rotation orientation such
that the emitted light would be horizontally polarised.
Each fibre was positioned at a time (Figure 2.18). The correct position was deter-
mined when the top edge of both fibres are brought into focus (within the ca. 4 µm
depth of the focus).
The same fibre insertion procedure was used for both microfluidic designs, including
the mirrored fibres (Figure 2.18). Once aligned within the PDMS, the sample solution
was pipetted into fluidic chambers and a coverslip placed on top, which spread out the
fluid into the microchannels.
2.3.3 Creating and characterising micro-mirrors
Microfluidics integrated with fibre optics provides an essential platform to trap nanopar-
ticle. However, the alignment of the fibres such that the beam interfere is not possible
once the fibres are embedded. The use of a mirror much larger than the fibre core
meant that alignment was far less critical.
Currently, mirrors for microfluidic use are not easily sourced. The smallest com-
mercial mirrors are bigger than 5 mm2, which are far to large to incorporate with
microfluidics. Hence a custom-made mirror was created by a thin film coating of Au on
the fibre tips. Mirrored surface require surface flatness for specular reflection. When a
fibre was cleaved, a crack in the silica propagated along the fibre facet, separating it
into two parts. This created a flat surface suitable for thin film deposition to create a
mirrored surface.
Microfluidics integrated with fibre optics provides an easy to use platform for
nanoparticle trapping. However, the alignment of two opposing fibres can be cumber-
some. The use of a larger micro-mirror than the fibre core size meant that alignment
76 Microfluidic fibre based interferometric optical trap for nanoparticles
was far less critical. Currently, mirrors for microfluidic use are not easily sourced.
The smallest commercial mirrors are bigger than 5 mm2, which are far too large to
incorporate with microfluidics. Hence, a custom-made mirror was created by thin-film
coating on the fibre facet. Mirrored surfaces require surface flatness for specular
reflection. When optical fibres are cleaved, a crack in the silica propagated along the
fibre facet, separating it into two parts. This created a flat surface suitable for thin
film deposition.
Au is highly reflective in the near-infrared and is a metal that does not oxidise in the
presence of air and water. Fresnel equation for reflectance (RAu) used to determine
reflectivity of a Au thin-film deposited on fibre facet (Equation 2.8) [92].
RAu =
∣∣∣∣nm − nAunm + nAu
∣∣∣∣2 (2.8)
The reflectivity depends on the index of refraction between the water medium and
Au film. The incident angle was approximated to be normal to the Au-film’s surface.
For conservation of energy, the sum of reflected and transmitted contributions must
be equal to 1 (TAu = 1 − RAu). The transmitted wave either passes through the thin
Au layer or gets absorbed. This ratio depends on the film thickness. The penetration
depth relation (δp) determines the characteristic thickness whereby the amplitude of
any transmitted portion of the intensity is attenuated by 86% (1 − 1/e2 of the initial
intensity). The penetration depth is directly proportional to the imaginary part of the




Reflectance and penetration depth values were evaluated using Equations 2.8 - 2.9
for Au thin-films in the TiSa wavelength range (Figure 2.19).
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Fig. 2.19 Reflectance and penetration depth (calculated using Equations 2.8 - 2.9) for
a water-Au interface in the TiSa wavelength range. At the trapping wavelength the
reflectance was 96.9%, and intensity decayed to 86% of I0 (transmitted 3.1%) after
a distance of 9 nm. The high reflectance value meant that the large majority of the
incident light is back-reflected.
Reflectivity increased with longer wavelengths, while skin depth decreased. At the
trapping wavelength of 850 nm, 96.9% of incident light was back-reflected. Consequently,
3.1% is transmitted, of which, 86% was absorbed in the first 9 nm. Hence, for a beam
with a power 100 mW incident perpendicularly to the film surface of thickness 100 nm,
3 mW is absorbed and 97 mW is back reflected.
2.3.3.1 Protocol for fabricating mirrored-fibres
A PDMS fibre holder was made to keep fibres upright for deposition. The holder
had an array of 125 µm groves to hold fibres securely in place. The polymer coating
of the fibres was shaved off using a razor blade, and the deposition end of the fibre
cleaved. Each cleave was inspected using a microscope before being inserted into the
fibre holder. The holder was sandwiched between two glass slides, which were taped
together (Figure 2.20). This clamped the fibres in place and provided a flat base for
placement inside the deposition chamber.
A 10 nm layer of Cr was first deposited as an adhesion layer to bind the Au (100
nm) and the silica fibre facet (Deposition conducted by Dean Kos, Nanophotonics
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Centre, Cambridge). After the deposition, the fibres were kept in the PDMS holder
encase in a cover to keep away from dust.
(a) (b)
Fig. 2.20 (a) Image of several Au coated fibres in a PDMS holder used for thin-film
deposition. The top glass slide was removed, and individual mirrored-fibres were then
embedded into the microfluidic chip for interferometric trapping. (b) A schematic of
the Au mirrored fibres (multi-mode fibre with a large core). The Cr layer acts as an
adhesion layer between the silica and the Au. The mirrored fibre and the light-emitting
PM fibre were chosen to have the same diameter (125 µm) to ease alignment in the
microfluidic chip.
(a) (b)
Fig. 2.21 (a) Pre-deposition darkfield image of the multimode fibre with a flat surface
and no debris present as there was no scattering observed. (b) Post-deposition darkfield
image showing a few scattering particles either from dust or the deposition process. The
majority of the surface areais without scattering and offers a good reflecting surface.
The edges are more scattering, but these regions are not used to back-reflect light.
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The mirrored fibres were inspected using a dark field illumination to highlight
defects before use. There are scattering sites at the edges with a few speckled regions
randomly deposited on the face of the fibre (Figure 2.21b). However, the majority of
the Au deposited surface was unable as a micro-mirror to back-reflect the incident light
and induced interference.
2.3.4 Quantifying reflectance, interference and phase drift
A Michelson-interferometer was built to verify the presence of interference, determine
wavefront flatness, and to quantify the reflectance of the mirrored fibres.
Fig. 2.22 Michelson-interferometer optical setup to discern the wavefronts flatness
and their phase stability of the induced interference pattern. The emitted light from
the fibres are collimated, and interfered, before being incident on a camera. This
configuration was also used to test the reflectance (reusing a power meter) of the Au
mirrored fibres by substituting them in for PMF 2.
Light was coupled into the PM fibre as described in section 2.3.1. The light emerging
from the fibres were collimated using 10x objective, and the fibres were orientated to
output vertically polarised light. This light was then divided by a beam splitter, with
half of it being transmitted and the other half orthogonally reflected. The transmitted
light was back-reflected by a dielectric mirror, onto the beam splitter, and split again.
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The transmitted light emerging from the second fibre was then combined and interfered
with the reflected light of the first fibre. A beam sampler was used to attenuate 96% of
the emitted light from the fibres, onto a camera’s detector, allowing direct observation
of the interference pattern.
The same setup in Figure 2.22 was used to measure the reflectance of mirrored
fibre by substituting it in place of the second PM fibre and measuring the power of the
reflected beam from this path. The mirrored fibres had a nominal reflectance of 90%,
which is lower than the expected theoretical value of 97%. The measured reflectance
value takes into account the respective losses of the other optical components.
2.3.5 Nanoparticle characterisation and preparation
In order to observe optical trapping and make comparisons between measurements and
theory, it is imperative that the nanoparticle samples were similar to their theoretical
behaviour as outline in Section 2.2.1. Optical spectroscopy was performed to ascertain
the quality of the nanoparticles, its concentration, and size distribution.
The 100 nm diameter colloidal Au nanoparticle (BBI Solutions) was suspended in
water and had an 8% size distribution. They were specified to have an optical density
(OD) 1 per cm at the resonant wavelength, which corresponded to a concentration
of 5.6×109 particle per ml. Nanoparticle aggregation was inhibited through charge
stabilisation mediated by citrate molecules on the Au-surface. The nanoparticles
tended to sediment (over several hours) due to their larger size. Hence, the solution
was vortexed for 30 s before use to re-disperse them.
A spectrometer (Ocean Optics USB2000) and a halogen lamp was used to charac-











here A is the absorbance of the sample, l is the optical path length, and N1/ml is the
number of particles per ml. The signal measured from the sample (Isig) was referenced
to the transmitted intensity per wavelength of the light source (Iref ). The background
noise level of the spectrometer in the presence of no light (Ibkg) was subtracted from
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both the sample- and the reference signal, to obtain the OD of the sample. It is
evident from Equation 2.10 that the measured OD is proportional to the extinction
cross-section of the particle and its concentration.
An OD of 0.73 (at 571 nm) was measured for the 100 nm particles referenced
to water a using Quartz cuvette with an optical path length of 1 cm (Figure 2.23
left). This was 0.3 OD lower than specified by the manufacturer, which maybe due to
pipetting errors and loss of some nanoparticles adhering to bottom of its native storage
bottle.
Fig. 2.23 (a) Optical spectrum of the 100 nm diameter nanoparticles referenced with
the light source and background subtracted. This was taken using a Quartz cuvette
with an optical path length of 1 cm. The measured OD per cm was 0.3 OD lower
than the manufacturer’s specification. (b) Measured spectrum normalised to the
theoretical extinction cross-section for comparison. The measured spectrum has a
wider distribution around the peak, originating from the ±8% size distribution specified
by the manufacturer. As a consequence, there is likely to be higher scattering present
at the trapping wavelength than theoretically expected.
The measured spectra were normalised to the theoretical extinction cross-section
for comparison. The resonant wavelength for both theory and measurement were an
exact match. However, the measured spectra were more broad, owing to the more
extensive actual nanoparticles size distribution (Figure 2.23 right). At the trapping
wavelength of 850 nm, the shape of the measured curve begins to flatten out, similar
the theoretical curve, but at a higher value. This resulted in an increased scattering
(due to the scattering processes being dominate for this wavelength region) of the light
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into the detector from the larger-sized particles present in the sample.
2.3.5.1 Nanoparticle hydrodynamic radius
The nanoparticles have a physical size, but due to its citrate charge stabilisation, its
effective size will is bigger in the presence of a fluidic environment where ions are
present. The citrate molecules attached to the Au-surface are negatively charged
and attract positive ions. This double layer gathers more ions until the electrostatic
potential away from the particle’s surface reaches the potential of the medium. At a
distance away from the particle’s centre where ions can be freely gathered and lost into
the medium, known as the slipping plane, is defined as the hydrodynamic radius (rh)
[93]. This is the effective radius of the particle in the sample solution and was measured
using dynamic light scattering. Assuming that the particle is spherical, the ensemble




where ηw and T is the temperature dependent viscosity of water and temperature,
respectively [94]. The hydrodynamic radius of the 100 nm Au-particles were measured
using the back-scattered light at 21 ◦C (approximate temperature of the medium during
the trapping experiments). A series of measurement sets were taken to accumulate
the size distribution statistics. A single peak was detected and fitted to a Gaussian to
determine size variance and mean hydrodynamic radius (Figure 2.24).
A mean hydrodynamic radius of 82 ± 20 nm was calculated from Gaussian fitting.
The presence of the single peak and small standard deviation indicates that the
particles have not aggregated due to its charge stabilisation. The corresponding
ensemble diffusion coefficient was quantified to 2.6 ± 0.6 µm/s2 using Equation 2.11.
2.3.6 Determining diffusion metrics from particle tracking
As seen in Section 2.2.4, a multitude of possible trapping sites generated by the
interferometric trap. Conventional back focal plane interferometry techniques of
determining optical trapping force are unsuitable as it only probes the motion of one
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Fig. 2.24 The hydrodynamic radius of 100 nm (diameter) nanoparticles were measured
using a Malvern Zetasizer, with the cuvette temperature set to 21◦C. A Gaussian was
fitted to the measured values to discern the mean and deviation.
nanoparticle. In this work, particle movement between the fibres was recorded using a
near-infrared camera. Hence, the trajectory and its corresponding diffusion metrics
for each particle in the recorded videos were obtained using particle tracking. The
measured diffusion data was used to quantify the trapping effects on the particles under
different trapping conditions.
Fig. 2.25 Particle tracking protocol.
The overarching protocol of measuring particle motion from video frames regardless
of the particle localisation method or the programming language used, is outlined in
Figure 2.25. In this case, Python was used to convert the video files into arrays using
the PyAv package. For each frame of the video, particle locations were determined,
after which, trajectories were formed by linking particles across successive frames. The
displacement for each particle was then calculated, from which the ensemble diffusion
was obtained.
The critical aspect of obtaining accurate diffusion metrics relies on the image
analysis method used. There are a variety of techniques for obtaining particle locations
per frame and linking the particles, as outline in Chenouard et al.’s work [95]. Two
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widely-used approaches to pinpoint bright spots against a dark background in Python
are the Crocker and Grier (CG) and the Laplacian of Gaussian (LoG) methods [96, 97].
2.3.6.1 Particle localisation methods
The Trackpy package implemented the CG method in Python [98]. Firstly, images
were preprocessed by convolution with a Gaussian kernel of 1 σ (set as a constant)
to remove high-frequency intensity variations, followed by a rolling average window
to inhibit low-frequency noise. The processed images were then detected for peaks
given a separation distance of 2R + 1, where R is the user-defined particle radius in
pixels. The peaks are detected using a grey-scale dilation operation where all pixels
within a given window are replaced by the brightest pixel. The resulting image is then
compared to the original and peaks are located where pixel values are equal between
the images. Peaks were also detected in the noisy regions of the image. These spurious
points were negated by integrating the brightness up to a distance R for each peak,
and then eliminating peaks below the 64-th percentile. Finally, the identified position
was refined by calculating the intensity weighting centroids. The refinement step can
localise spots with sub-pixel accuracy.
The LoG is a size-invariant method of spot detection and was implemented by the
scikit-image package of Python. Particle locations and sizes were obtained through
the convolution of a Laplacian of Gaussian kernel (g(x, yσ)) with the original image
(I(x,y)), as described in Equation 2.12 [97, 99].














 ∗ I(x, y) (2.12)
Snorm = −∇2g(x, y, σi)σ2i ∗ I(x, y) (2.13)
The convolution step was repeated for a series of Gaussian widths (σi) (Equation
2.13 to ensure adequate selectively in particle size-distribution (illustrated in Figure
2.26). The LoG kernel was then multiplied by the square of the i-th σ to normalise
the response of the convolution step. The series of convolved images were stacked in a
3D array (Snorm) with each level representing the ith sigma LoG convolution. Peaks
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were detected from the stack, returning particle positions and its corresponding size.
Taking inspiration from the CG method, particle positions were refined by determining
the intensity weighted centroid for each particle and thus facilitated scale-invariant
sub-pixel nanoparticle localisation.
Fig. 2.26 (a) A test blob with a Gaussian intensity profile (in 2D), and a width of
7 pixels was created. (b-e) The test image was the convolved with a LoG kernel of
varying width. When the tested LoG kernel matched with the size of the test blob, the
yielded imaged (d) had the highest intensity relative to other kernel size trials (b,c,e).
Peak detection was then performed on images to localise the blob’s position.
The LoG localisation process was tested using a two-dimensional Gaussian spot at
the centre of a black background and with a width of 7 pixels (Figure 2.26a constructed
by 2D Gaussians using Equations 5-8 in reference [100]). This phantom image was
then convolved with a series of LoGs with varying σ (as described in Equation 2.13).
For σ values below 7 pixels, the LoG convolved image had identified a blob at the
centre with a low brightness(Figures 2.26b and 2.26c ). When the trial σ was 7 pixels,
the resultant image is the brightest amongst the tested σ-range due to the response of
the convolution being maximal. For σ values higher than 7 pixels, the blob is smeared
out and had a lower intensity. Hence, convolution with a LoG kernel inherently filters
by size. This property of LoG localisation allowed spots with intensities near the noise
floor to be detected, as shown in Figure 2.27).
An array of Gaussian blobs with a width of 7 pixels were generated and added to
a dark-counts image of the camera. The dark counts represented the inhomogeneous
noise floor present in the data (Figure 2.27a and b). The amplitude of the Gaussian
peaks were set to be a few grey pixel values above the noise floor to test the limit of
detection capabilities of the LoG localisation method. The resulting LoG convolution
with a σ value of 7 pixels recovered spot locations from the low signal-to-noise ratio
image (Figure 2.27c). However, the symmetry of the original spots were lost as the
resulting blob shapes are skewed relative to the noise present around it.
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Fig. 2.27 Showing the detection capability of the LoG method, which was sensitive
enough to detect particles with peak brightness comparable to the noise floor. (a)
Generated array of Gaussian particles with the same size, evenly spaced along the
horizontal axis. Their amplitudes were set to be a few pixel values higher than the
noise floor (dark counts) of the imaging camera. (b) The Inhomogenous dark counts
from the imaging camera (no laser beam but room lights on) was used to represent the
noise floor, on top of which an array of blobs were digitally synthesised. The generated
blobs are dominated by noise and lose most of their Gaussian shape. This imaged
acted as the test image, from which the LoG localisation method was used to find the
particle’s location. (c) Result of the LoG convolution with the same kernel size as the
blobs (7 pixels). The LoG process increased the contrast between the blobs and the
background, albeit they are no longer symmetrical. Peak detection was then conducted
on this imaged to localise the blobs positions.
Both the CG, and LoG method with the additional localisation refinement step,
were capable of sub-pixel spot detection against a dark background. The CG method
was computationally less expensive than the LoG but required active thresholding
for each frame to minimise spurious peak detection. A series random Gaussian spots
were generated with random widths (between 5 pixels and 15 pixels), to assess the
performance of each localisation technique. The central position of each blob was
randomly off set by ±0.1 - 0.9 pixels (sub-pixel displacement) to discern if the methods
were capable of localising particles with sub-pixel accuracy. Smaller sized spots were
scaled to be brighter, and therefore more intense, to emulate them being in focus
(Figure 2.28). The intensity distribution of the spots were scaled to match the range of
the acquired datasets. The CG and LoG localisation methods were then used to find
the centres of the generated spots.
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Fig. 2.28 Comparison of the particle tracking methods for a phantom dataset. Randomly
generated blobs with sub-pixel positions and various sizes were created. The signal-
to-noise ratio approximately reflected the measured data (Figure 2.29). The LoG
method was better at finding the nanoparticles as it had a lower localisation error (the
difference between the known and detected location).
The identified spot positions from both methods were then compared against the
known generated positions. The LoG approach had a root-means-squared (RMS) error
of 0.3 pixels (16 nm, 1 pixel is 52 nm), which was much lower than CG RMS error of
0.4 - 1.2 pixels (20 - 42 nm), which was dependent on the value of R. The majority of
the error originated from the larger sized spots, as can be seen in Figure 2.28. Due to
its superior accuracy over the CG approach, the LoG method was used to locate the
particles for each video frame of the acquired dataset with a search size range between
5 and 20 pixels.
2.3.6.2 Particle locations to trajectories
With the particle locations determined for each frame of the datasets, they then had to
be linked between consecutive frames to form trajectories. Conceptually, a particle in
the first frame can be linked to every particle in the next frame. However, the system
under investigation does not have any net flow and particles are randomly diffusing
in a fluidic environment meaning that they undergo limited displacement in the time
taken to capture two video frames. This prior information about the system reduces
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the number of permutations of particle affiliation across several successive frames. This
approach was outlined by Crocker and Grier and implemented in Trackpy [96, 98].
Fig. 2.29 LoG detected particle trajectories for the two opposing fibre geometry using
a total power of 150 mW. The frame number is written in the bottom right corner, and
the detected particle number is written to the right of its location for a given frame. It
can be seen from the particle number count that several thousand individual trajectories
have been identified with longer lasting tracks towards the middle of the image. Each
frame shown spans approximately 11 µm vertically, and 70 µm horizontally.
Particles locations between sequential frames were connected to form trajectories
if its incremental displacement was less than or equal to a user-defined maximal dis-
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placement (dmax). It was essential to select a reasonable dmax value to merge particle
locations. Small values led to broken tracks, with particles lasting only a few frames,
while a large dmax values resulted in the trajectory of several particles intermixing
when the original particle had left the depth of focus. Given that the time difference
between two frames are in the order of a few milliseconds, particles were unlike to
diffuse more than their apparent point-spread size within this time frame. Hence, the
mean detected size from the LoG localisation step for all frames and particles was set
to dmax. Inspection of the trajectories overlaid on top of the original video frames did
indeed confirm that this was a justifiable approximation (Figure 2.29).
Only the scattered light from the nanoparticles was detected by the camera. Hence,
only particles outside the ’cone of light’ emerging from the opposing fibres were detected.
The majority of the particles lasted only a few frames before they left the depth of
focus or the area of illumination. The central region between the fibres had the most
extended trajectories because of the larger illumination area. The trajectory of the
longest existing particle (trajectory number 22684) is shown in Figure 2.29. This
particular particle remained in few for 728 frames. In that time, many other particles
entered and left the illumination area and depth of focus.
Upon comparison of Figure 2.29 and Figure 2.9, the interference bands are tilted,
which yielded tilted particle trajectories relative to the vertical. To disentangle the
motion of the particles in the x- and y-direction independently, a coordinate transfor-
mation was performed to rotate the trajectories such that they were parallel with the









Here θ is the anti-clockwise rotation angle in radians, and x′ and y′ are the
original unrotated coordinates for a particle in a given frame. Alternatively, an image
rotation can be performed, but this can alter the shape of the particle due to the pixel
interpolation used in this process. A 4◦ anti-clockwise rotation was performed on every
detected particle location, after which, their positions were linked to form trajectories.
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2.3.6.3 Particle diffusion and displacement from trajectories
The evolution of particle trajectories with time is an indicator of its motion in confined
or non-confined environments. The position of a freely diffusing particle in an unbound
one-dimensional space is described by a Gaussian probability density function (P(x,t),
Equation 2.15), with a width scaled by the diffusion coefficient (Dx) of the particle
which increases with time (t) [101]. By integrating the probably density function across
all space, the particle’s mean square displacement (⟨x2⟩) is determined, and scales
linearly with time (Equation 2.16).
















When particles diffuse in a confined environment, such as the potentials created
by an interferometric trap, the Gaussian probability density function is no longer an
accurate description of the particle’s position at a given time [102]. Consequently,
the linear scaling of time with MSD is no longer upheld due to the limited motion of
the particles. Instead, MSD scales as a power-law of time, known as the anomalous
factor (γx), which describes the confined motion or the presence of an external force
that transports the particle beyond its inherent velocity (Equation 2.17) [102]. For
0 < γ < 1, the motion is sub-diffusive, and for 1 > γ > 2 particles are super-diffusive.
In this way, nanoparticle confinement was quantified by determining the diffusion





For every particle trajectory, the displacement was calculated in the x- and y-
directions relative to the initial position (Equation 2.18). This yielded a list of
displacements for each particle as a function of time, with an epoch (∆ti), set by
the videos frame rate. From this list, the MSD was calculated for the N -number of
particles that existed for a given epoch (Equation 2.19). The MSD error at each epoch
2.4 Interferometric optical trapping results 91
was determined by the standard deviation of the displacement-squared, divided by the
square-root of the number of particle in that epoch.







(xn(∆ti) − xn(0))2 (2.19)
With the MSDs known as a function of time, Equation 2.17 was used to obtain the
values of D and γ for both directions using the least-squares fitting method. The fit is
forced to start at the origin to ensure that the returned parameters were physical.
2.4 Interferometric optical trapping results
2.4.1 Interference phase stability and wavefront distortion
measurements
The interference of light generated potential wells that confined the nanoparticle’s
motion. In order to examine how nanoparticle diffusion was affected, the generated
potentials were static over the observation period (before the particle left the trap),
which was typically in the order of a few hundred milliseconds. If the potentials
were non-static, the observed particle movement was affected by the shifting potential
positions. The phase shift of the interfered light was quantified to determined the drift
of the periodic potentials over a 10 seconds period.
Interference of the laser light was obtained by splitting a single source into two,
coupling them into PM-fibres, and imaging the emitted light onto a camera (Figure
2.22). The images of the two paths on the camera were then overlapped, aligning the
paths of each arm and interfering the two beams (Figure 2.30a). A small subset of
camera pixels were selected to boost the frame rate to 1,370 frame per second and
thus increase the time resolution of the phase drift (Figure 2.30b). For each frame of
the acquired high-frame-rate video, the columns were summed and normalised to the
brightest value within that frame (Figure 2.30c). The phase of the normalised column
values was then tracked over time (Figure 2.31).
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Fig. 2.30 (a) Interference pattern of the overlapped light emitted from the polarisation
maintaining fibres (see Figure 2.22). The fringes have a small curvature, which suggests
that wavefront distortion was negligible. (b) A small pixel region was scanned to
increase the frame rate of the camera and better temporally resolve phase drift. (c)
The image in b is vertically summed to increase the signal-to-noise-ratio. The emerging
interference pattern appeared, albeit it was somewhat quantised.
Fig. 2.31 (a) Relative phase change of the interference pattern as a function of time.
There were slow and fast phase change components. Maximal phase change of ±π
can occur over 250 ms. (b) Fourier analysis of the phase change in a. Some of the
identified frequencies were likely to be harmonics. The higher frequency components
were possible due to the video encoding.
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The largest and most probable phase instability could arise from any stress or
movement of the PM-fibres. Hence, the fibres were taped down on the optical table
and the room itself was temperature- and humidity-controlled. Over a duration of 10
seconds, a maximal phase shift of ±π was observed (Figure 2.31a). The phase variation
over time has slow and fast components, which were quantified by a Fourier transform
(Figure 2.31b). Three key frequency components of 4 Hz, 168 Hz, and 340 Hz were
identified from the Fourier analysis. Hence, a maximal phase change of ±π could occur
in 250 ms (4 Hz), which corresponded to the minimum or maximum of the potential
wells shifting by 159 nm (∆φλ/4πnm). The higher frequency phase fluctuations were
small in magnitude, and likely originated from video encoding or camera noise.
2.4.1.1 Wavefront distortion from mirrored-fibre
Phase fluctuations for the mirrored-fibre geometry could not be present in the inter-
ference pattern. However, the back-reflected light from the mirrored surface could
have been distorted due to its small physical curvature. To observe that the mirrored
fibres did indeed self interfere, the second PM-fibre in Figure 2.22 was replaced by a
Au-mirrored fibre. An image of both the light emitted from the PM fibre core and
the light reflected by mirrored-fibre’s surface formed on the camera. The beam from
the PM-fibre was scanned across the mirrored-fibre’s facet to determine wavefront
distortion at various positions (Figure 2.32).
Fig. 2.32 Dashed-black line mark the edge of the mirrored-fibre. (a) The left spot was
the light emitted from the fibre, and the right spot light reflected from the mirrored-
fibre. They did not overlap and no interference pattern was observed. (b) Circular
interference fringes with little wavefront distortion when the beams overlapped. (c)
Wavefront distortion at the edge of mirrored fibre due to edged effects in the Au
deposition process.
As expected, no interference was observed when the beams did not overlap (Figure
2.32a). With the PM fibre positioned at the centre of the mirrored-fibre, approximately
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uniform circular interference fringes were present, meaning that the back reflected light
had little wavefront distortion (Figure 2.32b). When PM-fibre beam was positioned at
the boundary, interference was still observed (Figure 2.32c), but the wavefronts were
visibly distorted. Darkfield images of the mirrored fibre showed defects at the edges,
which were responsible for the distortion.
Au-coated fibre facets did indeed act as a mirror, the central region back reflected
approximately 90% of the incident light and did not significantly distort the wavefronts.
Critically, the use of mirror to create a stand wave eliminated phase instabilities.
2.4.2 Radiation pressure from single Gaussian beams
With the fibres embedded into the PDMS holder (separated by a distance ∼ 66 µm)
and the sample solution of 100 nm Au-nanoparticles pipetted into the PDMS reservoirs,
the scattering force exerted on the particles from a single beam was investigated in the
first instance. This was done by blocking the in-coupling light of one PM-fibre, and
then tracking the motion of nanoparticles as they were pushed along in the direction
of laser propagation of the remaining PM-fibre. Each fibre independently emitted
115 mW (Ptot), meaning that the nanoparticles felt a strong scattering force in the
axial direction and a weak gradient force in the radial direction near the fibre facet
(superimposed particle trajectories shown in Figure 2.33).
By inspection of Figure 2.33, the length of the trajectories were longer in the
x-direction compared to the y-direction, meaning that the displacement was larger
in x-direction. There was a net forward motion relative to the laser propagation, as
expected from the strong scattering force in that direction.
The scattered light from the nanoparticles onto the camera meant that the particle
trajectories traced the beam waist and position of the light emitted from each fibre.
Over a distance of 66 µm, the beam expanded from a size of 5.3 µm (diameter) to 13
µm. The fibre misalignment was determined by drawing a horizontal line at the centre
position of each beam’s trajectory and measuring the separation distance between each
line. An approximate misalignment of 3 µm was present between the PM-fibre cores.
This was expected given the tolerance of the fibre sizes by the manufacturer (ca. 2 µm),
and the tolerance of the fabrication process for the microfluidic chips. It should be
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noted that fibre was from the same spool and would therfore have comparable tolerances.
Fig. 2.33 Tracked nanoparticle trajectories due to the scattering force from each inde-
pendently emitting fibre with a power of 115 mW. The displacements were larger in the
x-direction relative to y-direction due to the photopheresis. The trajectories essentially
mapped out the intensity of the light emitted from each fibre. Nanoparticles near the
central axis of each fibre would therefore have a higher velocity. The misalignment
between the central axis of the two fibres was evident as the majority of the orange
and blue trajectories do not overlap. This was expected since the simulated scattering
force for this geometry (Figure 2.9) showed the same behaviour.
The motion of particles being propelled along by the radiation pressure was quanti-
fied by MSD analysis. The displacement-squared of each particle for each beam was
determined and merged together, from which, the MSD was determined.
Particle trajectories did not last more than 700 ms due to the strong scattering
force present (Figure 2.34). The majority of tracks in the x-direction had MSDx in
excess of 1000 µm2/sγx . The fitted MSDx curve had small residuals and represented
well the measured MSDx values. In the y-direction, there was a greater distribution
of individual particle displacement values. There were several trajectories in which the
particle returned to its starting point on its random walk. The fitted curves for the
MSD values in both directions were reported in Table 2.1.
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(a) MSDx (b) MSDy
Fig. 2.34 Mean squared displacements for trajectories in Figure 2.33. The purple lines
show the individual particle displacements as a function of increasing epochs. (a)
The mean square displacement in the x-direction scaled quadratically with time as
the nanoparticles were undergoing photophoretic migration, obtained from fitting to
the anomalous diffusion (Equation 2.17). (b) The individual particle displacements
were widely varying due to the presence of Brownian motion. The obtained diffusion
coefficient from fitting (Table 2.1) matched the DLS value. Note that the y-axis is in
log scale.
The MSDy was Brownian-like as the epoch (∆t) exponent was 1 within the reported
error. However, the mean exponent value suggests small confinement is present, which
was expected in the radial direction of the gradient force. The diffusion coefficient
value of 2.1 ±0.1 µm/sγy was similar to the measured ensemble value using DLS (2.6
±0.6 µm2/s).
Ptot (mW) Dx (µm2/sγx) γx Dy (µm2/sγy) γy RD
115 1198 ± 10 2.0 ± 0.1 2.1 ± 0.1 0.9 ± 0.1 599
Table 2.1 MSD least-squares fit (to Equation 2.17) values for single beam trajectories
where interference was not present and particles experience a strong scattering force.
An RD value less than 1 constituted nanoparticle confinement, whilst RD > 1 means
nanoparticles were diffusing faster than Brownian motion.
The x-direction motion of nanoparticle was super-diffusive due its high γx value
of 2 ± 0.1 and its corresponding Dx value. This essentially meant that the temporal
displacement of the nanoparticles, which were usually linear in the presence of Brown-
ian motion, scaled quadratically since the scattering force acted as a transportation
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mechanism for the nanoparticles. The nanoparticle still experienced Brownian motion
in all directions.
A comparison of the diffusion coefficient values was made between the x- and
y-directions in the form of a ratio (RD = Dx/Dy). In the presence of a single laser
beam, the nanoparticles had an increased diffusion by 599 times in the x-direction,
compared to the y-direction. RD was only a relative indication of the diffusion between
different axis, and it should be noted that units did not match due to the different ∆t
scaling.
2.4.3 Diffusion characteristics of optically confined nanopar-
ticles in tilted potential
In contrast to the previous section, light from both PM-fibres was simultaneously
allowed to emit along the same polarisation (horizontal) to create an interference
pattern where the motion of nanoparticles became confined. Three video sets were
taken for low (70 mW ), medium (150 mW ) and high (230 mW ) powers (total) to
investigate nanoparticle trapping within varying potentials depths in both directions.
The localised nanoparticle positions and trajectories were then combined for each power
set to statically improve MSD analysis.
For a total power of 70 mW, the trajectorieswere similar to the single beam case
discussed in the previous section, which were longer in the x-direction (Figure 2.35a).
This was especially the case for regions ± 4 µm radially away from fibre cores, where the
well-depths were expected to be less than 1 kBT . Around the mid-separation distance
between the fibres, there appeared to be a few longer trajectories in the y-direction
relative to the x-direction, indicating possible nanoparticle confinement. The presence
of the two opposing beams yielded a reduced net scattering force experienced by the
nanoparticle. Overall, this was likely to be a net forward motion in the direction of the
dominating Poynting vector relative to the nanoparticle’s position between the beams.
Particle trajectories were interweaved with each other and there was no clear particle
confinement at this power.
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Fig. 2.35 Detected nanoparticle trajectories and their altered motion due to the presence
of the optical interferometric trap. Each trajectory is plotted in a different colour. All
the trajectories from three-independent datasets for each laser power are shown. (a)
Some nanoparticles weakly confined. Scattering force dominated and nanoparticles
did not stay trapped. (b-c) Trajectories were longer in the y-direction owing to the
confined motion of the nanoparticles in the x-direction.
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Increasing the total power to 150 mW resulted in banded and narrow nanoparticle
trajectories in the y-direction, as a result of confinement. This was especially evident
for the mid-separation distance between the fibres (Figure 2.35b). Trajectories away
from the central radial axis were slightly longer in the x-direction, owing to the shal-
lower potential wells in these regions. Further increasing the total power to 230 mW
consequently produced clear segmented regions where nanoparticle trajectories existed
across the entire fibre-separation gap (Figure 2.35c). Trajectories were more striated in
the y-direction at the halfway point between the fibres compared to the edges. Overall,
the trajectories were significantly longer in the y-direction relative to the x-direction.
Nanoparticle tracks detected at the extremities of the cone of light exhibited hopping
between different potential wells.
MSD analysis was performed on the detected trajectories of Figure 2.35 to quantify
the altered motion of the nanoparticles due to the optical confinement at different
powers (Figure 2.36). The fitted parameters for all the powers in both direction were
tabulated in Table 2.2.
The scattering force was still dominating for a total power of 70 mW since the value
of γx was greater than 1, and the diffusion coefficient (Dx) was bigger than Dy (for the
same power) and the values measured by DLS (Figure 2.36a, Table 2.2). Whilst Figure
2.35a shows some trajectories being longer in the y-direction (indication confinement
in the x-direction), the MSD analysis in the x-direction suggests that even on short
time scales, there was little to no confinement, since the MSDx smoothly increased
with time (Figure 2.36a). The MSDy values (Figure 2.36a) yielded diffusion coefficient
similar to measured DLS values, suggesting no (or very little) altered motion of the
nanoparticle by the radial gradient force.
A large reduction in the value of γx and Dy was obtained through fitting the MSDx
curve for a power of 150 mW (Table 2.2), confirming the confined motion of the
nanoparticles in the x-direction (Figure 2.36c). Inspection of the measured MSDx
(orange curve in Figure 2.36c) showed a kink at 0.7 s, with an increased slop thereafter.
This suggests that nanoparticles were trapped for approximately 0.7 s on average before
escaping. Confinement was also present in the y-direction since the value of γy was
now below 1 (Figure 2.36d, Table 2.2). Further reduction of γx and γy was measured
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Fig. 2.36 MSD analysis of the particle trajectories in Figure 2.35. MSD values were
obtained for a window size 1 s. The purple line shows squared displacement for
individual trajectories. The MSD values were determined from the mean of squared
displacement across every epoch (∆t). Error for each epoch as the ratio of the MSD
and square-root of the number of observation for each epoch (MSD(∆ti)/
√
N(∆ti)).
Left column: all MSDx values, right: MSDy (a) Scattering force accelerating particle,
little to no confinement of nanoparticles. (b) Radial gradient force was weak and the
motion of nanoparticles was Brownian. (c) Nanoparticles confined in the x-direction
for an average of ca. 0.7 s. (d) Radial gradient force was significant, and drawing
nanoparticles towards the central region (confinement factor (γy) was less than 1. (e)
Nanoparticles remained confined for the entire analysis window. (f) Radial confinement
of nanoparticle further increased due to an even greater reduction in the confinement
factor compared a total power of 150 mW. Fitted values were reported in Table 2.2.
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for powers of 230 mW (Figure 2.36e-f, Table 2.2). The measured MSDx values stayed
constant, meaning that the nanoparticles remained in the trap for at least 1 s.
Ptot (mW ) Dx (µm2/sγx) γx Dy (µm2/sγy) γy RD
70 4.3 ± 0.2 1.12 ± 0.01 2.5 ± 0.1 0.92 ± 0.1 1.72
150 0.076 ± 0.002 0.25 ± 0.01 1.7 ± 0.1 0.70 ± 0.1 0.04
230 0.044 ± 0.001 0.13 ± 0.01 1.5 ± 0.1 0.65 ± 0.1 0.01
Table 2.2 Fitted MSD values from Figure 2.36.
The simulated trapping potentials were symmetric about the mid-separation distance
between the fibres (Figure 2.12). The trapping potentials were about -9 kBT at the
edges of the fibre, and increased to -13 kBT at the central separation distance (for
a total beam power of 200 mW ). Hence the trapping potential increased by about
45% from the edge to the mid-way point. To discern if the acquired dataset followed
the same trend, nanoparticle trajectories for the 230 mW power set were binned in
sizes of 13.2 µm (5 bins) along the x-direction. MSD analysis along the x-direction
was performed to determine how the confinement factor and the diffusion coefficient
changed as a function of axial distance (Figure 2.37).
Both γx and Dx reduced at the mid-separation distance between the fibres, meaning
that nanoparticles were more centrally confined than near the fibre facets, which was
Fig. 2.37 The trajectories of the 230 mW dataset were axially binned. For each
bin, MSD analysis was performed. Nanoparticles were more confined at the central
separation distance between the fibre and than the edges, which was in agreement with
the simulated symmetric potential of the nanoparticles (Figure 2.12). Diffusion and
confinement factor were higher on the right side relative to the left, which may be a
result of the slight power imbalance between the two fibres.
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in agreement with the simulated results (Figure 2.12). The confinement factor reduced
by approximately 0.5 (near the fibre facets) to 0.18 at the central separation distance,
and Dy decreased by a factor of 3. There was also a slight asymmetry between the left
and right side of the γx, Dx values, which may have been a result of a power imbalance
between the two fibres.
2.4.4 Self-interfering optical trap
The Au micro-mirror with an opposing single fibre geometry (Figure 2.18d) was used
to back reflect the incident light and create an interference pattern for nanoparticle
trapping. The laser emitting fibre was positioned approximately at the same separation
distance as the two opposing fibre geometries (ca. 65-70 µm). A total laser power of
115 mW was then used to confine nanoparticles in the stand wave trap (Figure 2.38).
Fig. 2.38 Detected nanoparticle trajectories in the fibre-and micro-mirror geometry
where the beam underwent self interference, creating an array of optical potential wells.
The laser light from a single PM fibre emerged from the left, and the micro-mirror
(Au coated fibre) was placed on the right. Only one dataset (5000 frames with several
hundred trajectories) was taken for this configuration. Fewer trajectories were detected
near the mirrored surface. The width of the striated tracks decreased in the x-direction
towards the mirror surface. This was due to the increase potential well depth mediated
by the reduction of the scattering force.
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Long trajectories were detected in the y-direction owing to the confined mobility of
the nanoparticles in the x-directions. The width of the tracks in the x-direction became
narrower towards the mirrored surface, due to deeper effective potentials arising from
the diminishing scattering force in the forward propagating component of the beam.
This behaviour was in accordance with the simulated potentials for this geometry
(Figure 2.14). MSD analysis was conducted on the detected nanoparticle trajectories of
Figure 2.38 to quantify the confinement factor and its corresponding diffusion coefficient
for both directions (Figure 2.39).
(a) (b)
Fig. 2.39 MSD analysis of the nanoparticle trajectories in Figure 2.38. (a) MSDx
measured values and fitting. The measured values had a slightly negative slope
suggesting more stable confinement with increasing time spent in the trap. This may
have been a result of the nanoparticles being pushed into deeper potential wells by the
forward scattering force. (b) MSDy measured values and its correspondence fit. All
fitting values were reported in Table 2.3.
The majority of the detected particle trajectories lasted less than 0.2 s before they
left the depth of focus of the illumination area. The measured value for the MSDx
had a negative slope suggesting that the nanoparticles became more confined with
increasing time spent in the trap (Figure 2.39a). Despite the lower power used in this
geometry, the confinement and diffusion coefficient was lower than the opposing fibre
geometry for a power of 230 mW (Table 2.2). This was a direct consequence of the
phase stability of the self interfering beam. Nanoparticle confinement was also present
in the y-direction as the γy fitting value obtained from the measured MSDy had a
values of 0.7 (Figure 2.39b, Table 2.3).
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Ptot (mW ) Dx (µm2/sγx) γx Dy (µm2/sγy) γy RD
115 0.025 ± 0.001 0.07 ± 0.01 2.0 ± 0.1 0.7 ± 0.1 0.04
Table 2.3 Fitted MSD values from Figure 2.39 .
2.5 Summary
In the present study, an array of trapping locations is created (ca. 200 potentials in
axial direction) using interference of light facilitating multiplexed nanoparticle confine-
ment analysis without micro- or, nano-fabrication (plasmonic structures, micro-lenses,
tapered fibres), or the use of specialised optical elements such as spatial light modu-
lator and digital micro-mirror devices. The optical set-up is judiciously kept simple
whilst using readily available components to increase the flexibility of the experimental
architecture.
Au nano-spheres with a diameter of 100 nm are used to demonstrate the con-
cept of the interferometric trap owing to their higher polarisability, and because they
are commonly used for surface enhanced Raman spectroscopy [12], nano-patterning
[14], and cancer therapeutics [103]. To better represent the polarisability for 100 nm
nanoparticles for optical trapping simulations, the enhanced absorption and scatter-
ing cross-sections using Mie theory are used to quantify the polarisability (Figure
2.2b). In addition, the absorption and scattering cross-sectional data are used to
select a trapping wavelength (850 nm) which maximise the gradient force over the
scattering force (maximise the ratio of nanoparticle scattering over absorption). The
interference of two Gaussian beams is simulated (Figures 2.4 and 2.6), from which the
effective trapping energy from the tilted potential wells is quantified for both of the
two opposing fibres (Figure 2.12) and the mirror-fibre geometry (Figure 2.14). For
a total optical power of 200 mW and a fibre separation distance of 70 µm, a mean
trapping energy of -11.5 kBT , and -8.5 kBT is determined for the former and latter
geometries, respectively. In reality, the opposing fibres are not going to be perfectly
centrally aligned and hence the trapping potential is likely to be comparable to the
mirror-fibre potential, which is insensitive to misalignment. For both geometries, the
effective trapping potentials could be increased by reducing the fibre separation distance.
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The light emitting fibres and micro-mirror are passively aligned by embedding them
into a microfluidic device (Figure 2.18). Only the relative orientation of the polarisation
between the fibres and the separation distance can be tuned. The microfluidics also
provide a controlled fluidic environment with no net flow and in laminar regime, both
of which minimise any fluidic driven migration of the nanoparticles. Surface effects are
also minimised as the nanoparticles are confined in the central region of the microfluidic
channel (62.5 µm above the bottom surface of the PDMS).
A Michelson interferometry set-up is created to measure phase instability in the
opposing fibre geometries, and wavefront distortion of the custom-built micro-mirror.
A maximal phase drift of ±π (±156 nm shift of the potentials) over 250 ms (Figure
2.31). Using the same optical setup, the reflectance of the micro-mirror is measured to
be ∼90% (∼97% expected), and no significant wavefront distortion is observed (Figure
2.32).
Video rate particle tracking using the a modified Laplacian-of-Gaussian method
is used to localise the nanoparticles, and track their altered motion in the presence
of the optical interferometric trap. The anomalous diffusion of the nanoparticles is
obtained from the detected nanoparticle trajectories (several hundred particle trajecto-
ries detected for each power set). In the instance when a single fibre is emitting light
and no interference present, the nanoparticles are pushed along the direction of laser
propagation with significantly increased diffusion (Figure 2.33, Table 2.1). When both
opposing fibres are emitting light, optical trapping is strongly observed in the axial
direction, with weak confinement in the radial direction for 150 mW and 230 mW
(Figure 2.39, Table 2.2). Remarkably, a lower confinement factor is measured for the
mirror-fibre geometry than for the opposing fibre geometry at double the optical power
(Figure 2.39, Table 2.3). This is a direct consequence of the radial misalignment and






While the previous chapter focused on maximising intensity gradients, the work pre-
sented in this chapter employed temperature gradients to induce nanoparticle swarming
towards a heat source, whilst diminishing optical effects. The study of nanoparticle
properties in a temperature gradient is a powerful tool as it can be used to obtain
information about the particle surface charge, hydration entropy and surface area
(Equation 1.8). The technique has high sensitivity and has been used in many biological
applications involving proteins [18], DNA [76] and antibody binding [104]. In addition
to obtaining nanoparticle properties, thermopheresis can also be used to manipulate
and trap the nanoparticle [63, 77, 72].
Zheng’s group achived trapping of nanoparticles by chemically engineering the
environment, which induces a thermoelectric field in the presence of the temperature
gradient [72, 22, 78, 23, 24, 79]. In their work, they use the dissimilar thermo-migration
of CTAC micelle anions, and chloride cations to create a thermoelectric field. As
a reminder, the strength of the thermoelectric field ET (Equation 3.1) is directly
proportional to the temperature and its corresponding gradient. The sum of the ionic
species and their elemental charge, Soret coefficients, and concentration, also contribute
to the trapping field. However, these parameters can be considered as constants, and
are not necessary under the experimenter’s control.












This chapter built on the work conducted by Zheng’s group, using thermoelectric
fields to confine smaller nanoparticles (26 nm) than previously reported, and in an en-
vironmentwhich is native to the nanoparticle’s medium (sodium azide to stop bacterial
growth), rather than chemically engineering the solution using CTAC micelles. More
importantly, the strength of the thermoelectric field was quantified and mapped, which
up until now, has only been estimated. One of the main challenges for the quantifi-
cation of the thermoelectric field strength is the ability to measure temperatures on
the microscale. Herein, three-dimensional microscale thermometry has been achieved
through the temperature sensitive fluorescence lifetime of Rhodamine-B molecules.
Finally, the Soret coefficient of azide ions was quantified from knowing the strength of
the thermoelectric field.
It is important to note that the thermoelectric effect is the dominant mechanism
for the observed thermophoretic migration of the nanoparticles. Proton gradients did
not exist due to the pH neutrality of the solution. Capacitor effects were negligible
since the Debye length was expected to be smaller than hydration radius of the particle.
Hence, the nanoparticles were considered as point changes [69].
3.2 Simulations of heat diffusion, convective flow,
and thermoelectric fields, in a microfluidic cham-
ber
In this work, the near-infrared (780 nm) absorption of a Chromium micro-disc deposited
on glass was used to induce temperature gradients in a fluidic environment. A small
microfluidic sample chamber was created using a 90 µm spacer sandwiched between a
glass slide and a coverslip (Figure 3.1). For this given geometry, the laser absorption
and transmission of the glass-Cr-Au layers was quantified (Section 3.2.1), and used
in the heat generation term to simulate the ensuing temperature profiles within the
fluidic chamber (Section 3.2.2).
3.2 Simulations of heat diffusion, convective flow, and thermoelectric fields, in a
microfluidic chamber 109
Fig. 3.1 A drawing of the device used to generate temperature gradients, and ther-
moelectric fields. Heating was induced by a Chromium (Cr) absorption of 780 nm
laser light. A simple and sealed microfluidic chamber was made using a 90 µm spacer
sandwiched (a sticker with a hole) between a glass slide and coverslip. This geometry
was used in the subsequent heat-diffusion and fluid flow simulations.
The simulated heating profile was then coupled into the Navier-Stokes equation to
discern the magnitude and flow direction of the fluid due to temperature mediated den-
sity variations (Section 3.2.3). In addition, the gradients of the simulated temperature
profile were used to quantify the thermoelectric field strength for a solution containing
sodium chloride (Section 3.2.4).
3.2.1 Thin film absorption
The three main methods of heat generation on the microscale are electrical (resistive
or pelter) [105–107], optical absorption of the media (1064 nm or 1480 nm ) [19], and
optical absorption of a thin film (metallic-structures or -nanoparticles) [22, 108–110].
Electrical methods are spatially non-specific, and the flow of current in the electrodes
generates fields which alter the path of changed particles. Optically heating the media
can also affect the motion of the particles through optical forces, as well as induce
photobleaching and damage. Hence, absorption of laser light of thin metal film was
chosen as the method to generate temperature gradients on the micron-scale. The
laser light did not interact with the sample or its medium, and only the region where
the beam was incident was heated.
Fluorescence excitation and emission of dyes and molecules were predominately
in the visible region. Hence, a near-infrared laser was chosen to induce heating in Cr
thin films printed on glass, similar to the experimental geometry of Yu et al. [111]. In
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addition, a layer of Au on top of Cr was also considered to prevent oxidation. This layer
also back reflected any transmitted light from the Cr. The absorption and transmission
of a 780 nm laser through the glass slide-Au-Cr layers were determined using Equations
2.8 and 2.9 (Figure 3.2).
Fig. 3.2 Transmission and absorption at each interface calculated using Fresnel co-
efficient and the refractive index of each material. I assumed that all photons are
perpendicularly incident at each interface. δ denote the penetration depth of each layer
at 780 nm. From the initial intensity, 54% was available for absorption the Cr layer. A
very small portion of the light reached into the water layer.
The air-glass slide interface transmission was quantified using the refractive index
of BK7 [112]. At this interface, 96% of the light was transmitted and very little was
absorbed due to the long skin depth of BK7 relative to the glass slide thickness. At
the glass slide-Cr boundary, 41% of the initial power was reflected back and 54 %
was available for absorption (calculated using the refractive index of Cr [113]). For a
Cr thickness of 100 nm, 99.6% of the light transmitted into the layer was absorbed.
The remaining reflected light was transmitted into the Au layer, which had a shorter
penetration depth than Cr, and hence only one-millionth of the initial light reached
into the water layer where the sample resided.
3.2.2 Thin film heat transfer simulation in an aqueous envi-
ronment
An important aspect in the strength of the generated thermoelectric fields was the
induced temperature and its associated gradient. The heating profile created by
Cr absorption of near-infrared light was modelled using the heat diffusion equation
(Equation 3.2),





+ ρCpu⃗ · ∇T − κ∇2T = Q⃗ (3.2)
where ρ, Cp, and κ corresponded to the volume density, specific heat capacity
at constant pressure, and the thermal conductivity of material where the heat was
diffusing within, respectively [114–116]. The heating source was defined as Q⃗. The
temperature profile could be affected by a fluid flow (denoted by u⃗), which could carry
heat away. Hence, for a more comprehensive model of the temperature distribution,
any induced flow caused by density changes in the fluid (due to temperature differences)




+ ρu⃗ · ∇u⃗ = −∇p + ∇ ·
(
−µ(∇u⃗ + (∇u⃗)T ) − 23µ(∇ · u⃗I⃗)
)
+ F⃗bouy (3.3)
where p was the pressure field of the fluid, I⃗ was the identity matrix, and F⃗bouy was
the buoyancy force due to gravity [115, 117]. This form of the Navier-Stokes equation
is for incompressible flow of a single phase fluid, whereby the maximum velocity of fluid
is less than 0.3 Mach, which was expected in this work [114]. The momentum equation




+ ∇ · (ρu⃗) = 0 (3.4)
The Navier-Stokes equation and the heat diffusion equation are inextricably linked.
A change in the temperature or velocity field in one equation, directly changes the
pressure, density, heat capacity and thermal conductivity values in the other. It should
be noted that the time-dependent form of the equations were presented. For steady
state solutions, the time derivative part was set to zero.
Comsol multi-physics software was used to solve the heat diffusion equation and
the Navier-Stokes equation, as well as, coupling the physical parameters between the
two, given a set of initial and boundary conditions (Figure 3.3). The glass-slide, fluidic
chamber, and the coverslip were modelled as the geometry for which the heat diffusion
and its consequential fluid flow were simulated. The entire geometry was modelled as a
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2D-axis symmetric system (represented by the dashed lines in Figure 3.3a-b) to reduce
the computation time. Each domain was assigned to a specific material, using the
built-in physical material properties (Cp, ρ,etc.) within Comsol. The glass-slide and
coverslip were considered to be silica glass, whilst the fluidic chamber was modelled to
have the properties of water. The Heat transfer at the boundary between domains was
also taken into account by the model and depended on the material properties and
temperature differences across the boundary.
Fig. 3.3 (a) Geometry used to quantify the temperatures induced by Cr absorption
of near-infrared light. The glass was modelled using Silica glass material properties.
The brown and yellow boxes represent the Cr and Au. The Cr domain was defined
as the heating source. The orange boundary around the geometry was set to the
ambient temperature. (b) The direction of gravity (g) is in the -z-direction. The
left side of the system was considered as an open boundary, which allowed free fluid
flow in and out of the simulated region. The bottom edge of the sample chamber was
considered as a constant pressure point, which was needed for an analytical solution
for the Navier-Stokes equation.
For heat diffusion, all domains and boundaries initially started at ambient tempera-
ture (20 ◦C, Tamb). The outer boundaries of the system (orange lines in Figure 3.3)
were set to Tamb, as the temperature was approximated to decay to ambient due to
being a sufficiently large distance away from the heating origin. The Cr micro-disc’s
domain was designated to the heat source, with a heat density Q⃗:
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where TI (0.54), αCr (5.45×107 m−1), I(r, z), P , and w20 (3 µm) were the trans-
mission at the Cr interface, the linear absorption of Cr (1/δp), the intensity of the
near-infrared beam, the laser power, and the beam size, respectively. The exponential
was the Beer-Lambert intensity decay with the Cr in the z-direction. The heat density
was defined in the same manner as in Zhao et al., who also modelled Cr absorption of
laser light [109].
In conjunction with the heat diffusion, the initial and boundary conditions for the
Navier-Stokes equation were also defined but only for water domain (Figure 3.3b).
The contacting boundaries with the water domain was defined as a wall with a no-slip
boundary condition (velocity of the fluid was zero at the wall since the wall was station-
ary). An open boundary was appointed at the right most margin of the system, which
allowed fluid to freely flow in-and-out of the region, and thus effectively represented
the actual size of the fluidic chamber, which was approximately an order of magnitude
bigger in the r-direction than the modelled system. The initial pressure of the fluid,
without the presence of heating was set to be 1 atm. Furthermore, a constant pressure
point (1 atm) was designated at the lower-left edge of the sample chamber, which
acted as the reference pressure. This position was sufficiently away from the heating
source, and thus the pressure remained approximately constant. As the fluid flow
was modelled as compressible (u⃗ < 0.3 Mach), a constant pressure point was needed
in order to restrict pressure variations within 5% from the reference pressure value [118].
The resulting temperature and flow field for a series of laser intensities (3-67
µW/µm2, 100 -2000 µW ) were simulated using an extremely fine mesh size (free-
triangular meshing automatically generated by Comsol). The temperature was evalu-
ated at 180 s (in steps of 10 s) after the laser was switched-on, matching the data
acquisition duration for temperature measurements using fluorescence lifetime. The
solutions were then imported into Python for plotting and analysis. Only the tem-
peratures of the Cr, Au and water domain were of interest and shown in Figure 3.4b.
The temperature of the glass slide and coverslip were also modelled to ensure that
the heat dissipation was representative of the real system but were not considered for
subsequent analysis.
For the highest intensity simulated (67 µW/µm2), a peak temperature of 41◦C
was reached by water at the Au interface (Figure 3.4b). In the x/y-direction, the
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temperature returned to ambient within 100 µm from the heating source (Figure 3.4b).
There was a kink in the temperature profile which corresponded to the edge of the
Au-, Cr-layer, and the temperature of the water layer on top of the glass-slide. This
occured because of the higher thermal conductivity of Au and Cr, than water. In the
z-direction, the temperature rapidly decayed, but did not reach ambient at the surface
of the coverslip, which was 90 µm away from the heating source (Figure 3.4c).
Fig. 3.4 Temperature profiles of Cr absorption of near-infrared laser light with an
intensity of 67 µW/µm2. For clarity, the temperature of the Cr, Au and water domains
were only shown for a region of ± 100 µm in the r-direction (x/y-direction), rather
than the entire ± 1000 µm. (a) Temperature profile in x/y-direction. The kink was
due to the thermal conductivity difference between the Au-Cr-layer and water. (b) 2D
temperature profile with isotherms of the heating generated. (c) Heating profile in
the z-direction. The temperature did not fully return to ambient at the bottom of the
fluidic chamber.
.
For lower laser intensities, the kink was still present for the surface temperature
profile in the x/y-direction (Figure 3.5). The peak temperature rose linearly with
increasing intensity (Figure 3.5 inset). Upon linear fitting, a slope of 0.314 ◦C/µW/µm2
was obtained, with an intercept value of Tamb. Hence, a laser intensity of 254 µW/µm2
(7.2 mW given a beam size of 3 µm), would cause the water to boil.
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Fig. 3.5 The radial (x/y-direction) temperature profiles at the surface of the glass slide
for a variety of laser intensities. Only half the temperature profile was shown, and
was symmetric around the vertical axis. The kink in the profile originated from the
differences in the thermal conductivity of the Au-Cr layer and water. Inset: The peak
temperature increased linearly with intensity.
The extent of the heat dissipation was defined by quantifying the full-width-half-
maximum (FWHM) in both the x/y- and z-direction. This was found to be 20.8 µm
and 9.7 µm, respectively, for all intensities. Whilst the peak temperature rose with
intensity, the FWHM did not since it was determined by the geometry and thermal
diffusivity of the materials within which the heat is dissipating. Normalising the
temperature profiles for each intensity and direction, would yield the same temperature
profiles which would be perfectly overlayed on top of one another. The temperature
dissipation was more extensive in the x/y-direction, as the heat was spread by the
Au-Cr thin-film which had higher thermal diffusivity than water. In the z-direction,
the heat was carried away by the silica glass, which had a larger heat diffusivity than
water (3.4×105 µm2/s and 1.43 ×105 µm2/s) [119].
3.2.3 Temperature induced convective fluid flow
The temperature profiles in both direction decayed to approximately Tamb in ± 100
µm from the heating source, for the highest laser intensity modelled (Figure 3.4). The
variations in temperature resulted in density differences within the fluid. This induced
convective fluid flow which served to equilibrate the differences. This mechanism
cooled the system, as the heat was carried away by the flowing fluid, and thus affected
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the steady-state (t = 180 s) temperature profile. It was for this reason that the
solution of heat diffusion equation was coupled into the Navier-Stokes equations, and
vice-versa. The steady-state fluid flow, given the temperature profile of Figure 3.4 with
an initial velocity of 0 µm/s, was determined for both directions using the temperature-
coupled Navier-Stokes equation. The flow field was then calculated by determining the
magnitude and direction for every evaluated positional velocity in the two directions
(Figure 3.6). For increased resolution, only the positive half of x/y-direction was shown,
and the heat source was at the top left corner of Figure 3.6.
Fig. 3.6 Induce convective flow of the fluid due to the temperature profile of Figure 3.4.
The length of the arrow was proportional the magnitude of the velocity. The flow field
was symmetric about the vertical axis, and the heat source was at the top left corner.
The direction of gravity was denoted by the black arrow (used in Fbouy in Equation
3.3). The convective flow was clockwise with a maximum velocity of 0.42 µm/s, which
occurred at 30 µm directly above the heating surface.
Note that the buoyancy force due to gravity was also taken into the account when
determining the flow velocity in the z-direction (direction of gravity shown in Figure
3.6). The flow velocity was higher in the z-direction, compared to the x/y-direction,
due to the more confined heating profile. A maximum velocity of 0.42 µm/s occured at
the central axis, at ca. 30 µm above the surface of the heating source. The magnitude
of the velocity was very similar to the values reported by Roxworthy et al., for a similar
geometry and heating profile [120]. The flow direction was clock-wise, and extended
to approximately 200 µm, after which, the velocity was diminished everywhere. The
flow direction was the same as in the simulations conducted by Wang et al. in a very
similar experimental geometry [121]. The fluid was circulated as a result of the density
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and pressure gradients mediated by heat dissipation profile. The central position of
the circulating flow was approximately 75 µm, and 42 µm away from the heating
source in the x/y-, and z-direction, respectively. Note that the fluid flow was solved for
a 2D-axis symmetric system and therefore the 3D flow profile was toroidal-like in shape.
If the temperature induced convective flow is the dominating force acting on a tracer
particle used to map out the flow profile of the fluid, then the drag force experienced
by the particle would be directly proportional to the velocity of the fluid at any given
point. Any tracer particles near the heated spot would be carried away from the heat
source. However, if the velocity or direction differ from the profile of Figure 3.6, then it
is likely that the dominating force on the tracer particle is not the temperature induced
convective fluid flow.
3.2.4 Thermoelectric field generation mediated by tempera-
ture gradients
In the presence of a temperature gradient in a fluid containing charged particles, the
separation of ions can occur, which subsequently generates the aforementioned thermo-
electric field (ET ). The field strength is directly proportional to the temperature and
its corresponding gradient. Hence, the spatial derivative of the temperature profile in
Figure 3.4 was numerically calculated for both directions (Figure 3.7).
The gradients were concentrated near the heating source in both axis, being higher
in magnitude in the x/y-direction. There were two main strong gradient regions in
the x/y-span corresponding to the edges of the Au-Cr micro-disc, and around ±3µm
from the heating source (Figure 3.7a). In the z-direction, the temperature gradient
was almost entirely located over the Au-Cr micro-disc, being highest in magnitude
approximately 1 µm above the surface of Au.
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Fig. 3.7 Temperature gradients determined numerically in the x/y- (a), z-direction
(b), using data from Figure 3.4. The magnitude of the gradients in the x/y-direction
are higher than the z-direction. A noticeable temperature gradient is present at the
edge of the Au-Cr disc in both directions.
In this work, the separation of sodium-, and azide-ions was used to generate
thermoelectric fields. Hence, the theoretically obtained thermal gradients of Figure
3.7, could have been used to estimate the strength of the field (using Equation 3.1).
However, the Soret coefficient of azide is not reported in literature, and therefore a
theoretical field strength for the generated field measured in this work could not be
evaluated. Instead, the typical field strength for a common salt was considered, which
has been ubiquitously used for biological work. The Soret coefficient for sodium (4.69
×10−3 1/K) and chloride (7.18 ×10−4 1/K) have been previously reported [69]. The
concentration of physiological saline solution is 154 mM of sodium chloride [122], and
the fluidic chamber of thermo-electric devices used herein was approximately 3 µl,
which meant that 46 µ-moles of each ion were present in the sample chamber. Using
this, the temperature profile of Figure 3.4 and the gradients in Figure 3.7a-b, the
thermo-electric field in each direction was calculated (Equation 3.1). The maximum
resulting thermo-electric field was -40.2 V/m, and -179.1 V/m in the x/y-, and z-
direction, respectively. If a tracer particle with an electrophoretic mobility of -5 is used
µmcm/V s (corresponding to the tracer particles used herein), then its velocity would
be proportional to the strength of the electric field in each direction (v⃗ = µeE⃗), and
would therefore, map the thermo-electric field (Figure 3.8).
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Fig. 3.8 The velocity of a negatively charged tracer particle experiencing the thermo-
electric field generated by sodium-, and chloride ions at physiological concentrations.
The heated region was in the top left corner, and only half the fluidic chamber was
shown for clarity. There were two regions of high velocity corresponding to the edge of
the Au-Cr, and the centre of heated spot.
The tracer particle would be drawn towards the heating spot, with ever increasing
velocity since the strength of the field is increasing. Hence, moving the laser spot,
would also relocate the centre of the thermo-electric field. The velocity profile in Figure
3.8 was higher by an order of magnitude compared to the convective flow induced by
the presence of temperature variations Figure 3.6. Furthermore, the direction of flow
between the two effects were opposite in direction: towards the heating spot, rather
than away in the x/y-direction.
For the tracer particle to be trapped, an opposing electric field must be present
with an equal magnitude. The equilibrating field can originate from the build-up of
charge on the Au-surface, as is the case in the work presented herein.
The strength of thermoelectric field generated by sodium chloride was small because
the Soret coefficient of sodium is about 6-times larger than the chloride one [69]. The
strength of the thermoelectric field increases with the difference in Soret coefficients of
the ions.
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3.3 Experimental setup and methods
3.3.1 Microscale thermometry using fluorescence lifetime imag-
ing
Measurements of the temperature gradients in the fluid induced through the absorption
of near-infrared light by the Cr thin-films enabled quantification of the Soret coefficient
for the both the polystyrene nano-spheres, and the ions in the solution. This required
measuring the temperature distribution on the micro-scale.
Contact methods of microscale thermometry, such as the use of a micro-thermocouple
[123], or a modified atomic force microscopy tip [124], can themselves act as a heat
sink as they are usually made of higher thermal conductivity materials such a metals,
instead of water. Non-contact methods rely on the physical properties of temperature
tracers, such as the emission intensity of a dye, the refractive index change of the
solution, or the emissivity of the material [125]. Rhodamine-B dye is a ubiquitous
temperature (and viscosity) tracer in optical methods of microscale thermometry. Its
sensitivity to temperature is a consequence of the flexibility of the diethylamino groups,
which can rotate when the molecule is in its excited state, relative to the viscosity of its
environment, and thus affect its quantum yield [126, 127]. This manifests as a reduction
in the emission intensity and lifetime with increasing temperatures. Both quantities
can be used to quantify temperature on the microscale. Intensity based measurements
require the use of an additional, non temperature sensitive dye to normalise for laser
fluctuations, and are therefore system specific [128]. Lifetime based measurements are
more absolute but require fast electronics.
Herein, microscale thermometry was conducted using the fluorescent lifetime of
Rhodamine-B, by using Time Correlated Single Photon Counting microscopy (TSCPC).
3.3.1.1 TCSPC fluorescence lifetime imaging
The characteristic lifetime decay of Rhodamine-B was determined by enumerating
the photon arrival time from specific points of the sample using confocal microscopy
architecture.
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A 40 MHz pulsed Supercontinuum laser was used as a white light source, which
was filtered by a 543 ± 11 nm spectral filter, to generate the excitation light needed
for the Rhodamine-B molecules (542 nm peak). Steering mirrors (M1, M2, and M3)
were used to couple the laser into the microscope’s galvo-mirrors, scanning lens and
imaging objective (Figure 3.9). The laser spot was scanned across the sample, and the
emitted photons from the Rhodamine-B dye were collected by the imaging objective
(Olympus 60x oil). The emitted light then passed through a beam-splitter (80:20),
the confocal pinhole (300 µm), and was then spectrally selected using a 629 ± 28 nm
bandpass filter. The laser pulses were time referenced by the PMT (Becker and Heckle)
in order to discern the photon arrival times for a given segment of the sample. The
excitation spot was scanned across the sample, and the emission of the Rhodamine-B
dye collected, forming an image of the lifetimes, with each pixel containing its own
intensity decay trace.
Fig. 3.9 A supercontinuum laser source was used to create a white light laser source.
The infrared component of the generated light was filtered out, leaving just the visible
spectrum for excitation of theRhodamine-B dye. A bandpass filter was used to select
only 543 ± 22 nm range of the visible spectrum. This filtered light was then coupled
into the microscope’s focal plane, and was scanned across the sample by the x-y
galvo-mirrors. The emitted fluorescence was collected by a fast photo-multiplier tube
(PMT) synchronised with the emitted laser pulses. The near-infrared heating laser
was also shown for completeness. The excitation and NIR light was filtered out by a
629 ± 56 nm bandpass spectral filter. Confocal TCSPC microscope built by the Laser
Analytics group.
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The TCSPC system has an associated response time, due to photon time of flight,
and the electronics dead time, known as the instrument response function (IRF). The
IRF was characterised by measuring the photon arrival times by reflecting them from
a coverslip, set at the focal point of the imaging objective. All subsequent lifetimes
were derived with respect to the IRF’s peak position (Section 3.3.1.3).
A series of scans were performed for each sample in order to collect enough photon
counts per pixel (ca. >1000 peak value), from which the lifetime was extracted. Nomi-
nally, a scanning duration of 3 minutes was used for each measurement (8 µs dwell
time per pixel). For samples where the emission intensity was lower, the acquisition
time was increased.
The near-infrared Cr heating laser was also shown in Figure 3.9 for completeness,
and was discussed in greater detail in Section 3.3.2.1.
3.3.1.2 Temperature-lifetime calibration stage
The chosen method of microscale thermometry was the use of Rhodamine-B lifetime
as temperature sensors. This required a calibration relation between the fluorescence
lifetime values of Rhodamine-B at a range of temperatures. A heating stage was
needed to heat up Rhodamine-B solution and to keep it at constant temperature, as
well asa window that the solution could be imaged through. The thermal mass of
a metallic block with a hole in its centre, acting as a sample chamber, was used to
heat up and sustain the temperature of the Rhodamine-B solution. Cartridge heaters
encased into the metallic block induced heating (Figure 3.10a). The temperature of
the heating stage was maintained using a thermocouple (embedded in the metal) and
a temperature controller (Figure 3.10b). A second thermocouple was used to monitor
the temperature of the Rhodamine-B solution. There was approximately a 0.2 ◦C
difference, between the two thermocouples (TC1 and TC2, Figure3.10a).
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(a) (b)
Fig. 3.10 (a) Schematic of the heating stage built to calibrate the lifetime response of
Rhodamine-B at different temperatures. Two cartridges heaters and a temperature
controller used to keep the Rhodamine-B solution at a fixed temperature. Two thermo-
couples were used to monitor the temperature of the block and the solution. An imaging
window was factored in the design to excite and collect the emitted fluorescence of the
dye. The microscope was isolated from the heating block with an insulating material
(orange band). (b) Showing the heating stage and temperature controller in operation
on a microscope. Green wire was for earthing the device. Second thermocouple not
shown in this diagram. Heat stage and electronics made by the working shop at
chemical engineering. Design conceived by the author.
A bottom plate was screwed into the metallic block, which sealed the sample cham-
ber using a coverslip and an O-ring, and provided an imaging window. A thin insulation
material was used to shield the microscope stage from the heat of the temperature
stage, retarding heat transfer between the them.
Approximately 2 ml of Rhodamine-B solution (20 µM), was pipetted into the
sample chamber of the heating stage. The top of the sample reservoirs was sealed
with parafilm to stop evaporation of the solution. The solution’s thermocouple pierced
through the parafilm, and was pushed down until it reached the coverslip. The tip of the
thermocouple was imaged using the TSCPC microscope, from which the temperature
dependent lifetime was derived. For each set temperature of the heating stage, a
corresponding lifetime was recorded after equilibrating the temperature of the solution
for two-minutes. The thermocouples used had an accuracy of ± 0.1 ◦C. The electronics
of the temperature controller and the heating stage was made by the Department of
Chemical Engineering and Biotechnology.
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3.3.1.3 TCSPC FLIM data analysis
The time-correlated data sets (.sdt file format used by Becker and Heckel) were analysed
using Omero FLIMfit [34]. Once the non-spatially varying IRF and the measurements
files were loaded into the software, a small region of interest from the intensity images
was defined, from which preliminary single exponential fits were performed. This initial
fitting to small subset of pixels ensured that pixel-wise fitting for the the entire dataset
yielded small residuals. The IRF Shift Estimator function of FLIMfit was used to
temporally synchronise the IRF peak with the measured data peak (Figure 3.11). This
step defined the reference time point (t = 0), from which the decay lifetimes were
determined.
Fig. 3.11 Example preliminary fits (dashed lines) from the temperature calibration
dataset (solid lines) for three different temperatures set on the heating stage. The IRF
defined the time reference from which the characteristic decay time was determined.
Data analysed and extracted using Omero FLIMfit [34].
The pixel-wise characteristic decay values obtained from single exponential fitting
were then saved as Tiff images and analysed with Python scripts, where the lifetimes
were converted into a temperature using the coefficients of the lifetime-temperature
calibration curve fitting (Section 3.4.1.1).
3.3.2 Building a thermoelectric device
There were two steps followed to generate microscale temperature gradients and its
subsequent electric field. Firstly, a near-infrared laser source was needed to induce
3.3 Experimental setup and methods 125
heating of Cr. Additionally, Cr thin film structures were needed to be patterned on
glass and housed in a microfluidic chamber, where temperature gradients could be
induced in the sample solution. Both parts needed to be mounted on conventional
microscopes for imaging and characterisation of the thermo-electric fields.
3.3.2.1 A custom near-infrared laser device for Cr heating
A custom laser device was made to provide near-infrared laser light that was absorbed
by the chromium thin film discs. The diode and its associated optics had to be compact
and easily integratable with Olympus IX70 and IX71 inverted microscopes (microscopy
frames for the TCSPC and fluorescence). This was achieved by building a device
that fitted into the condenser lens holder of the microscope Figure 3.12. This was
advantageous as the condenser’s positioning screws and focusing reel were used to align
the laser onto the chromium discs. All components of the device were mounted onto
30 mm cage plates, which were clamped onto the condenser holder. The whole device
weighed less than the objective lens which ensured that the rack and pinion system
of the focusing reel were not under excess load and therefore maintained a constant
position.
A diode with two emitters was used to provide laser light; red (657 nm) for align-
ment proposes and a near-infrared (780 nm) for chromium heating. Only one emitter
was used at any given time and powered by a variable current source which allowed for
tunability in the emitted laser power (electronics designed by the Cavendish Electronic
Suite). Each laser source was modulated using a MOSFET and an Arduino Uno.
The lasers were always operated in continuously-on mode using the digital pins of
the Arduino. The diode power source and control box were connected to the diode
(mounted in the 30 mm cage system) via a dedicated cable which had an electrostatic
discharge protection board. The laser diode casing was in direct contact with a cage
mount which acted to passively temperature stabilise it.
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Fig. 3.12 Optical set-up of the near-infrared laser. The laser and its optics were
designed to replace the condenser lens. A lens pair was used to image the laser diode
on the back-facet of the Cr micro-disc, and thus induced a localised heating spot. The
alignment of the laser was done using the adjustment screws of the condenser, and its
focusing reel.
An image of the emitting diode was formed on the same focal plane as the imagining
objective. A lens pair was used to collimate and focus down the laser light, with a
magnification of 1.6x (ratio of focal length). The magnification was kept low to ensure
a beam size smaller than the width of the chromium micro-discs and that all the laser
light was absorbed. An aperture was used between the pair of lenses to cut out stray
light from the emitting diode. The focusing diode objective was chosen to have a long
enough focal length to provide clearance when loading and unloading the glass slide
with the printed micro-discs, without moving the laser device. This meant that the
system only needed to be aligned once.
When the focal point of the diode objective was coincident with the imaging
objective, X-Y alignment thumb screws of the condenser were used to position the
beam inside the field of view of the imaging camera. Once aligned, the position of the
laser beam did not drift or go out of focus, even when samples were changed.
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Fig. 3.13 Imaging the beam shape and determine the size at the focal point of the
focusing lens. The background layer is the image taken with a camera (using the set
up in Figure 3.16, and the contour lines are 2D-Gaussian fitting. Each level showed
the percentage away from the peak. The beam spot size (w0) was at 13.534% (1/e2)
from the peak value. The beam was almost double in one axis than the other, with a
nominal size of 2.92 µm.
An important property of the near-infrared laser was its size (w0) at the focal plane
of the focusing lens. This value was needed to discern the relationship between heat
generation of the Cr micro-discs and the intensity of the laser beam. The focal spot size
was measured by imaging it with camera (using the set in Figure 3.16), and fitting the
image to a 2D Gaussian profile (Equation in [100]). The shape was found to be elliptical,
with its major axis being almost double in size than the minor axis (Figure 3.13). The
mean size of the beam was determined to be 2.92 ± 0.51 µm (w0 = 1/e2 value from
the peak), with the error originating from repeated measurements of matching the
focal plane of the focusing objective and the imaging objective.
3.3.2.2 Fabricating a microfluidic heating chamber
The use of costly and time consuming conventional fabrication methods such as pho-
tolithography was bypassed by using Transmission Electron Microscopy (TEM) grids
and a template mask. Grids with a circular array of 20 µm diameter holes (Agar
Scientific) were chosen to pattern the thin film micro-discs on glass slides, by deposition
of metals through the holes.
The glass slides were first cleaned using acetone and isopropyl alcohol, and nitrogen
dried. The TEM grids were positioned on the glass slide using tissue paper, as the use
of tweezers warped their shape. Two TEM grids were positioned at the centre of the
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slide separated by approximately 2 cm along the larger dimension of the glass slide.
Transparent tape was used to affix the grids onto the glass slide, ensuring that the
central holes were not covered. The thin films were then deposited (100 nm Cr and
50 nm Au) over the entire glass slide (deposition done by Dean Kos, Nanophotonics
Centre). Before peeling back the transparent tape and TEM grid, the layering of Au
and Cr deposited through the holes were inspected with a darkfield microscope to
examine coverage and surface roughness (Figure 3.14a). There are many scattering
sites in each hole. Hence, the Au layer had surface roughness. However, this was
unlikely to affect the heat generation of the thin film.
(a) (b)
Fig. 3.14 (a) Imaging the deposited Au surface through each hole of the TEM grid
before peeling it off. The image is taken in darkfield to highlight the scattering and
surface roughness of the deposition. (b) After peeling away the TEM grid, the resulting
micro-discs are elliptical in shape, and have shadowing effects from the deposition
angle. Au and Cr deposited by Dean Kos, Nanophotonics centre.
After peeling away the tape and TEM grid, the remaining structures were again
inspected under a microscope (Figure 3.14b). The thin film structureswere elliptical in
shape and had a ‘shadow’, arising from the deposition angle through the perforated
TEM grid. This was evident from the fact that the angle of the shadows for each
microstructure was the same. These artefacts were unlikely to affect the heating profile
since the laser beam spot size was smaller than the structures.
With the thin film heating pads deposited on the glass slide, a microfluidic chamber
was needed to contain the sample solution. A sticker, usually used for reinforcing
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hole-punched paper, was used as a fluidic reservoir. The height of the sticker was
measured to be 90 ± 5 µm using a digital vernier calliper. The sticker was positioned
on the glass slide using tweezers such that micro-heating pads were at its centre (Figure
3.15).
Fig. 3.15 (a) A fluidic reservoir created by a sticker which had a height of 90 µm. (b)
The sticker was placed centrally over the deposited Au-Cr micro-discs. The chamber
accommodated up to 5 µl of sample solution. A coverslip was then placed on top to
seal the chamber and provide a flat imaging window. The coverslip could then be
removed after imaging, and the chamber cleaned using the drip and drag technique
used for cleaning optics.
This circumvented the need for conventional microfluidics using PDMS since flow of
the sample solution was not required. Around 5 µl of sample solution was needed to fill
the entire chamber. Then a coverslip was placed on top to seal the device temporarily.
The sample was exchanged by removing the coverslip and dragging lens tissue on the
microstructure to remove excess solution. Finally, the drip and drag method of cleaning
optics with methanol and lens tissue was used to remove any debris attached on the
surface of the microstructure or the glass slide.
3.3.3 Quantifying the thermoelectric field
To quantify the strength and distribution of the thermoelectric field, a carboxylate
modified polystyrene spheres (26 nm diameter) were used as tracers particles. The
nanoparticles were suspended in distilled water and 2 mM of sodium azide, which was
used to stop the growth of bacteria in the solution. The separation of the sodium
anion and the azide cations generated the thermoelectric field, which then affected the
motion of the tracer particles. By quantifying the electrophoretic mobility (µe) and
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velocity of the polystyrene nanoparticles in the solution, the thermoelectric field was
determined (ET = v/µe).
The polystyrene tracer (made by Invitrogen FluoSpheres Lot: 1802239) beads were
surface modified with carboxylate groups to inhibit aggregation of the beads through
charge stabilisation [129]. The beads were fluorescently tagged with a red emitter
embedded inside the sphere, which made them visible under a florescence microscope.
3.3.3.1 Imaging the motion of fluorescent nanoparticles
The motion of the charged nanoparticles in the presence of the thermoelectric field were
captured using a florescence microscope (Figure 3.16a). A 561 nm laser was coupled
into the microscope to excite the beads, and a notch filter (600 ± 37 nm) was used to
filter out the excitation light and the near-infrared laser, and to only let though the
emitted light from the beads (Figure 3.16b).
Fig. 3.16 (a) Fluorescence widefield microscope schematic which also included the
thermoelectric device and the near-infrared laser used to induce heating of Cr. A
60x 1.3 NA water objective was used for imagining the Au-Cr and glass surface. The
high numerical aperture meant that it had a shallow depth of focus. (b) Fluorescence
emission and excitation spectra of the FluoSphere polystyrene beads. The 561 nm
excitation laser and the 780 nm near-infrared laser were filtered out using a bandpass
filter so that only the emission of the beads was imaged by the camera.
The near-infrared laser was mounted over the thermoelectric device, with its focal
position matching the same plane as the imaging objective’s (60x 1.3 NA water) focal
plane. The sample rested on a piezo-stage (ASI imaging) which could move the sample
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in all three-axes with increments of a few nanometres. The microscope also had an
spatial light modulator (not shown in Figure 3.16a) to generate patterns for structure
illumination microscopy, which enabled sub-diffraction imaging. However, this feature
was not used due to slow refresh rate of the spatial light modulator with respect to the
movement of the nanoparticle.
A Hamamatsu 16-bit camera, which was cooled to reduce noise (ca. 10◦C), was
used to collect the light from the imaging plane of the objective. A series of 2000
frames were collected for each dataset, over a region of 512 by 512 pixels, with a frame
rate of 43.47 frames per second. The pixel size was calibrated with a mm grid with
10 µm divisions, and corresponded to 83 nm per pixel. In all instances, a 1 mW (at
the source) fluorescence excitation beam power was used. Higher laser powers quickly
saturated the camera when the beads were trapped over the Au surface, which acted as
a mirror for the emitted fluorescence. However, the large dynamic range of the camera
meant that even dim particles were detected.
3.3.3.2 Video rate nanoparticle tracking
The Laplacian of Gaussian method (described in Section 2.3.6) was used to determine
the particle locations frame by frame. A search range of 1-10 pixels (radius) in steps of
0.5 pixels was chosen to identify particle positions. The range was selected to limit the
detection of out-of-focus particles and aggregated particles.
Once the locations were detected for each frame, the particle positions were linked
into trajectories using the link dataframe function of Trackpy. Identified particles were
connected if their successive displacement was less than 15 pixels. Higher displacements
values yielded spurious linking of trajectories. However, the current value used did yield
tracks which, by visual inspection, appeared to belong to a one trajectory but instead
split into two or more tracks by linking function (Figure 3.17). Possible trajectories
were identified by taking the standard deviation of each pixel across the entire 2000
frames. If a particle traversed across a pixel, its standard deviation increased. Hence,
pixels with a higher standard deviation traced the motion of particles across the image.
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Fig. 3.17 Particle trajectories with increasing laser power. Each identified path has
a different colour. (a) 1.2 µW/µm2. (b) 1.7 µW/µm2, (c) 2.7 µW/µm2 (d) 8.4
µW/µm2. Background image shows the standard deviation for each pixel across 2000
frames. Pixels with higher standard deviation show the streaked motion of the particles.
Banding in images is a result of the spatial light modulator projecting a pattern for
structured illumination microscopy. The background images are intensity normalised
and presented using a logarithm scale for increased contract.
Particles were drawn into the centre of the Au-Cr micro-disc, where the heating
source was located. More trajectories were identified over the Au surface. This occurred
because particles were brought into focus by the presence of the thermoelectric field
(refer to flow profile in Figure 3.8). Moreover, the emitted fluorescence from the
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nano-spheres was reflected by the Au surface into the camera. Thus the nano-spheres
have a higher intensity, which increases their propensity to be identified as a particle.
Lower near-infrared laser intensities (Figure 3.17a) resulted in the accumulation
of more particles at the heating source than higher intensities (Figure 3.17b-d). At
the highest intensity (8.4 µW/µm2), particles were brought into the centre and then
pushed out of focus, and only a single particle was trapped. Some of the particle tracks
were also discontinuous over Au-Cr edge for this intensity.
For analysis of the particle velocities, the detected trajectories were converted into
polar-coordinates, utilising the symmetry of the tracks with respect to the centre of
the heating source (identified as the position of maximal intensity from the background
images of Figure 3.17). This simplified the comparison of instantaneous velocity
between each particle, as a function of its distance from the heating source.
3.3.3.3 Nanoparticle hydrodynamic and electrophoretic mobility measure-
ments
Assessment of the thermoelectric trapping field required quantification of the elec-
trophoretic mobility of the polystyrene particle. This meant subjecting the nanoparticle
to a known electric field and measuring its velocity. In addition, the polystyrene
nanoparticles were traversing a temperature field, hence the electrophoretic mobility
was quantified as a function of temperature using a Malvern Zetasiser device. The
viscous drag, or the ion exchange at the slipping plane of the nanoparticle, was expected
to change with temperature.
A folded cell cuvette (Malvern) with electrodes either side of its U-shaped channel
(Figure 3.18 inset) was used to apply a potential difference to the sample solution.
This accelerated the nanoparticles’ movement either towards the negative or positive
terminal, depending on their charge. Doppler velocimetry of the scattered light from
the nanoparticles was then used to quantify the electrophoretic mobility at a set
temperature of the sample solution (Malvern Zetasizer [130]). Two metallic plates
which attached to the front and back of the cuvette were used to heat up the sample
solution, which was equilibrated for 2 minutes before the electrophoretic mobility was
quantified. The electrophoretic mobility was determined from 20 - 65 ◦C, in steps
of 5 ◦C (temperature range limited by the deformation of the cuvette). For each
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temperature, approximately 50 measurements runs were performed: the mean and
standard deviation values were reported in Figure 3.18.
Fig. 3.18 The mean and standard deviation electrophoretic mobility (µe) for each
temperature interval. Mobility increased (negatively) with increasing temperature.
(Inset) Folded cell cuvette used for quantification of the electrophoretic mobility.
Cuvette was loaded with 26 nm polystyrene Fluospheres with 80 µM sodium azide
concentration. The electrodes either side of the U-shape sample chamber are shown in
the dashed circles.
The electrophoretic mobility increased in absolute value with increasing temper-
ature. It decreased linearly with a negative gradient as determined through linear
regression fitting, with a slope and intercept values of -0.066 µmcmV −1s−1K−1, -3.06
µmcmV −1s−1, respectively. The mobility was inversely proportional to viscosity and
hydrodynamic radius, and both are dependent on temperature. Hence to discern which
parameter was responsible for the increased electrophoretic mobility, the hydrodynamic
radius was quantified for the same temperature range, in the same cuvette, using
the Malvern Zetasizer (method outlined in Section 2.3.5). The hydrodynamic radius
changed from a values of 18.23 nm to 19.55 nm, which is a difference of 1.32 nm. For
the same temperature range, the viscosity changes from 1 mPas to 0.43 mPas. Hence,
the increase in the electrophoretic mobility was largely attributed to the reduction of
the viscosity, for increasing temperatures.
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3.4 Experimental results
3.4.1 Generating and measurement microscale temperature
gradients
3.4.1.1 Rhodamine-B lifetime-temperature calibration
The heating stage was used to control and maintain the temperature of the Rhodamine-
B solution in order to calibrate its temperature-lifetime dependence. The region near
the thermocouple immersed into the solution was imaged and its corresponding lifetime,
as a function of temperature, was discerned. For each set temperature, a distribution
of lifetimes were obtained from the pixel-wise fitting (Figure 3.19). The variation was
obtained from the lifetime fitting errors and the natural small temperature fluctuations
of the solution itself.
Fig. 3.19 The detected lifetimes for different set temperatures of the Rhodamine-B
solution by the heating stage. Logarithmic colour scale to illustrate the fluctuations in
the lifetime values.
The mean and standard deviation of the lifetime distributions for each temperature
was determined. The lifetime decreased with increasing solution temperature for the
tested temperature range of 21.7 ◦C to 75 ◦C (Figure 3.20). The obtained lifetimes
varied approximately 3% from its mean value. The lifetime-temperature dependence of
Rhodamine-B has been attributed to an Arrhenius-like relationship [131], whereby it
can be described as a single exponential decay, such that:
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τRhB = ARhBexp[T/T ′] + c (3.6)
where τRhB, ARhB and T ′ were the Rhodamine-B lifetime, pre-exponential factor and
characteristic temperature, respectively. The inverse of the lifetime, can be considered
as a reaction rate, which increases with temperature. This can be thought of as an
increase in the rotation of the molecular rotator, which more efficiently deactivates
the excited state, due to a lower viscosity of the solution, mediated by the higher
temperature [132]. The measured lifetimes with respect to temperature were fitted
using Equation 3.6, and showed excellent agreement (Figure 3.20).
Fig. 3.20 Temperature-lifetime dependence of Rhodamine-B in Milli-Q water. The
error bars show the spread in the temperature fluctuation (see Figure 3.19). The
measured relation in this work, and other works are fitted to Equation 3.6 such that
the coefficient can be used to back-calculate temperature from a lifetime value. The
relation measured herein agreed well with the values reported by Muller et al. [35].
The fitting coefficients of the curve facilitated the back calculation of a temperature
from a lifetime value. Upon comparison of Rhodamine-B temperature dependent
lifetimes, the values reported herein were in agreement with Muller et al. [35], who
report the combined results of Benninger et al. [133] and Kitamura et al. [132]. The
reported lifetimes in this work were also similar to Paviolo et al. [134] and Mercade-
Prieto et al. [131]. However, both works report higher lifetime values for the same given
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temperature. The Rhodamine-B concentrations were similar between the mentioned
studies and the values reported herein. Muller et al. show very similar lifetime values
for single molecule Rhodamine-B and ensemble concentrations. Hence lifetimes were
expected to be concentration independent.
3.4.1.2 Measuring temperature profiles induced by near-infrared absorp-
tion of Cr micro-discs
Once the lifetime-temperature relation of Rhodamine-B was defined, the heating induced
by the Cr micro-discs due to varying near-infrared laser intensities, was quantified. A 3
µl solution of Rhodamine-B was pipetted into the heating micro-chamber to map the
generated temperature profiles. From the measured lifetimes obtained as a function
of laser intensity, the temperature was back-calculated for each pixel (by rearranging
Equation 3.6). For consistency, the same array of micro-discs used for measuring the
velocities of polystyrene nano-beads were used to measure the temperature profiles.
The micro discs were cleaned from the presence of the polystyrene beads by sonication
in acetone to dissolve the polystyrene. However, not all residue was removed in the
cleaning process. Any remaining debris contributed to an altered Rhodamine-B lifetime
due to surface interactions, which gave rise to temperature hotspots. This was parti-
Fig. 3.21 Generated heating of the Cr micro-discs at varying laser intensities. The
background mean temperature without the laser was measured to be 21.9 ± 0.5 ◦C.
The focal plane was kept constant for all measured intensities. The same micro-disc
was heated for consistency. Repeated measurements with other micro-discs at the same
intensities conformed well, and only had a temperature difference of 0.5 ◦C.
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-cularly the case for the edges of the micro-discs (Figure 3.21 a-h).
Initially, the ambient temperature of the solution and the micro-discs was quantified
(Figure 3.21a). This step acted as a reference temperature, which took into account any
potential quenching effects due to the presence of Au and glass surfaces and any small
heating induced by Au absorption of the 561 nm laser used to excite Rhodamine-B
(nominally 20 µW for the entire field of view (4 nW/µm2)). The micro-discs were,
on average, 1 ◦C higher than the surrounding glass. This was most likely due to
the quenching of the Rhodamine-B in the presence of Au, which reduced the lifetime
and gave rise to a corresponding, slightly higher, temperature [135]. The ensemble
temperature, without the presence of heating (21.9 ± 0.5 ◦C) matched the measured
room temperature for the duration of the experiment (23.1 ± 1.3 ◦C).
The near-infrared laser was aligned to be incident at the centre of the TCSPC’s field
of view. A micro-disc was then centrally position over the laser spot to absorb the light
and generate heating. The laser intensity was varied from 1 - 100 µW/µm2, and the
corresponding temperature profile was measured from the lifetime of the Rhodamine-B
(Figure 3.21 b-h). The temperature increased with increasing laser intensities. Despite
the elliptical beam shape, which was twice the size in one-axis relative to the other
(Figure 3.13), the generated heating was symmetrical. The temperature change from
ambient (Tamb) and the heating distribution was determined by taking the mean of the










where Tp was the peak temperature value, µT was the spatial position of the peak
temperature, and σT was scale parameter (similar approximation made my Wolff et
al. [136] and Reichl et al. [69]). The value of the scale parameter increased with the
spatial extent of the heat distribution (Figure 3.22a). Herein, 2σT was used as the
heat distribution length, as it corresponded to the FWHM value for the Lorentzian
function (Figure 3.22b). Approximating the spatial distribution of the temperature
profiles enabled inferences to be drawn regarding the epicentre of the nanoparticles
trajectories and its corresponding temperature gradient of the thermoelectric force.
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Fig. 3.22 (a) Central temperature profiles taken from Figure 3.21 and fitted to a
Lorentzian to approximate the heating extent (FWHM) and change in temperature
from Tamb. The baseline temperature also increased with higher intensities for the
measurement window. For a bigger field of view, the temperature profile would tail-off
to room temperature. (b) Blue curves show the temperature change as a function of
laser intensity. ∆T nonlinearly increases with intensity, when is theoretically expected
to be linear. The heating extent also increases with intensity, when is expected to be
constant.
Heating profiles in the measured ± 33 µm window from heat source conformed well
with Lorentzian fitting for intensities between 1 - 8.4 µW/µm2 (Figure 3.22a). For
higher intensities, the peak temperature rise was over estimated by the Lorentzian
fitting, but its decay conformed well. In all instances, the fitting deviated at the Au-Cr
layer’s kinked temperature profile, which was a feature also observed in simulations
(Figure 3.5).
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The temperature change from ambient (Figure 3.22b) nonlinearly increased with
laser intensity, which did not follow simulated linear behaviour (inset of Figure 3.5).
Higher temperatures were achieved with lower intensities than expected. For instance,
an intensity of 2.7 µW/µm2 yielded a measured temperature rise of 39 ◦C, which
should be achieved using an intensity of a 65 µW/µm2 according to the simulated
profiles (Figure 3.4). In addition, for intensities above 50 µW/µm2, the temperature
incrementally increased at a reduced rate with successive intensity increases. The ∆T
curve of Figure 3.22b, suggests that the capacity of the Au-Cr layer to generate heating
began to saturate above 10 µW/µm2.
The spatial extent of the heating was approximately the same size as the Cr-Au
micro-disc (Figure 3.22b) and similar to the simulated value of 20.8 µm. However,
the FWHM increased with intensity when it should have remained constant. The
increase was nonlinear, following the same shape as the temperature change (∆ T ).
This suggests that the material properties (e.g. k, Cp) vary with temperature more
than in the simulations. For instance, the thin films may be experiencing significant
thermal expansion, and thus causing temporary detachment from the glass surface.
3.4.1.3 Quantifying temperature gradients
The 3D temperature profile was measured by scanning the focal plane of the TCSPC
away from the initial focal point (the surface of the glass slide). The focal position was
Fig. 3.23 Scanning the focal plane to obtain the corresponding temperature from the
lifetime measurements with the laser intensity set to 2.65 µW . The further the focal
plane was set away from the heating source, the lower the measured temperature.
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shifted using the fine focusing reel of the microscope stage, which in turn moved the
imaging objective down, rather than the sample stage. This meant that near-infrared
laser intensity incident on the Cr layer was kept constant. Optical sectioning of 1-2
µm was achieved through the use of the 1.4 NA 60x oil objective. With the intensity
kept constant (2.7 µW/µm2), the temperature was determined in z-direction in 2 µm
steps up to a distance of 14 µm from the surface of the glass slide (Figure 3.23).
Fig. 3.24 (a) Temperature profiles for different focal planes away from the surface of
the glass slide. The edge of the Cr-Ar layer appears as a shoulder in the temperature
profile. The measured temperatures were fitted to a Lorentzian curve to determine
the FWHM in both directions. (b) Projection of the fitted Lorentzian profiles. The
temperature spread at z=2 µm has the greatest spread and may be due to the higher
fluid flow at that plane. The vertical dashed lines denote the egdes of the Au-Cr
micro-discs, whilst the horizontal white dash line marks the position of the FWHM in
the z-direction.
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From the initial focal plane to 2 µm above the surface, the peak temperature did
not change. In all subsequent steps, the temperature reduced in peak value and became
more spread out. A Lorentzian function (Equation 3.7) was fitted to the averaged
central profiles in the x- and y-directions to quantify the heating extent and peak
temperature for every focal plane measured (Figure 3.24a). The fitting once again
conformed well to the measured radial temperature profiles.
At the 2 µm focal plane, the heating FWHM was larger than the 0 µm plane. This
may have occurred due to the presence of higher fluid flow 2 µm above the surface
which carried the heat away, whilst at the surface the flow velocity was zero. At these
focal planes, the kink in the temperature profile corresponding to the edges of the
Au-Cr layer was observed and matched the theoretical temperature profiles, which also
exhibited the same feature (Figure 3.5).
Using the peak values obtained from the Lorentzian fitting, the FWHM of the
temperature in the z-direction was numerically determined to be 6.6 µm, denoted by
the white horizontal dash line of Figure 3.24b), which was an orthogonal projection of
the fitted values. This value was smaller than the theoretical value of 9 µm. Approxi-
mating the profiles as a Lorentzian was useful as they smoothed out the temperature
fluctuations, which would greatly be amplified when determining the gradients. Hence,
Fig. 3.25 Temperature gradients numerically calculated from Figure 3.5b. (a) Gradient
is symmetrical about the heating centre. (b) Highest gradient occurs at around 4 µm
above the surface of the Au.
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the projection of the temperature from the fits (Figure 3.24b) was used to determine
the temperature gradients in both directions (Figure 3.25).
The temperature gradients were approximately lower by 4x in the x-y-direction, and
3x in the z-direction, relative to theoretical values shown in Figure 3.7. The measured
temperatures and its corresponding gradients were effectively an average of all the tem-
peratures within the depth of focus of the imaging objective. Hence, the temperature
profiles were smoothed out, which resulted in shallower measured gradients. Moreover,
the Lorentzian estimate of the temperature profiles did take into account the kinked
temperature aspect due to the edges of the Au-Cr layer. This particular feature had the
highest gradient values in both directions, and was neglected in the values in Figure 3.25.
In the x/y-direction, the gradient was symmetrical around the central heating spot
with the maximal value (0.83 k/µm) occurring at ∼7 µm from the heating centre
(Figure 3.25a). In the z-direction, the highest gradient was approximately 4 µm above
the surface of the glass slide with a value of 1.04 k/µm (Figure 3.25b).
3.4.2 Nanoparticle swarming in a thermoelectric field
With the positions of the particles detected and linked into individual trajectories
(Section 3.3.3.2), the instantaneous velocity was determined to quantify the strength of
the thermoelectric field as a function of position with respect to the heating source,
and at different temperatures (Figure 3.26).
When the laser intensity was set to 1.2 µW/µm2, a temperature change of 8.5 ◦C
was observed (Figure 3.21c. This gave rise to a thermoelectric field that affected the
motion of the nanoparticles as shown in Figure 3.26a. The negatively charged particles
were drawn in towards the heat source. Particle trajectories were mostly detected over
the micro-disc, where they were brought into focus by the thermoelectric field. The net
inward motion was affected by Brownian motion, resulting in meandering trajectories.
Even though particles were trapped in the centre, they still had a small instantaneous
velocity due to the movement of the cluster as a whole by Brownian motion.
Increasing the laser intensity to 1.7 µW/µm2 (∆T = 12.7◦C) resulted in more
particles being detected from outside the Au-Cr micro-disc, mediated by the greater
heating extent than in the previous case (Figure 3.26b). Higher instantaneous velocities
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Fig. 3.26 Instantaneous velocities of individual particle trajectories. The colour and
length of the arrows denote velocity. Particle are attracted to the centre (heating
source) of the micro-disc, where they are then confined. Particles velocities increase
as they approach the micro-disc. (a) 1.2 µW/µm2 (∆T = 8.5◦C). (b) 1.7 µW/µm2
(∆T = 12.5◦C). (c) 2.7 µW/µm2 (∆T = 16.6◦C). (d) 8.4 µW/µm2 (∆T = 21.3◦C).
The ensemble velocity increases with increasing laser intensities and its corresponding
temperature. Refer to Figure 3.21c-f for analogous temperature profiles.
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were observed over the micro-disc. Even more particle trajectories from outside the
micro-disc were detected with an intensity of 2.7 µW/µm2 (∆T = 16.6◦C). This was
due to the increased temperature field penetrating further and attracting particles from
outside the field of view of the image, in all directions (Figure 3.26c). The velocity of
a particle increased as it approached the Au-Cr micro-disc, and then reduced at the
centre where they were confined.
With a laser intensity 8.4 µW/µm2 (∆T = 21.3◦C), only a single very bright
particle was trapped, which was brought into the centre with a high velocity (Figure
3.26d). Particles which were not trapped at the centre were pushed away from the
Au-surface and out of focus. This occurred due to the higher negatively charged
Au-surface mediated by the increased binding of the azide cations in the presence of
the higher temperature.
The distribution of the radial velocities was quantified to discern how the thermo-
electric field changed with laser intensity (Figure 3.27). A kernel density approach was
Fig. 3.27 Gaussian kernel density estimation of the instantaneous velocities from Figure
3.26 as a function of laser power. The distributions are symmetrically shown, and a
greater width means more particles exhibiting that particular instantaneous velocity.
Both the position of the maximum width and the spread of the velocities negatively
increasing mean that particles are attracted inwards at a greater velocity with increased
laser intensity. For each distribution, a box plot is also plotted on top with a median
value represented by a white dot.
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used to determine the spread of velocities rather than binning the dataset to form a
histogram, which often can give a misleading representation of the distribution depend-
ing on the chosen bin size. Instead, each data point was represented by a Gaussian
kernel, and the summation of all the kernels yielded a smooth histogram whilst still
preserving any multimodality present in the datasets. The higher the density of kernels
at a particular instantaneous velocity, the wider the distribution (plotted symmetrically
for clarity). This allowed for comparisons to be made between the instantaneous
velocity distributions as a function of each laser intensity dataset (Figure 3.27). All
distributions were centred with a negative radial velocity, meaning that the majority
of the particles were moving towards the radial origin. The position of maximum
width shifted to higher negative radial velocities with increasing laser intensity. More-
over, the tail of the distribution negativelyincreased with intensity. Hence, there was a
clear increase in the inward ensemble velocity of the particle with increased temperature.
Fig. 3.28 (a) Median velocity (vmedian) nonlinearly negatively increases with laser
intensity (blue curve). Consequently, the thermoelectric field increases due to the
increased heating. (b) The thermoelectric field (and therefore vmedian) increases linearly
with the mean temperature of the micro-disc, confirming the nonlinear nature of heating
generated by the micro-discs with increasing laser power (Figure 3.22). The gradient of
the linear fit is equal to the term shown with the under bracket. If the Soret coefficients
of the solutes are know, the gradient can be used to determine concentration.
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The median and interquartile range of the distribution were determined. They
exhibited the same negative increase in velocity with laser intensity (box plot layered
on top of the symmetric distribution in Figure 3.27). The median velocity (50th
percentile) increased nonlinearly with laser intensity (Figure 3.28a). Given the median
velocities and the temperature dependence of the electrophoretic mobility (µe(T ) from
Figure 3.18) evaluated at the mean temperature over each micro-disc (Figure 3.21),
the thermoelectric field (Et) was quantified (Figure 3.28a).
The thermoelectric field also increased nonlinearly with laser intensity, as expected,
from a value of 72.4 V/m (1.2 µW/µm2, ∆T = 8.5◦C), to 177.6 V/m (8.4 µW/µm2
∆T = 21.3◦C). Upon comparison of the thermoelectric field with the mean temperature
over the micro-disc, a linear relation was found. This conformed with Equation 3.1
(Figure 3.28b) and confirmed that the measured change in temperature with laser
intensity ( Figure 3.22) was indeed nonlinear.
The magnitude of the thermoelectric field generated by the separation of sodium
azide ions was higher than that calculated for sodium chloride, even though the
concentration of the latter was almost 2000x higher. This suggests that the Soret
coefficient of the azide ion is several orders of magnitude higher than chloride.
3.4.2.1 Quantifying the Soret coefficient of azide ions
Up until now, the ensemble thermoelectric field has been quantified as a function of
laser intensity and its consequential heating. There was also a spatial dependence
of the thermoelectric field, as can be seen in Figure 3.26, originating from the radial
temperature dependence and its ensuing gradient. This dependency was investigated by
determining the mean velocity in radial bins of 1.5 µm for the 2.7 µW/µm2 intensity-
velocity dataset (Figure 3.29). For all evaluated bins the mean velocity was negative,
minmised at approximately 7.5 µm from the origin. Upon comparing the temperature
gradient for the same intensity at the same focal plane (calculated previously in Figure
3.25), the emerging radial dependence was similar to radially mean-binned velocities.
Hence, the velocity field, and thus, the thermoelectric field, were largely determined
from the gradient of the temperature field.
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Fig. 3.29 The radial dependence of the velocity was determined by the temperature
and its ensuing gradient. The mean radial velocity was determined using a bin size of
1.5 µm. The error in each bin was determined as the ratio of the mean over square
root bin counts. The radial velocity was diminished 21 µm away from the heating
centre, and increased to a maximum negative value of ca. 11 µm/s, 7.5 µm from the
heating spot, where the temperature gradient was the highest.
Knowing the temperature distribution, its gradient, and the thermoelectric field
generated, the Soret coefficient of the azide (SN3) was determined by rearranging

















where the subscripts N3 and Na were for the sodium and azide ions, respectively.
The effects of hydronium and hydroxide ions were neglected due to their very low
concentration (solution is pH 8). A concentration of 2.4x10−10 mol was used for both
the sodium (CNa) and azide (CN3), given the stock concentration of 80 µM , and the 3
µl volume of the fluidic chamber. The following values were used in conjunction with
Equation 3.8 for the calculation of the Soret coefficient of the azide ions as a function
of radial position: the radially dependent values for temperature (Figure 3.24a), the
temperature gradient (Figure 3.29), the velocity (Figures 3.29), and the electrophoretic
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mobility (µe(T (r)), Figure 3.18). As the radial temperature profile is known, the values
of the Soret coefficient at different temperatures were determined (Figure 3.30).
Fig. 3.30 The Soret coefficient with increasing temperature. The coefficient is approxi-
mately constant as a function of temperature, as expected. The errors are propagated
forward, and it was assumed that the ion concentrations were to have an error of 5%.
The Soret coefficient for azide ions were temperature independent. Figure 3.30
shows that the first and the last values were different from those in between. The Soret
coefficient at 300 K has a high error as there were few particles detected in the binned
region corresponding to the edge of the image (Figure 3.26c). The Soret coefficient
at 312 K was distorted by the presence of trapped particles at the centre, which
affected the calculated value for ET . By neglecting those points, the nominal Soret
coefficient of azide ions was 2.15 ± 0.41 ×10−2K−1. This value was approximately
30 times larger than the Soret coefficient of chloride ions. It is for this reason that
the magnitude of the thermoelectric field for sodium azide was higher than sodium
chloride, even though the concentration of sodium chloride ions was considerably higher.
The sign of the Soret coefficient for azide ions was positive, and thus they moved
away from the heating source, much like the cationic CTAC micelles used by Zheng
et al. [72]. Moreover, the magnitude of the Soret coefficient was also similar to the
CTAC micelles.
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3.4.2.2 Relocating the nanoparticle swarm
As a demonstration of the light controlled accumulation of the nanoparticles, the
heating spot moved to a different position on the Cr micro-disc and the nanoparticles
migrated to the new heating centre (Figure 3.31).
Fig. 3.31 The blue, and green target denote the initial and final location of the heating
spot; radius of target approximately the same size as the near-infrared beam. (a)
Nanoparticles pre-accumulating before the heating spot moved. (b): At 0.69 seconds
after the heating region moved, the nanoparticles had already begin their journey to
the new trapping centre. c All nanoparticles travelled to the new heated region, and
more nanoparticles were attracted towards the cluster.
Initially, the heating spot was placed at the left edge of the micro-disc, and left
there for a few seconds to accumulate nanoparticles (Figure 3.31 a blue target). Then,
the piezo-stage was used to rapidly move the sample, such that the location of the
heating region was moved to the right side of the Cr micro-disc (Figure 3.31a green
target). Within less than a second after moving the heating spot, the particle had
already traversed half the distance between the initial and final location of the heated
area (Figure 3.31b). After approximately 1.5 seconds, all the particles had migrated
over, and new particles were drawn in towards the swarm (Figure 3.31c).
3.5 Summary
Temperature gradients were created through the absorption of near-infrared laser light
by chromium thin films deposited on a glass slide. This enabled complete control and
flexibility of the location where heating was induced within a microfluidic chamber.
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The steady state heating diffusion was simulated and the convective flow and thermo-
electric field was modelled. The temperature induced convective flow of the fluid was
found to be small in magnitude due to small Reynold’s number of the system. Hence,
fluidic effects were negligible and in the opposite direction of the observed nanoparticle
movement. Despite the small difference between the Soret coefficient of sodium and
chloride, the nanoparticle velocity simulated by taking into account the temperature
gradients, was in the order of 10 µm/s for a 20 degree temperature rise, which was
substantial. The observed flow direction of the nanoparticles matched the simulated
direction.
The heating profile was mapped out using the temperature dependent fluorescent
lifetime of Rhodamine-B, which was obtained through time correlated single photon
counting microscopy. The fluorescent lifetime response of Rhodamine-B was calibrated
using a custom built heating stage, and the measured lifetime-temperature values. The
latter matched closely to previously reported values. Heating was induced at various
laser intensities incident on Cr micro-disc, at which the microscale temperature was
obtained from the fluorescent lifetime of Rhodamine-B. The shape of the induced
temperature profiles were similar to the simulated temperature profiles, and even had
the kinked feature corresponding to the thermal conductivity difference between the
edge of the Au-Cr and the glass. However, the simulated peak temperature profiles
did not match the measured peak temperatures for a given laser intensity. Both the
measured and simulated temperature gradients (∼ 106K/m) in this work were lower
than those estimated by Zheng et al. (∼ 107K/m), despite similar geometries being
used.
Fluorescently tagged 26 nm polystyrene beads which were modified with carboxy-
late to inhibit aggregation were used as tracer particles to map out the thermoelectric
field. The modification meant that the nanoparticles were negatively charged with an
electrophoretic mobility of approximately ca. -5 µmcmV −1s−1. Particle tracking was
used to obtain the velocities of the nanoparticles migrating under the thermoelectric
field at various induced temperatures. It was also found that the particles could be
trapped near the Au surface, with bigger clusters forming at lower induced temperatures.
This was the smallest reported nanoparticle size used in a thermoelectric trap or the
thermophoretic trapping as a whole (i.e. quasi-static temperature gradients by Braun
et al. [63]). With increasing temperatures, the particles migrated towards the hot spot
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with greater velocities, due to the increase in the strength of the thermoelectric field.
The ensemble strength of the thermoelectric field varied from 80 V/m (∆T = 8.5◦C) to
180 V/m (∆T = 21.3◦C). This value was similar to the estimates provided by Zheng’s
group (50 - 300 V/m) despite using a different cationic-, ionic-pairs for their thermo-
electric field, and overestimating the induced temperature gradients in their system [72].
The Soret coefficient of azide ions was calculated in the present study to be 2.15
± 0.41 ×10−2K−1. Although the associated error was large, the was in line with the
ca. 20% error commonly reported for Soret coefficients [65]. This value was similar in
magnitude to the macro-cation micelles used by Zheng’s group ( ∼ ×10−2K−1) [72],
as well as hydroxide ions (2.33 ×10−2K−1) [69]. The ability to measure the Soret
coefficient of ions further strengthens the sensitivity of using thermophoresis as a





In the presence of temperature gradients or intensity gradients, nanoparticle motion
in solution is altered. They can either be confined by the presence of the gradient
or be repelled away from it. In either case, nanoparticle redistribution leads to self
induced local refractive index changes, which in turn, redistributes any light present
within the region. These self lensing effects have particularly been reported when a
beam is focused into a nanosuspension, and have been ascribed to optical forces or
opto-thermal effects (Section 1.3). Of particular interest is the observed lensing effects
for Au nanosuspensions due to the plasmonic nature of Au, which leads to enhanced
absorption and scattering effects. As such, even for weakly focused beams, self induced
focusing and defocusing effects have been reported (Figure 4.1) [26, 82, 27, 28].
Fardad et al. and Kelly et al. investigated non-linear lensing effects of a weakly
focused beam into a cuvette containing 40 nm Au nanoparticles dispersed in an aque-
ous media. They found that at a low irradiance into the cuvette, the focused beam
undergoes its inherent divergence as it propagates through the nanosuspension (Figure
4.1a). Increasing the laser power to 150 mW, they observe a self focusing, ’needle-like’
beam, with a greater divergence than in the lower power case (Figure 4.1b). They
attribute this behaviour to optical forces and migration of particles towards the high
intensity region of the beam [26, 82]. Further increasing the laser power results in
a significant increase in the beam’s divergence relative to the low power, and the
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beam penetrates far less into the solution (Figure 4.1c). Fardad et al. associate this
behaviour to thermal effects overcoming optical effects, as the self focusing behaviour
is compensated by the heating of the medium. Interestingly, Liberman et al. and
Ortega et al. attribute the self-focusing behaviour purely to thermal effects, since the
absorption cross-section dominates the scattering for Au nanoparticles below 60 nm in
diameter [27, 28].
In this chapter, the experimental geometry of Fardad et al. (which is very similar
to Kelly et al.) was recreated and their experimental observation verified in order to
discern the exact mechanism behind their observed self-lensing effects. Their work was
extended by quantifying the beam size and divergence at different powers, varying
focal positions inside the nanosuspension, and nanoparticles suspended in fluids with
different thermal diffusivity. In addition to extending the side cuvette self lensing work,
the long optical path length cuvette (5 cm) was replaced by a short length cuvette
(300 µm L < ZR) and scanned along the focused beam to discern non-linear refraction
coefficient (n2) for 40 nm Au nanoparticles at various concentrations, powers and
in media with different thermal conductivities. Moreover, n2 was determined as a
function of time to discern the associated temporal dynamics of the formation of self
Fig. 4.1 The observed self-focusing and de-focusing of a focused beam into an Au
nanosuspension at low- (a),medium- (b), and high-intensities (c). From reference [26].
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induced lensing effects. The heat generation and diffusion by nanoparticle absorption
was simulated and compared to the time constants for n2 as a means of confirming
that the lensing effects were driven by thermal effects.
4.2 Optical, thermal and thermoelectric simulations
for nanoparticle suspensions
A means of investigating the mechanism behind the observed lensing phenomenon
reported by Fardad et al. [26], and Kelly et al. [82] was to consider the optical and
thermal effects. Whilst the lensing behaviour has been ascribed to optical forces,
the authors do not estimate or quantify the magnitude of the optical forces driving
the lensing behaviour. The optical forces and temperature profile for Fardad et al.’s
experimental geometry was modelled in this section.
The fundamental light-matter interactions occur between the nanoparticle and
the laser light. The mechanism that unfolds from this interaction is consequentially
responsible for the lensing effects. The extent of the nanoparticle’s scattering and
absorption govern the interplay with the optical and thermal forces. Plasmonic metals
Fig. 4.2 The scattering, absorption and extinction cross-section for 40 nm Au-
nanoparticles obtained from Mie theory. Absorption is the dominating mechanism of
light matter interaction across the visible wavelength.
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act to enhance the light matter interactions as discussed in Chapter 2. Hence, the
absorption and scattering cross sections for 40 nm Au-nanoparticles (Figure 4.2) were
obtained from the NanoComposix Mie Theory Calculator [36], and verified against the
work of Fardad et al. [26].
The resonant peak for the Au-40 nm particles occurred at 532 nm, which coincided
with the laser wavelength used by Fardad et al. The absorption cross section exceeded
the scattering cross-section across the entire visible wavelength spectrum. Photons
interacting with the particle were therefore significantly more likely to be resonantly
absorbed by the nanoparticle, which acted to increase the nanoparticle’s internal energy,
effectively making them nano-heat sources. The generated heat was dissipated into
the media, increasing its temperature. Although an increase in the thermal energy of
the media acted to destabilise any trapping effects, optical forces may still have been
significant enough for trapping, depending on the intensity gradients of the laser.
4.2.1 Refractive index gradients mediated by optical trapping
Fardad et al. attribute their observed behaviour to optical trapping forces, specifically
to the Gradient force, with the nanoparticles having a positive polarisability. This
would increase the nanoparticle concentration near the focal point, resulting in a higher
refractive index, and thus, causing positive lensing effects that redistribute the light [26].
The propagating light will transition from a lower refractive region away from the focal
point, to a higher index of refraction near the focal point, and hence refracting the light
towards the normal. For this effect to be significant, several nanoparticles would have to
participate in order to perturb the much larger Electric-field relative to the particle size.
To evaluate the contribution of the optical forces in forming self-focusing beams, the
theoretical trapping forces were calculated using the formalism described in Chapter
2. Fardad et al. use a wavelength of 532 nm and a full-width-half maximum beam
size of 15 µm, which corresponds to a beam-waist (w0) of 12.7 µm. They report a
’needle-like beam’ using a power of 150 mW for 40 nm Au-nanoparticle suspension.
These parameters were used in the present study to simulate the theoretical optical
trapping forces.
Firstly, the polarisability of 40 nm Au-nanoparticles used in the optical trapping
force calculations were determined from their scattering- and absorption-cross-sections
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Fig. 4.3 The real and imaginary polarisability for Au-40 nm particles. The values were
derived from the scattering and absorption cross-sections obtained from Mie theory
[36, 26].
calculated from Mie theory (Figure 4.3 and verified against values reported by Fardad
et al.).
At the laser line of 532 nm, the imaginary part of the polarisability was greater
than the real part. This had a two-fold effect, increasing the temperature of the media
due to the higher absorption, as well as increasing the magnitude of the scattering
force relative to the gradient force (Equations 1.6,1.5. Both effects acted to reduce the
probability of confining nanoparticles near the focal region.
In the simulations, the focal position of the beam was set to 1 cm inside the cuvette,
similar to the experiential geometry used in Fardad et al.’s work (Figure 4.1). To
ensure that intensity gradients were evaluated with sufficient spacial resolution, only
two Rayleigh lengths on either side of the focal point were simulated, rather than the
whole 5 cm cuvette. Furthermore, the attenuated intensity due to absorption and
scattering over the considered optical path length, was taken into account such that:
I(z) = I0e−αzz
= I0eσext(fv/VNP )z (4.1)
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where αz, fv, VNP , and I0 were the linear attenuation per unit length, filling fraction,
nanoparticle volume and initial intensity, respectively. Fardad et al. report a filling
fraction of 2 ×10−6, which corresponds to approximately 6×1010 particles per millilitre.
From this, the optical gradient and scattering force were quantified for the experimental
geometry reported by Fardad et al. (Figure 4.4).
The dominant optical force was the scattering force, which was several orders of
magnitude higher than the gradient force, both in the lateral- and axial-direction. As
a result, particles could not be optically near the focal point. At the focal position, the
scattering force was 0.74 fN. Equating this to Stoke’s drag force (FD = 6πηwrnpvnp),
the particle’s maximum velocity (vnp) due the scattering force was approximately 2
µm/s. This velocity was not significant enough to generate any concentration gradients
mediated by the scattering force.
Fig. 4.4 Optical force calculations for confinement of 40 nm particles using a wavelength
of 532 nm, a beam size of 12.7 µm, at a power of 150 mW. Top: Axial gradient force
was in the zepto-Newton range. Middle: Radial gradient force was also very weak and
in the order of atto-Newtons. Bottom: The scattering force was sub-femto-Newtons
and was still insignificant to affect particle motion.
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The maximum gradient forces in the axial- and radial directions were in the order
of a few atto-Newtons and zepto-Newtons, respectively. These very weak forces arose
due to the low intensity gradients originating from the large beam waist and the loss
of intensity due to linear absorption of the light.
Concentration gradients mediated by optical forces could not be responsible for the
lensing or ‘self-focusing’ behaviour reported by Fardad et al.
4.2.2 Thermally induced refractive index gradients
As the optical force was insufficient to mediate redistribution of nanoparticles, the
thermal effects due to nanoparticle absorption and dissipation were considered. Comsol
was used to simulate individual and ensemble nanoparticle heating (using Equation 3.2),
as well as determining the associated heat dissipation time scales. As a consequence of
the heat dissipation, the medium’s temperature increased, which. given the negative
thermo-optic coefficient of water [27], decreased the local refractive index, creating
an effective lens with a radius of curvature dictated by the heating dissipation profile
(Figure 4.5). Consequently, the beam size changed, which altered the amount of heating
generated, feeding back into the refractive index of the medium until steady state was
reached.
Fig. 4.5 The proposed mechanism behind the self induced lensing investigated herein.
A Gaussian beam with initial size w0 induced heating, changing the local index of
refraction, causing lensing of the beam, which in turn changed the amount of heat
generated. Once the lensing feedback reached steady state, the beam became stable.
4.2.2.1 Single nanoparticle heating
To determine how refractive index changes at the nanoscale drive thermal effects, the
steady-state surface temperature, and heat dissipation profile of an individual 40 nm
nanoparticle was simulated. The heating effects were evaluated for a single particle
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placed at the central radial position of the beam focus.
The heat dissipation profile of the nanoparticle into the water medium was evaluated
for a domain that was greater than ten-times the nanoparticle radius (rnp = 20 nm).
Initially, the nanoparticle and water medium temperatures were set to the ambient
temperature of 20 ◦C (Tamb). The boundary of the water domain, was also set to the
ambient temperature to dissipate the heat away. This was equivalent to modelling
the system as a single nanoparticle immersed in an infinite water bath. The heat
generation source Q was evaluated such that:
Q = I(r, z)σabs(λ)
Vnp
(4.2)





where I(r, z) was the intensity profile of the laser, P was the laser power, and
σabs was the wavelength-dependent absorption cross-section of the nanoparticle [137].
At the laser line of 532.8 nm, the absorption for 40 nm Au was resonant and the
nanoparticle was maximally absorbing, with a cross-section of 3.57×103 nm2. The
surface temperature and heating profile of a single nanoparticle were simulated using a
laser power of 100 mW (Figure 4.6).
The surface temperature of the nanoparticle in the steady state reached 25.5 ◦C,
which was 5.5 ◦C above the initial ambient temperature. This meant that an increase
of 0.55 ◦C of the nanoparticle’s surface temperature was expected per mW of laser
power, since heat generation scaled linearly with laser power. There was a negligible
temperature gradient across the nanoparticle. At the water-nanoparticle interface, the
temperature was the same, after which it rapidly decayed to ambient at a distance of
10-times the nanoparticle’s radius.
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Fig. 4.6 Heating profile of single 40 nm particle in water due to the absorption of laser
light. The top and right graphs show the heating profile. Around 200 nm away from
the nanoparticle’s centre, the temperature has decayed to ambient.
Each nanoparticle acted as a heating element, locally changing the temperature
of the water media which they resided in. As there were approximately 1×1010
nanoparticles per millilitre of water, they collectively contributed to the increase in the
temperature of the solution, and thus changed the relative permittivity of the medium.
Consequently, this led to lensing effects of the initial beam.
4.2.2.2 Nanoparticle heating effects in a 5 cm cuvette
The steady-state 2D (axis-symmetric in cylindrical coordinates) heat diffusion equation
(Equation 3.2) for a 5 cm quartz cuvette containing the nanoparticle solutions was
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simulated. The boundaries of the cuvette were kept at Tamb (20 ◦ C) to dissipate the
heat into the environment. The beam was simulated such that its focal position was 1
cm inside the cuvette. To ensure the a physical solution was calculated, the maximum
mesh was set to focal spot size of the beam. The heat source (Q) was defined as:
Q = TIe−azzI(r, z)az (4.4)
where TI was the percentage of light transmitted through the Quartz cuvette
interface with an optical path of 4 mm (cuvette thickness). Using the Fresnel reflection
coefficients (Equation 2.8 of Chapter 2), it was found that 95% of the initial laser light
was transmitted into the sample solution. The filling fraction of the Au solution used
by Fardad et al. was far too high in concentration and meant that 90% of the light
was absorbed in the first centimetre of the cuvette. Hence, to allow the laser beam
to further transmit light into the cuvette and thus study how the beam profile affects
the heating profile, a reduced (by a third) filling fraction of 7 × 10−7 was used. The
reduction of concentration was representative of the experimental results discussed in
later sections of this chapter. A laser power of 100 mW was used to determine the 2D
heating profile generated by the Au-nano-suspension (Figure 4.7b).
Fig. 4.7 (a) Axial temperature profile. (b) 2D temperature simulation due to Au-
nanoparticle absorption of the laser beam. White lines show laser profile. (c) Radial
temperature profile at the focal point.
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The majority of the temperature rise occurred before the focal point, despite the
lower concentration of nanoparticles used in the simulation (relative to Fardad et al.).
The linear absorption was the dominant effect and resulted in a generally exponentially
decaying axial temperature profile (Figure 4.7a). At the focal point, where the intensity
was the highest, the biggest temperature change from ambient was observed (Figure
4.7a). The radial heating profile was Lorentzian-like and had a temperature change of
approximately 5 ◦C at the central position (Figure 4.7c). The heat dissipation extent
in the radial direction was greater than the beam size (Figure 4.7b).
The heat diffusion simulations were re-evaluated for different focal positions along
the cuvette to discern their effects on temperature profiles as the observed lensing
effects have been reported to change as a function of the focal position [28] (Figure 4.8)
Fig. 4.8 Axial heating profiles of Au-40 nm suspension in a 5 cm cuvette at a power of
100 mW and a beam spot size of 8 µm. Adjusting the focal position of the beam resulted
in different heating profiles and a change in the magnitude of heating induced. All
profiles were predominantly exponentially decaying, arising from the linear absorption
of the nanoparticles. Inset: Refractive index change determined from the dispersion
relation of water at 532 nm.
The further the position of the focal point along the cuvette, the smaller the tem-
perature change induced was, and the less dominating the exponential decay profile due
to the linear absorption of the nanoparticles (Figure 4.8). For all focal positions, the
quantified refractive index change was negative. This was obtained using the density
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(atmospheric pressure), wavelength (532.8 nm), and temperature dependent dispersion
relation of water [138] (Appendix 5). The further the focal point inside the cuvette,
the greater the portion of the beam pre-focal point was altered.
The magnitude and heat dissipation profile could be altered by changing the
nanoparticle medium. The thermal conductivity valus of alcohols, such as ethanol or
methanol, are lower than water (0.162 Wm−1K−1, 0.2 Wm−1K−1 and 0.6 Wm−1K−1,
respectively) [139]. Hence, alcohols dissipate the heat less, meaning that the tempera-
ture rise is higher than in the case of water. Moreover, the thermal diffusivity (k/ρCp)
of the solutions play an important role in the thermal profiles they create. The thermal
diffusivity of water relative to ethanol and methanol is 1.64 and 1.41 times lower,
respectively [139]. The 2D heat diffusion was simulated with the Au-nanoparticles
suspended in isopropyl alcohol with the focal position set to 1 cm inside the cuvette.
In comparison to water, the temperature induced at the focal point was 1.44 times
higher (Figure 4.9).
Fig. 4.9 Radial profiles of heating generated by 40 nm particles suspended in water,
and 2-propanol alcohol, with an incident power of 100 mW. The radial profile was for
the focal point placed 1 cm inside the cuvette, with a focal spot size of 8 µm. A larger
temperature difference occurred in the alcohol solution due to its lower heat diffusivity
coefficient. Inset: Normalised temperature for both media, illustrating the difference
in heat diffusion between the two solutions.
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The steady-state radial heating profile for isopropyl alcohol was broader than
for water due to the higher induced temperature. However, upon normalising the
temperatures for the different media, water was more dissipative, as expected (Figure
4.9 inset). Hence, re-suspension of the nanoparticles from a water media to alcohol
based media, yielded greater heating effects and different refraction profiles (taking
into account the thermo-optic coefficients).
4.2.2.3 Nanoparticle heating in a micro-cuvette
In the 5 cm cuvette, the temperature profile and its corresponding refractive index
gradients depended on the heat diffusion of a large volume of medium relative to the vol-
ume of the beam. This essentially meant that the temperature profile at each position
of the cuvette was affected by its temperature difference relative to the neighbouring
position. The diffusion of heat in the large volume blurred the individual heating
profiles generated for each segment of the intensity varying beam. By considering
smaller light-matter interaction lengths of 300 µm rather than 5 cm, the heating effects
at every segment of the beam’s propagation were characterised independently. This
allowed for direct comparisons between the measured refractive index changes using
the z-scan method (Section 4.4.2.1) and the theoretical thermal lensing behaviour for
each position of the beam in the axial direction.
Transient heat diffusion was simulated (using time dependent solution of Equation
3.2 in Comsol) for a cuvette with an optical path length of 300 µm. The sample
Fig. 4.10 Temperature profiles for a thin 300 µm optical path length cuvette at different
positions of the laser beam. The white lines show the laser profile (w0) at the given
z-distance. A temperature rise of 10 ◦C (P = 75 mW ) occurred when the focal position
was placed at the entrance of the cuvette (z=0 mm). The radial heating extent was
greater than the size of the beam.
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chamber of the cuvette was sandwiched between a coverslip (170 µm) and a glass slide
(1 mm), both made of silica glass. The boundaries of the sample chamber and the
silica glass were kept at Tm, and heat was allowed to diffuse between the water sample
chamber and the silica glass, relative to their temperature difference and thermal
properties. The heat source (Q) is the same as Equation 4.4, but TI has value of
96% corresponding to transmitted light through silica coverslip interface. A laser
power of 75 mW was used, corresponding to the maximum power used in the z-scan
data (Section 4.4.2.1). The cuvette position was scanned along the z-direction and
the heating profile determined for a total time of 10 ms (Figure 4.10). This time
frame was the same as the acquisition time of the measured z-scan data. Due to the
shorter cuvette length, a filling fraction of 2×10−6 was used, which corresponds to OD 1.
With the focal position at the entrance of the micro cuvette, a temperature rise of
approximately 10 ◦C was theoretically expected from a 75 mW beam being absorbed
by 40 nm Au-nanoparticles (Figure 4.10a). The radial heating profile was larger than
Fig. 4.11 Axial temperature profile evaluated by the mean temperature (< Tm >) of
the central radial position (left axis and blue curve). The corresponding refractive
index change due to temperature variations (right axis, orange curve) obtained from
the dispersion relation of water. The profile was Lorentzian-like in shape. The
power of the beam was 75 mW corresponding to the maximum power used in the
z-scan measurements, and thus allowing for direct comparisons between simulated and
measured ∆n and n2 values. Magnitude of ∆n is comparable to the reported value of
Ortega et al. for 5 nm Au nanoparticles (inset of Figure 1.27b).
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the width of the beam at a time of 10 ms. The temperature generated reduced as
the cuvette was scanned away from the focal point due to the lower intensity (Figure
4.10b-d). The axial heating profile due to the varying intensity of the laser beam was
determined by quantifying the mean temperature (< Tm >, average of the central
radial temperature) at the central radial position for every evaluated cuvette position
(Figure 4.11).
The axial temperature profile was Lorentzian-like in shape. The axial coordinates
were divided by the Rayleigh length (Zr, 0.501 µm) of the beam, to allow for direct
comparison between the refractive index change derived from the dispersion relation of
water and the measured refractive index change (Section 4.4.2.1). Heating of the solu-
tion and a small change in refractive indices still occurred at distances ± 15 Rayleigh
lengths away from the focal position. At the focal point, the refractive index change
(∆n) was -103×10−5, which corresponded to n2 values of -1.38 ×10−12 m2/W , for a
Fig. 4.12 Simulated temperature profiles of Au-nanoparticles suspended in different
solutions in a 300 µm cuvette placed at the focus (w0=8 µm, marked by the green
dashed line). The temperature rise for isopropyl alcohol was much higher than water
medium for the same power (75 mW ). The beam size was much smaller than the
heating profiles, which were no longer Gaussian in shape, but were more Lorentzian-like.
Inset: Normalised temperature profiles for each solution, with the water having a
more spread-out shape due its higher thermal diffusivity. The radius of curvature of
the lens created by the isopropyl alcohol was smaller than water (at r=0) meaning
that it was a stronger lens.
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power of 75 mW and a beam size of 8 µm.
A means of investigating whether the lensing effects were indeed driven by thermal
effects was to change the media of the nanoparticles suspension to a lower thermal
diffusivity relative to water. In the 5 cm cuvette, the induced temperatures were 1.4
time greater for the same power, focal length and nanoparticle concentration when
the particles were simulated in isopropyl alcohol media. In the same manner, the
temperature profile of the nanoparticles suspended in isopropyl alcohol was simulated
for the 300 µm cuvette placed at the focus with a laser power of 75 mW.
The average r-direction heating profile of nanoparticles in isopropyl alcohol media
was broader and rose more steeply to its maximum values compared to water suspended
nanoparticles. The peak temperature was also 1.7 times higher. In both media, the
heat diffusion at a time of 10 ms was larger than the beam size (Figure 4.12 inset).
The higher temperature rise and the steeper temperature gradients of isopropyl alcohol
solution meant that it had a stronger lensing power. This was analogous to a lens with
a smaller radius of curvature.
Fig. 4.13 Double exponential fitting to extract the associated time constants for the
temperature increase of the central radial position with the cuvette placed at the focal
point. Fitting values were reported in Table 4.1.
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Comparison of time scales associated with the theoretical and measured evolution of
the system could help elucidate the governing physical mechanism behind the observed
lensing effects by Fardad et al., and the work presented herein. The transient evolution
of the temperature profiles in Figure 4.12 were quantified in steps of 10 µs up to 10 ms.
For each time point, the mean temperature of the central radial position was evaluated
and normalised relative to the temperature at 10 ms, for both water and isopropyl
alcohol solutions (Figure 4.13).
The temperature rise from Tm appeared to rise exponentially for both media.
In an analogous manner to other studies that quantified the temporal dynamics of
temperature [140, 141], a two exponential rise function f(t, τ1, τ2) was fitted to the
theoretical temperature rise of Figure 4.13, such that













where a1, a2, τ1, and τ2 were the relative weighting, and time constants, respectively
[142]. The residuals of a single exponential fit also had an exponential behaviour,
suggesting that a two exponential fit was more appropriate for representing the temporal
dynamics of the temperature evolution.
Media a1 τ1 [ms−1] a2 τ2 [ms−1]
Water 0.42 0.19 0.61 3.67
Isopropyl Alcohol 0.42 0.27 0.63 4.42
Table 4.1 Time constant for the temperature rise at the central radial position of a
micro-cuvette placed at the focal point of a laser with the 40 nm Au-nanoparticles
suspended in different media. The heat diffusivity was slower for isopropyl alcohol
relative to water, as expected.
The associated theoretical temperature rise in both media had a long (ms) and
short (µs) time constants (Table 4.1). These time scales could correspond to the heat
generation and dissipation of the Au-nanoparticles in their respective medium. In both
cases, the longer time constant had a higher weighting. The isopropyl alcohol’s short
and long time constants were 1.4 and 1.2 times longer relative to water, respectively.
This difference approximately corresponded to the lower thermal diffusivity of alcohols.
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These theoretical time scales were compared against the measured transient z-scan
results.
4.2.3 Thermophoretic effects
Lensing effects could also be caused by the thermophilic or thermophobic migration of
the nanoparticles. There could be a local temperature gradient (across the nanoparticle
with one side being slightly hotter) and global temperature gradients caused by the
ensemble heating of the nanoparticles within the beam.
The nanoparticles used in this work were only suspended in Milli-Q water (according
to the manufacturer’s specification [143]), with an approximately neutral pH. Hence
thermoelectric fields (generated by separation of ions in the presence of a temperature
gradient) were likely very weak or not present.
Thermophoretic motion of nanoparticles could however be mediated by the entropic
forces due to the hydration entropy of the Au-nanoparticles with the citrate molecules
(used for charge stabilisation). If this was the dominating force, then the associated
time scales for self induced lensing effects (measured by transient z-scan) were likely to
be in the order of tens-of-seconds [20].
4.3 Thermal lensing methods and protocols
4.3.1 Optical setup for quantifying lensing behaviour
A DPSS laser was used to generate laser light with a wavelength of 532 nm. In General,
DPSS laser generating a wavelength of 532 nm are achieved by using 808 nm and
1064 nm pump beams. A spectrometer was used to verify a single output of 532.8 nm,
with no leakage of the pump beams present. The laser power was modulated using an
Acousto-Optic Tunable Filter (AOTF), which effectively acted as a fast shutter, with a
measured rise time of 2 µs. However, the AOTF (by AA Opto-electronic, France) can
only modulate vertically polarised light so a half-wave plate was used to rotate the
polarisation plane of the laser. The AOTF was modulated with a frequency of 121.6
MHz which gave the brightest first order output for the 532.8 nm laser. The output
power of the laser was controlled by changing the amplitude of the AOTF’s driving
frequency. A power meter was used to characterise the laser output power from the
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Fig. 4.14 The optical set-up used for both sides cuvette (L = 5 cm) self lensing imaging
and Z scan measurements (L = 300 µm). An AOTF along the beam path acted as a
fast shutter to allow transient measurements of the lensing effects for both types of
measurements. For side cuvette imagining, a camera was placed perpendicularly to
the cuvette, about 60 cm away, and was mounted on a manually translatable Z-stage
to always keep the cuvette in the field of view. As the entire beam propagation
through the cuvette was imaged, the imaging system had a low NA (not able to resolve
actual beam size at the focus). For z-scan mode, the large cuvette was replaced by a
smaller optical path length cuvette whilst keeping all the other optical components
constant. The photons incident on the signal and reference photodiodes were then
used to determined the amount of light transmitted through the aperture (A3) as a
function of the cuvette’s position in the z-direction (controlled by a motorised stage).
AOTF relative to the input voltage of the AOTF’s driver module. A beam block was
used to dump the zeroth order from the AOTF.
A series of mirrors (M1, M2, M3) was used to direct and align the beam onto a
photodiode through an series of apertures (A1, A2, A3) used as reference points for
beam alignment (Figure 2.15). An adjustable beam expander and a plano-convex lens
with focal length of 75 mm were added to the beam path. A beam sampler was used
to pick-off a 4% portion of the beam which was monitored by a reference photodiode.
This accounted for power fluctuations of the beam and quantified the power presented
at the focal point of the focusing lens. With the addition of each optical component,
the beam alignment was checked through the referenced apertures.
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A 5 cm Quartz or a custom-made 300 µm optical path length was placed onto a
set of electronic actuation stages (r- and z-direction) for translating and positioning
the sample solution at desired positions along the focused beam path. Custom-made
cuvette holders were made that securely held the cuvette as well as minimise the tilt
between the cuvette interface relative to the orthogonally propagating beam.
A CMOS-based camera and a telescopic lens (NA ∼ 0.05) with an adjustable
magnification were used to image the lensing effects of the beam in the 5 cm cuvette.
The camera body and lens were mounted on a movable stage to track the motion of
the cuvette when the focal spot was scanned inside the cuvette’s sample chamber. This
ensured that the full length of the 5 cm cuvette remained in the full frame field of view
of the camera.
For each z-scan measurement, the transmission ratio between the signal and reference
photodiode was quantified by fully opening the iris of A3 without a sample in place. The
aperture was then closed and a sample placed on the translation stage for measurement.
The signals obtained from the photodiodes were then electronically acquired using a
digital oscilloscope connected to a computer.
4.3.2 Z-scan data acquisition and processing
The translational stages, the signal acquisition and laser control through the digital os-
cilloscope (DO) were controlled by the computer using a Python script which governed
the sequence of events. A list of laser powers and scanning locations were provided by
the user which resulted in iteratively moving to the desired z-position, setting the laser
power, and acquiring the data automatically.
The computer sent a command to the digital oscilloscope’s arbitrary waveform
generator to generate a 100 Hz Square-wave (Figure 4.15). Primarily, this acted as a
trigger signal for data acquisition, but also set the desired laser power relative to its
amplitude (0 - 1 V ). However, the AOTF’s control box required a trigger signal of 0 -
10 V, hence a 10x amplifier was used to access the full range of required input voltage,
from which the amplitude of the AOTF’s RF signal was set, which in turn controlled
the laser power output by the AOTF. At the same time, two channels of the digital
oscilloscopes began to acquire data from the signal and reference photodiode.
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Fig. 4.15 Illustration of the signal path for z-scan data acquisition. Blue arrow was
data relay via USB (between computer and digital oscilloscope). Red arrows were
coaxial cables. A Square-wave was generated which triggers the acquisition process,
and its amplitude determined the outputted laser power by the AOTF.
For each z-scan position, a total of 2.5×105 samples with a sampling interval of
40 ns were acquired from each photodiode, amounting to a 10 ms acquisition time.
The samples were stored on the digital oscilloscope’s buffer before being passed to the
computer’s memory. The laser power was then turned-off by the AOTF for a period of
1 s before the next measurement began. This ensured that the sample’s temperature
returned to ambient and thus avoided hysteresis between successive measurements.
This process was repeated three-times for each z-scanned position, from which the
mean and standard deviation values were calculated and stored on the computer’s hard
drive.
Once all the datasets were obtained for all the desired z-scan locations and laser
powers, the data was processed in bulk using Python. Firstly, the signal and reference
photodiode data were loaded onto the computer’s memory for processing. The data
were then binned in time bins of 0.4 µs, after which, the first 16 µs was discarded as
it corresponded to the system’s response. Time-binning the data reduced the high-
frequency laser fluctuations present (short time scales) in both the signal and reference
datasets. The transmission of the light for each position, at every time-point, was
then quantified by dividing the time-binned signal data by the time-binned reference
datasets, multiplied by the reciprocal of the open aperture transmission ratio. The
baseline transmission was determined from the first time-bin, where non-linearity was
not present. A scaling factor was then calculated to normalise the baseline transmission.
All subsequent transmissions for every time-bin were normalised relative to the baseline
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transmission by the scaling factor.
The change in the index of refraction from the transient z-scan data was quantified
using the Sheik-Bahae formulation (Equation 1.12) by least-squared fitting to determine
the on-axis phase shift at the focus (∆Φ(t), Equation 1.13). The errors obtained from
time-binning the data were considered when applying the least squares fitting method.
Moreover, the peak-to-valley change in transmission around the focal point was the
critical parameter that quantified the change in refraction in the work by Sheik-Bahae
et al.. Hence, the curve fitting process was modified to minimise the difference between
the peak-to-valley values of the fit and the data. This was achieved by incrementally
shifting the Z/Zr values in steps of 0.001 Z/Zr, until the difference between the peak-
to-valley values of the fit and the data was minimised. This step centred the values of
Z/Zr at the focal point of the scanned region and effectively symmetrised the measured
dataset about the y-axis. The fitting was conducted for each time-bin to determine
the phase change as function of time, from which the change in index of refraction was
evaluated.
4.3.3 Measuring beam propagation in a 5 cm cuvette
The same optical set-up as described in the previous section was used to investigate
transient lensing behaviour in a 5 cm cuvette (Figure 4.14). The AOTF was used as a
shutter to pulse the beam on and off at a 2 Hz frequency. A custom-made L-plate which
held the cuvette securely was designed such that the beam intersected approximately 1
cm above the bottom of the cuvette. The holder also ensured that the cuvette did not
move when the sample solution was exchanged. The translational stages were used
to centre the beam through the cuvette. All alignment steps were done using a laser
power of a few milliwatts.
Approximately 2 ml of solution were pipetted into the cuvette for each sample
under investigation. Every time the sample solution was exchanged, the cuvette was
washed out with Milli-Q water.
The telescopic lens was adjusted such that the cuvette’s inner edges were just
outside the camera’s field of view. This ensured that the light matter interaction
across the entire length of the sample was obtained. The frame rate of the cam-
era was increased to 707 frames per second by only scanning a region of interest
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that encompassed the beam. The gamma correction factor was set to 1 for linear
intensity response from the pixels. For each experiment, the black level and expo-
sure were manually set to avoid over exposed pixels and to maximise the intensity range.
The CMOS camera used for acquiring videos of the lensing effect had a limited
dynamic range as it only had an 8-bit sensor. This meant that lower intensity regions of
the beam (towards the end of the cuvette), had a low signal to noise ratio. To improve
this, 20 on-off cycles of the laser beam in the cuvette were recorded in each video.
Python was then used to merge the 20 on-off sequences into one, by averaging each
pixel for each frame (time matched relative to the first ’on’ frame of every sequence).
This meant that each pixel for every frame had an associated deviation from its mean
value, which ameliorated the quantification of the beam’s size for low intensity regions.
4.3.4 Beam size and propagation measurements
Characterisation of the beam parameters, such as the spot size at the focus and
Rayleigh length, were necessary as the value of n2 was determined from them. More
importantly, the Sheik-Bahae method of determining non-linear refraction required the
optical path length of the sample cuvette to be shorter than the Rayleigh length of the
beam [86].
The knife-edge method was used to measure the beam spot size at the focus and its
corresponding Rayleigh length (in air). This technique involved scanning a flat edge,
such as a razor blade, orthogonally with respect to the beam propagation direction [144].
By repeating the processes at various points around the focal point, the beam’s size as
it propagated was mapped out. Based on this, the Rayleigh length was determined.
This method assumed that beam shape was not elliptical.
The signal photodiode, a razor blade and the translational stages were used to
characterise the beam’s propagation in air, as it focused down a 75 mm plano-convex
lens. The blade was initially positioned at the focal position, which was determined
approximately by eye and such that the edge was blocking all the laser light from
being incident on the photodiode. It was then scanned in the r-direction by 100 µm,
in steps of 5 µm, whilst the transmitted light was collected by the signal photodiode.
A Sigmoid rise in the collected power was detected as the blade’s edge was scanned
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(Figure 4.16a). The normalised power for a given z-position (f(r|z)) was fitted to an
Error-function (Equation 4.6) to quantify the beam size [145].
f(r|z) = 12erf
{




This process was repeated for ± 1 mm about the focal point and in the z-direction,
such that the beam’s size was measured at several points around the focus, from which
the Rayleigh length and the focal position ((Figure 4.16b)) were obtained by fitting
the data to Equation 2.2.
(a) (b)
Fig. 4.16 (a) The detected light by the signal photodiode as the razor blade was scanned
across the beam for various z-positions. Equation 4.6 was fitted to the normalised data
to obtain the beam size (w(z)). (b) The beam size around the focal point fitted to
Equation 2.2 to determine both the beam waist at the focal spot and the Rayleigh
length. The errors were determined from the Error Function fitting.
The beam waist at the focus and Rayleigh length were quantified to be 8.04 ± 0.04
µm, and 511 ± 16 µm. The focal point was identified to be 9.78 mm relative to the
scanning coordinate of the z-direction translation stage. Determining the location of
the focal point relative to the scanning coordinates of the z-scanning stage, allowed for
higher sampling of the data near the focal region to better map the inflection points of
the transmission curve.
4.3.4.1 Beam propagation characterisation
The beam parameters, such as size and divergence with varying laser powers, needed
to be quantified to discern how the lensing effects form as a function of time. In
addition, quantification of the beam parameters provided an opportunity to verify if
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any non-diverging or self-focusing effects were present. The beam parameters were
ascertained for every frame of the acquired video sets (power, focal position), by
Gaussian fitting each column (vertical direction) such that:






where A, r0, were the peak value and centre of the Gaussian, and c was the offset
value (noise floor). The data for each column were normalised and the maximum value
centred at zero (pixel value) before it was fitted to Equation 4.7). These pre-processing
steps resulted in more reliable fitting. The error associated with each pixel value,
obtained from averaging 20 laser pulse sequences per pixel and frame, were taken into
account in the result of the least squares fitting (Figure 4.17). As a final measure to
ensure reliable beam characterisation, fitting values were rejected if the associated error
was bigger than three-standard deviations relative to the fitted values.
Fig. 4.17 Radial beam profile at the beginning (a) and end (b) of the cuvette. The
Gaussian fitting (Equation 4.7) was a better fit with lower errors for the begining of
the cuvette compared to the radial profile towards the end. This was because of the
intensity reduction as the light propagated along the length of the cuvette. The radial
profile did not change from a Gaussian for all investigated datasets. Only the width of
the profile changed and was quantified.
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The columns corresponding to the beginning of the cuvette had lower fitting errors
due to the higher signal to noise ratio and smaller grey pixel value error (Figure 4.17a).
In contrast, the columns towards the end of the image, related to the end of the cuvette
had much higher deviation in the pixel value. The associated fits for this region were a
good approximation of the beam shape and size (Figure 4.17b). Once all the fits were
obtained for every video file, the values were converted from pixel coordinates to real
space using a pixel calibration of 39 µm per pixel (1,272 pixels corresponding to 5 cm).
The system was inherently diffraction limited (ideal diffraction λ/2NA ≈ 5.32 µm,
similar to w0) due to the large field of view needed to probe the light matter interaction
across the entire optical path length of the cuvette. Whilst an exact quantification
of the beam size was limited due to point spread function of the optical set-up, the
acquired beam size was approximately proportional to the transient evolution of the
beam due the lensing effects.
The obtained beam size as it propagated in the cuvette was used to quantify the
beam divergence, determined by the ratio of the beam size at the focal point divided
by the Rayleigh length (θ = w0/zr). The latter parameters were quantified by fitting
the measured beam size to Equation 2.2. A negative change in the beam divergence as
a function of time would suggest the beam was becoming self-focused.
4.3.5 Sample preparation and characterisation
The 40 nm Au-nanoparticles’ concentration and quality were determined using spec-
troscopy in the visible region. Comparisons were made between the measured spectrum
and theoretical extinction cross-sections to discern the size distribution of the nanopar-
ticles. Deviations away from the theoretical curve would either be a result of a broader
nanoparticle size-distribution or aggregation.
A cuvette with an optical path length of 1 cm containing a minimum sample
solution of 1 ml was used to characterise the 40 nm Au-nanoparticles’ spectrum, along
with a white light source and a spectrometer. The same steps outlined in Section 2.3.5
were used to process the data collected from the spectrometer.
The nanoparticle concentrations from stock (OD 1) were both increased (by cen-
trifuging) or decreased (by dilution) to obtained the desired optical density. The
nanoparticle solution was centrifuged for 30 minutes at a speed of 3000 rpm, after
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which, the supernatant was pipetted out. All nanoparticle suspensions were vortexed
for 30 seconds and sonicated for 15 minutes before measurements. This step was critical
for samples which had been centrifuged to ensure sufficient re-dispersion in the solution.
A range of nanoparticle optical densities were tested for lensing effects for both water
and isopropyl alcohol-water mixtures (Figure 4.18).
The measured spectrum for water at the various ODs conformed well to theoretical
spectrum given the ± size distribution of the nanoparticles [143] (Figure 4.18a).
However, as the OD increased, the measured spectrum broadened, indicating an
increase in the size distribution. For isopropyl alcohol-water mixtures, the spectrum
was similar to its theoretical counterpart in shape, but was broader for both shorter
and longer wavelengths around the peak (Figure 4.18b).
Fig. 4.18 (a) Visible spectrum of 40 nm Au nanoparticles at different concentrations
suspended in Milli-Q water. The dashed lines were extinction cross-sections from Mie
theory (obtain from [36]). Measured distributions were wider owing to their ±8 %
size distributions. Peak positions matched between measured and theory, meaning
they the sample solution was a good representation of 40 nm Au-nanoparticles. (b):
40 nm Au-nanoparticles suspended in isopropyl alcohol-water mixtures at different
concentrations. Dashed line as Mie theory for nanoparticles suspended in a refractive
index of 1.37 (corresponding to the isopropyl alcohol, obtained from [36]). The OD 1
sample was not used for any measurements as the measured signal deviated significantly
from theoretical values.
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Attempts were made to re-suspend the Au-nanoparticles in a isopropyl alcohol
environment with OD 1 at 532 nm. A 1 ml solution of nanoparticles in water were
centrifuged, and 950 µl of supernatant was removed and replaced by 800 µl of isopropyl
alcohol. Only OD 0.62 was achieved because particles had aggregated, evident from the
presence of the secondary peak forming around 650 nm (Figure 4.18b). Consequently,
this nanoparticle solution was not used in any measurements. The other isopropyl
alcohol-water mixtures were stable and did not change in spectra over the course of a
week.
The lower OD solutions (ca. OD 0.22) were used in the 5 cm cuvette measurements
to allow the laser light to be transmitted along the entire length of the cuvette. The
nanoparticle particle, acquired before and after the lensing effect measurements, did
not change. Hence, the continuous heating and cooling of the nanoparticle solution as
it interacted with the laser light, did not change the nanoparticle properties.
4.3.5.1 Sample preparation in micro-cuvettes
For z-scan measurements to be valid, the cuvette with an optical path length smaller
than the beam’s Rayleigh length was needed. This criteria ensured that the lensing
effects were sampled in small enough segments along its propagation through the focal
point. The cuvette had to have flat interfaces to not cause additional lensing, as well as
being made of an optical grade material. In addition, the sample had to be contained
and stored without degradation, evaporation, or leaking.
A double sided adhesive sticker (Bio-Rad Frame-Seal) was used to create a cham-
ber between a coverslip and a glass slide. The coverslip and glass-slide provided a
flat imaging interface, a rigid structure for handling the cuvette and a seal chamber
so the solution did not evaporate. By using the sticker’s inner dimensions (15 mm
x 15 mm) and its volume capacity (65 µl), its thickness was calculated to be 300 ±15µm.
Samples were embedded inside the cuvette’s chamber by first cleaning the surfaces
of the glass slide and coverslip using acetone, isopropyl alcohol and distilled water.
They were then placed on top of lens tissue to avoid scratching and contamination. The
first side of the adhesive film was pealed-off from the Frame-Seal sticker, after which it
was positioned in the centre of the glass slide (adhesive side-down). The blue frame
was then traced with the back of a tweezer to ensure proper contact of the adhesive
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layer with the glass slide. Then, the top adhesive film was removed. In all instances,
35 µl of the sample was pipetted into the centre of the sticker (Figure 4.19a). The
cleaned coverslip (24 mm x 24 mm) was then positioned a few millimetres above the
adhesive layer and then dropped such that all parts of its interface came into contact
with the adhesive layer at the same time. This was the best method of spreading the
solution without it overflowing and consequently sealing the chamber (Figure 4.19a).
(a) (b)
Fig. 4.19 (a): 40 nm Au nanoparticle solution (40 µl) pipetted at the centre of the
Frame-Seal sticker which was adhered to the glass slide. (b): Seal chamber using a
coverslip placed the top adhesive surface. The seal cuvette with an optical path length
of 300 µm was used for z-scan measurements.
The cuvette was then positioned onto a glass slide holder made by Thorlabs which
held the slide in place securely using four rubber-tipped screws against a flat metallic
plate. After each z-scan measurement, the seal cuvette along with its solution was
preserved by storing it in a fridge.
4.4 Self induced lensing experimental results
In the first part of this section, the results of Fardad et al. were reproduced, quantified
and extended by investigating transient lensing effects with varying the focal position
inside the cuvette, at a variety of laser powers, and by changing the media of the
nanoparticle suspension. In contrast to their finding, the lensing behaviour was driven
by thermal effects. As further evidence of this, transient z-scan was performed on the
nanosuspension to discern the refractive index change and the associated time scales
at which the lensing effects develop.
4.4.1 Lensing behaviour in a 5 cm optical path length cuvette
All the measurements of the lensing behaviour were carried out with 40 nm nanoparticle
suspensions with OD 0.3 per cm attenuation for both water and isopropyl. A lower
182 Thermo-optic lensing of Au-nanoparticle suspensions
OD was used to permit light to penetrate the full extent of the cuvette and to be in
the detection range of the camera.
Lensing behaviour was observed for approximately 0.5 s, with a sampling rate of
1.4 ms. The beam’s initial size was referenced to the first frame of when the laser
was present in the cuvette. The last frame, just before the beam was blocked, was
regarded as the steady state beam shape. Comparisons were drawn between the two
states to quantify changes in the beam’s shape and size. From Gaussian fitting, it was
determined that the radial beam profile did not change from a Gaussian, but rather
underwent a change in size. This consequently affected the axial profile, which was
investigated herein.
In all subsequent figures, the laser beam emerged from the left (beginning of the
cuvette) and exited at the right (end of the cuvette). The initial focal position and the
steady-state one were determined as the points where the beam waist was a minimum.
The beam sizes measured were diffraction limited due to the large 5 cm field of view.
The measured beam spot size at the focus using the knife-edge was 8 µm, whilst the
smallest beam obtained from the camera images was approximately 40 µm.
4.4.1.1 Effects of focal position
The lensing effects of adjusting the focal position inside the 5 cm cuvette were in-
vestigated at a constant laser power of 98 mW. Heat diffusion simulations and its
corresponding refractive index change at varying focal positions inside the cuvette,
suggested that a bigger negative refractive index change was expected for focal positions
near the cuvette’s entrance. To corroborate this, beam profile measurements were
taken with the focal position a few millimetres from the cuvette’s entrance, up to the
cuvette’s mid point (Figure 4.20).
In all cases, except for when the focal spot was near the beginning of the cuvette,
the size of the beam was smaller after the focal point relative to its initial size. As a
result, the beam was less divergent. This is predominantly evident for regions towards
the end of the cuvette, where the biggest difference in beam size occurred. In contrast,
the portion of the beam before its respective focal point did not undergo much change
in its apparent size.
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Fig. 4.20 Transient lensing behaviour with varying focal positions inside the cuvette.
The initial (white) and steady-state (red) beam size (w(z)) were determined from
Gaussian fitting in the radial direction. The arrows indicate the focal initial (white)
and steady-state (red) focal positions. The beam was less diverging (a-e) for focal
position >1 cm, and vice-versa (f). The obtained w(z) values from fitting have been
smoothed using a Savitzky–Golay filter.
The simulated results of refractive change due to temperature (Fig 4.8) suggested
that the greatest change of refractive index occurred near the focal region, which
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correspondingly had the biggest lensing power. This was in agreement with measured
results (Figure 4.20a-e), as most of the beam size deviation occurred at and after the
focal point. This also manifested as a forward shift in the steady state focal point. This
shift caused an increase in the beam’s size at the focus, which consequently diverged
at a smaller angle relative to its initial state.
The greater the portion of the beam before the focal point inside the cuvette, the
less the beam was divergent at steady state, and the further the focal shiftwas in the
forwards direction. Furthermore, the distance change of focal position increased with
increasing of focal position inside cuvette (Figure 4.20a-e). This suggested that the
first portion of the beam (before the focal point) increased the size of the focal spot,
which in turn caused the beam to diverge less after the focal point. This also accounted
for the greater beam divergence when the focal position was a few millimetres inside
the cuvette. In this case, the focal shift was behind its initial position, which caused
an apparent deduction of the focal spot and thus greater beam divergence thereafter.
4.4.1.2 Effects of laser power
Varying the focal position inside the cuvette did indeed affect the lensing behaviour,
as both a converging and diverging beam were observed. The biggest changes in the
beam’s size and divergence were recorded when the focal point was near the mid-point
of the cuvette (Figure 4.20a). For this reason, the focal position was kept at this point,
and the laser power varied between 11.9 mW and 98.4 mW to discern if lensing effects
were present across the power range (Figure 4.21).
Lensing effects were observed from the lowest power of 11.9 mW, right across the
range until 98.4 mW. The beam became less diverging with increasing laser power,
relative to the initial beam. In Figure 4.21, a change in the beam size occurred across
the entire propagating length. The largest change occurred post-focal point with an
increase of the beam waist at the focus which happened for all powers. To draw direct
comparisons of the lensing behaviour, all steady state beam sizes were plotted in one
graph for all powers relative to the initial beam size (Figure 4.22).
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Fig. 4.21 Lensing effects at different beam powers for a fixed focal position. For all
powers, the steady-state (red line) beam divergence was reduced compared to its initial
state (white line). The divergence past the focal focal decreased with increasing laser
power. y-axis scale is also in mm.
There was little deviation of the initial beam size. The dashed-line in Figure 4.22
was a mean of all the initial beam size for all the powers. As the light was focused down,
the initial beam had the largest size and the steepest angle of approach, followed by
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the 98.3 mW beam. The lowest power beam had the smallest size and the shallowest
approach angle. There was a gradual increase in angle of approach to the focal point
with increasing laser power, tending towards the initial angle of the beam. At the
focus, the steady state beam size was slightly larger and the focal point had shifted
forward, for all powers. After the focus, the beam divergence reduced with increasing
laser power. However, the beam could be described as a soliton (self collimating beam
as attributed to by Fardad et al. [26]) since the beam was still undergoing diffraction,
even at the highest investigated power of 98.4 mW.
As a simple approximation, it can be assumed that a reduction of the beam angle
before the focus, would lead to a larger focal spot, which consequently would result in a
less diverging beam past the focal point. However, this cannot be attributed to the data
of Figure 4.22. Instead, the divergence of the beam before the focal point increased
with power, rather than decreased. Hence, the reduction of the beam divergence after
the focal point occurred due to the lensing around the focal point (which could not be
clearly resolved due to the optical set-up used in this work).
Fig. 4.22 Comparison of the initial and steady state beam shape for all powers. The
dashed-line is the averaged initial shape across all powers.
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4.4.1.3 Effects of Changing The Nanoparticle Medium
Changing the medium of the nanoparticles into an alcohol based solution resulted in a
1.4 times peak temperature rise of the central radial temperature (Figure 4.9), which
acted to amplify the expected lensing effects. This was tested by diluting the stock OD
1 per cm 40 nm particles suspended in water, with isopropyl solution using a volume
ratio of one to two, respectively. The lensing effects were quantified by Gaussian fitting
the radial profiles for all frames of video sets corresponding to laser powers between
13.9 mW and 101 mW (Figure 4.23).
Fig. 4.23 Lensing effects of a water-isopropyl mixture (1:2 volume ratio). An inversion
of the lensing behaviour transitioning from converging to diverging for powers higher
than 20 mW. The initial and steady state beam shape are shown in red and white
curves, respectively. For steady state beams with lower divergence (13.9 to 20 mW ),
the focal spot had shifted forward, and vice versa for higher diverging beams (40 to
101 mW ).
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At the lowest power of 13.9 mW, the beam size was significantly reduced after the
focal point. For this power, the focal point had also shifted forward by almost 0.5
cm. Increasing the power slightly to 20 mW also resulted in a less diverging beam
after the focal point, with a small forward shift of the focal point compared to the
13.9 mW case. At 40 mW, the beam size at the focal point was much larger, but
remained approximately the same before and after the focus. The focal point had now
shifted backward, opposite to the direction of the 13.9 mW and 20 mW beam. With
increasing powers, the focal point was further back-shifted (up to 1 cm for 101 mW ),
and the beam size became larger and more diverging.
The initial beam shape for all the powers were approximately the same with a
deviation of a few pixel across the entire propagation length. A mean of the initial
beam shape, across the laser powers, was used to compared the evolution of the beam
(Figure 4.24).
The initial beam state was symmetric about the focal point. Due the gradient in
the index of refraction, the shape of the steady state beam was asymmetric around the
focal point. In all cases, the beam sizes were larger at the focus point relative to the
initial size. For powers below 21 mW, the beam was significantly less diverging after
the focal point, staying approximately the same size after the focal point. For higher
Fig. 4.24 Measured beam sizes at different powers propagating in water-isopropyl
mixture (1:2 volume ratio from stock of 40 nm Au nanoparticles). Both self-focusing
and de-focusing effects were observed whilst keeping the focal position fixed.
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powers, the beam size was much larger after the focal position relative to the initial
beam. An inversion in the lensing behaviour occurred, from converging after the focal
point for powers below 21 mW, to diverging with higher powers.
4.4.1.4 Beam Divergence
The beam divergence was quantified to determine its relation with varying laser power,
for both nanoparticle media. Due to the asymmetry about the focal spot for the steady
state beam caused by the gradient index thermal lensing, the divergence was only
quantified from the focal spot until the end of the cuvette. The initial beam shape was
approximately the same for all powers and was therefore referenced to the beam-shape
at 0 mW. The beam divergence (Θ) was calculated from the ratio of the Rayleigh
length (ZR) and the focal spot size (w0) for each beam power and nanoparticle media
Fig. 4.25 (a): The measured beam divergence obtained from least square fitting to
Equation 2.2). (b): The change in beam divergence relative to its initial state. For
water, the divergence decreased with laser power. However for isopropyl-water mixture,
the beam divergence increased or decreased depending on the laser power.
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(Figure 4.25a). Least squares fitting (to Equation 2.2) was used to determine zR and
w0 from the beam’s size as it propagated in the z-direction.
The initial beam divergence for both nanoparticle media were approximately the
same and within the obtained fitting error from one another. For water, the beam
divergence continually reduced with increasing power, and appeared to plateau at a
value of 3 mRad, approximately half of its starting value. The relative change of the
divergence from its initial state, linearly reduced between 10 mW - 73 mW, after which
the change plateaued (Figure 4.25b).
The beam divergence for isopropyl-water mixture was much lower for 10 mW - 20
mW than water media using powers of 100 mW (Figure 4.25a). Lower power reduced
the beam divergence more than higher powers, which at a power of 50 mW, increased
the divergence. Hence, using a isopropyl-water mixture medium for the nanoparticles
facilitated tunable focusing and defocusing behaviour by varying the laser power.
4.4.2 Non-linear refraction from z-scan
Imaging the beam from the side to observe its thermal lensing behaviour yielded
unexpected and interesting results. The refractive index change was negative with
increasing temperature, which acted to increase the beam divergence. Hence, lensing
effects in a 5 cm cuvette could be considered as an array of negative lenses. Despite
this, a reduction of the beam divergence was observed with both nanoparticle media.
This suggested that a set of negative lenses with various lensing power produce a less
diverging beam. As a means of quantifying the individual lensing effects for small
segments of beam, a thin cuvette with an optical path length of 300 µm was translated
along the z-direction and along the beam propagation. The thin cuvette was scanned
± 7.5 mm around the focal point to quantify non-linear refraction (scanning range of
a tenth of the focal length was sufficient).
The use of a camera to measure the lensing effects was spatio-temporally limited
because of the frame rate (ms sampling) and the optical set-up (large field of view).
Theoretically, the characteristic heat dissipation time constants were in the order of
a few milliseconds (Table 4.1), which was the comparable to the sampling interval of
the camera. This was ameliorated with the use of fast photodiodes, with data being
acquired at a sampling rate of 40 ns (Figure 4.14). All datasets were acquired for a
4.4 Self induced lensing experimental results 191
duration of 10 ms, which was sufficiently long for the lensing effects to have reached a
steady-state.
The linear absorption attenuation (az) needed to determine the effective cuvette
length (Leff) and the value for ∆n was obtained from the OD of the sample. An
interpolation function was used to determine OD at 532.8 nm from the measured
spectra of Figure 4.18. The power, concentration, and media of the nanoparticles were
varied to discern if any non-linearities were present for each parameter of interest.
Initially, both open and closed aperture z-scans were performed with water or
isopropyl alcohol-water mixtures only, to evaluate the presence of nonlinear refraction
and absorption from the media itself. For the tested power range of 15 - 75 mW,
both open and closed transmission stayed constant across the entire z-scanned region.
Furthermore, open aperture scans were performed with nanoparticle in both media
at the highest power (75 mW ), and no nonlinear absorption was observed. This
was consistent with the observations made by Ortega et al. [32, 28]. Hence, only
closed aperture z-scans were performed to quantify the nonlinear refraction of the
nanoparticles.
4.4.2.1 Effects of laser power
The stock nanoparticle solution (OD 1 per cm) was used to determine the magnitude
and sign of non-linear refraction between 15 - 75 mW, in steps of 10 mW. The cuvette
was scanned in finer incremental steps around the focal point (± 2.5 mm or ± 5 Z/Zr)
to map the inflection points at the peak and trough of the transmission curve. The
cuvette was scanned ± 15 Z/Zr, but only ± 10 Z/Zr was shown for clarity (Figure
4.26). The transmission errors originated from the standard deviation of the time
binning.
The transmission curve discernibly deviated from a value of 1 near the ± 7.5 Z/Zr,
and followed increases and decreases before and after the focal point, respectively,
resulting in a negative value of n2 [86]. Thiswas consistent with the previously re-
ported n2 values for Au-nanoparticles of different sizes and concentrations (Table 1.1).
Accordingly, the refractive index change was negative and the thin cuvette functioned
as a concave lens. A higher laser power induced a greater peak-to-valley transmission
difference, corresponding to an increased negative lensing power from the nanosuspen-
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Fig. 4.26 Steady state z-scan transmission curves at various powers for OD 1 nanoparticle
solution. The measured curves were fitted to Equation 1.12 to obtain the on-axis phase
shift. The shape of the measured transmission curves were for a negative n2 value,
meaning that the refractive index change was also negative.
sion (Figure 4.26). The crest-trough transmission symmetry and separation distance
did not change with laser power (therefore ∆Φ ≤ π, criteria for Sheik-Bahae formalism
met [86]). The associated phase change of the nonlinear refraction for each laser power
was quantified through least-squares fitting of Equation 1.12 (solid curves in Figure
4.26).
The phase change (∆Φ, Figure 4.27 inset) approximately linearly increased with
laser power. At 75 mW, the phase changes was the highest, but was still below π, and
therefore conformed with Sheik-Bahae et al.’s approach. However, the fitting deviated
from the data at this power, especially near the peak transmission value (Figure 4.26).
From the acquired phase change values, the intensity dependent refractive index (n2)
values were determined (Figure 4.27). The value of n2 sharply increased between 15
mW and 25 mW, and then continued to increase but a reduced amount with increasing
power. Compared to the theoretical value of n2 at a power of 75 mW (1.38 ×10−12
m2/W from Section 4.2.2.3), the measured value was 2.3 times lower. The difference
arose from the approximations made by Sheik-Bahae et al. in omitting the full radial
lensing contribution. The theoretical heat dissipation in the radial direction was greater
4.4 Self induced lensing experimental results 193
Fig. 4.27 Calculated n2 and ∆Φ values from closed aperture transmission curves of
Figure 4.26. The phase change (in units of π) increase linearly with power (inset). n2
values were same order of magnitude as reported values in literature for different sized
nanoparticles (Table 1.1).
than the beam size, contributing to the greater lensing effects. The z-scan method of
determining the non-linear refraction was a good indication of the lensing effects.
4.4.2.2 Effects of nanoparticle concentration
The same measurement set and data analysis as described in the previous section was
performed, but the Au-nanoparticle concentration was varied to discern its non-linear
Fig. 4.28 The steady state refractive index change of various nanoparticle suspensions.
Higher induced negative refractive index changes occurred with increased nanoparticle
concentration and laser input power. Regardless of concentration, the input laser power
scaled linearly with the observed refractive index change.
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refraction dependence. Nanosuspension concentrations were changed from stock and
characterised using optical spectroscopy (Section 4.3.5). For the lowest concentration
(OD 0.54 per cm), a minimum power of 35 mW was needed to obtain statistically
reliable (fitting error less than 3 times of mean value) quantification of ∆Φ and its
subsequent ∆n value (Figure 4.28).
There was a linear increase in ∆n values across all concentrations for the 35 - 70
mW tested power range. However, the slope of the refractive index change as a function
of power was different for each concentration, becoming steeper for more concentrated
nanosuspensions. In essence, a higher dynamic range of ∆n values were facilitated
by an increase in the nanoparticle concentration. The ∆n values were normalised
relative to their filling fraction (fv) to quantify variability of the refractive index change,
independent of nanoparticle concentration (Figure 4.29).
The slope of the refractive index change per unit filling fraction was approximately
the same for all powers. This was a consequence of the constant heat transfer between
each nanoparticle and the water media, and the fact that there were no non-linear
absorption effects for the test power range. Hence a ‘master-curve’ was defined as the
mean concentration independent refractive index change for each power (blue solid
line in Figure 4.29). By linear regression fitting to this master-curve, the constant
Fig. 4.29 ∆n values of Figure 4.28, normalised by their respective filling fractions (fv).
This yielded a concentration independent linear dependence of the refractive index
change as a function of incident laser power.
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of proportionality (k∆n−P ) between the concentration independent refractive index
change and power was determined to be -0.28 mW −1. Therefore, the value of refractive
index change, for a given power, could be determined using Equation 4.8.
∆n = k∆n−P ∗ P ∗ fv (4.8)
Equation 4.8 held for the test power range and was a good approximation for
the expected refractive index changes. However, for higher laser powers, non-linear
absorption may have dominated and affected the trend.
4.4.2.3 Effects of Isopropyl alcohol-water mixture as a medium
When the nanoparticles were suspended in an mixture of isopropyl alcohol and water,
the observed lensing effects were much higher in the 5 cm cuvette. Interestingly, laser
powers below 20 mW caused the beam to diverge less, whilst higher powers induced
the beam to diverge more than its initial state (Figure 4.30). A one-to-one volume
Fig. 4.30 Nonlinear refraction measurements for a 1:1 dilution ratio of isopropyl
alcohol and water (containing the stock nanoparticle concentration). The normalised
transmission through the aperture increased rapidly for low powers and then continued
to increase but to a much lower extent. The fitted Sheik-Bahae formalism (Equation
1.12) fitted well for the powers up to 35 mW, after which, the fitted peak-to-trough
values deviated significantly from the measured values, indicating that the Sheik-Bahae
model was no longer representative.
196 Thermo-optic lensing of Au-nanoparticle suspensions
ratio of stock nanoparticle solution was diluted with isopropyl alcohol (Section 2.3.5) to
quantify its nonlinear refraction for the same power range as tested for water medium
(Figure 4.30).
The normalised transmission curves increased before the focal point and decreased
after for all powers. Hence, the lensing effects are always negative. The amplitude of
the transmission increased with power, but not linearly. The successive peak-to-valley
transmission differences decreased between consecutive powers (Figure 4.30). Increasing
laser power beyond the tested range was unlikely to yield a greater maximum- or
minimum-transmission extent. Furthermore, an asymmetry existed between crest-
trough values across all powers.
For laser powers up 35 mW, transmission curve fits conformed to Sheik-Bahae
formalism. For higher powers, the fitting over-estimated the peak-trough values. Addi-
tionally, the ascension and descension of the theoretical curves returned to a value of
one at faster rate than the measured curves (Figure 4.30). This was further evident
in the positions where the extrema values occurred. In essence, the measured curves
appeared to be ’stretched out’ in comparison to the fitted curves. This was because the
Fig. 4.31 The obtained ∆Φ values from fitting to the measured Z scan transmission
curves of Figure 4.30. ∆Φ was no longer linearly increasing with power (which was the
case for aqueous nanosuspensions). For powers above 30 mW, ∆Φ ≥ π, hence Sheik-
Bahae formalism was no longer upheld. Due to the poor fitting of the transmission
curves, the n2 values, as a function of power, increased and then decreased around a
power of 35 mW.
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Rayleigh length increased due to the lensing effects of the thin cuvette. Consequently,
the beam radius increased, which was in direction violation of the first Sheik-Bahae
criteria.
The phase change obtained from fitting increase with laser power is shown in
Figure 4.31 inset. Above 35 mW, ∆Φ > π, which was outside the approximation range
supported by Sheik-Bahae’s formalism. This was another reason why the theoretical
fits did not satisfy the measured transmission values above 35 mW.
The corresponding n2 values obtained from the phase change increased and reached
a maximum at a power of 35 mW, after which they decreased in value (Figure 4.31
inset). Despite the poor fitting for transmission curves above 35 mW, this trend would
also be present with good fits since the difference in extrema transmission values
reduces with laser power.
Non-linear absorption may be present in the measured transmission curves of Figure
4.30, indicated by the existence of asymmetry between crest-and-trough values. These
non-linearities were not observed in open aperture scans as they were not within
detection range of the system used herein.
4.4.2.4 Transients of nonlinear refraction
Up until now, only the steady-state refractive index change has been quantified. The
time scales associated with evolution of the non-linearities, were an indicator of the
driving mechanism for the lensing effects. Herein, the hypothesis was that the lensing
effects were driven by the thermo-optic properties of the media and its associated heat
absorption and diffusion, which occurred at ca. 0.2 ms and 4 ms nominally in both
media (Table 4.1).
The transient evolution of the lensing effects were studied for water (stock diluted
by a half), and isopropyl alcohol-water mixtures (1:1 ratio) at various powers using the
z-scan technique. For all time points in the 10 ms window, the refractive index change
was negative (Figure 4.32a,b).
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Fig. 4.32 For both water (a), and isopropyl alcohol-water mixtures (b) nanoparticle
suspension, with an incident power of 75 mW the transmission through the aperture
smoothly increased as a function of time. The dominating colour in both graph was
red indicating the ensemble evolution of the lensing system was within 3 ms.
Upon a visual inspection of the Figures 4.32a,b, red was the most prominent colour,
which indicated the the majorities of the refractive index change occurred within the
first 3 ms. At each time point for both media, the measured transmission through
the aperture was fitted to Equation 1.12 to obtain n2 and its corresponding ∆n value.
Figure 4.33 shows how ∆n changed with time for Au-nanoparticles suspended in water.
It was evident from this Figure that the refractive index change plateaued at 10 ms.
Fig. 4.33 Time dependence of ∆n for nanoparticles in aqueous suspension, for various
powers, fitted to a double exponential. Whilst the value of ∆n increased for each power,
the time constant was the same. For the test power range, the lensing behaviour had
approximately reached steady state at 10 ms. The fitted time constants are reported
in Table 4.2.
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Media τ1 [µs−1] τ2 [µs−1]
Water 134 ± 14 4016 ± 525
Isopropyl alcohol-water (1:1) 158 ± 19 3483 ± 388
Table 4.2 Time constant obtained from double exponential fitting to the ∆n curves of
Figure 4.33.
The time constants associated with the temporal evolution of the refractive index
change were extracted by fitting each curve of Figure 4.33 to a double exponential.
The same process was conducted for isopropyl alcohol-water mixtures nanoparticles
suspensions (fitting results reported in Table 4.2).
From the fact that the measured ∆n time constants were in good agreement
with the simulated temperature rise of the nanosuspension in a 300 µm optical path
length cuvette, it was evident that the lensing behaviour was driven by thermo-optic
effects. The nanoparticle was absorbing the light, and dissipating it as heat into the
environment, which in turn reduced the medium’s refractive index due to its negative
thermo-optic coefficient. Moreover, the time constants were much less than a second
indicating that the lensing effects could not be driven by thermophoretic migration of
nanoparticles [65].
4.5 Summary
A focused beam into a solution of Au-nanoparticles (of sizes 5 - 50 nm) has been
reported to induced self-focusing and de-focusing effects, with the proposed driving
mechanism being associated to optical forces [26, 82] or thermal effects [28, 27]. The
present work investigates the underlying mechanism of the self induced lensing by
replicating and expanding the experimental findings of Fardad et al. and Kelly et al..
This chapter reports that self-focusing and -defocusing are due to the thermo-optic
effect of the nanoparticle’s medium.
The simulated optical forces using the experimental geometry of Fardad et al. (w0
= 12.7 µm, P = 150 mW, λ = 532 nm) on 40 nm Au-nanoparticles are not strong
enough to constitute redistribution of nanoparticle concentration to induced positive
lensing (Figure 4.4). The beam size at the focus is large and therefore the gradient
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in intensity is not strong enough to mediate nanoparticles confinement by the radial
gradient force.
Nanoparticles below 60 nm in diameter have a higher absorption cross section than
scattering, in the visible wavelength range [27]. Hence, the generation and dissipation
by individual nanoparticles and nanoparticle solutions were simulated. A single 40
nm Au-nanoparticle placed at the focal point of a beam (w0 = 12.7 µm) generates
a temperature rise 0.55◦C per mW of laser power, which decays to ambient 200 nm
away from the nanoparticle’s surface (Figure 4.6). Hence, each individual nanoparticle
acts as a nano-heater, absorbing the laser light and dissipating it as heat into the
environment. The refractive index of water decreases with increasing temperature, and
thus creates a negative lensing. For a beam focusing into a 5 cm cuvette, the axial and
radial heating profiles creates a negative gradient index, with the lensing power being
the strongest near the focus (Figure 4.8).
Self-induced lensing of a focused beam in a 5 cm cuvette is studied as a function
of laser power, focal position along the cuvette, and with different mediums. The
presence of lensing is confirmed by referencing the evolution of the beam shape with
respect to the initial beam shape at t=0 (first video frame). For self focusing behaviour,
the focal position has to be placed in the cuvette, such that the radius of curvature
before the focal point is compensated by the negative lensing of the medium, moving
the focal point forward from its initial position, and generating a less diverging beam
(Figure 4.20). When the focal point is positioned at the beginning of the cuvette, only
a self-defocusing beam is observed. These findings are in agreement with the works of
Ortega et al. [28], and agree well with the lensing profiles derived from heat diffusion
simulations.
Both self-focusing and de-focusing are observed when the focal position is kept
constant and the laser power varied, for both aqueous nanoparticle suspensions and
isopropyl alcohol-water mixtures (Figures 4.21 - 4.24). Lensing effects are much stronger
in isopropyl alcohol-water mixtures due its lower thermal diffusivity, with a significantly
less diverging beam observed with just 14 mW and with a reverse (increasing) in the
beam diverging occurring at 40 mW. The mechanism that causes beam divergence to
occur with increase power is not clear at this current stage.
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The transient heat diffusion for Au-nanosuspension in 300 µm placed at the focal
point of a focused beam is simulated to determine the time scales for heat generation by
the nanoparticle absorption, and dissipation into the environment. For a beam power
of 75 mW a temperature increase of 9 ◦C from ambient is generated by the presence
of the nanoparticles, which correspond to a refractive index change of -1.03×10−3
(Figure 4.11). For the same power, the measured refractive index change obtained for
z-scan measurements is -(2.2±0.2)×10−4. The measured value is lower as the heating
profile in the radial direction is much larger than the beam envelope (w(z), Figure
4.12). Due to this difference, the accumulated focusing power is greater than watch
is accounted for by Sheik-Bahae formalism. As the measured values of n2 (in this
work) are the same order of magnitude and sign, as those reported in literature for
Au-nanoparticles (Table 1.1). This suggests that the z-scan method is not a good
approach for determining the absolute refractive index change mediated by thermal
effects, but rather an indication of the refractive index change. An adjustment factor
is required to upscale the measured refractive index change such that it takes into
account the greater lensing induced by the heat dissipation profile of the medium.
Even though the z-scan method underestimates the absolute magnitude of the
refractive index change for thermally induced nonlinear refraction, it is still sensitive
to the temporal evolution of the self induced lensing. The time constants obtained
from transient z-scan measurements for aqueous suspended nanoparticles correlate well
with the simulated heat generation and dissipation by the nanoparticles (Table 4.2
compared to Table 4.1). This is further proof that the self induced lensing effect is
mediated by opto-thermal effects, as proposed by Liberman et al. and Ortega et al.
[28, 27]. Furthermore, the lensing effect reaching steady state within 10 ms rule out
thermophoretic effects as the main lensing mechanism.

Chapter 5
Discussion and future work
From viruses drifting in the ocean to DNA molecules translocating in the cell nucleus,
nanoparticles and biomolecules in fluidic environments are omnipresent in nature. As a
means of studying them, researchers have used optical intensity- or thermal-gradients
to manipulate and perturb their motion. Nanoparticles with known properties (such
as size and charge) are often used to characterise how the presence of intensity- or
thermal-gradients can be used to manipulate them. However, light and heat are
inextricably intertwined and special considerations are needed in order to disentangle
how each effect interacts with the nanoparticle and how its motion is affected within a
fluidic environment.
In this work, two novel geometries for nanoparticle confinement are demonstrated
using intensity- or thermal-gradients. These geometries are intended to manipulate
misfolded proteins in future work. In addition, the thermo-optic mechanism for self-
induced lensing of a focused beam into a nanoparticle solution is confirmed in a novel
way by considering the transient evolution of the non-linear refraction obtained from
Z-scan measurements.
In the first part of the present study, Au-nanoparticles are strongly confined in the
axial direction and weakly trapped in the radial direction, by creating strong intensity
gradients mediated by the interference of two counter-propagating beams. The heating
effects are diminished by judiciously choosing a trapping wavelength that maximise
nanoparticle scattering and consequently yield stronger optical gradient forces. A
micro-mirror is created to back-reflect the incident light and cause self interference.
This method of creating interference fringes does not suffer from phase drifting and
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yields much stronger confinement factors in the axial direction, compared to two
opposing fibres individually emitting light at twice the power (Table 2.2 compared to
Table 2.3). For the two opposing fibres geometry, misalignment between the fibre cores
reduces the extent to which the scattering force is cancelled by the counterpropagating
beam and therefore reduces the trapping potentials. The mirror-fibre geometry is far
less sensitive to misalignment (mirror diameter is much bigger than incident beam
size), hence the depth of the potential wells is unaltered. Moreover, only one optical
fibre with laser light coupled into it is required and thus complexity of the optical
system is reduced.
Future plans to advance in this research direction include several avenues of investi-
gating further the optical trapping results described. In the first instance, new data
could be taken with finer power intervals for both the opposing fibre and mirror-fibre
geometries to discern how the confinement factor γ scales with total incident power.
This would also determine if there is an associated time interval for which nanoparticles
remain confined. This is reminescent of the 150 mW case for the two opposing fibre
geometry (Figure 2.36c), where nanoparticles are trapped for ∼0.7 s, followed by an
increase of the MSDx. As such, Kramers’ theory for diffusion on a periodic potential
[146, 147] could be used to bridge the simulated and experimentally measured results.
The nanoparticle trapping size limitation using the mirror-fibre interferometric
geometry could be further investigated. For particles which cannot be trapped due
to their size, the mirror-fibre separation distance should be reduced to increase the
effective trapping potentials. The ability to trap nanoparticles with lower polarisability
such as polystyrene, can also be explored. The heterogeneity of the effective trap-
ping potentials in the axial direction could be used for nanoparticle chromatography.
Nanoparticles with larger sizes have correspondingly larger scattering cross-sections,
and therefore have a higher propensity of being trapped near the mirrored surface,
where the scattering forces are weaker.
A second mirror and fibre can be placed orthogonally to the first mirror-fibre,
creating a two-dimensional lattice of optical potentials wells. In this geometry, two-
dimensional confinement of proteins such as BSA or α-synuclein can be investigated. If
proteins can indeed be confined then the array of the trapping sites can be considered
analogous to a well plate, but on the nanoscale (creating a ‘photonic well-plate’). The
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two-dimensional spatial confinement should increase the rate of aggregation mediated
by increased collision rates between individual protein fragments. Surface coatings of
the mirrored surfaces and the facet of the light emitting PM-fibres can be considered to
inhibit biofouling, and thus increase the lifetime of the fibre-mirror microfluidic device.
The two-dimensional spatial confinement of shell isolated Au-nanoparticles (com-
monly used for SERS [148]) could be studied to establish if trapping of such nanoparti-
cles in the presence of Rhodamine-6G yield higher Raman signal, collected by backscat-
tered light into the PM-fibres.
In the second part of this work, the smallest reported nanoparticle size (26 nm
polystyrene nanoparticles) swarming mediated by a thermoelectric field is described.
The first thermoelectric field generated by the native chemical environment of the
nanoparticles is reported herein. Notably, the fluorescence lifetime of Rhodamine-B
is used in this work to three-dimensionally map the induced temperature profile. In
this way, the Soret coefficient of azide ions is quantified for the first time. Trapping,
releasing and positionally manipulating several nanoparticles is achieved by controlling
the laser position and power.
A custom made near-infrared laser device (which replaced the condenser lens)
with optics that images the diode onto the focal plane of the imaging objective is
used to induce heating of Cr micro-discs. Time consuming and fickle lithography was
circumvented by using TEM grids as templates for the micro-discs and a sticker to
create an enclosed microfluidics chamber, making the thermophoretic device easily
reproducible and accessible by other researchers.
The simulated and the measured values of temperature increase with the laser
intensity are discrepant. Measured values non-linearly increase and plateau, whilst
simulated temperatures linearly increase with laser intensity (Figure 3.22). Moreover,
the measured temperature rise is much higher than simulated. A possible explanation
for this is that both Cr and Au are plasmonic, and have enhanced absorption of the
light. For high temperature rise (> 20◦C), the thin film might be undergoing thermal
expansion and temporarily detaching from the surface, and thus reducing its ability
to generate more heating. As part of future experiments, the temperature-lifetime
dependence of Rhodamine-B could be measured in conjunction with sodium azide
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and pH at the same time. Moreover, the lifetime measured temperatures should be
expressed in polar coordinates, taking advantage of the symmetry to reduce the noise
in the measurements. As a consequence, the measured temperature gradients could
be used in determining the Soret coefficient of azide ions, rather than the Lorentzian
fitted equivalent.
Under the thermoelectric field, negatively charged nanoparticles are attracted more
than 20 µm away from the heating source, and are confined to the hottest region. The
greater the induced temperature gradients, the faster the velocity of the attracted
nanoparticles is. However, fewer nanoparticles are trapped at the centre for higher
induced temperatures (Figure 3.17). A reason for this may be that the vertically
repulsive electric field increases due to temperature mediated absorption of azide ions
on the Au surface, creating an imbalance of the opposing thermoelectric field generated
by the temperature gradient in the z-direction. Hence, particles of larger size or higher
surface charge density remain trapped. This can be used as an advantage to separate
nanoparticles with different charges by subjecting them to an array of decreasing
thermal gradients, under fluid flow. Highly charged particles will get confined to the
first and strongest thermal gradient, whilst nanoparticles that are not trapped get
carried along by the fluid flow to the next thermoelectric trap with a lower thermal
gradient where they have a higher propensity to be trapped.
Fluorescent depletion methods of obtaining the Soret coefficient of nanoparticles and
biomolecules which are experimentally less demanding, suffer from photobleaching and
other environmentally dependent intensity changes, which are not entirely accounted
for. Nanoparticles traversing in a temperature field will undergo intensity changes.
Even commonly used fluorescent molecules, such as Alexa Fluor, have been proven
to have a strong intensity dependence with temperature [149]. Particle tracking and
analysis of each nanoparticle in polar coordinates as conducted herein, offers a more
comprehensive and precise way of obtaining the Soret coefficient (ST = DT (r)D(r))
relative to the Fluorescent depletion method. The tangential displacement of the
nanoparticle traversing a temperature field can be used to define the diffusion coeffi-
cient D(r) at various temperatures (taking into account the measured radial dependence
of the temperature profile T (r))). The thermo-diffusion coefficient can be calculated
from the nanoparticle’s radial velocity at each position (DT (r) = v(r)/∇T (r))). Hence,
for a single induced temperature profile, the Soret coefficient of a nanoparticle or
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biomolecule can be obtained for a variety of temperatures, without being affected by
environmentally-induced fluorescence intensity changes.
Light from a focused beam interacting with nanoparticles in suspension has been
shown to induce self-focusing and defocusing effects. Whilst the exact mechanism
for the self-induced lensing is not universally agreed on in literature, the last part of
this work provides extensive evidence both experimentally and from simulated data
of lensing being fundamentally driven by the thermo-optic effect. This is achieved by
studying Au-nanosuspensions that have a low scatter-to-absorption cross section ratios.
This self-focusing and defocusing behaviour mediated by nanoparticle absorption
can be used to create tunable liquid lenses by varying the laser intensity, allowing
millisecond actuation of the beam size at the far field. Additionally, it can be used to
protect photosensitive optical elements from photodamage as using high laser intensities
in a nanosuspension leads to significant defocusing of the beam. The critical power
at which the beam undergoes defocusing can be tuned by engineering the thermal
diffusivity (and its consequential thermo-optic coefficient) of the medium, as described
in this work by using isopropyl alcohol-water mixtures.
The observed self-defocusing of the beam at high intensity needs further investiga-
tion as a concise mechanism for collapse has not been reported for continuous-wave
self-induced lensing. The beam collapse may arise from the non-linear absorption
effects becoming significant. Hence measurements need to be conducted at higher
laser powers in both media to scrutinise the transient non-linear absorption effects.
Additionally, wave propagating through the negative gradient index lens (calculated
from the heating profile using the dispersion relation of water) should be simulated
and compared to the observed lensing effects. These simulations may offer insights
into why an inversion in the lensing behaviour occurs.
Thermophoretic migration of nanoparticles might also contribute to observed defo-
cusing. As defocusing is observed at higher intensity, the induced gradients near the
focus can become significant enough to cause thermophobic migration of nanoparticles.
This causes a significant decrease of the refractive index at the focus, and thus greatly
diverges the beam. Hence, the thermophoretic behaviour of the 40 nm Au-nanoparticles
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should be investigated using the thermophoretic device.
This work shows that using Sheik-Bahae formalism to quantify the absolute refrac-
tive index changes mediated by thermal effects is not suitable. This is a consequence
of the larger lensing profiles dictated by the radial heat diffusion, which is always
larger than the beam size. This breaks the assumption of the Sheik-Bahae’s formalism
that the sizes of the lens and the beam are approximately constant [86]. A way of
demonstrating the difference between the expected and measured transmission through
an aperture placed at the far field would be to simulate the lensing induced by the
presence of the thin cuvette at various positions along the focused beam. Whilst
the Z-scan technique does not yield the absolute magnitude of ∆n, it is useful for
quantifying the temporal dynamics of the self-induced lensing.
In this thesis, new methods are introduced for manipulating, studying, and control-
ling nanoparticles in suspension using light, heat, and careful engineering of the fluidic
environment. The experimental geometries are kept simple, minimising fabrication
requirements, and using readily available commercial parts to increase the adoptability
of the created optical systems.
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The template for the microfluidic chips were creating using lithography of SU-8 (2050
series) using a direct laser writer (LPKF). Once a design was drawn into the software
controlling the LPKF machine, the procedure for creating channel heights of 125 µm
(same size as fibre diameter) is as follows:
1. Clean silicone wave with distilled water, acetone and then isopropyl alcohol. Air
dry with gun
2. Place on spin coater and apply vacuum
3. Add SU-8 (2-3 ml)
4. Spin coat for 10 seconds with 500 rpm and acceleration of 100 rpm/s
5. Spin coat 1000 rpm for 30 seconds and acceleration of 300 rpm/s
6. Soft bake at 65◦C for 5 minutes (reduced thermal shock), and then 35 minutes
at 95◦C
7. Calibrate the LPKF laser before loading sample (auto procedure)
8. Load into LPKF tray (upside down) making sure the tray is on a flat even surface
(a) Set exposure to 500 mJ/cm2
(b) Initiate device levelling by clicking three points to define a plane
(c) Set autofocus (for the laser and camera) and click on the first defined
coordinate to find it using the back reflected light from the wafer
(d) Crudely Level device using manual control of the piezo-levelling stage and
let auto levelling run twice
224 A
(e) Send to laser, preview the run and then press start to begin laser writing
9. Post exposure bake: 5 minutes 65◦C followed by 5 minutes 95◦C
10. Develop in PGMEA for 6 mins
11. Rinse with isopropyl, acetone to stop development
12. Hard bake again if needed
13. Place wave on a petri-dish and cover
Once a mould was created, the following steps were taken to imprint it on PDMS:
1. Mix PDMS and curing agent (10:1 by weight) to fill half a petri-dish (ca. 15 ml).
Mix well
2. Pour PDMS solutions over the SU-8 mould
3. Put into a desiccator to remove trapped air bubbles in the PDMS
4. Once all bubbles removed, place it on a flat surface, either in a cell incubator or
a hot plot (at 65◦C) until PDMS has hardened
5. Use scalpel to peal away PDMS from petri-dish, taking care not to damage
silicone wafer and SU8 structures
6. Trim off excess PDMS
B
Dispersion Relation of Water
The dispersion relation for a given wavelength (λ), temperature (T ) and pressure (p)
was calculated using [138]:
n(λ, T, p) =
√
(a1/(λ2 − λ2a)) + a2 + (a3 ∗ l2) + (a4 ∗ λ4) + (a5 ∗ λ6) (.1)
+ ((b1 + (b2 ∗ λ2) + (b3 ∗ λ4)) ∗ (T − Tb)) + ((b4 + (b5 ∗ λ2)
+ (b6 ∗ λ4)) ∗ (T − Tb)2) + ((b7 + (b8 ∗ λ2) + (b9 ∗ λ4)) ∗ (T − Tb)3)
+ ((c1 + (c2 ∗ λ2) + (c3 + (c4 ∗ λ2)) ∗ T ) ∗ (p − pb))
+ ((c5 + (c6 ∗ λ2)) ∗ (p − pb)2)
which has the following coefficients:
Tb = 19.993 (reference temperature, in ◦C, valid between -10◦C ≤ T < 100 ◦C )
pb=1.01325 (reference pressure in bar, valid between 1 bar ≤ p ≤ 1200 bar)
λ2a = 0.018085 (reference wavelength in µm, valid between 0.182 µm ≤ λ ≤ 2.770µm)
a1 = 5.743534e-13, a2 = 1.769238, a3 = -2.797222e-2, a4 = 8.715348e-3, a5 = -
1.413942e-3
b1 = -8.454823e-5, b2 = -2.787742e-5, b3 = 2.608176e-6, b4 = -2.050671e-6, b5 =
1.019989e-6, b6 = -2.611919e-6, b7 = 8.194989e-9, b8 = -8.107707e-9, b9 = 4.877274e-8
c1 = 8.419632e-6, c2 = 1.941681e-5, c3 = -7.762524e-8, c4 = 4.371257e-8, c5 =
7.089664e-9, c6 = -2.240384e-8

