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Abstract
This paper studies the uniqueness problem on entire function that share a finite, nonzero value with their linear differential
polynomials and proves some theorems which generalize some results given by Jank, Mues and Volkmann, P. Li, J.P. Wang and
H.X. Yi.
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1. Introduction and main results
Let f (z) be a nonconstant meromorphic function in the complex plane C. We shall use the standard notations in
Nevanlinna’s value distribution theory of meromorphic functions such as T (r, f ), N(r,f ) and m(r,f ) (see e.g. [14]).
The notation S(r, f ) is defined to be any quantity satisfying S(r, f ) = o(T (r, f )) as r → ∞ possibly outside a set
of E of finite linear measure.
Let ζ be a family of holomorphic functions on a domain D ⊂ C. We say that ζ is normal in D if every sequence
of functions {fn} ⊂ ζ contains either a subsequence which converges to an analytic function f uniformly on each
compact subset of D or a subsequence which converges to ∞ uniformly on each compact subset of D.
Let f (z) and g(z) denote some nonconstant meromorphic functions. We say f and g share a value b IM (CM) iff
f − b = 0 ⇔ g − b = 0 (f − b = 0 g − b = 0), ignoring multiplicities (counting multiplicities) [14]. If f − a = 0
when g − a = 0 and the order of each zero z0 of f − a is greater than or equal to the order of the zero z0 of g − a, we
will denote this by g − a = 0 → f − a = 0 (see [17]).
Schwick (see [11]) seems to have been the first to draw a connection between normality criteria and shared values.
He proved
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616 F. Lü et al. / J. Math. Anal. Appl. 342 (2008) 615–628Theorem A. Let ζ be a family of meromorphic functions defined in D, and let a, b, c be three distinct complex
numbers. If f (z) and f ′(z) share a, b, c in D for every f ∈ ζ , then ζ is normal in D.
To state the next theorem we require the following definitions.
Definition 1. Let k ( 2) be an integer; let
L(f ) = akf (k) + · · · + a2f ′′ + a1f ′, (1.1)
where a1, a2, . . . , ak 	= 0 are constants.
Definition 2. Let a ∈C ∪ {∞}, we denote by N(2(r, 1f−a ) the counting function of those a-points of f whose multi-
plicities are not less than 2 where each a-point is counting according to its multiplicity.
Definition 3. Let a, b ∈ C ∪ {∞}, we denote by N(r,f = a | g 	= b) the counting function of those a-points of f ,
counted according to multiplicity, which are not the b-points of g.
Definition 4. Let a, b ∈ C ∪ {∞}, we denote by N(r,f = a | g = b) the counting function of those a-points of f ,
counted according to multiplicity, which are the b-points of g.
Definition 5. Let a ∈ C ∪ {∞}, we denote by N(r) the counting function of those multiple a-points of f ′, counted
according to multiplicity, which are the a-points of f .
Lin and Yang (see [7]) considered the problem on holomorphic function that share a finite nonzero value with their
linear differential polynomials and derived the following result.
Theorem B. Let ζ be a family of holomorphic functions defined in D; let a be a complex number; and let L(f ) be
defined as (1.1). If for every f ∈ ζ , we have f = a ⇔ L = a, and f ′ = L′ = a whenever f = a, then ζ is normal
in D.
Remark 1. In Theorem B, ak = 1. If the hypotheses “f = a ⇔ L = a” is replaced by f = a ⇒ L = a, then the
conclusion is not, in general, true. We have a counterexample.
Example 1. Let ζ = {fn} on the unit disc Δ, where
fn(z) = Aenz + a.
Clearly, f = a ⇒ f ′ = L = L′ = a, but
f n (0) =
An
1 + |A + a|2 → ∞,
thus we get ζ is not normal on Δ.
In this paper, we use a lemma of J. Chang, M. Fang and L. Zalcman (see [3]) to prove
Theorem 1. Let ζ be a family of holomorphic functions in a domain D; let a be a nonzero finite value; let M
be a positive number; and let L(f ) be defined as (1.1). If for every f ∈ ζ , f (z) = a ⇒ f ′(z) = a, f ′(z) = a ⇒
|L(f )|M , then ζ is normal in D.
In 1977, Rubel and Yang (see [9]) proved the following well-known theorem.
Theorem C. Let f be a nonconstant entire function. If f (z) and f ′(z) share values a and b CM, then f = f ′.
In 1986, Junk, Mues and Volkmann [5] proved the following result.
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f ′′ = a, then f = f ′.
Remark 2. From the hypothesis of Theorem D, it can be easily seen that the value a is shared by f and f ′ CM.
The following counterexample (see [18]) shows that Theorem D is, in general, not true if the f ′′ of Theorem D is
replaced by f (k) (k  3).
Let k ( 3) be a positive integer, and let a be a (k − 1)th root of unity satisfying a 	= 1. Set f (z) = eaz + a − 1.
It is easy to know that f , f ′ and f (k) share the value a CM, but f 	≡ f ′ and f 	≡ f (k).
Theorems C and D suggest the following question of Yi and Yang.
Question 1. (See [4].) Let f be a nonconstant meromorphic function, let a be a finite, nonzero constant, and let n
and m (n < m) be positive integers. If f , f (n) and f (m) share a CM, where n and m are not both even or both odd,
must f ≡ f (n)?
An example (see [15]) given by L. Yang shows that the answer to the above question is, in general, negative. Very
recently, Wang and Yi [12] obtained the following theorem.
Theorem E. Let f be a nonconstant entire function, let a be a finite nonzero constant. If f and f ′ share the value
a CM, and if f (k) = a whenever f = a, the f assumes the form
f (z) = Aeλz + a − a
λ
,
where A, λ are nonzero constants and λk−1 = 1.
From the hypothesis of Theorem E, we can easily get f ′ = a → f (k) = a, if the hypothesis “f and f ′ share a CM”
is replaced by “f = a ⇒ f ′ = a,” what happens? We use the theory of normal families to prove the following theorem.
Theorem 2. Let f be a nonconstant entire function; let a (	= 0) be a constant; and let k ( 2) be an integer. If
f (z) = a ⇒ f ′(z) = a, f ′(z) = a → f (k)(z) = a, then f ′(z) = f (k)(z).
Clearly, Theorem 2 answers Question 1 and improves Theorems D and E.
In 1999, P. Li [6] obtained the next theorem.
Theorem F. Let f be a nonconstant entire function; let L(f ) be defined as (1.1); and let a (	= 0) be a constant. If f
and f ′ share the value a IM, and L(f ) = L′(f ) = a whenever f = a, then f (z) = f ′(z) = L(f ).
Remark 3. In Theorem F, the hypothesis “f and f ′ share the value a IM” suggests that N(r, 1
f−a ) 	= S(r, f ). If the
hypothesis is replaced by f = a ⇒ f ′ = a, we cannot get N(r, 1
f−a ) 	= S(r, f ). Thus it does not seem that the new
problem can be proved by using the methods in Theorem F.
Again, using the theory of normal families, we prove
Theorem 3. Let f be a nonconstant entire function; let a (	= 0) be a constant. If f = a ⇒ f ′ = a, f ′ = a ⇒ L(f ) =
L′′(f ) = a, then one of the following cases holds:
(i) f = Aeλz + a − a
λ
and f ′ = L(f ) = L′′(f );
(ii) f = Aeλz + a and f ′ = L(f ) = L′′(f ),
where λ2 = 1 and A is a nonzero constant.
In the same way, we can get the conclusion easily.
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L′(f ) = a, then one of the following cases holds:
(i) f = Aez and f = f ′ = L(f ) = L′(f );
(ii) f = Aez + a and f ′ = L(f ) = L′(f ),
where A is a nonzero constant.
Remark 4. If the hypothesis “f ′(z) = a ⇒ L(z) = L′(z) = a” is replaced by “f (z) = a ⇒ L(z) = L′(z) = a,”
the conclusion is not generally true, we give the following negative example.
Example 2. (See [13].) Let f = 1 + 6e3z + 2e3z/2, and let L(z) = −9e3z − 6e3z/2. It is obvious that L(z) is a linear
combination of f ′ and f ′′. One can easily check that f = 1 ⇒ f ′ = L(f ) = L′(f ) = 1. But f does not assume the
conclusion of Theorem 3.
From Theorem 4, we can obtain the following corollary immediately.
Corollary 1. Let f be a nonconstant entire function; let a (	= 0) be a constant; and let k ( 2) be an integer. If
f (z) = a ⇒ f ′(z) = a and f ′(z) = a ⇒ f (k)(z) = f (k+1)(z) = a, then one of the following cases holds:
(i) f = Aez and f = f ′ = f (k) = f (k+1);
(ii) f = Aez + a and f ′ = f (k) = f (k+1),
where A is a nonzero constant.
2. Some lemmas
Lemma 1. (See [8].) Let ζ be a family of functions holomorphic on the unit disc, all of whose zeros have multiplicity
at least k, and suppose that there exists A  1 such that |f (k)|  A whenever f = 0, then if ζ is not normal, there
exist, for each 0 α  k,
(a) a number 0 < r < 1;
(b) points zn, zn < 1;
(c) functions fn ∈ ζ ; and
(d) positive number ρn → ∞ such that ρ−αn fn(zn+ρnξ) = gn(ξ) → g(ξ) locally uniformly, where g is a nonconstant
entire function on C, all of whose zeros have multiplicity at least k, such that g(ξ) g(0) = kA + 1.
Here, as usual, g(ξ) = |g′(ξ)|1+|g(ξ)|2 is the spherical derivative.
Lemma 2. (See [1].) Let P be a nonzero polynomial; let k be a positive integer; and let g 	≡ 0 be a solution of the
equation g(k) = Pg. Then ρ(g) = 1 + deg(P )/k.
Lemma 3. (See [2].) Let f be an entire function, let M be a positive number, if f (z)M for any z ∈ C, then f is
of exponential type.
Lemma 4. (See [10].) Let ζ be a family of meromorphic functions in a domain D, then ζ is normal in D if and only if
the spherical derivatives of functions f ∈ ζ are uniformly bounded on compact subsets of D.
Lemma 5. (See [16].) Let Q(z) be a nonconstant polynomial. Then every solution F of the differential equation
F (k) − eQ(z)F = 1 is an entire function of infinite order.
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differential equation F (k) − P(z)eQ(z)F = 1 is an entire function of infinite order.
Proof. The proof of this lemma is the same as that of Lemma 5 (see [16]). 
Lemma 7. Let f be a transcendental entire function with ρ(f ) 1; let L(f ) be defined as (1.1); let h be a positive
number and a be a nonzero constant. If f (z) = 0 ⇒ f ′(z) = a, f ′(z) = a ⇒ |L(f )| h and N(r, f
f ′−a ) = O(log r),
then f
′−a
f
= c, where c is a nonzero constant.
Proof. Form f (z) = 0 ⇒ f ′(z) = a, we get f (z) only has simply zeros. Let
μ = f
′ − a
f
, (2.1)
then μ is an entire function. f is a transcendental function, we get μ 	≡ 0, then
T (r,μ) = m(r,μ)m
(
r,
a
f
)
+ S(r, f ) T (r, f ) + S(r, f ),
from this we can get ρ(μ) ρ(f ) 1, where ρ(f ) denotes the order of f ,
N
(
r,
1
μ
)
= N
(
r,
f
f ′ − a
)
= O(log r) (r /∈ E).
So μ has finite zeros. We set μ = P(z)ebz, where P(z) is a polynomial and b is a constant. From (2.1) we have
f ′ − P(z)ebzf = a. (2.2)
Let F = f
a
, then
F ′ − P(z)ebzF = 1. (2.3)
If b 	= 0, by Lemma 6 we have the order of f is infinite, which is a contradiction. Thus we get b = 0 and
f ′ = P(z)f + a. (2.4)
From (2.4) we obtain
f (k)(z) = P1(z)f + P2(z), (2.5)
where P1(z) and P2(z) are polynomials, deg(P1) = k deg(P ), deg(P2) = (k − 1)deg(P ).
Thus, by (1.1), we have
L(f ) = Q1(z)f + Q2(z), (2.6)
where Q1(z) and Q2(z) are polynomials, deg(Q1) = k deg(P ), deg(Q2) = (k − 1)deg(P ).
We consider two cases:
Case 1. f has finite zeros, from (2.1) we can get f ′ − a also has finite zeros, so f is a polynomial, which is a contra-
diction.
Case 2. f has infinite zeros z1, z2, . . . , zn, . . . , and
|z1| |z2| · · · |zn| · · · , |zn| → ∞ (n → ∞).
From (2.5), we have L(zn) = Q2(zn). By |L(zn)|  h, we see that Q2(z) is a constant. Thus P(z) is a constant, let
P(z) = c, c is a nonzero constant. From (2.4) we obtain
f ′ − a
f
= c.
This completes the proof of Lemma 7. 
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nonzero finite value. If g = 0 ⇒ g′ = a and g′ = a ⇒ g(k) = 0, then
g(z) = a(z − z0),
where z0 is a constant.
Lemma 9. (See [19].) Let f1 and f2 be nonconstant meromorphic functions satisfying
N(r,fi) + N
(
r
1
fi
)
= S(r), i = 1,2.
Then either
N0(r,1;f1, f2) = S(r)
or there exist two integers s, t (|s| + |t | > 0) such that
f s1 f
t
2 = 1
where N0(r,1;f1, f2) denotes the reduced counting function of f1 and f2 related to the common 1-point and T (r) =
T (r, f1) + T (r, f2), S(r) = o(T (r)) (r → ∞, r /∈ E) only depending on f1 and f2.
3. Proof of Theorem 1
Let Γ = {F = f − a: f ∈ ζ }, for every F ∈ Γ , we get
F = 0 ⇒ F ′ = a, F ′ = a ⇒ ∣∣L(F)∣∣M. (3.1)
Without loss of generality, we may assume ak = 1. If Γ is normal on D, we can get ζ is also normal on D. Thus we
only need to prove Γ is normal on D.
We may assume that D = Δ, the unit disc. Suppose that Γ is not normal on Δ, then by Lemma 1 we can find
Fn ∈ Γ , zn ∈ Δ, |zn| < r < 1, and ρn → 0, such that gn(ξ) = ρ−1n Fn(zn + ρnξ) converges locally uniformly to a
nonconstant entire function g on C which satisfies g(ξ)  g(0) = |a| + 2. Moreover, g is of order at most one.
Again, we may assume that zn → z0 ∈ Δ.
We claim
g = 0 ⇒ g′ = a, g′ = a ⇒ g(k) = 0. (3.2)
Suppose that g(ζ0) = 0, then by Hurwitz’s theorem, there exist ζn, ζn → ζ0, such that (for n sufficiently large)
gn(ζn) = ρ−1n Fn(zn + ρnζn) = 0. (3.3)
Thus Fn(zn + ρnζn) = 0, since Fn(z) = 0 ⇒ F ′n(z) = a, we have g′n(ζn) = F ′n(zn + ρnζn) = a. Hence
g′(ζ0) = lim
n→∞g
′
n(ζn) = a.
Thus we prove g = 0 ⇒ g′ = a. We know that
g(l)n (ξ) = ρl−1n F (l)n (zn + ρnξ) → g(l)(ξ) (l = 1,2, . . .), (3.4)
thus
ρk−1n L(Fn)(zn + ρnξ) = ρk−1n F (k)n (zn + ρnξ) + ρk−1n ak−1F (k−1)n (zn + ρnξ) + · · · + ρk−1n a1F ′n(zn + ρnξ)
converges locally uniformly to g(k)(ξ) on C.
Suppose that g′(η0) = a, then g′(ξ) 	≡ a, otherwise g(ξ) = a(z − z0), where z0 is a constant. A simple calculation
shows that
g(0) |a| < |a| + 2,
which is a contradiction.
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g′n(ηn) = F ′n(zn + ρnηn) = a. (3.5)
From (3.1), we have |L(Fn)(zn + ρnηn)|M . Thus we have
g(k)(η0) = lim
n→∞ρ
k−1
n L(Fn)(zn + ρnηn) = 0.
Therefore, we complete the claim.
By Lemma 8, we get g(z) = a(z − z0), where z0 is a constant. Then
g(0) |a| < |a| + 2,
which is a contradiction.
Thus Γ is normal on Δ and hence on D. This completes the proof of Theorem 1.
4. Proof of Theorem 2
From the assumption, we see that f is a transcendental entire function. Let us now show that f is of exponential
type.
Set ζ = {f (z + w): w ∈ C}, then ζ is a family of holomorphic functions on the unit disc Δ. By the assumption,
for any function g(z) = f (z + w), we have
g(z) = a ⇒ g′(z) = a, g′(z) = a ⇒ ∣∣g(k)(z)∣∣ = |a|,
hence by Theorem 1, ζ is normal in Δ. Thus by Lemma 3, there exists M > 0 satisfying f (z)M for all z ∈ C. By
Lemma 2, f is of exponential type. Then ρ(f ) 1,
f (z) = a ⇒ f ′(z) = a, f ′(z) = a → f (k)(z) = a. (4.1)
We divide into two cases.
Case 1. a is a picard value of f . Then we can easily get f = Aeλz + a, thus
f ′ = Aλeλz and f (k) = Aλkeλz.
From f ′ = a ⇒ f (k) = a, we have λk−1 = 1, thus f ′(z) = f (k)(z).
Case 2. a is not a picard value of f . Set
φ = f
′ − a
f − a and ϕ =
f (k) − f ′
f − a . (4.2)
Noting that φ and ϕ are two entire functions, we consider two subcases.
Subcase 2.1. ϕ ≡ 0, then f ′ = f (k).
Subcase 2.2. ϕ 	≡ 0, then we have
T (r,ϕ) = m(r,ϕ) = S(r, f ) = O(log r) (r /∈ E).
Hence we can get ϕ is a polynomial. We get
N(2
(
r,
1
f ′ − a
)
N
(
r,
1
ϕ
)
 T (r,ϕ) = O(log r) (4.3)
and
N(r,f ′ = a | f 	= a)N
(
r,
1
ϕ
)
 T (r,ϕ) = O(log r). (4.4)
Suppose that φ ≡ 0, then f ′ ≡ a, a contradiction. Thus we have φ 	≡ 0.
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T (r.φ) = m(r.φ)m
(
r,
1
f
)
+ S(r, f ) T (r, f ) + S(r, f ). (4.5)
Thus
ρ(φ) ρ(f ) 1. (4.6)
We also have
N
(
r,
f − a
f ′ − a
)
= N
(
r,
1
φ
)
N(2
(
r,
1
f ′ − a
)
+ N(r,f ′ = a | f 	= a) = O(log r). (4.7)
Then by (4.1), (4.6)–(4.7) and Lemma 7, we get
f ′ − a
f − a = λ, (4.8)
where λ is a nonzero constant. By (4.8) we have
f (z) = Aeλz + a − a
λ
.
By the hypothesis of Theorem 2, we can get f ′(z) = f (k)(z).
5. Proof of Theorem 3
From the assumption, we see that f is a transcendental entire function. Let us now show that f is of exponential
type.
Set ζ = {f (z + w): w ∈ C}, then ζ is a family of holomorphic functions on the unit disc Δ. By the assumption,
for any function g(z) = f (z + w), we have
g(z) = a ⇒ g′(z) = a, g′(z) = a ⇒ ∣∣L(z)∣∣ = |a|,
hence by Theorem 1, ζ is normal in Δ. Thus by Lemma 3, there exists M > 0 satisfying f (z)M for all z ∈ C. By
Lemma 2, f is of exponential type. Then ρ(f ) 1.
Noting that
f = a ⇒ f = a. (5.1)
We consider two cases.
Case 1. a is a picard value of f . Then we can easily get f = Aeλz + a, thus f ′ = Aλeλz and
L(f ) = a1f ′ + a2f ′′ + · · · + akf (k) = Aeλzλ
[
a1 + a2λ + · · · + akλk−1
]
, (5.2)
L′′(f ) = a1f ′′′ + a2f (4) + · · · + akf (k+2) = Aλ3eλz
[
a1 + a2λ + · · · + akλk−1
]
. (5.3)
From
f ′ = a ⇒ L(z) = L′′(z) = a,
we get
a1 + a2λ + · · · + akλk−1 = λ2 = 1. (5.4)
Thus we have f ′ = L(f ) = L′′(f ) and f = Aeλz + a, where λ2 = 1.
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φ = f
′ − a
f − a . (5.5)
We can easily get ρ(φ) 1 and φ 	≡ 0. We set
ϕ = L
′′(f ) − f ′
f − a and ψ =
L(f ) − f ′
f ′ − a . (5.6)
Obviously, ϕ and ψ are two entire functions. Now we consider four subcases.
Subcase 2.1. ϕ ≡ ψ ≡ 0. Then L′′(f ) = f ′ and L(f ) = f ′. Thus, we get
f ′′′ = f ′. (5.7)
From (5.7), we obtain
f = Aez + Be−z + a0, (5.8)
where A, B and a0 are constants. By (5.1) and (5.8), we derive that
f = a  f ′ = a. (5.9)
Thus N(r, f−a
f ′−a ) = 0, then by Lemma 7 we get
f ′ − a
f − a = λ,
where λ is a nonzero constant. Then, we get
f = Aeλz + a − a
λ
. (5.10)
Similarly as Case 1, we get λ2 = 1 and f ′ = L(f ) = L′′(f ).
Subcase 2.2. ψ ≡ 0, ϕ 	≡ 0. We get
T (r,ϕ) = m(r,ϕ) = S(r, f ) = O(log r) (r /∈ E). (5.11)
Thus ϕ is a polynomial and
N(r,f ′ = a | f 	= a)N
(
r,
1
ϕ
)
 T (r,ϕ) = S(r, f ). (5.12)
Now we discuss two subcases separately.
Subcase 2.2.1. N(2(r, 1f ′−a ) = S(r, f ). Thus
N
(
r,
f − a
f ′ − a
)
N(2
(
r,
1
f ′ − a
)
+ N(r,f ′ = a | f 	= a) = S(r, f ). (5.13)
By (5.12) and the hypothesis of Theorem 3, using the similar way of Theorem E we get
f (z) = Aeλz + a − a
λ
. (5.14)
Similarly as Case 1, we get λ2 = 1 and f ′ = L(f ) = L′(f ).
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N(2
(
r,
1
f ′ − a
)
N
(
r,
1
f ′ − a
)
N(r,f ′ = a | f = a) + N(r,f ′ = a | f 	= a)
 kN
(
r,
1
f − a
)
+ N(r,f ′ = a | f 	= a) kN
(
r,
1
f − a
)
+ S(r, f ),
which is a contradiction.
We have
N(2
(
r,
1
f ′ − a
)
N(r) + N(r,f ′ = a | f 	= a)N(r) + S(r, f ).
Thus, we get
N(r) 	= S(r, f ). (5.15)
Then
∃|z1| |z2| · · · |zn| · · · , |zn| → ∞ (n → ∞), (5.16)
where zn is the a-point of f and the multiple a-point of f ′. Let us prove the proposition:
f (zn) = a ⇒ f ′(zn) = a ⇒ L′′(zn) = a ⇒
∣∣L′′′(zn)∣∣M1 (n = 1,2,3, . . .). (5.17)
If the inequality (5.17) is not right, we suppose
∣∣L′′′(zn)∣∣= bn → ∞ (n → ∞). (5.18)
Let gn(z) = f (z + zn), we have {f (z + w): w ∈C} is normal on Δ. We see that
{gn} ⊂
{
f (z + w): w ∈ C},
hence {gn} is normal on Δ. ∀gn ∈ {gn} we have
gn(0) = f (zn) = a,
hence {gn} is uniformly bounded on compact subsets of Δ. Yet we have {g(l)n } (l = 1,2,3, . . .) is uniformly bounded
in |z| 12 . Let
L′′n(z) = L′′(gn) = a1g′′′n + a2g(4)n + · · · + akg(k+2)n .
Then {L′′n} is uniformly bounded in |z| 12 . Thus {L′′n} is normal in |z| 12 . We get
L′′n (0) =
|L′′′n (0)|
1 + |L′′n(0)|2
= |L
′′′(zn)|
1 + |L′′(zn)|2 =
bn
1 + a2 → ∞,
which is a contradiction.
Thus we complete the proof of the proposition.
Let
f (z) = a + a(z − zn) + A3(z − zn)3 + · · · (n = 1,2,3, . . .). (5.19)
Then
f ′(z) = a + 3A3(z − zn)2 + · · · (n = 1,2,3, . . .), (5.20)
and
L′′(f ) = a + L′′′(zn)(z − zn) + · · · (n = 1,2,3, . . .). (5.21)
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ϕ(zn) = L
′′ − f ′
f − a
∣∣∣∣
z=zn
= L′′′(zn)/a. (5.22)
Thus ∣∣ϕ(zn)∣∣ = ∣∣L′′(zn)∣∣M1/a (n = 1,2,3, . . .). (5.23)
Note that ϕ(z) is a polynomial and zn → ∞ as n → ∞, we can get ϕ(z) is a nonzero constant. Let ϕ = c0, we obtain
L′′ − f ′ = c0(f − a). (5.24)
From ψ ≡ 0, we have
L(f ) = f ′. (5.25)
By (5.24) and (5.25) we get
f ′′′ − f ′ = c0(f − a). (5.26)
Let g = f − a, then
g′′′ − g′ = c0g, (5.27)
and
g = 0 ⇒ g′ = a. (5.28)
We denote by N∗(r) the counting function of those multiple a-points of g′, counted according to multiplicity, which
are the zeros of g. Then
N∗(r) = N(r) 	= S(r, f ) = S(r, g). (5.29)
In the following, we discuss Eq. (5.27). We divide into two subcases.
Subcase 2.2.2.1. The equation λ3 − λ = c0 has a multiple zero, then we can get its multiplicity is two. Thus, we get
g = (C11 + C12z)eλ1z + C2eλ2z. (5.30)
Suppose C12 	= 0, then
g′′ = (2λ1C12 + C11λ21 + C12λ21z)eλ1z + C2λ22eλ2z. (5.31)
Let an be the zero of g and multiple zeros of g′ − a, then g(an) = 0, g′′(an) = 0. From (5.30) and (5.31), we get
2λ1C12 + C11
(
λ21 − λ22
)+ C12(λ21 − λ22)an = 0.
By (5.29) we derive λ21 = λ22 and C12 = 0, this is a contradiction.
We assume now C12 = 0. Then
g = C11eλ1z + C2eλ2z.
If C11C2 	= 0, similarly we can get λ1 = −λ2. Thus we have
g = C11eλ1z + C2e−λ1z. (5.32)
By (5.28) and (5.32), we can get
g = 0  g′ = a.
Thus N(2(r, 1f ′−a ) = N(2(r, 1g′−a ) = 0, which is a contradiction.
If C11C2 = 0, obviously this is a contradiction.
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g = c1eλ1z + c2eλ2z + c3eλ3z. (5.33)
If c1c2c3 = 0, similarly as above, we can get a contradiction.
If c1c2c3 	= 0, let an be the zero of g and multiple zero of g′ − a, then g(an) = 0, g′(an) = a, g′′(an) = 0. We can
get
eλj zn = Dj (1 j  3), (5.34)
where Dj 	= 0 (1 j  3). Let
fj = eλj z/Dj (1 j  3).
From (5.34), we get
N∗(r)N0(r,1;f1, f2).
Therefore
N0(r,1;f1, f2) 	= S(r),
and
N(r,fi) + N
(
r
1
fi
)
= S(r), i = 1,2.
Thus by Lemma 9, there exist two integers s1, t1 (|s1| + |t1| > 0) such that
f
s1
1 f
t1
2 = 1.
Then λ1s1 + λ2t1 = 0, λ2 = − s1t1 λ1. Similarly, we get λ3 = − s2t2 λ1. Let λ1 = t1t2λ = p1λ, then
λ2 = −s1t2 = p2λ, λ3 = −s2t1 = p3λ.
Thus, we know the equation λ3 − λ = c0 only have real roots. We derive
λ1λ2 + λ1λ3 + λ2λ3 = (p1p2 + p1p3 + p2p3)λ2 = −1, (5.35)
where p1,p2,p3 are integers.
By (5.35), we know there exists a positive integer in {p1,p2,p3} and there exists a negative integer in {p1,p2,p3}.
Without loss of generality, we assume p1 > 0 and p2 < 0. Noting that p2 	= p3, we suppose p3 > p2.
From (5.33), we get
g = c1ep1λz + c2ep2λz + c3ep3λz. (5.36)
Let
P(z) = c1zp1 + c2zp2 + c3zp3 (5.37)
and
Q(z) = λ[c1p1zp1 + c2p2zp2 + c3p3zp3]. (5.38)
Then
g = P (eλz) and g′ = Q(eλz). (5.39)
By (5.28), we obtain that g(z) only has simple zeros. Thus, if p1 > p3, from (5.37) we get P(z) has m simple roots
and m = p1 − p2. But by (5.38) we get Q(z) − a at most has m roots. Again by (5.28) and (5.39) we get
g = 0  g′ = a.
Thus N(2(r, 1f ′−a ) = N(2(r, 1g′−a ) = 0, which is a contradiction. If p1 < p3, similarly, we can obtain a contradiction.
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If N(2(r, 1f ′−a ) = S(r, f ), then
f (z) = Aeλz + a − a
λ
,
where λ2 = 1 and f ′ = L(f ) = L′(f ).
If N(2(r, 1f ′−a ) 	= S(r, f ), we get
L(f ) − f ′ = c1(f − a) and L′′ = f ′. (5.40)
From (5.40) we get
f ′′′ + c1f ′′ − f ′ = 0. (5.41)
Thus in the same way of Subcase 2.2, we get a contradiction.
Subcase 2.4. ψ 	≡ 0, ϕ 	≡ 0. In the same way of Subcase 2.2, we can get:
If N(2(r, 1f ′−a ) = S(r, f ), then
f (z) = Aeλz + a − a
λ
,
where λ2 = 1 and f ′ = L(f ) = L′(f ).
If N(2(r, 1f ′−a ) 	= S(r, f ), we get
L′′ − f ′ = c0(f − a)
and
L − f ′ = c1(f − a).
Thus we have
f ′′′ + c1f ′′ − f ′ − c0(f − a) = 0.
Then, in the same way of Subcase 2.2, we can get a contradiction.
Thus, we complete the proof of Theorem 3.
For further study, we propose the following question.
Question. Let f be a nonconstant entire function; let a (	= 0) be a constant; and let n (> 2) be a positive integer. If
f = a ⇒ f ′ = a, f ′ = a ⇒ L(f ) = L(n)(f ) = a, what can we say?
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