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Sadly, Professor Karl Barth died in May 2016, not long before the work on this
article was completed. The other authors dedicate this paper to him.
Abstract. In 1970 MacLane asked if it is possible for a locally univalent function in the class
A to have an arc tract, and this question remains open despite several partial results. Here we
significantly strengthen these results by introducing new techniques associated with the Eremenko–
Lyubich class for the disc. Also, we adapt a recent powerful technique of Bishop in order to show
that there is a function in the Eremenko–Lyubich class for the disc that is not in the class A.
1. Introduction
We let D be the unit disk {z ∈ C : |z| < 1}, and denote the extended complex
plane by Ĉ = C ∪ {∞}. We say that a path Γ: [0, 1) → D is a boundary path if
|Γ(t)| → 1 as t→ 1. We call the set Γ∩∂D the end of Γ. We say that a holomorphic
function f defined in D has asymptotic value a ∈ Ĉ if there is a boundary path
Γ such that f(Γ(t)) → a as t → 1. In this case we say that Γ is an asymptotic
curve over the value a. If the end of Γ is a singleton, {ζ}, then we say that f has
asymptotic value a at ζ.
Denote the chordal metric on Ĉ by d(a, b), and let
U(a, ) = {z ∈ Ĉ : d(a, z) < }, for a ∈ Ĉ and  > 0.
Suppose that a ∈ Ĉ, and that to each  > 0 there is a component D() of f−1(U(a, ))
with the properties that D(1) ⊂ D(2), for 0 < 1 < 2, and
⋂
>0D() = ∅. Then we
say that the pair {D(), a} is a tract of f over the value a. The set K = ⋂>0D() is
called the end of the tract. It is easily shown that K is either a point, in which case
the tract is called a point tract, or an arc, in which case the tract is called an arc
tract. If K = ∂D and for each arc γ ⊂ ∂D there is a sequence of arcs γn ⊂ D(1/n)
which tend to γ, then K is called a global tract.
The MacLane class, A, is defined as the set of those functions holomorphic and
non-constant in D that have asymptotic values at points of a dense subset of ∂D;
we refer to [15] for an extensive discussion of this class. MacLane ([16, p. 281], and
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see also [17, p. 570]), asked the following question about locally univalent functions
in the class A.
Question 1. If f ∈ A is such that f ′ 6= 0, can f have an arc tract?
After nearly half a century, this question remains open. However, many partial
results have been obtained, and our goal in this paper is to generalise these. In
particular, we seek to relax the condition of local univalence (in other words, f ′ 6= 0)
to the condition that CV (f) is bounded. Here CV (f) = {f(z) : z ∈ D, f ′(z) = 0}
denotes the set of critical values of f , in other words the images of the critical points
of f . We also denote the set of finite asymptotic values of f by AV (f).
We begin by recalling the following theorem, which combines the main results
of [10]. Here, following MacLane [16], we say that infinity is a linearly accessible
asymptotic value at a point ζ ∈ ∂D if there is an asymptotic curve over infinity, Γ,
which ends at ζ, such that f(Γ) is a radial line.
Theorem A. Suppose that f ∈ A and that f ′ 6= 0 inD. If either of the following
conditions also holds, then f has no arc tracts.
(a) The set AV (f) is bounded.
(b) Infinity is a linearly accessible asymptotic value at a dense subset of ∂D.
We generalise Theorem A in two ways. Firstly, we replace the condition of local
univalence by the condition that CV (f) is bounded. Secondly, we replace “linearly
accessible” by the following weaker condition. We say that infinity is a monotonically
accessible asymptotic value at a point ζ ∈ ∂D if there is an asymptotic curve over
infinity, Γ, which ends at ζ, such that f(Γ) is monotonic; a curve γ ⊂ C is monotonic
if there exists R > 0 such that for all r > R there is exactly one point on γ of
modulus r.
Note that the proofs of both generalisations involve new ideas that may be of
wider interest; see Lemma 3, for example.
Theorem 1. Suppose that f ∈ A and that CV (f) is bounded. If either of the
following conditions also holds, then f has no arc tracts.
(a) The set AV (f) is bounded.
(b) Infinity is a monotonically accessible asymptotic value at a dense subset of
∂D.
Another partial answer to Question 1 was given by MacLane [16, p. 281], who
showed that if f ∈ A and f ′ 6= 0, then f has no global tracts. The following is a
natural generalisation of this fact.
Theorem 2. Suppose that f ∈ A and that CV (f) is bounded. Then f has no
global tracts.
A further result about locally univalent functions generalised in this paper is the
following theorem of the first two authors [2, Theorem 1]; see also [16, Theorem 9].
Theorem B. Suppose that f is holomorphic in D and that f ′ 6= 0 there. Then
f ∈ A and f has no arc tracts if and only if f ′ ∈ A.
As in Theorem 1 and Theorem 2, our goal is to replace the condition of local
univalence with the condition that CV (f) is bounded. Our result is as follows.
Theorem 3. Suppose that f is holomorphic in D and that CV (f) is bounded.
Then the following both hold.
(a) If f ∈ A and f has no arc tracts, then f ′ ∈ A.
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(b) If f ′ ∈ A and f ′ has no arc tracts, then f ∈ A and f has no arc tracts.
Remark. It follows from [15, Theorem 7] that if f ′ 6= 0 in D and f ′ ∈ A, then
f ′ has no arc tracts, so Theorem 3 does indeed generalise Theorem B.
In view of these results, it seems natural to ask the following stronger version of
Question 1.
Question 2. If f ∈ A is such that CV (f) is bounded, can f have an arc tract?
The final result in this paper concerns the relationship between the MacLane
class and another well-known class of functions. In [19] the class of functions f
holomorphic and non-constant in a general hyperbolic domain, with the property
that CV (f) ∪ AV (f) is bounded, was discussed and called the Eremenko–Lyubich
class. Transcendental entire functions with this property have been very widely
studied, particularly in complex dynamics; see, for example, [8, 18, 20, 21]. Here we
denote the Eremenko–Lyubich class in D by BD to avoid confusion with MacLane’s
class B, which we use later in the paper.
The first part of Theorem 1 states that if f ∈ A∩BD, then f has no arc tracts. It
is natural to ask, therefore, if there is any relationship between the classes A and BD.
It is clear that A 6⊂ BD; for example, any conformal map of D onto an unbounded
domain is in class A but is not in class BD. It is not so clear whether BD ⊂ A, since
no simple counterexample seems to be available. However, we are able to prove the
following.
Theorem 4. There is a function f ∈ BD such that f /∈ A.
To prove this theorem, we first generalise a remarkable construction of Bishop [6,
Theorem 1.1] from the complex plane to the disc. We then use this result to construct
an unbounded function f ∈ BD that is bounded on a spiral which accumulates on
∂D. It then follows from [15, Theorem 9] that f /∈ A.
Remarks. (1) The use of Bishop’s method of construction, called quasiconfor-
mal folding, seems to be essential here. Earlier examples of unbounded holomorphic
functions in D that are bounded on a spiral were constructed using approximation
theory. For example, using this approach, Barth and Schneider [4] answered a ques-
tion of Seidel by constructing a holomorphic function in D that is bounded on a
spiral and whose only asymptotic value is infinity (but without any constraints on
the critical values). On the other hand, Barth and Rippon [2] constructed a holomor-
phic function in D that is bounded on a spiral with no critical points and asymptotic
value infinity (but with no restrictions on the finite asymptotic values); see also [3,
Example 1] for a similar example which satisfies ff ′ 6= 0 in D.
(2) We are grateful to Lasse Rempe-Gillen who, after this paper was completed,
pointed out that the existence of a similar example to that of Theorem 4 (in fact
one with no finite asymptotic values and just two singular values) was mentioned by
Bishop in [5, Section 14]. Since [5] gives very little detail, we have retained an outline
of the construction in class BD for the benefit of the reader.
Structure. The structure of the paper is as follows. First, in Section 2, we prove
the first part of Theorem 1 and then Theorem 2. In Section 3 we prove the second
part of Theorem 1, and in Section 4 we prove Theorem 3. Finally, in Section 5 and
Section 6 we prove Theorem 4.
Notation. It is useful to define the right half-plane Hr = {z ∈ C : Re(z) > r},
for r ∈ R. For simplicity we also write H = H0. For r > 0, we denote the open ball
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with centre at the origin by Br := {z ∈ C : |z| < r}, and the circle with centre at
the origin by Cr = {z ∈ C : |z| = r}.
Note. The definition of the class A is restricted to functions holomorphic in D.
It should be noted that this definition can be extended to a simply connected domain
U in an obvious way, and then we say that a function is in class A relative to U . We
also note that results about the class A in the disc can be generalised to any simply
connected domain bounded by a Jordan curve via a Riemann map.
2. Proof of the first part of Theorem 1, and Theorem 2
First in this section we give the proof of Theorem 1 part (a). In fact, we prove a
slightly different result, and show that Theorem 1 part (a) is a consequence of this.
We use Iversen’s classification of singularities, introduced in [13]. Suppose that f
is a function holomorphic in D. We say that a tract {D(), a} is direct if there exists
 > 0 such that f omits a in D(); otherwise the tract is indirect. If a tract {D(), a}
is direct, and there exists  > 0 such that f is a universal covering from D() onto
U(a, ) \ {a}, then we say the tract is direct logarithmic; otherwise the tract is direct
non-logarithmic.
Theorem 5. Suppose that f ∈ A and that D = {D(), a} is an arc tract of f .
Then D is a direct non-logarithmic tract over infinity.
Before proving Theorem 5, we show that Theorem 1 part (a) can be deduced
easily from this result.
Proof of Theorem 1 part (a). Suppose that f ∈ A and that CV (f) ∪ AV (f)
is bounded. It follows from the fact that CV (f) ∪ AV (f) is bounded that there
exists  > 0 sufficiently small that f is a universal covering from each component of
f−1(U(∞, )) onto U(∞, ) \ {∞}. Hence the only tracts of f over infinity are direct
logarithmic. The result then follows by Theorem 5. 
The proof of Theorem 5 requires some auxiliary lemmas. The first combines
some of MacLane’s results [15, Theorems 4 and 7], and is also used elsewhere in this
paper. Here, if K ( ∂D is an arc, then we define a boundary neighbourhood of K as a
domain U = V ∩D, where V is a simply connected domain such that K is compactly
contained in a crosscut of V .
Lemma 1. Suppose that f ∈ A has an arc tract D = {D(), a} with end K.
Then the following all hold.
(a) The tract D is over infinity.
(b) The function f assumes every finite value infinitely many times in each bound-
ary neighbourhood of each non-degenerate subarc of K.
(c) Each set D(),  > 0, is infinitely connected.
We note that it follows from Lemma 1 part (a) that any function in the MacLane
class which has an arc tract is unbounded. We also use the following standard result;
this can be proved in an almost identical way to, for example, [9, Theorem 5.10],
which covers the case r = 0.
Lemma 2. Suppose that W ⊂ C is a domain, that r ∈ [0, 1), and that
g : W → {z ∈ C : r < |z| < 1}
is an unbranched covering map. Then exactly one of the following holds:
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(a) there exists a conformal map ψ : W → {z ∈ C : log r < Re(z) < 0} such that
g = exp ◦ ψ;
(b) there exists a conformal map ψ : W → {z ∈ C : r1/m < |z| < 1} such that
g = (ψ)m, for some m ∈ N.
Proof of Theorem 5. Suppose that f ∈ A and that f has an arc tract D with
end K. It follows from Lemma 1 part (a) that D = {D(),∞} is a tract over infinity.
In particular, D is a direct tract. It remains, therefore, to prove that D is not a
logarithmic tract.
Suppose, by way of contradiction, that D is a direct logarithmic tract. It follows
that we can choose 0 > 0 sufficiently small that f : D(0) → U(∞, 0) \ {∞} is an
unbranched covering map. Hence there exists R0 ∈ R such that the map
g(z) =
eR0
f(z)
is an unbranched covering map fromD(0) ontoD\{0}, and so we can apply Lemma 2
to g, with W = D(0) and r = 0. Note that Lemma 2 case (b) cannot hold, since
it stands in contradiction to Lemma 1 part (c). It follows that there is a conformal
map φ : D(0)→ HR0 such that f(z) = exp(φ(z)), for z ∈ D(0).
Choose r > R0, and consider the set Tr = φ−1(Hr). Since there exists  ∈ (0, 0)
such that f(Tr) = U(∞, ) \ {∞}, we have that Tr = D(). We also have that
φ−1(∂Hr) = ∂Tr∩D is connected. This is also in contradiction to Lemma 1 part (c),
which completes the proof. 
The proof of Theorem 2 is now quite straightforward.
Proof of Theorem 2. We prove the contrapositive, and so suppose that f ∈ A
has a global tract. It is easy to see that f can have no finite asymptotic values;
this is an immediate consequence of, for example, [15, Theorem 6]. If CV (f) was
bounded, then we could deduce from Theorem 1 part (a) that f has no arc tracts.
Hence CV (f) is unbounded, as required. 
3. Proof of the second part of Theorem 1
This section is devoted to the proof of Theorem 1 part (b). In fact we prove a
slightly stronger result. For a set U ⊂ D, let CV (f, U) = {f(z) : z ∈ U, f ′(z) = 0}.
It is straightforward to see that Theorem 1 part (b) is an immediate consequence
of the following.
Theorem 6. Suppose that f ∈ A has an arc tract with end K, and that infinity
is a monotonically accessible asymptotic value at ζ1 and ζ2, which are interior points
of K. Let K ′ be the subarc of K with endpoints ζ1 and ζ2, and suppose that U ⊂ D
is a boundary neighbourhood of K ′. Then CV (f, U) is unbounded.
The level sets of a complex valued function f are defined, for each r > 0, by
L(r) = {z : |f(z)| = r}.
The connected components of a level set are called level curves. The proof of The-
orem 6 depends on certain properties of the level curves of a holomorphic function,
given in the following lemma. This result may be known, but we have not been able
to trace a reference. Here, if r′ > 0 and P (r) ⊂ C for each r ∈ (0, r′), then we say
that P (r) accumulates at z0 ∈ C as r → r′ provided that: for any neighbourhood ∆
of z0 there exists  > 0 such that P (r) ∩∆ 6= ∅, for r ∈ (r′ − , r′).
864 Karl F. Barth, Philip J. Rippon and David J. Sixsmith
Lemma 3. Suppose that f : D → C is holomorphic and unbounded. Suppose
also that R > 0, and that P (R) is a component of L(R) compactly contained in
D and meeting no critical points of f . Then there exists R˜ > R such that, for
r ∈ [R, R˜), there exist components P (r) of L(r), all Jordan curves, such that the
map r 7→ P (r) is continuous (in the Hausdorff metric) and P (r) is contained in a
bounded component of the complement of P (r′), for r′ ∈ (r, R˜), and also such that
at least one of the following occurs:
(a) the curves P (r) accumulate at a critical point of f as r → R˜;
(b) the curves P (r) accumulate at a point of ∂D as r → R˜.
Proof. Let Ω be a neighbourhood of P (R), compactly contained in D, such that
f is locally univalent and m-to-1 on Ω, for some m ∈ N. Choose z0 ∈ Ω such
that w0 = f(z0) satisfies |w0| > R. Let H = HlogR, and take t0 ∈ H such that
et0 = w0. Then there exists a vertical open strip S0, containing t0 and the line
L = {t ∈ C : Re t = logR}, such that exp(S0) ⊂ f(Ω). It follows that the branch
of the function h(t) = f−1(exp(t)) that maps t0 to z0 can be analytically continued
throughout S0.
Now we let S be the maximal vertical open strip with L ⊂ ∂S to which h
can be analytically continued. We claim first that S 6= H. For if S = H, then
there is a domain W ⊂ D such that the map g(z) = R/f(z) is an unbranched
covering map from W onto D \ {0}. Hence we can apply Lemma 2 to g, with r = 0.
Note that Lemma 2 case (a) cannot hold, since f maps P (R) in an m-to-1 manner
onto {w ∈ C : |w| = R}. If Lemma 2 case (b) holds, then W is doubly connected
and so ∂W = P (R) ∪ ∂D. In this case the function g, which is analytic in W ,
approaches zero at each point of ∂D, and so can be continued analytically across ∂D
by Schwarz reflection. It follows that g is identically zero, by the identity theorem.
This contradiction concludes the proof of our claim.
It follows that the maximal vertical strip S is of the form
S = {t ∈ C : logR < Re t < log R˜}, for some R˜ > R.
We put W = h(S). It can then be seen, by a second application of Lemma 2, that
f must be of the form f = (ψ)m, where ψ : W → {w ∈ C : R1/m < |w| < R˜1/m} is
univalent.
Now let P (r) = h({t ∈ C : Re t = log r}), for r ∈ (R, R˜). Since the strip S
is maximal, the circle {w ∈ C : |w| = R˜} must contain a singular value, w′, of
f , associated with the failure of analytic continuation of the corresponding inverse
branch of f along a path in {w ∈ C : R < |w| < R˜}. If w′ is a critical value of f ,
then the components P (r), r ∈ (R, R˜), lying in W accumulate at a critical point of
f , with critical value w′, as r → R˜. This is case (a). Otherwise, w′ is an asymptotic
value of f arising from a path tending to ∂D from within W , and it follows that
the components P (r), r ∈ (R, R˜), accumulate at at least one point of ∂D as r → R˜.
This is case (b). The remaining results of the lemma follow easily. 
Proof of Theorem 6. Suppose that f ∈ A has an arc tract with end K, and
that ζ1, ζ2 and K ′ are as in the statement of the theorem. For each i ∈ {1, 2}, let Γi
be an asymptotic curve over infinity, ending at ζi, such that f(Γi) is monotonic. By
way of contradiction, suppose that there exist a boundary neighbourhood U of K ′
and a real number M > 0 such that
(3.1) CV (f, U) ⊂ BM .
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Reducing Γ1 and Γ2 if necessary, we can assume that Γ1 ∪ Γ2 ⊂ U . Let C be a
simple curve in U that joins Γ1 and Γ2 so that Γ1 ∪ C ∪ Γ2 is a crosscut of D, and
let D be the boundary neighbourhood bounded by Γ1 ∪ C ∪ Γ2 ∪K ′. See Figure 1
for an illustration of these sets.
Figure 1. An illustration of the sets in the proof of Theorem 6.
Choose a real number R > M sufficiently large, so that |f(z)| < R, for z ∈ C.
We can also assume that R has the property that f(Γi) has exactly one point of
modulus r, for r > R and i ∈ {1, 2}. Since f has only countably many critical
values, we can also assume that f has no critical values of modulus R. It follows that
each component of L(R) is either a Jordan curve or a curve tending to ∂D at both
ends.
Fix a value w0 ∈ C such that |w0| = R. By Lemma 1 part (b), there is a point
z0 ∈ D such that f(z0) = w0. Let T0 be the component of L(R) containing z0. We
claim that we can assume that T0 is contained in D. Note that T0 cannot meet K ′
(see [15, Remark after Theorem 3]) since K is the end of an arc tract over infinity.
It will follow from this claim that T0 is a Jordan curve.
To prove the claim, suppose that T0 is not contained in D. Since T0 cannot
meet K ′, we can use Lemma 1 part (b) again to choose a point z1 ∈ D \ T0 such
that f(z1) = w0. Let T1 be the component of L(R) containing z1. If T1 is also
not contained in D, then we use Lemma 1 part (b) a third time to choose a point
z2 ∈ D \ (T0∪T1) such that f(z2) = w0. Let T2 be the component of L(R) containing
z2. Suppose that T2 is also not contained in D.
We now have three disjoint curves in D, each of which meets D but is not
contained in D, and so meets ∂D. Note that none of these curve can meet C, by
the choice of R. It follows that each curve meets either Γ1 or Γ2. Without loss of
generality, we can assume that T0 and T1 each meet Γ1, and, moreover, at distinct
points of Γ1 (by (3.1)). A contradiction then follows from the fact that f(Γ1) is
monotonic. This proves our claim that we can assume that T0 is a Jordan curve
contained in D, since we can replace z0 with z1 or z2 if necessary.
We complete the proof by showing that we can choose a different level curve
which meets Γi in two distinct points, for some i ∈ {1, 2}, which is a contradiction,
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since f(Γi) is monotonic. Using the notation of Lemma 3, we let P (R) = T0. It
follows by Lemma 3 that, for r > R sufficiently close to R, we can let r 7→ P (r) be
the continuous map to a component of L(r). We claim that we can choose r > R
such that P (r) is a Jordan curve which does not lie in D and meets either Γ1 or Γ2
in two points, which gives the required contradiction. We consider the two cases in
the conclusion of Lemma 3.
(a) Suppose that there is a value R˜ > R such that P (r) accumulates at a critical
point of f as r → R˜, and P is continuous on (R, R˜). Since D ∩D ⊂ U , it
follows from equation (3.1) and the fact that R > M that this critical point
must lie outside D. The claim follows.
(b) Suppose that there is a value R˜ > R such that P (r) accumulates at a point
of ∂D as r → R˜, and P is continuous on (R, R˜). Since P (R˜) cannot meet the
interior of K, the claim follows.
This completes the proof. 
4. Proof of Theorem 3
In this section we prove Theorem 3. To do this we need to use MacLane’s
two alternative characterizations of class A, and these require a little additional
terminology. Suppose that S ⊂ D. For each  ∈ (0, 1), we let δ() denote the
supremum of the diameters of the components of S∩{z ∈ D : 1−  < |z| < 1}; if this
intersection is empty, then we set δ() = 0. We say that S ends at points if δ()→ 0
as → 1.
A non-constant holomorphic function f defined in D is said to be:
(a) in class B if there exists a set of boundary paths in D, with endpoints dense
in ∂D, on each of which the function f is either bounded or has asymptotic
value infinity;
(b) in class L if each level set L = {z ∈ D : |f(z)| = λ} ends at points.
MacLane [15, Theorem 1] showed that A = B = L. Using the fact that
A = L, MacLane and Hornblower each gave sufficient growth conditions for f ∈ A.
MacLane’s sufficient condition [15, Theorem 14] is
ˆ 1
0
(1− r) log+ |f(reiθ| dr <∞, for a dense set of θ ∈ (0, 2pi),
which is best possible; see [7, Theorem 1.1]. Hornblower’s sufficient condition [12,
Theorem 1] is
(4.1)
ˆ 1
0
log+ log+M(r, f) dr <∞,
where
M(r, f) = max{|f(z)| : |z| = r}, for 0 < r < 1,
which is essentially best possible; see [11, Theorem 10.21].
Both parts of the proof of Theorem 3 use the following lemma, which has its
origins in an argument of MacLane [16, page 284].
Lemma 4. Suppose that f is holomorphic in D and that Γ is a simple curve in
D with endpoints z0 and z1, where we allow that z1 ∈ ∂D, and that f ′ has no critical
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points in the interior of Γ. Suppose finally that there exists c ∈ [0, 1) such that f ′(Γ)
is the ray with initial point f ′(z0) and final point cf ′(z0). Then
(4.2) |f(z0)− f(z1)| ≤ 2|f ′(z0)|,
where, in the case when z1 ∈ ∂D, the value f(z1) is taken to be the limiting value of
f(z) as z → z1 along Γ.
Proof. Since f ′ has no critical points on Γ, we can define a parametrization φ(t)
of Γ such that
f ′(φ(t)) = f ′(z0)(c+ t(1− c)), for 0 ≤ t ≤ 1,
so φ(1) = z0 and φ(0) = z1. Suppose first that z1 ∈ D. It follows that
f(z0)− f(z1) =
ˆ 1
0
f ′(φ(t))φ′(t) dt = f ′(z0)
ˆ 1
0
(c+ t(1− c))φ′(t) dt
= f ′(z0)
(
z0 − cz1 − (1− c)
ˆ 1
0
φ(t) dt
)
,
where in the final step we have integrated by parts. Equation (4.2) now follows easily.
The case when z1 ∈ ∂D follows by a straightforward limiting process. 
Proof of Theorem 3. Suppose that f is holomorphic in D and that CV (f) is
bounded. To prove part (a) we show that if f ∈ A and f has no arc tracts, then
f ′ ∈ A. If, on the contrary, f ′ /∈ A, then there is a non-degenerate closed subarc γ
of ∂D such that f ′ does not have an asymptotic value at any point of γ. We show
that this assumption leads to a contradiction.
We claim first that we can choose a sequence (zn)n∈N in D such that zn → ζ as
n→∞, where ζ is an interior point of γ, and such that
(4.3) f(zn)→∞ as n→∞ and the sequence (f ′(zn))n∈N is bounded.
We prove (4.3) as follows. Suppose that U ⊂ D is any Jordan domain such that
∂U ∩ ∂D = γ. Then f ′ is not in class A relative to U . Since A = L, it follows that
f ′ is not in class L relative to U . Since a level set of f ′ can only accumulate in γ, it
follows that there exist λ > 0 and a non-degenerate closed subarc γ′ of the interior
of γ at which a level set L = {z ∈ D : |f ′(z)| = λ} accumulates.
It follows that, without loss of generality, we can take a sequence of curves Ln ⊂ L
such that Ln → γ′ as n → ∞; see [15, page 10]. Suppose, by way of contradiction,
that f is bounded on
⋃∞
n=1 Ln. Then f is bounded on a boundary neighbourhood
of each interior point of γ′, since f ∈ A. Hence f ′ does not grow too quickly near
interior points of γ′, by Cauchy’s estimate; in particular there is a bound on |f ′(z)| of
the form O((1− |z|)−1) as |z| → 1 there. It follows by (4.1), applied locally, that f ′
must have asymptotic values at a dense subset of γ′. This contradicts our assumption
about γ. Hence, f is unbounded on
⋃∞
n=1 Ln, and so property (4.3) follows.
Suppose that n ∈ N. Without loss of generality we can assume that there are
no critical values of f ′ on the radial ray with initial point f ′(zn) and final point 0
(except possibly at 0). We let cn ∈ [0, 1) be the smallest value such that there is
a simple curve Γn ⊂ D, with one endpoint at zn, such that f ′(Γn) is the radial ray
from f ′(zn) to cnf ′(zn).
By Lemma 4, we have that
(4.4) |f(zn)− f(z)| ≤ 2|f ′(zn)|, for z ∈ Γn.
Thus, by (4.3) and the fact that CV (f) is bounded, we can assume that Γn does not
end at a critical point of f . We deduce that Γn accumulates at ∂D.
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We claim that none of the curves Γn can accumulate on a non-degenerate subarc
of γ. Suppose, by way of contradiction, that γn is such a subarc. Note that f
is bounded on each Γn, by (4.4). Since f ∈ A, we can deduce by the maximum
principle that f is bounded in a boundary neighbourhood of each interior point of
γn. Thus, by Cauchy’s estimate again and (4.1), the function f ′ has asymptotic
values at a dense subset of γn, contrary to our original assumption. This proves our
claim.
Since f ′ has no asymptotic values on γ, it follows that each Γn must accumulate
at at least one point of ∂D lying outside the interior of γ. Since zn → ζ as n→∞,
where ζ is an interior point of γ, we can assume, by taking a subsequence if necessary,
that Γn → Γ as n → ∞, where Γ is a non-degenerate subarc of ∂D which has non-
degenerate intersection, γ′′ say, with γ. Hence, by (4.3) and (4.4), the function f
must have an arc tract for infinity with end including γ′′ (see [15, Theorem 3]). This
contradicts our hypothesis about f .
Next we show that if f ′ ∈ A and f ′ has no arc tracts, then f ∈ A and f has no
arc tracts. Suppose, for a contradiction, that f /∈ A. Then, since A = B, there is a
non-degenerate arc γ ⊂ ∂D each point of which is not the endpoint of any path in
D on which f is either bounded or tends to infinity. Once again, we claim that we
can choose a sequence (zn)n∈N in D such that zn → ζ, where ζ is an interior point
of γ, and such that
(4.5) f(zn)→∞ as n→∞ and the sequence (f ′(zn))n∈N is bounded.
Indeed, since f ′ ∈ A, f ′ has no arc tracts, andA = B, there must be a non-degenerate
subarc γ′ of γ on which at least one of the following occurs:
(a) there exist paths approaching points of a dense subset of γ′ on each of which
f ′ is bounded;
(b) f ′ has distinct point tracts for infinity ending at points of a dense subset of γ′;
for each such point of γ′ the components of
{z ∈ D : r < |z| < 1, |f ′(z)| > L}
that define the tract must have diameters that tend to 0 as L→∞, so there
exist level curves of f ′ ending at a dense set of points of γ′.
In either case, (4.5) holds, as f is not bounded on any path ending at a point of γ′.
Now let (Γn)n∈N be the sequence of paths, with initial points (zn)n∈N, introduced
in the first part of the proof. Once again, by (4.5), we can assume that each path Γn
does not end at a critical point of f , so it must accumulate at ∂D. In fact, each Γn
must end at a point ζn ∈ ∂D for otherwise f ′ would have an arc tract for the value
cnf
′(zn) (the asymptotic value of f ′ along Γn), which is impossible by our initial
hypothesis (or alternatively by Lemma 1 part (a)). By our assumption about γ and
(4.4), the points ζn cannot lie in γ.
Once again we can assume that Γn → Γ as n→∞, where Γ is a non-degenerate
subarc of ∂D. Since f ′ ∈ A and f ′ is uniformly bounded on ⋃∞n=0 Γn, by (4.5), we
deduce that f ′ is bounded in a boundary neighbourhood of each interior point of Γ,
so f has asymptotic values at points of a dense subset of Γ, and hence at some point
of γ (since ζ lies in the interior of γ), a contradiction. Hence f ∈ A.
To complete the proof of Theorem 3, we note that if f has an arc tract for infinity
with end γ, then for each path Γ in D with an endpoint ζ in the interior of γ, we
have lim supz→ζ,z∈Γ |f(z)| = ∞; see [15, Remark after Theorem 3]. This fact, taken
together with the existence of a non-degenerate subarc γ′ of γ on which one of the
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two possible cases for f ′ listed above occurs, indicates that (4.5) must again hold. We
can then obtain the required contradiction as in the previous two paragraphs. 
5. Proof of Theorem 4
In the final two sections we prove the following result.
Theorem 7. There is an unbounded function f ∈ BD, which is bounded on a
spiral Γ ⊂ D that accumulates on the whole of ∂D.
As noted in the introduction, since it follows from [15, Theorem 9] that f /∈ A,
Theorem 4 follows immediately from Theorem 7.
The proof of Theorem 7 is split into two parts. First, in the remainder of this
section, we define a D-model, and then state a result regarding D-models that is
analogous to a construction of Bishop [6, Theorem 1.1]. We also show how to use
this result to prove Theorem 7. Then, in the final section, we give the proof of the
result. Wherever possible we retain the notation of [6], for ease of reference.
We begin by defining a D-model. Recall that H denotes the right half-plane
H = {z ∈ C : Re(z) > 0}. Suppose that I is an index set which is at most countably
infinite. Suppose that Ω =
⋃
j∈I Ωj is a disjoint (possibly finite) union of domains
Ωj ⊂ D that are simply connected and not compactly contained in D. Suppose also
that, for each j ∈ I, the map τj : Ωj → H is conformal. Let τ be the map τ : Ω→ C
which is equal to τj on Ωj, for j ∈ I. Suppose that the following conditions all hold:
(a) Sequences of components of Ω accumulate only on ∂D.
(b) The boundary of Ωj is connected, for j ∈ I.
(c) For any sequence (zn)n∈N of points of Ω, we have |zn| → 1 as n → ∞ if and
only if τ(zn)→∞ as n→∞.
Finally set F = exp ◦τ . Note that F is a covering map from each Ωj onto C \ D.
The pair (Ω, F ) is called a D-model.
Remark. We note that Bishop’s definition of a model is as above, but with D
replaced by C and other modifications; in particular condition (5) is replaced by the
weaker condition that if (zn)n∈N is a sequence of points of Ω such that τ(zn) → ∞
as n → ∞, then zn → ∞ as n → ∞. Our stronger condition is needed to ensure
that, in the disc setting, the function constructed has a bounded set of finite asymp-
totic values. Finally, we remark that we use the term D-model mainly in order to
distinguish between our setting and Bishop’s.
We now state our version of [6, Theorem 1.1]. For completeness we have retained
parts of the result which are not required in our application. Here we define the sets
Ω(ρ1) = {z ∈ Ω: |F (z)| > eρ1}, and also Ω(ρ1, ρ2) = {z ∈ Ω: eρ2 > |F (z)| > eρ1}, for
ρ2 > ρ1 > 0.
Theorem 8. Suppose that (Ω, F ) is a D-model, and that ρ ∈ (0, 1]. Then there
exists an unbounded function f ∈ BD and a quasiconformal map φ : D → D such
that the following all hold.
(1) We have f(φ(z)) = F (z), for z ∈ Ω(2ρ).
(2) We have |f(φ(z))| ≤ eρ, for z /∈ Ω(ρ) and |f(φ(z))| ≤ e2ρ, for z /∈ Ω(2ρ).
(3) The quasiconstant of φ is O(ρ−2) as ρ → 0, with constant independent of F
and Ω.
(4) The map φ is conformal outside the set Ω(ρ/2, 2ρ).
Finally in this section, we show how Theorem 7 can be deduced from Theorem 8.
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Proof of Theorem 7. Let S ⊂ D be a spiral which accumulates on the whole
boundary of D. For example, we can take S =
{
reiθ : r ∈ [0, 1), θ = (1− r)−1} .
Let Ω = Ω1 = D \ S, and let τ = τ1 be a conformal (Riemann) map from Ω to
H. Note that ∂Ω = ∂D∪S. All points of S are accessible boundary points of Ω, and
the whole of ∂D corresponds to a single prime end E of Ω. By choosing τ so that E
corresponds to infinity under τ , we have that (Ω, exp ◦τ) is a D-model.
Let f and φ be the functions that result from an application of Theorem 8 with
ρ = 1. Clearly f ∈ BD, and f is unbounded. Set Γ = φ(∂Ω(1)). Then f is bounded
on Γ.
It remains to show that Γ accumulates on the whole of ∂D. The domain Ω(1) is
not compactly contained inD and does not meet S. It follows that ∂Ω(1) accumulates
on the whole of ∂D. Since φ extends homeomorphically to ∂D (see, for example, [14,
Theorem 8.2]), it follows that Γ = φ(∂Ω(1)) accumulates on the whole of ∂D. Hence
f has the properties required. 
6. Proof of Theorem 8
In this section we give the proof of Theorem 8. In fact, the proof is extremely
close to the original proof of Bishop’s result in [6, Theorem 1.1]. Accordingly we only
outline the proof, highlighting the differences.
First we note that we can assume that ρ = 1. Bishop’s proof of this fact (even
though we do not need it) applies immediately. For simplicity we also assume that
I = {1} is a singleton, and we replace Ω1 and τ1, etc., by Ω and τ , etc. There is no
particular additional difficulty in proving the result in the case that I is countably
infinite, apart from more complexity of notation.
Let W = D \ Ω(1) and let γ = ∂W . Let L1 and L2 be the vertical lines
Lp = {z = p+ iy : y ∈ R}, for p ∈ {1, 2}.
Note that L1 = τ(γ). Then W is an open, connected, simply connected domain,
which is bounded by an analytic arc γ, which tends to ∂D in both directions; these
properties follow from the three conditions (a), (b) and (c) in the definition of a
D-model.
In particular, since W is simply connected, we can let Ψ be a Riemann map from
W to D. Bishop shows that Ψ can, in fact, be extended to D \ Ω(2), by Schwarz
reflection, and so, in particular, Ψ is defined in a neighbourhood of γ.
Roughly speaking, our goal is to construct a quasiregular map g : D → C with
the right properties for f , and then use the measurable Riemann mapping theorem
[1] to recover f itself. A “first attempt” to define g might be as follows. First set
g(z) = F (z) = exp(τ(z)), for z ∈ Ω(2), so that g maps Ω(2) analytically to the
exterior of the ball Be2 . Then set g(z) = eΨ(z), for z ∈ W , so that g maps W
conformally to Be. Then interpolate, somehow, in the “strip” Ω(1) \ Ω(2).
Unfortunately there is no reason to believe that g|γ is sufficiently close to g|∂Ω(2)
to enable this interpolation to be constructed in a way which is quasiregular.
We need something more complicated. The construction works in two stages.
Roughly speaking the first stage replaces eΨ with a map which takes values on γ
comparable to those of g on ∂Ω(2). The second stage is the interpolation, and this
happens in {z = x+ iy : 1 ≤ x ≤ 2, y ∈ R}.
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The first stage is as follows. Let B be a certain Blaschke product multiplied by
e, so that B : D→ Be. Consider also the sets
J = {z ∈ L1 : exp(z) = e} = {1 + 2npii : n ∈ Z},
and L = {z ∈ L1 : (B ◦Ψ ◦ τ−1)(z) = e}.
We want these two sets to be comparable in the following sense. The set J
partitions L1 into intervals which we call J-intervals. Similarly, L partitions L1 into
intervals which we call L-intervals. Bishop shows that we can choose the map B so
that the following holds. There is an integer M such that each L-interval meets at
least two J-intervals and at mostM J-intervals. It follows that no J-interval contains
an L-interval.
The technique for proving the existence of such a B is as follows. First the points
of J are pulled back to the boundary of D by the map Ψ ◦ τ−1; let these points be
denoted by (an)n∈N. The map B is then defined by constructing a certain infinite
set K ⊂ N, and defining
B(z) = e
∏
k∈K
|ak|
ak
ak − z
1− akz .
The fact that there exists a set K such that B has the required properties is proved
using two sets of facts; see [6, Section 4]. The first is that images of adjacent J-
intervals under Ψ ◦ τ−1 have comparable size (with uniform bounds), which follows
from the Koebe distortion theorem. The second concerns certain properties of the
harmonic measure of boundary arcs of the unit disc Ψ(W ). These facts all carry
across from Bishop’s proof into our setting directly, and we omit further detail.
The second stage is the actual interpolation, and is quite complicated. However,
it should be noted that this part of the construction happens entirely within the
closed strip S = {z = x + iy : 1 ≤ x ≤ 2, y ∈ R}, and only uses the established
relationship between J and L. So this entire stage carries over from Bishop’s setting
completely unchanged.
For completeness, though, we outline the construction. The set S is first divided
into a collection of rectangles aligned with the axes, so that two corners of each
rectangle are adjacent points of L. One such rectangle is shown in Figure 2. The
rectangle is equipped with a slit running part-way along a diagonal (see Figure 2
again), and then four quasiregular maps are applied to this set (we will call it X).
(a) The first map, ψ1, is the identity on all sides of X apart from the left-hand
side. Note that this left-hand side is mapped by B ◦Ψ ◦ τ−1 to a circle. The
effect of ψ1 on this side is to “stretch” it so that—for example—the point
which is mapped by B ◦Ψ ◦ τ−1 half-way around the circle is mapped by ψ1
to a point half-way up the side of X. (Bishop terms ψ1 a straightening.)
(b) The second map, ψ2, linearly moves and stretches the rectangle to align it
with elements of J .
(c) The third map, ψ3, which is the most complicated, opens out the slit, and
linearly maps the element of L that was the left-hand side of X to an element
of J (say J). The composition ψ3 ◦ ψ2 ◦ ψ1 is denoted by ψ; see Figure 2.
Note that ψ is not even continuous (or even defined) on the whole of S. (In
Bishop’s terms, ψ3 is a quasiconformal folding.)
(d) The final map (denoted by σ, and see Figure 2 again) is carefully constructed
to resolve the continuity issue mentioned in the previous sentence, and is
equal to the exponential function on J .
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Figure 2. The full interpolation between B ◦ Ψ and F . On L1, elements of J are shown as
small dots, and two elements of L are shown as large dots. After the function ψ these elements of
L are coincident with elements of J .
Using these maps we can define a quasiregular map g : D→ C by
g(z) =

(B ◦Ψ)(z), for z ∈ W,
(exp ◦ τ)(z), for z ∈ Ω(2),
(σ ◦ ψ ◦ τ)(z), for z ∈ Ω(2) \ Ω(1).
Since g is a quasiregular map from D to C, it follows from the measurable
Riemann mapping theorem that there exists a quasiconformal map φ : D→ D such
that f = g ◦ φ−1 is a holomorphic map from D to C.
We need to show that f has the required properties. The fact that we have
f(φ(z)) = F (z), for z ∈ Ω(2), is immediate. The facts that |f(φ(z))| ≤ e, for z /∈ Ω(1)
and |f(φ(z))| ≤ e2, for z /∈ Ω(2) are also immediate. The last two conclusions of the
theorem also follow, though we do not require these and the proof is omitted.
It remains to show that the singular values of f are bounded, and so f ∈ BD.
Note that the singular values of f and g coincide. It is easy to see that g has no
critical points in Ω(2). It follows that the critical values of f are bounded. If g has a
finite asymptotic value of modulus greater than e2, then this value must be the limit
of g along a curve Γ lying in Ω(2) which tends to ∂D. In this case ez has a finite limit
along τ(Γ) ⊂ H. Moreover, it follows from the final property of a D-model that τ(Γ)
is unbounded, which is in contradiction to the previous sentence. It follows that the
asymptotic values of f are also bounded, and this completes the proof.
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