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The overarching goal of this thesis is to investigate network architectures,
and find the trade-off between low overall energy use and maintaining the
level of quality of service (QoS), or even improve it. The ubiquitous wireless
communications environment supports the exploration of different network
architectures and techniques, the so-called heterogeneous network. Two
kinds of heterogeneous architectures are considered: a combined cellular
and femtocell network and a combined cellular, femtocell and Wireless Local
Area Network(WLAN) network.
This thesis concludes that the investigated heterogeneous networks can
significantly reduce the overall power consumption, depending on the up-
take of femtocells and WLANs. Also, QoS remains high when the power
consumption drops. The main energy saving is from reducing the macrocell
base station embodied and operational energy. When QoS is evaluated based
on the combined cellular and femtocell architecture, it is suggested that use
of resource scheduling for femtocells within the macrocell is crucial since
femtocell performance is affected significantly by interference when installed
in a co-channel system. Additionally, the femtocell transmission power mode
is investigated using either variable power level or a fixed power level. To
achieve both energy efficiency and QoS, the choice of system configurations
should change according to the density of the femtocell deployment. When
combining deployment of femtocells with WLANs, more users are able to
experience a higher QoS. Due to increasing of data traffic and smartphone
usage in the future, WLANs are more important for offloading data from the
macrocell, reducing power consumption and also increasing the bandwidth.
The localised heterogeneous network is a promising technique for achieving
power efficiency and a high QoS system.
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1
Introduction
After decades of rapid industrial development, climate change and global
warming is becoming increasingly accepted as a reality. Climate change
not only causes extreme weather phenomena, it may have wide influence on
many industries. At the same time, energy shortage is also a rising issue
world wide. Therefore, industries are looking for green solutions to save
energy. Globally, the telecommunication contributes 0.1% of CO2 emissions,
and in the UK, the telecommunication contribution is around 0.3% [2].
Besides the social responsibility, telecommunication companies are also
keen to find green techniques to save energy. Due to decreasing revenue per
bit and increasing customer demand, improved techniques are required to
reduce the transmission cost, also provide higher data rate and better Qual-
ity of Service (QoS). Therefore, energy efficiency and QoS both need to be
taken into account, when a new technique is employed in the communication
system.
In the telecommunication system, energy is consumed by the operator
and mobile users [3]. Figure 1.1 show the components of telecommunication
system energy consumption. Types of equipment include a simple phone,
smart phone, WLAN access point (AP), femtocell AP and macrocell base
station (BS). For each piece of equipment, energy consumption can be di-
vided into two classes: First is operational energy, also called operational
expenditure (OpEx); the other is embodied energy, also known as capital
expenditure (CapEx). Operational energy is consumed during the life-time
of use, such as transmission energy consumption and energy consumed for
equipment maintenance, etc. Part of OpEx energy consumption, such as
staff training and equipment maintenance, is not dependent on the develop-
ment of wireless communication technologies. Therefore, information trans-




















Fig. 1.1: Compositions of system energy consumption.
between different techniques. Embodied energy is defined as the energy
consumed for extraction of materials, manufacture of components, trans-
portation to site and construction of a product [4]. The embodied energy of
equipment is a large proportion of the system energy consumption, which is
commonly neglected in previous research [5, 6, 7]. [8] shows that the propor-
tion of embodied energy for a macrocell base station and a mobile terminal
are 32% and 76% of total energy consumed respectively. It indicates that
it is essential to consider the embodied energy when evaluating an energy
saving technique.
As mentioned above, the mobile user data demand has increased dramat-
ically due to the explosive growth of mobile applications, such as watching
TV programmes and online videos, surfing websites, playing Games, and
using the Global Positioning System (GPS), which are shown in Figure 1.2.
As well as these applications, the traditional voice and Short Message Ser-
vice (SMS) services complete the mobile phone’s usage. It is found that in
the next a few years, the mobile data demand is expected to continuously
increase with an annual rate above 100% [9], however, the use of voice ser-
vice will decline [10]. Voice and data services need to be both considered in
terms of QoS provision.
















Fig. 1.2: Mobile phone usage
improvement are in conflict. It is essential to find techniques to achieve a
balance between both energy efficiency and QoS. [11] introduced a scheme
called Bandwidth Expansion Mode (BEM). The idea of BEM is to extend a
user’s bandwidth by a factor, based on the certain level of targeted through-
put to adjust a higher order of modulation mode to a lower one. The energy
saving is from use of a lower load, wider bandwidth, transmission power.
However, it may diminish the resources available to other users. Therefore,
the improvement in QoS for one user may be cancelled out by the loss of
QoS for another. Some energy efficient radio techniques are presented in [12].
One is using dynamic spectrum access management to relocate users to more
active spectrum or spectrum with a better propagation channel. In this case,
the spectrum can be utilised efficiently, allowing radio network equipment
in other bands to be partially or fully powered down. Another technique
is scheduling and allocating the resource of downlink transmission from the
base station, to manage traffic load. This can save transmission power of
the base station. The final one is to consider energy efficient interference
cancellation techniques, including distributed antenna systems and receiver
interference cancellation. In this thesis, heterogenous networks are stud-
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ied, by using different radio access architectures. The published research on
heterogeneous networks is presented in the following section.
1.1 Historical Background and Research Objectives
One of the keywords that describe next-generation wireless communication
is “seamless”. The ubiquitous wireless communication environment pro-
motes the exploration of different network architectures and techniques, the
so called heterogeneous network, to enable seamless integration of various
wireless access systems. A heterogeneous network is more likely to provide a
better communication environment, which is able to offer a higher capacity,
and greater coverage area coupled with system energy efficiency [13, 14].
Therefore, the deployment pattern, system configuration and related tech-
niques of heterogeneous network are investigated in this thesis, with the aim
of identifying an optimal scenario, taking into account the trade-off between
energy efficiency and QoS. The most commonly studied heterogeneous archi-
tectures are femtocell [15, 16], WLAN [17, 18] or Ad-hoc [19, 20] combined
with cellular networks.
In the macrocell-femtocell two tiered architecture, some research targets
power efficiency issues, such as [5, 21]. However, the results are limited as
they only address the operational energy gains. Since the embodied energy
consumption accounts for a large part of overall system energy consumption,
as discussed above, in this thesis a comprehensive energy consumption will
be considered, including both operational and embodied energy contribu-
tions.
For the QoS performance of deploying femtocells in a traditional macro-
cell system, the commonly used metrics are system capacity [15, 22]and
coverage [23], which focus on the system performance. However, since the
femtocell is able to provide the same bandwidth as the macrocell, and sup-
ports many fewer users, the femtocell is likely to improve the QoS signifi-
cantly based on each customer’s point of view. Therefore, the QoS evaluation
should focus on both the system and a single user’s perspectives. It is also
notable that, due to the limited spectrum for a cellular network, femtocells
generally are deployed co-channel with macrocells [24, 25]. Thus, the per-
formance of femtocell deployment is limited by large interference between
the macrocell and femtocells. Other researchers propose a spectrum split-
ting scheme, which is able to locate the macrocell and femtocell in different
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channels, to avoid interference [26, 27, 28].
Due to the increase of smartphone penetration, more mobile users are
able to access the internet via a WLAN, by employing an 802.11 air in-
terface. The utilisation of WLANs has grown dramatically, with statistics
showing that there are nearly 13,000 and 37,000 hotspots in the UK and
US respectively [29, 30]. Because WLANs are ubiquitously deployed in res-
idences and public area, there is no extra embodied energy input to be
considered, which is an advantage compared to femtocell deployment. In
addition, WLANs occupy the unlicensed spectrum, which leads to a much
broader bandwidth than the cellular network. For these reasons, the WLAN
is another potential network for reducing power consumption and also pro-
vides a better bandwidth. Therefore, it should be considered as a means of
offloading traffic from the macrocell.
Traffic offloading schemes have been analysed in several references. In [31]
and [21], the benefits of femtocell deployement have been presented. They
show that the QoS of indoor and outdoor users is improved. However, they
did not consider the power reduction gain by using femtocells. Reference [32]
focuses on an energy efficiency analysis with femtocell deployments, based on
the operational energy. Some researchers focus on the offloading capabilities
of WLANs [33, 34]. They point out the challenge of cooperation between
the cellular network and WLANs, and present offloading algorithms from
the macrocell to WLANs. There is also some research considering the coop-
eration between femtocells and WLANs [35, 36]. This work all shows that,
with the adoption of femtocells or WLANs, a large amount of traffic can be
offloaded to local networks. However, the system power consumption is not
fully considered, and the QoS for each user is not evaluated. In this thesis,
the comprehensive power consumption analysis and QoS evaluation will be
addressed.
1.2 Thesis organisation
In this thesis, the background of heterogeneous network architectures con-
sidering both energy efficiency and QoS is presented in Chapter 2. This
includes the basic concept of a heterogenous network and introduction of
commonly used heterogeneous architectures. The scenarios of cellular com-
bined with Ad-Hoc, WLAN or Femtocell are investigated specifically, since
they are the network architectures studied in the following chapters. The
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composition of communication system energy consumption is analysed as
well, based on the two categories of embodied energy and operational en-
ergy. Finally, the QoS parameterisation and requirements for QoS in UMTS,
WLAN and Ad-hoc are discussed.
A combined cellular and femtocell heterogeneous network is investigated
in Chapter 3. The main techniques of femtocell deployments will be ex-
plained at the beginning. In this chapter, the first investigated scenario
is a large or medium-sized city, combining both urban and rural environ-
ments, with a constant number of mobile users. After defining the simulation
set and parameters, the large system simulation results are presented, in-
cluding system power consumption and available bandwidth. The second
investigated scenario focuses on a single urban scenario, the system perfor-
mance is evaluated based on a geometric model, by using stochastic analysis
methodology.
In Chapter 4, additional QoS metrics, such as system capacity and
throughput per user, are considered based on a WCDMA cellular com-
bined femtocell system. A relatively smaller urban area modelled by ge-
ometric method is applied. Also in this chapter, the system performance
is evaluated based on a single macrocell scenario and a multiple macrocells
scenario respectively. In this chapter, the interference between femtocells
and the macrocell, and between femtocells is investigated. Several propa-
gation models, such as large scale and small scale propagation are included
for performance evaluation. Additionally, two transmission power setting
schemes are proposed by considering energy efficiency, one of which is a
Power-Controlled scheme, the other is a Fixed-Power scheme.
Due to the enormous growth of data traffic, with the popularity of vari-
ous applications for smartphones, the current macrocell systems are becom-
ing increasingly overloaded, and may fail to provide QoS for users. Since
WLANs are already ubiquitously installed, and at the same time, the pene-
tration of smartphones is increasing, more mobile users can be offloaded to
a WLAN. Therefore, a cooperative architecture combining femtocells and
WLANs is investigated in Chapter 5. The data traffic proportion of all
traffic and smartphone usage is considered in the system evaluation.
Finally, conclusions and future work is drawn in Chapter 6.
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1.3 Contributions
The contributions of this thesis can be listed as follows:
• For the heterogeneous femtocell network, a novel evaluation method-
ology is used to analyse the system level deployment. It applies prac-
tical factors, such as user capacity of a femtocell and a macrocell,
and the femtocell deployment rate. An optimal heterogeneous fem-
tocell network deployment configuration can be selected in view of
different preference of the operator or user, also balancing the energy
efficiency and QoS. For a cooperative network combining femtocells
and WLANs, the effects of smartphone usage and data traffic are also
studied, which are current and important for the evaluation.
• A stochastic geometry based model is proposed for modelling the fem-
tocell deployment pattern, and it is utilised for analysing and evaluat-
ing the heterogeneous network performance. The proposed theoretical
model results in a satisfied match for the Monte Carlo simulation re-
sults.
• A cooperative network scheme based on femtocells and WLANs is pro-
posed. It clarifies the prerequisites and priorities of traffic offloading in
different scenarios, such as when femtocell and WLAN coexist within
a user’s transmission area.
• A comprehensive analysis and investigation of embodied energy in
evaluating system wide performance has taken place for the major
components in communication system. This is commonly neglected in
the previous work, yet affects the system energy consumption signifi-
cantly.
• Two femtocell transmission power setting schemes are proposed, which
are the Power-Controlled scheme and the Fixed-Power scheme, in order
to find the trade-off between power efficiency and QoS performance.
• Since the precise data of a smartphone embodied energy is not avail-
able, three new approaches to analysing smartphone embodied energy




This chapter is organised as follows: firstly, the different kinds of hetero-
geneous network architecture are introduced. Based on each scenario, a
detailed analysis of system power efficiency is carried out. As well as power
consumption, quality of service (QoS) as another research objective is ex-
amined in the third section. The final section of this chapter illustrates the
relationships between energy efficiency and the provision of QoS.
2.1 Heterogenous Network Architectures
2.1.1 Overview of Heterogeneous Networks
Due to the rapid development of communication technologies and computer
science, mobile device usage has increased in popularity and pervasive-
ness [9]. Customers require a more seamless usage experience, employing
either unlicensed or licensed spectrum. Therefore, the next generation of
wireless communications is expected to integrate a potentially large number
of different heterogeneous wireless technologies, in what could be considered
a huge step forward towards universal wireless access and seamless mobil-
ity [17, 37]. Under this pressure, mobiles are likely to be built as multi-mode
terminals with multiple network interfaces, enabling access to different types
of network.
Depending on the size of network coverage, the types of networks can be
classified as Global, Macro, Micro, Pico, Femto, and Point-to-Point(P2P).
As can be seen from Fig 2.1, in each category, some typical network archi-
tectures are commonly used. For instance, a satellite communication system
can provide a global service, not only providing conventional communica-
tions, such as voice service for climbers in areas where the operator has
coverage difficulties, but also including TV and radio, and location infor-
















Fig. 2.1: Possible heterogeneous network architecture sketch
mation [14]. For a smaller area coverage, macro cellular is considered as a
traditional mode for voice communications. Although in the 3G network
the data service demand has increased dramatically, many applications are
constrained in order to guarantee quality of voice service. Micro cells and
picocells are typically used to extend coverage to the indoor area where out-
door signals do not reach well, or to add network capacity in areas with
very dense phone usage, such as an enterprise building, train stations and
shopping malls. The typical range of a macrocell coverage is 1 km to 30
km, and for a microcell and a picocell the range is 200 m to 2 km and
200 m or less respectively. Macrocells, microcells and picocells are available
for most cellular technologies, including GSM, Interim Standard 95 (IS-95),
UMTS and LTE. WLANs and femtocells are normally installed in homes
or hotspots in cafes or restaurants. They offer better connection to meet
small regions of high demand within a large cell area [15]. The coverage of
a femtocell is suggested as a 100 m×100 m area [32]. Finally, as a mobile
node, it can communicate with other mobile nodes directly via an Ad-Hoc
2.1 Heterogenous Network Architectures 10























CCN: Common core network
RAN: Radio access network
CN:   Correspondent node
GR:   Gateway router
MSC: Mobile switching centre
BSC:  Base station controller
RM:  Resource manager
MM: Mobility manager
UNC: UMA network controller
BSI:   Base station interface
BS:    Base station
NI:     Network interface
NS:    Network selector
LOC:  Locator













Fig. 2.2: Heterogeneous system achitecture
A multi-mode mobile terminal may be exposed to any combination of
heterogeneous Radio Access Networks (RANs), which are described above.
An architecture of heterogeneous networks can be seen in Fig 2.2, which
is composed of four major building blocks: A mobile terminal, RANs, a
Common Core Network (CCN) and an external network (or the Internet).
Within the external network, there are Correspondent Nodes (CNs) for
processing and forwarding the signals from different network architectures.
There are Gateway Routers (GRs) to connect the external network and the
CCN. In the CCN, the Mobile Switching Centre (MSC) and Base Station
Controller (BSC) are considered as important entities. The BSC performs
resource management (RM) and mobility management (MM) functions, such
as spectrum allocation, transmission power setting and handover decisions,
during connections. The data is aggregated and passed to the MSC, which
connects to the GR. The MSC is responsible for routing voice calls, SMS as
well as other services, setting up and releasing the end-to-end connections,
also also taking care of charging issues. Each kind of RAN is linked to the
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CCN via a Base Station Interface (BSI). The Base Station (BS) is used for
processing received signals and maintaining all the registration information
of mobile users.
For femtocell and WLAN heterogeneous networks, the RAN unit con-
tains not only a femtocell or WLAN, but also many of the functions of the
BSC and some of the MSC. The unit is able to connect directly to the In-
ternet, without the need for the BSC and MSC infrastructure. The traffic
from a femocell or a WLAN is forwarded to an Unlicensed Mobile Access
(UMA) Network Controller (UNC). UMA enables a seamless handover con-
nection between WLANs and cellular networks [39]. The extended service
includes mobile voice, data and IP Multimedia Subsystem/ Session initia-
tion Protocol (IMS/SIP) applications. When a handset detects a WLAN,
it establishes a secure IP connection through a gateway to a UNC on the
carrier’s network. The handover between a cellular network and a WLAN
appears to the core network as if it is simply on a different base station [40].
The UNC is also used to provide a secure managed standardised interface
from a femtocell to the mobile core network. [41] and [42] propose using
UMA as the basis for a femtocell standard. A detailed analysis of the mech-
anism of a femtocell using UNC is explained in section 2.1.4. A femtocell
connects with mobile user via a cellular air interface, and a WLAN uses an
802.11 interface to communicate with a mobile user.
A multi-mode mobile terminal uses different Network Interfaces (NI) to
connect with different network architectures. Within a mobile terminal,
there is a Network Selector (NS) to decide which network should be se-
lected for transmission, depending on the communication environment and
required QoS. A Locator (LOC) can provide the location of the mobile ter-
minal, and a Local resource manager (LRM) can provide the local resource
information, to assist the RM in the BSC.
It can be seen that all kinds of wireless communication methods can
be integrated to improve coverage, capacity and QoS, to achieve a univer-
sal communication platform. The possible commonly used and investigated
heterogenous networks are combining cellular with ad-hoc [5, 19, 43, 44],
combining cellular with WLAN [14, 35, 45, 46, 47], and combining cellular
with femtocells [28, 41, 42, 48], which combined macro, micro and P2P net-
works. Fig 2.3, Fig 2.4 and Fig 2.6 illustrate the communication principle
of each network architecture. With the aid of these illustrations, each of the
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architectures is described below. It should be pointed out that a mobile user
communicates with other mobile nodes or a WLAN via an 802.11 air inter-
face. While to connect with a femtocell, only a cellular interface is required.
In some cases, a femtocell acting as an Ad-hoc Relay Station, only collects
data and forwards it to a server, which is able to act as a base station with
MSC and BSC functions. However in this thesis, a femtocell is considered
as an independent unit, which has resource and mobility management func-
tions that can connect to the Internet directly. Therefore, a femtocell access
point is more like a WLAN access point, with a similar appearance, similar
coverage area, and similar backhaul options, such as cable, ADSL and fibre.
2.1.2 Combined Cellular and Ad-hoc Architecture
In the combined cellular and ad-hoc network architecture, each Mobile Ter-
minal (MT) is assumed to be a multi-interface device (cellular and 802.11).
In Fig 2.3, if the source node is C, and C starts a new call connection to D,
both customers are covered by a cellular network. This communication fol-
lows the conventional method that transmitted signals are delivered to the
local Radio Base Station (RBS) first, and processed by the core network,
finally they are forward to the destination node D. Some nodes may not be
covered by any cellular cell, such as nodes A and E. If one of these start a
call request, the following scenarios may occur by using the heterogeneous
architecture, and they are distinguished from each other by different source
(SRC)) and destination (DST):
• SRC=A, DST=D
A is an external node for cellular cell, and D is a internal node. In-
ternal mobile nodes all register their information with the local base
station when they enter this area. For a simple cellular network, node
A is not able to communicate with node D. When ad-hoc communi-
cation is introduced into a communication system as an aid, node A
can use a Mobile Ad hoc Networking (MANET) mode to form the
connection. Node A senses the nearest MT (node B) which is covered
by a cellular network, and sends the message to B, using B as a relay
node. Then, depending on the routing protocol, the routes after node
B can be selected. For example, further relay nodes can be employed
for transmitting signals from node B to the BS, or it is also possible for











Fig. 2.3: Cellular combined Ad-hoc network communication scenario
node B to transmit to the BS directly. The BS delivers the messages
to the destination D, by using the registration information of node D.
In this process, routing protocols need to be applied for maintaining
the network topology in each Ad-Hoc node. They can be classified into
two major categories: proactive routing protocols and reactive routing
protocols. Proactive protocols continuously broadcast signals during a
certain interval of time, exchanging topological information among the
network nodes to maintain neighbouring node information. Some typ-
ical proactive routing protocols are Destination-Sequenced Distance
Vector (DSDV) [49] and Wireless Routing Protocol (WRP) [50]. The
energy consumption of maintaining the network by using a proactive
routing protocol may be high, and if the network activity is low, the
information about the actual topology might even not be used before
the next update. On the other hand, reactive protocols only estab-
lish route(s) to the destination when the need arises. Ad Hoc On-
Demand Distance Vector (AODV) [51] and Dynamic Source Routing
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(DSR) [52] etc. are examples of reactive protocols. By applying any
kind of routing protocol, each mobile user is able to obtain the list
of the number of hops to other mobile users. Some topology control
algorithms collect node information, whilst maintaining a low power
consumption [20, 44, 53].
• SRC=E, DST=G
E is an external node, similar to node A. E wants to communicate
with G, which is not far away from E geographically. The customer
may not know this fact, but the agile network can determine this. In
this case, the message from node E is delivered between a group of
MANET mode relay nodes, and finally transmitted to the destina-
tion G. It should be noted that, in this communication process the
issues of identity management, security, authentication etc. need to
be considered. When the applications between two mobile nodes are
authenticated by password, IP address or digital certificate, such as
video conferencing within a building, file sharing or short range of tex-
ting, these applications can be implemented directly between nodes,
by applying Mobile IP (IP) and Authentication Authorisation and Ac-
counting (AAA) protocols in Ad-hoc and Bluetooth networks [54, 55].
The transmission pattern is as described above, from node E to node
G. However, if the application needs to be authenticated by network
operators, the mobile node needs to connect to the local core network
to find the registration information of the destination node. In this
case, the source node E needs to use other mobile users, which are
located in a cellular network, as relay stations. It then connects to the
core network to communicate with node G.
• SRC=A, DST=E
If the source node and destination node are both outside the coverage
of the cellular network, they are still able to communicate with each
other. Node A can transmit signals through relay nodes using the
MANET mode, regardless of whether these nodes are external or in-
ternal to the cellular cell. However, the feasible connections are limited
to short range of data transmission, where the security and authen-
tication issues can be solved by MIP and AAA protocols of Ad-hoc
networks.
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The main mechanism of cellular combined ad-hoc architecture is pre-
sented as detailed above. The benefits of an integrated cellular and ad-hoc
architecture are: reduced congestion probability by diverting the data traffic
load from the BS to the mobile handset or relay node. The less congestion
that occurs, the lower the resend rate, therefore, more transmission power is
saved. Additionally, more transmission power reduction results from shorter
transmission distance between hops. Furthermore, with certain connections,
the whole communication process can avoid the participation of the RBSs,
and further reduce transmission power in the RBSs. This architecture will
also provide greater network coverage by using the ad-hoc extension. How-
ever, the benefits are only for data services, due to the latency between ARS
nodes. In the end, since an 802.11b interface can provide much higher data
rate in MANET mode compared to a cellular network, it is able to support
more applications which require higher data rate, such as multimedia, for
mobile users.
The drawbacks of this architecture are notable as well, and illustrated
below. First of all, latency is the biggest issue. This is because the mul-
tihop mechanism is considered as the core technique of this heterogeneous
network, hence the handovers between nodes and relay stations occur fre-
quently, which is likely to cause significant delay and is unacceptable for
voice services. The multihop mechanism also increases the protocol com-
plexity dramatically [56]. Next, this architecture is seriously limited by MT
mobility. Cellphone users have high mobility and the topology structure is
changing all the time. Therefore, it may be difficult or complicated to imple-
ment and manage the MANET routing protocols efficiently or successfully
when the MT is moving at high speed. Finally, all types of ad-hoc com-
bined cellular networks require hardware investment, either in dual-mode
MT hardware upgrades as well as possible relay infrastructure installation,
which results in extra hardware investment.
In reality, the integrated cellular and ad-hoc network may potentially
raise some practical issues. As the system requires each user to carry a dual-
mode MT, it may have a negative influence on the customer’s willingness to
upgrade their cellphone. Beyond this there are still some issues about how
to authorize the right for one MT to use another MT as a relay node, how
to prevent a malicious attack, and also if the relay node user is willing to let
other users occupy his local resource and consume his local battery energy
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or not.
Considering the above advantages and disadvantages, many researchers
have been working on variations of this architecture. For instance, in [57],
the MT is distinct from relay stations. A number of Ad-hoc Relay Stations
(ARSs) are deployed by the network operator and equipped with two inter-
faces. Therefore, the MT do not need to be updated. It also avoids many
issues caused by considering a normal node as a relay station. However, the
installation of ARSs still needs to be included in the whole system cost, and
the density of ARSs allocation is also a complicated issue that is related
to the system cost and user demand distribution. In order to combat the
mutable topology structure, a new mechanism has been introduced so that
each MT keeps two buffer cache tables. One is for its own location informa-
tion, and another is for a multihop routing table, including its neighbor’s
topology information [58]. Each MT sends its own location information fre-
quently, regardless of whether this node is idle or active. Hence the optimal
routing can be structured in a short time, and the delay due to multihop
handovers can be conquered efficiently. Whilst each MT keeps sending its
location information even if its state is idle for most of the time, lots of extra
power is consumed to improve the network performance and also the high
quality of service provision.
On the basis of the above, it can be seen that the research tends to
overcome the drawbacks originating from this architecture by exploring new
routing protocols. These new routing protocols improve some aspects of
QoS support for this integrated architecture, such as providing a more secure
arrangement for users and latency reduction. However, a lot of sacrifices are
necessary in order to achieve these targets, as they require a large amount
of infrastructure upgrading and investment. Therefore, there is a potential
conflict between energy efficiency and QoS provision.
2.1.3 Combined Cellular and WLAN Architecture
As ad-hoc is considered as a mode of a WLAN architecture with no infras-
tructure, as defined in the IEEE standard 802.11, another mode of WLAN,
with infrastructure [59], is illustrated below. In order to distinguish this
from the ad-hoc heterogeneous architecture, the infrastructure WLAN het-
erogeneous network is also referred to in this thesis as a combined cellular
and WLAN architecture.
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The same scenario as that shown in Fig 2.3 is used to analyse the routing
strategies in this architecture. The same number of MTs and the same
locations of these MTs are assumed. In this architecture, a certain number













Fig. 2.4: Cellular combined WLAN network communication scenario
Currently, one of the most studied examples of this architecture is the
basis of the Unlicensed Mobile Access (UMA) standard as a part of 3GPP,
which defines a technique for integrating Wi-Fi (WLAN) access and GSM
(cellular). The switch unit between the Internet and the mobile communi-
cation core network is called the UMA Network Controller (UNC), which
can be seen in Figure 2.5. The UMA technology enables seamless handover
between cellular and short range communication technologies, that provides
IP based secured connection making voice over WLAN possible. This ar-
chitecture requires a dual-mode cellphone for implementation. At present,
a couple of manufacturers have launched this kind of handset.
In the UMA system, the MT starts in a cellular mode, and executes the
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normal cellular power-up sequence. Then, it might switch to another mode,
based on the users preference setting or the operator’s configuration [60].
There are four possible operation modes for selection.
• GERAN-only: GERAN represents for GSM Edge Radio Access Net-
work. In this mode, the MT stays in the GSM mode, and never
switches to the UMA mode. For example, the node G in Figure. 2.4 is
not covered by a WLAN, the operation mode can be manually set as
GERAN-only by the user, or automatically set by the operator. This
move can reduce energy consumption, because the MT does not need
to send signals to detect the environment if there is an available UMA
network.
• GERAN-preferred: In this mode, the MT stays in the GSM mode,
as long as the connection with GSM is available. Otherwise the MT
searches for WLAN coverage. If it is detected, the service is switched to
the UMA mode. At any time, if a GSM service becomes available, the
service is switched back to the GSM mode. This mode can be applied
to the mobile users, who are normally active in a certain region with
strong cellular signal strength.
• UMAN-preferred: At any time, the MT uses an 802.11 connection if
a WLAN is in range. Otherwise the MT attempts to connect with a
cellular network if it is available. This operation mode can be used
for an enterprise scenario where the cellular service can not fulfill the
demands of a dense population within an area, or for some residences
which may be located at the edge of a cellular network with poor
connection and coverage, such as node B and F in Figure. 2.4.
• UMAN-only: In this operation mode, the MT uses only the 802.11
connection. This operation mode can be used for nodes A and H,
which may be not covered by any cellular network for a long time, but
have service from the local WLAN. They are able to save signaling
power compared to UMAN-preferred mode.
This mechanism is also suitable for an UTRAN system. When a MT
selects an operating mode that needs to connect with the UMA network,
the end-to-end chain and QoS provision need to be considered. Since voice
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service requires the highest QoS, it is taken as an example to explain QoS
provision in UMA network.
First the signal is transmitted from handset to a WLAN AP for the
uplink. QoS over Wi-Fi is achieved by implementing Wi-Fi Alliance Wireless
Multi Media (WMM) certification. For a voice service, the highest level of
QoS, WMM ‘voice’, is utilised. Handsets must queue all voice frames as
‘voice’, and usually signaling frames are similarly tagged. When the voice
signal is sent to a WLAN AP, it is given priority to traffic tagged (according
to 802.1d) at level 6 (voice) or 7 (network control). Then the voice traffic
transmits over the Internet via the operator’s gateway. The public Internet
is not generally priority-aware, however, given sufficient bandwidth on the
access link, VoIP over the Internet can be successfully accomplished. After
the gateway, the signal is delivered to the operator core network, where
schemes can be implemented to handle VoIP traffic. In the downlink, it
is likely that packets will lose their QoS tags as they traverse the Internet.
Therefore it is important that packets are re-tagged as soon as possible after
entry to the local WLAN network.
Figure. 2.4 also shows that, node E is not covered by any network. In
this architecture, node E is not able to communicate with any of the nodes,
which is an unfavourable condition for a certain users. In this respect, the
cellular combined ad-hoc architecture is better than the cellular combined
WLAN architecture, although the former one may consume more power.
Therefore, there is a trend to combine these two architectures. Hence node
E is able to communicate with other nodes through multihop routing, and
the flexibility of the network is improved enormously. However, the routing
protocol then become a complicated issue.
The UMA structure is one of the studied combined cellular and WLAN
networks. It is able to provide a satisfactory voice service based on a suffi-
cient Internet resource. However, without using the UMA scheme, the QoS
of voice services can not be guaranteed in this heterogeneous network.
Besides the UMA structure, the 3GPP is also working on the data of-
floading specifications for the cellular combined WLAN heterogeneous net-
work [61, 62]. The methodology is called IP Flow Mobility (IFOM), and is
studied in Chapter 5.
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2.1.4 Combined Cellular and Femtocell Architecture
A Femtocell is also known as an Access Point Station, and it provides broad-
band network services for indoor clients in a limited small area. In 2004 and
2005, more and more companies or institutions paid more attention to this
technolgy, and the femtocell is now widely recognised. By 2007, femtocells


























Fig. 2.5: Utilisation of UMA infrastructure in femtocell network
A Femtocell can be considered as a small cell within a cellular network.
A MT does not need to be a dual-mode handset to communicate with the
femtocell, since the femtocell AP provides the same communication channel
and the same air interface as a cellular network. If a number of femtocell
networks are located in a macrocell network, the network will then be a
hierarchical network. However, as the femtocell networks are using the same
channel as the macrocell network, and are also located in the macrocell
area, RF interference may occur between the macrocell and the femtocell,
or between femtocells [63]. This is a significant issue in the combined cellular
and femtocell architecture, and also a research “hot topic”.
Femtocells also can be considered as a technique derived from UMA.
These two architectures are based on the Voice over Internet Protocol (VoIP)
technique, and APs from both networks are connected to a Digital Sub-
scriber Line (DSL) or a cable modem. It can be seen from Fig 2.5 that,
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a femtocell network can reuse the existing UMA infrastructure as an al-
ternative to installing a new Base Station Router (BSR). For instance, the
UMA protocol provides the connection to the mobile core, tunneling the Iu
protocol. The existing security and media gateways, Authentication, Autho-
rization and Accounting (AAA) protocol, transport and device management
of the UMA are all utilised by the femtocell network, which contributes to













Fig. 2.6: Cellular combined Femtocell network communication scenario
It can be seen from Fig 2.6 and Fig 2.4, that the communications scenar-
ios in femtocell heterogeneous network are similar to a WLAN heterogeneous
network. Each node that is covered by a femtocell can communicate with
the nodes either covered by a cellular network or a femtocell network. On
the other hand, if one node is not covered by any type of network, it is not
able to implement any communication.
The integrated cellular and femtocell network has a similar routing al-
gorithm to a UMA protocol. However, there are some differences in certain
scenarios. For example, the authorisation of public access to the local fem-
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tocell network should be given by the femtocell owner, and the owner has
the priority to occupy this femtocell network, which is the same for a UMA
network. If each guest node can be authorised to access each AP, then the
femtocell and WLAN can both accomplish the connection through a simi-
lar routing. Whereas, when an AP owner is not willing, or not able (due
to reaching the maximum number of users) to authorise public access for
a temporary user, this user cannot get a connection in the femtocell net-
work. In addition, the local femtocell introduces a strong interference to
this user, and shields this user for getting service from the macrocell. But
it will not happen in a WLAN heterogeneous network, since the WLAN AP
use different channels to the cellular network. It illustrates two potential ac-
cess methods for femtocell configurations: one is open access, allowing any
mobile subscriber to use any femtocell; the other is close access, providing
service restrictedly to specifically registered users. Some researchers pro-
pose that the operator should encourage the femtocell owner to choose open
access by offering some compensation measures, such as offering cheaper
calls at home [48]. Generally speaking, the integrated cellular and femtocell
network may be relevant for more practical issues, such as authentication,
authorisation and accounting. If these issues cannot be solved properly, it
may dramatically affect the performance of the whole architecture.
Along with the development of Long Term Evolution (LTE) standards
specifications, the data offload mechanisms between local femtocell and
macrocells are defined for the LTE network architectures since Release 8
by 3GPP, which are Local IP Access (LIPA) [64] and Selected IP Traffic Of-
fload (SIPTO) [65]. The detailed study of these mechanisms are introduced
in Chapter 5.
2.2 System Power Consumption
In order to explore new power saving techniques, the whole system power
consumption needs to be analysed in detail, which is the aim of this section.
The power of a heterogeneous wireless communication system is primar-
ily made up of the following components: Base Stations (BS), Access Points
(AP) (from WLAN or femtocell) and the customers’ Mobile Terminals (MT).
For each piece of equipment, their power consumption comprises embodied
energy and operational energy. Since different architectures contains differ-
ent components, each architecture scenario is analysed, based on embodied
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energy and operational energy respectively.
The embodied energy is defined as the total primary energy consumed
in the work of making a product. It aims to express the sum of total energy
needed for a product’s life cycle, including extraction, transport, manufac-
turing, etc. One example of this is a detailed inventory database of a large
number of building materials’ embodied energy, provided by the Univer-
sity of Bath [66]. For a certain product, the embodied energy can also be
considered as capital expenditure, which can be abbreviated as CapEx.
Operational Energy, also called Operational Expenditure (OpEx), is the
energy consumed during the equipment’s use phase in a telecommunication
system, including the core network, data centre maintaining, signal trans-
mission and processing at each item of equipment, together with equip-
ment repairing, etc. It is another essential constituent part of the system
energy consumption model. Considering that the operational energy con-
sumption at the core network varies, based on the different network archi-
tectures and standards, it may not make a significant contribution into the
system. Therefore, only the typical network equipment energy consump-
tions are taken into account, i.e. BS, AP and MT. Additionally, the energy
consumed for equipment maintenance and repair varies significantly due to
various reasons, such as the differences in labour force and transportation,
which is difficult to quantify. The expenditure in these areas has a direct ef-
fect on the system energy consumption performance. As it is not possible to
fully quantify expenditure in this area, it is assumed that the maintenance
and repair costs are lower for femtocells than macrocells. Assuming that
this is the case, equipment maintenance and repair energy consumption are
not considered in this thesis.
The system backhaul power consumption is not included in this the-
sis. This is for two reasons: for the BS, the backhaul power consumption
largely depends on the structure of the cellular system, and the adoption of
the femtocell technique will not have much effect on the backhauls power
consumption; for the femtocells and WLANs, considering that the com-
monly used backhaul of the femtocell is DSL or cable, which has already
been ubiquitously installed, the additional backhaul energy is limited to the
operational energy of the broadband supplier.
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2.2.1 Base Station
The Base station (BS) contributes significant energy consumption in a com-
munication system [67]. There are two ways to decrease energy consumption
of the BS: one is minimising the energy consumption of a single BS; the other
is minimising over a number of BS sites.









85% efficiency 7% efficiency 50% efficiency
Fig. 2.7: Base station efficiency
For a single BS energy efficiency analysis, Fig. 2.7 [68] indicates each
entity’s energy efficiency. The cooling system is only 65% efficient. This
suggests that BSs should be built in an outdoor environment to decrease
the cooling and/or heating energy consumption.
The most significant component contributing to energy consumption is
the power amplifier in the Radio Base Station. The main technique for im-
proving power amplifier efficiency is to use different methods of linearization,
or use DSP methods to decrease the required linear area. [69] proposes a
a high-performance Gallium nitride (GaN) heterostructure field-effect tran-
sistors (HFETs) to achieve good linearity and high-efficiency performance,
since GaN HFETs are able to provide higher voltage operation and high
power density at microwave frequencies. The results show that the efficiency
can be improved by more than 50% [69].
The energy loss in the feeder cable is 50%. In order to decease the energy
loss, it is suggested that the RF transmitter is located close to the antenna,
reducing the distance of transmission. Finally, research has concentrated
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on antenna techniques, such as using smart antennas [70], to improve the
directional antenna gain. [71] proposed a multiple beam adaptive antenna,
which is able to cancel the co-channel interference and also be aware of
energy efficiency.
One other method of reducing energy consumption from BSs is to min-
imise the number of BS sites. First, sleep mode schemes are proposed based
on communication traffic patterns. Some BS sites are switched to sleep
mode, operational energy consumption can be saved. Some BS sleep mode
mechanisms are proposed in [72, 73, 74]. Other research has investigated the
impact of the deployment of small, low power networks alongside the conven-
tional macrocell network with full traffic load, such as the use of microcells
and femtocells. [75, 76] and [77] investigate the deployment of micro base
stations within a macrocell. When considering only operational energy the
more microcells deployed within a macrocell, the higher the power consump-
tion. However, the spectral efficiency increases along with the deployment
of microcells. These papers claimed that there is little point in deploying
smaller networks within a macrocell, if viewed only from the operational
energy consumption perspective. However, as mentioned before, embodied
energy of equipment contributes a significant proportion of system energy
consumption. It should not be neglected in any analysis when techniques
or deployment strategies are proposed in order to reduce the system energy.
Therefore, base station embodied energy analysis is carried out as follows.
There are two sources relating to a Base Station’s embodied energy and
operational energy. One is David Lister’s presentation, who is research man-
ager from Vodafone, “ An Operator’s view on Green Radio” [8] presented
at the ICC conference on 18th June 2009. The other presentation is from
a researcher of Alcatel-lucent, Francis Mullany, “OPERA-Net: Optimising
Power Efficiency in Mobile Radio Networks” [78], presented at the Mobile
VCEs Education day on 30th April 2009.
In Lister’s presentation, some information can be obtained as follows:
• Power/Energy demand per radio site 2–3 kW (∼ 22,000 kWh/year)
• The majority of radio site power/energy demand is con-
sumed by Radio equipment and Cooling
The annual budget, for both the base station’s embodied and operational
energy consumption is approximately 80 GJ ( 22,000 kWh × 3600). The
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equivalent power consumption of the base station is approximately 2.5 kW
(22,000 kWh/24/365).
In Mullany’s presentation, the following two items can be derived:
• 3 billion subscribers’ annual energy consumption: ∼ 2 TWh
• 4 million BTS/NodeB annual energy consumption: ∼ 60
TWh
Since it has not been clarified whether these figures are for operational energy
or embodied energy, we can estimate them from the first item: 3 billion sub-
scribers’ annual energy consumption is ∼ 2 TWh. Therefore, for one mobile
terminal, the average power consumption is 76 mW, which is a reasonable
value for a mobile terminal’s operational power, and is significantly lower
than a mobile terminal’s embodied energy (as will be discussed in section
2.2.3). Hence, we consider that item two refers to the base station’s oper-
ational energy as well. The operational power of the base station can be
calculated, and the power consumption value is around 1.5 kW.
Summing up the above two references, the overall power consumption
of the base station is approximately 2.5 kW, and the operational power
consumption of the base station is about 1.5 kW. Therefore, the approximate
value for the base station’s embodied power is around 1 kW. We assume that
the lifetime of the base station is 10 years (the majority of a base station’s
components’ lifetime is about 10 years, such as the high-power amplifiers,
oscillators, etc [79].), therefore, the lifetime embodied energy of the base
station is ∼300 GJ.
2.2.2 Access Point
For a Femtocell Access point, the operational power consumption is given
in picoChip CTO, Dr Doug Pulley’s presentation, “Femtocells: Trends in
Power Consumption & Scalability” 1:
• Current WCDMA HSDPA Femtocell power consumption:
6.05 W
• Next Generation WCDMA HSPA Femtocell power consump-
tion: 5.05 W
1Mobile VCE Green Radio, Education Day, 30 April 2009
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• Future 10 MHz LTE Femtocell: 8.75 W
• Future Dual-Mode LTE/HSPA+ Picocell: 13.25 W
Therefore, in my simulation, the value of 6 W is adopted as the opera-
tional power consumption of the access point.
On the other hand, the data of the access point’s embodied energy is
difficult to derive. It is not available from any references. The industrial
partners in the Mobile VCE have pointed that an access point’s embodied
energy should be similar to that of a mobile terminal [8]. Hence, this has
been added to the simulation parameters used in Chapter 3.
2.2.3 Mobile Terminal
Simple Phone Embodied Energy
A technical report [80] from Nokia has provided significant detail and anal-
ysis of a mobile phone’s Life Cycle Assessment (LCA). From this report, the
following details about the mobile phone’s embodied energy can be found:
• For both mobile phone types (type B and type C 2)the
components manufacture phase accounted for the biggest
part with an energy consumption of 126-130 MJ.
• The raw material extraction and processing accounted for
25-40 MJ depending on the product type.
• The assembly line contribution to the environmental impact
was 11MJ and landfill’s only 0.005-0.007 MJ.
• The contribution of the transport was about 10% (if the
transport of components to the assembly plant and the
transportation of phones to the first customer are added).
The relevant data can be seen in Fig 2.8.
Since the new definition of embodied energy from [66] has excluded the
transportation expenses, to sum up the previous 3 items, for the type C
products, the embodied energy is 162 MJ for average 2 year lifetime. This
means that, the mobile terminal’s embodied power is 2.6 W.
2Type B: Nokia’s products between 1992-1994; Type C: Nokia’s products between
1995-1996.

















































Fig. 2.8: Mobile Terminal’s Life Cycle Energy Burden [80]
Smartphone Embodied Energy
Currently the smartphone is experiencing a significant rise in uptake with
the development of 3G communication networks and a wide applications
base for smartphones. The popularity of smartphones also enables use of
WLANs as part of a combined cellular network. Customers can switch their
services to a local WLAN for a better QoS, also potentially gaining from low
cost and low power consumption. In order to analyse the power consump-
tion of a combined WLAN and cellular network system, the smartphone
is an essential component. Thus, the embodied energy of a smartphone is
required for this part of the investigation. However, due to the diversity of
smartphones from each manufactor, and also the protection of commercially
sensitive information, no typical values of embodied energy of smartphones
are published. Therefore, three different approaches are used to estimate it,
and aim to find a reasonable or typical value for further system performance
evaluation.
Price Approach
This approach assumes a relationship between the smartphone handset’s
price and it’s embodied energy. A simple 2G phone is valued around £40,
and the cheapest smartphone is around £80, i.e. double the cost of a simple
phone. (This information is from the Carphone Warehouse website [81], the
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handsets are sim-free, and are end of line, thus have no contract costs associ-
ated with the handset and have already recovered any advertising cost).The
data of a simple phone’s embodied energy is 162 MJ with an average 2 years
of use [80]. Comparing a smartphone with a simple phone based on embod-
ied energy, the extra cost is mainly from the dual-mode transceiver with two
sets of function chips and interfaces for both cellular and WLAN networks,
and a larger or higher technical touch screen for a better users experience
of multiple applications. Based on this analysis, since the transportation
and advertising costs are excluded from the prices, the embodied energy of
a typical smartphone is at least twice that of a simple phone. Therefore, it
leads to a value of 324 MJ embodied energy for a smartphone. If its lifetime
is also 2 years, then spreading the 324 MJ embodied energy over this time,
the smartphone’s embodied energy per second is achieved.
324× 106(J)/2/365/24/3600 = 5.2(W) (2.1)
Proportion Approach
It is shown in [82] that during a mobile phone’s life time, 20% of energy
consumption is from operational energy, 80% is from embodied energy. The
operational power consumption from the heaviest user to the lightest user
ranges from 1 W to 40 mW. By using the proportion approach, the embodied
energy per second should be 4 times of the operational power. Hence, the
embodied energy per second is from 4 W to 0.16 W. Over a 2 year span
of smartphone usage, then the smartphone’s embodied energy ranges from
252.3 MJ to 10 MJ. This approach lacks certainty, since it results in a wide
range of values, and is also based on an enormous diversity of user behaviour.
Therefore, by using the proportional approach, and considering the heav-
iest mobile user, the smartphone’s embodied energy is 252.3 MJ, and 4 W
for the embodied energy per second over a 2-year lifetime.
CO2 Emission Approach
The energy consumption is closely linked to CO2 emissions. A lot of
handset manufacturers are also using this as an indicator of their product’s
energy consumption. In the following, manufacturer’s product CO2 emis-
sions are listed for analysis.
Nokia [83]
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Fig. 2.9: A typical Nokia handset life cycle assessment of energy use [83]
Fig 2.9 shows a typical Nokia mobile device’s energy consumption during
its life cycle. The total energy consumption is 270 MJ, equal to 17.5 kg
CO2 emissions. Within this life cycle, only Raw materials and Component
manufacture are considered as embodied energy, which is 49% of the total
energy consumption. Therefore, the embodied energy of a typical Nokia
handset is 132.2 MJ with 8.575 kg CO2 emissions. In the reference, it is not
stated whether the handset is a basic model or a smartphone, however this
value is lower than an expected smartphone’s.
Sony-Ericsson [84]
Fig 2.10 gives a typical Sony-Ericsson handset life cycle energy use as-
sessment in each subcategory. The CO2 emissions of the full life cycle is
23.8 kg, in which raw material extraction, component manufacture, and
phone assembly, testing and warehousing are included in the embodied en-
ergy definition. These three elements account for 66% of the entire life cycle
energy use. This leads to the conclusion that, the embodied energy of a
Sony-Ericsson mobile results in 15.7 kg of CO2 emissions, which is equiva-
lent to 242 MJ energy consumption. The document does not state whether













Fig. 2.10: A typical Sony-Ericsson handset life cycle assessment of energy
use [84]
this is a smartphone or not, however it is based on the products of 2009,
when smartphones were already quite extensively used. Therefore, we con-
sider this figure approximates that of a smartphone.
iPhone 3G [85] and iPhone 4 [86]
iPhone series products are considered as one of the most popular smart-
phones. This section gives a detailed analysis of the iPhone 3G and iPhone
4 energy consumption during the lifetime. Fig 2.11 and 2.12 show the energy
use of the iPhone 3G and iPhone 4 respectively. For iPhone 3G, 45% of the
total 55 kg CO2 emissions are from production, and lead to 24.75 kg CO2
emissions and 381.6 MJ energy consumption of embodied energy. Similarly,
the iPhone 4 has 57% of the total 45 kg CO2 emissions for embodied energy
consumption. Converting 25.65 kg CO2 emissions to energy is 395.4 MJ,
which is similar to the iPhone 3G. Considering the iPhone series products
are designed beyond a standard smartphone, we consider this value is higher
than the expected embodied energy of a typical smartphone.




Fig. 2.11: iPhone 3G life cycle assessment of energy use [85]
The detailed summary of energy consumption analysis and comparisons
of the above products are listed in Table 2.1.






Nokia 8.575 132.2 2.1
Sony-Ericsson 15.7 242 3.8
iPhone 3G 24.75 381.6 6.1
iPhone 4 25.65 395.4 6.3
In this section, some well-known brands handsets are compared based
on the embodied energy analysis. Among these brands, Nokia and Sony-
Ericsson provide typical values, but did not specify whether they related to a
2G phone or a smartphone. On the other hand, the iPhone provides a much
higher value, since they target a high-expense market. Hence, this analysis
results in a reasonable embodied energy range for smartphone. A typical
smartphone’s embodied energy is greater than 242 MJ (Sony-Ericsson) and




Fig. 2.12: iPhone 4 life cycle assessment of energy use [86]
smaller than 381.6 MJ (iPhone 3G), which also gives a range of the embodied
energy per second 3.8 W- 6.1 W.










Combining all the three approaches, the derived embodied energy data
of smartphones are summarised in Table 2.2. It can be seen that, all the
approaches result in a range of embodied energy: from 3.8 W to 6.1 W per
second. Considering the price approach is based on the cheapest smart-
phone analysis, and also the value is the average value from the CO2 emis-
sions approach, 324 MJ and 5.2 W will be taken as the assumptions for
the smartphone lifetime embodied energy and lifetime-expanded embodied
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energy respectively.
Cell Phone Operational Power
Next the mobile terminal’s operational energy is considered. From section
2.2.1, it has been calculated that the average operational power per user
is 76 mW. However in the simulation, the mobile terminal’s operational
energy will change dramatically based on different transmission data rates
and transmission distances, since the mobile will transfer its service from
macrocell to local femtocell. Therefore, it is more reasonable to calculate
operational power by using the following equation [87], which shows the MT
energy, required to send a bit of information from one end to another:
Eb = β × dα (2.2)
where β is a constant of proportionality, with the value 0.2 fJm−α, d is
the distance between the transmitter and the receiver, α is the path loss
exponent. For an urban scenario this value is in the range of 2.7 ∼ 3.5 [88].





in this equation, Rt represents the data transmission rate, ε is the efficiency
of the MT, and Pcharger is the MT’s charger power consumption.
It shows that in the calculation of transmission power, the efficiency of
the mobile terminal is considered as well. First of all, referring back to
the base station’s efficiency, Fig. 2.7 is investigated. For a mobile terminal,
except for climate control and the feeder cable, the mobile terminal has a
similar structure to the base station. Therefore, after the rectifier’s 85%
efficiency and the transceiver’s 7% efficiency, the whole mobile terminal’s
efficiency is around 6%. So, in order to obtain the input power of a mobile
terminal, the transmission power should be divided by 6% efficiency, which
is the operational power of a mobile terminal.
Additionally, in reference [80], it has been mentioned that, over the life-
time of use the total energy consumption is 116 MJ, including 101 MJ energy
consumed by the charger standby. Therefore, the mobile charger contribu-
tion cannot be ignored. However, the value of 101 MJ is questioned. Since
the life time is 2 years, then the charger power consumption is 1.6 W. Ac-
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cording to Nokia’s Charger Energy Rating [89] the power consumption range
for a charger is from 0.5 W to 0.03 W. For Nokia’s products, the power con-
sumption of the charger can be seen in Table 2.3. Therefore, the charger
standby power consumption is 0.3 W which is more typical. The charger
will also consume less power than when a mobile is plugged in. This assumes
that the mobile charger is not always plugged in, but that people sometimes
forget to pull the plug out after charging. Hence, it is assumed that during
the daytime (12 hours), there are 6 hours in which charger is plugged in.
This power should be added into the mobile operational power consumption.






AC-8, AC-10 FFFFF < 0.03W
AC-3 FFFF <0.15W
AC-6 FFFF < 0.15W
AC-4 FFF < 0.3W
AC-5 FFF < 0.3W
2.3 Quality of Service
System power reduction is the dominant motivation of this project. How-
ever, the customer is generally happier to keep the current service experience
or improve QoS regardless of whether or not green techniques are employed.
Ultimately, the objective of this project is to achieve a green telecommuni-
cation system without compromising QoS. Hence, as the energy efficiency is
analysed in the previous section, the QoS metrics are detailed below.
2.3.1 QoS Metrics
Quality of Service (QoS) is something experienced by the user, and is also
judged by the user. However, from a technical viewpoint, with the question
of how to measure the QoS of a system, certain parameters are introduced
to evaluate the system’s QoS.
First of all, the system bandwidth is considered as the most conven-
tional QoS parameter. However, measuring the bandwidth is relatively com-
plex [90]. As the data transmission is in the form of packets or chunks, the
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bandwidth value is not constant. Hence, the overall average bandwidth is
normally used as the assessment metric. For certain other applications, the
peak bandwidth is also significant. The bandwidth calculation depends on
the operator and the type of network. For instance, as O2 is one of the com-
panies who have the largest licensed spectrum [91], it is more able to provide
a wider bandwidth for users. Universal Mobile Telecommunications System
(UMTS) supports a maximum theoretical data transfer rate of 45 Mbps [92].
Theoretically, the capacity for WLAN and Ad-Hoc networks are significantly
greater than that of the cellular network. This is primarily due to lower in-
terference from neighbouring access points due to a much lower radio range.
This is an advantage for WLAN and Ad-Hoc heterogeneous networks.
The next important parameter is the system capacity. It refers to the
information rate that can be transmitted over a given bandwidth in a specific
communication system. This parameter can be considered as an indicator
if it’s worth to increase the available bandwidth [59]. It can be affected
by many factors, such as co-channel interference, noise, attenuation caused
by long distances, fading caused by shadowing and multipath, as well as
Doppler shifts. Therefore, the system capacity can be improved by applying
interference avoidance techniques, OFDM and MIMO techniques, which can
eliminate the interference effects, and combat multipath fading.
The final parameter that is considered in this thesis is throughput per
user. The throughput is considered as an important criterion in the eval-
uation of system QoS [93, 94]. In this thesis, the throughput is examined
with respect to each user. Smaller sized networks may provide a similar
bandwidth or spectrum efficiency, however, they support many fewer users
compared to a macro network. From each user’s point of view, smaller sized
networks may have the advantage of providing better QoS. The evaluation
of QoS is based on user’s experience, hence, it is fair to compare each user’s
performance.
2.3.2 QoS in UMTS, WLAN and Ad Hoc
In traditional telecommunication networks, QoS support is provided in the
system as an inherent element. By contrast, the Internet provides a Best-
Effort service. This circumstance brings about a conflict for UMTS systems.
On the one hand, a UMTS system needs to provide a service that is as
stable as the traditional telecommunication networks; on the other hand, the
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UMTS system relies on the Internet to accomplish the service although it
may provide an unstable quality of service, and there is no mature technique
with the Internet that can ensure QoS.
UMTS defines four Traffic Classes [95]. These are Conversational Class,
Streaming Class, Interactive Class and Background Class. Conversational
Class applications, such as voice communication or video conferencing, re-
quire the highest transmission priority and a guaranteed bit rate because of
a high real-time requirement. Conversational class communication requires
a stringent limit of delay, of not more than 100 ms [95]. For Streaming
Class applications, e.g. multimedia streaming, they do not need a real-time
communication service. Therefore, their transmission priority is lower, and
their delay tolerance value is 300 ms, which is greater than Conversational
Class. Streaming Class still requires a guaranteed bit rate to ensure contin-
uous multimedia streaming. Interactive Class, including Web browsing or
gaming applications, is closer to the Best-effort service. It does not require
either a real-time service, or a guaranteed bit rate. The last class is the
Background Class, which does not need any bit rate guarantee, or any QoS,
and support services such as messaging or email. Table 2.4 provides the
relevant parameters and standard values of all four UMTS Traffic Classes.























Considering the end-to-end QoS for WLAN and Ad Hoc, note that the
802.11e standard only defines QoS provision in the link layer [90], it needs
to be combined with the network layer IP-based QoS mechanism, which is
generally based on Best-effort service.
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2.4 Summary
In this chapter, three topics are covered: firstly, three types of heteroge-
neous network architectures are introduced and analysed from their advan-
tages and disadvantages respectively; secondly, based on different network
components, power consumption parameters are proposed; finally, based on
different network types, QoS evaluation criteria are defined.
Considering the different heterogeneous network architectures, they all
have power saving potential. However, they also all appear to have certain
drawbacks. The combined cellular and ad-hoc network tends to divert the
communication traffic from a base station by employing relay nodes, there-
fore the power saving is mainly from a reduction in base station power. A
relay node can be a common relay station or a dual-mode mobile device.
However, this architecture experiences a serious latency problem that re-
sults notably in authorisation and safety issues. The combined cellular and
WLAN network architecture reduces the base station’s power consumption
by employing access points, which avoid the societal issues raised in the
first heterogeneous architecture. However, it requires a large hardware in-
vestment for dual-mode mobile devices for successful implementation. Ad-
ditionally, it is only able to offload the data traffic from a cellular network.
Finally, the combined cellular and femtocell network architecture has similar
benefits to the previous architecture. Also it does not require mobile handset
updating, since the femtocell access point is utilising the same bandwidth
as a cellular system.
The system energy reduction is from both OpEx and CapEx, including
the consumption from the operators and mobile users. Another considera-
tion is that the system energy consumption consists of three parts, which
are from the BS, AP (both femtocell and WLAN), and MT. A comprehen-
sive analysis is proposed based on the aforementioned aspects. Note that
three factors are used to obtain a reasonable value for smartphone embodied
energy, which are price, proportion and CO2 emission approaches.
Quality of Service (QoS) is the other consideration in this thesis. The
chosen parameters to evaluate QoS are average transmission bandwidth, sys-
tem capacity, and available throughput per user. Across the different types
of network architectures, cellular network has the highest communication
quality requirements, including real-time service and high priority connec-
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tion. By contrast, an ad-hoc or a WLAN network, which uses IP based
communication, only afford best effort service. The gap between different
QoS provision is a challenge for the heterogeneous techniques.
3
Combined Femtocell and Cellular
Network Architecture: System Power
Consumption analysis
As previously mentioned a ubiquitous heterogeneous network is more likely
to provide a better communication environment, which is able to offer a
higher capacity and greater coverage area coupled with system energy effi-
ciency. Some research targets heterogeneous networks which are proved to
be power efficient such as [5]. In this chapter, however, a comprehensive
power consumption analysis is presented, based on a combined cellular and
femtocell wireless network architecture. The power reduction is considered
in terms of operational energy and embodied energy from the operator and
mobile users point of view. A novel power consumption model is adopted in
the simulation in order to compare different scenarios.
The sections are organised as follows: the first section describes the con-
cept of deploying femtocells within a macrocell; different scenarios with dif-
ferent densities of femtocells deployment are illustrated. The second section
examines the power consumption of a large scale communication network
with femtocells. It includes both urban and rural environment analysis.
The following section utilises a normalised small scale urban area for the
investigation. The work in this section is based on a geometric model and
stochastic analysis. The final section is the conclusion of this chapter.
3.1 Femtocell Heterogenous Networks Overview
A femtocell can be considered as a small cellular base station, which is in-
stalled by random customers. It has a much lower power consumption than
a macrocell base station and can provide a relatively high bandwidth. Fem-
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tocell research is becoming popular due to these reasons. This section will
outline combined femtocell and cellular schemes. The benefits and draw-
backs of femtocell deployment will be investigated.
3.1.1 When few femtocells are deployed
Figure 3.1 shows the current cellular communication network. Each macro-
cell is able to support a certain number of active mobile users. In this
example, 10 active users are assumed to be covered by one macrocell. In
Figure 3.1(a), another 5 active users are out of service, which are coloured
in green. When femtocells are introduced into the system, whilst only a
few femtocells are employed in homes, it is assumed that the users near
femtocells handover their service to the local femtocell. This move brings
multiple benefits, as can be seen from Figure 3.1(b): mobile users avoid
a long distance communication to a macrocell, thus transmission power is
saved; fewer users in a macrocell can lead to a cell size increase, meaning
the users, which were out of service previously, may be able to be covered
by a macrocell; alternatively, if the out-of-service user is close enough to an
active femtocell, it can get served from that femtocell. Therefore, femtocell
adoption has the advantages of, achieving lower power consumption, and
increasing the system’s coverage.
Base Station Residence User covered by Macrocell
User covered 
by Femtocell
User out of 
service
Fig. 3.1: A sketch of initial benefits of femtocell deployment: (a) No femto-
cells are installed. (b) A few femtocells are installed.
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3.1.2 When an appropriate number of femtocells are deployed
Within a certain range, an increase in femtocell adoption is able to reduce
the system power consumption, and also provide a relatively high QoS.
Figure 3.2(a) depicts that, along with the increase of femtocells, the area of
macrocell coverage can be further enlarged, and may result in a number of
redundant base stations that can be switched off completely. For example,
in Figure 3.2(a), the shaded base station can be switched off, since all active
users are served by other base stations. In some cases, femtocell deployment
may avoid a new base station installation, which leads to a massive energy
saving in embodied energy.






User out of 
service
Fig. 3.2: A sketch showing the comparison of femtocell that are properly
used, and over used: (a) An appropriate number of femtocells are installed.
(b) Femtocells are over installed
Excessive femtocell adoption results in more redundant femtocells which
will be switched to sleep mode. In the Figure 3.2(b), the small green rings
represent the femtocells in sleep mode. When femtocells are over deployed,
the embodied energy of a femtocell access point is not negligible. This
will introduce unnecessary embodied energy, and increase the system power
consumption again. On the other hand, over deployed femtocells cannot
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improve the QoS in advance, as redundant femtocells are switched to sleep
mode.
In light of the above, femtocells are able to provide a higher QoS, larger
coverage area, and also reduce the macrocell system power consumption.
However, how many femtocells should be deployed, what the optimal con-
figuration for femtocells is, and how to know the performance of a specific
femtocell deployment, are important questions that will be answered by the
following sections.
Femtocell deployment is investigated in two scenarios. The first sce-
nario considers a combined rural and urban area, where a mathematical
model is proposed to represent a commuting scenario as described in [32]. A
more complete system power consumption analysis is presented compared
with [32]. This part of the work presents a large scale analysis. Furthermore,
the femtocell deployment is analysed in an urban area, since the femtocell
technique may be more beneficial for the scenario with a high density of
residence and mobile usage. This part of the work is based on a geomet-
ric stochastic model, that provides an expected system power consumption
based on a normalised scenario.
3.2 Combination of Rural and Urban Scenario
In this section, the effects of femtocell deployment on the current cellular
network is investigated in a large scale environment including both a rural
and urban scenario.
3.2.1 Simulation Set Up
In order to obtain some more realistic simulation results and to be able
to compare with other published work, an accurate simulation scenario is
required. One method to achieve this is to regenerate some simulations
based on published references, that have used practical measured data in
their work. [32] is utilised in this chapter for deriving an accurate simulation
scenario.
The simulation parameters used in [32], are shown in Table 3.2.1.
The other assumptions are:
1. The user demand for the the scenario under investigation is based on
measurements of voice traffic, extrapolated to the different operator
market shares considered.
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2. Simulated operator market share is 40%.
3. The home distribution is equivalent to the user distribution for evening
demand.
4. Each femtocell access point has a power consumption of Pfemto=15 W.
5. Each macrocell base station has a power consumption Pmacro=2.7 kW.
Based on the above assumptions, the system energy consumption per annum
(=8760 hours) can be written as
Enetwork = (nmacroPmacro + nfemtoPfemto)8760h (3.1)
Parameter Value
Scenario 10 km× 10 km
Population 200,000
Number of Homes 65,000
Proportion of Mobile Phone Users 95%
Average Usage of Cell Phone 37 hours per month1
User Demand Distribution normal
Home Density Distribution uniform
BS Bandwidth 5 MHz
Femtocell AP Coverage 100 m× 100 m
Operator Market Share 40%
Table 3.1: Reference Simulation Parameters
The simulation result from [32] is shown in Figure 3.3.
Since the reference simulation is based on measurements of voice traffic,
and this data is not publicly available, the only way to regenerate the sim-
ulation result is to use a mathematical model to estimate the user demand
distribution and home distribution.
It is assumed that normally mobile users use their mobile phones during
the day time, and away from home (otherwise they may prefer to use a land-
line). When people are outside, they are more likely to be in the city centre
(for working or for entertainment). Hence the user demand distribution can
be seen as a 2-D normal distribution, and the peak point is the city centre,
which is shown in Figure 3.4.
1the usage is assumed to be 740 minutes per user per month with an average call
duration of 3 minutes
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Fig. 3.3: Annual energy consumption of the network for an operator with
40% market share with different number of supported users per macro-
cell [32]
Considering the residence location, few people locate their home in the
city centre, and also people don’t like to live far away from the city centre
for convenience. Hence, the home distribution can be considered as two or
more 2-D normal distributions surrounding the city centre. 5 different home
distribution models are simulated, and parameters are adjusted to provide
a good match to the reference results. In the end, one home distribution
model, which is composed of three normal distributions, produced the closest
simulation results to the reference [32]. This home distribution is exhibited
in Figure 3.5.
Figure 3.4 and 3.5 are plotted based on multivariate normal distribution,
with 2-dimensional random vector a = [X,Y ]. The vector a represents the
location of users or residences, which have a ∼ N (µ,Σ). Since X and
Y are independent from each other, therefore, a also can be considered
as 2-dimensional Gaussian distribution. The Probability Density Function










































Fig. 3.4: User demand scenario for an operator with 40% market share















where µx and µy are the expected value of X and Y respectively, and σx












The parameters applied in the simulation are listed in Table 3.2. The no-
tation “0” for user distribution, and “1, 2, 3” for residences distributions.
Figure 3.6 shows the femtocell coverage results from reference [32] and
the theoretical results on the mathematical models. For the femtocell cover-
age, the proposed model achieved similar results to the reference using real













































Fig. 3.5: A possible home distribution scenario
Table 3.2: 2-dimensional Gaussian Distribution Parameter




















measurement data. Therefore, the proposed simulation scenario model is
used for further simulations.
The system level analysis is based on the approximate model described
above. The assumptions adopt the parameters which are from [32](Table 3.2.1),
except for two that need to be modified.
Firstly, the value of the operator market share needs to be changed from
40% to 30%. In the UK, the top three communication operators’ market
share are: O2 27.8%, Vodafone 25.86%, Orange 22.0% respectively [96].
Hence, 30% market share is more reasonable in the UK’s situation.
Secondly, the simulation scenario model is based on 12 hours of day
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user coverage curve: simulation
user coverage curve: reference
Fig. 3.6: Comparison of user coverage for 40% operator market share be-
tween reference and proposed model
communications (only voice service considered), and the average user has 0.5
hours cell phone usage per day [97]. Therefore, each mobile user’s probability
of being active is 0.5/12.
Based on the previous analysis, the system model and parameter as-
sumptions can be summarised as follows:
The scenario area is 10 km×10 km, with a population of 200,000, of which
95% are mobile users. There are 65,000 homes located in this area. During
the daytime, these active users’ positions follow a normal distribution, and
the peak point can be considered as the city centre. The distribution of
femtocell access points has multiple peaks corresponding to residence distri-
bution, with each concentration being normally distributed. In the UMTS
system, each BS has three sectors, each with a bandwidth of 5 MHz. There-
fore, for the highest requested data rate of 500 kbps, one BS can provide
service for a maximum of 30 users. At lower data rates, more users can be
supported. Each femtocell AP can provide service to a maximum of 8 users,
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within a 100m×100m coverage. It is assumed that the market share of an
operator is 30%. The parameters are enumerated in Table 3.3
Table 3.3: Simulation Parameters
Parameter Value
Scenario 10 km× 10 km
Population 200,000
Number of Homes 65,000
Proportion of Mobile Phone Users 95%
Average Usage of Cell Phone 0.5 h/day [97]
User Demand Distribution normal
Home Density Distribution normal
BS Bandwidth 5 MHz
Femtocell AP Coverage 100 m× 100 m
Operator Market Share 30%
Minimun Capacity of Macrocell 30%
In the previous chapter, each component’s operational power consump-
tion and embodied energy have been presented, and explained. Based on





ni × (Ci +Oi)
nuser
(i ∈ {BS,AP,MT}) (3.4)
where BS, AP and MT represent the base station, access point and mobile
terminal respectively. For instance, nBS is the number of base stations in this
system, and CAP gives the embodied energy per second of a femtocell access
point. The power consumption data for each equipment is listed in Table 3.4.
nAPis given by nhomes ×ϕ× 30%, where ϕ is the fraction of customers with
a femtocell access point. nBS is defined as nactive user/uBS, with nactive user
being the remaining users who are not covered by any femtocells, and uBS
the number of users that each BS can support.
As mentioned in section 2.2, the MT’s operational energy is not a con-
stant value, it may change dramatically based on different transmission data
rates and transmission distances, since the mobile will transfer its service
from a long distance macrocell to a local femtocell. Therefore, Equation (2.3)
is applied for the calculation of MT’s operational energy:
OMT =
β × dα ×Rt
ε
+ Pcharger (3.5)
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Table 3.4: Cross Reference Table of Embodied Energy and Operational





















MT ∼2 years 162 MJ 2.6 W
(CMT)
—
3.2.2 System Power Consumption
In this section, the power consumption results are presented. When femto-
cells are introduced, more wireless connections are transferred from macro-
cells to local femtocells, thus fewer base stations are required. At this point,
there could be 2 scenarios: First, although theoretically fewer sites are re-
quired, the number of sites stays the same. Therefore, the femtocell tech-
niques only reduce the operational power of the base stations, and the em-
bodied energy of the base stations remain the same. Since the number of
base stations stays the same, this scenario is called “Constant System”.
Second, the number of mobile customers has been increasing in the last 10
years, and there is no sign of this stopping [96]. In the extreme case, all
new mobile customers get wireless service from femtocells. Therefore, extra
base station installation will be avoided. It can be also considered that the
base station’s embodied energy and operational energy will be reduced as
old base stations are not replaced. This scenario is called “Newly installed
System”.
Variable number of users per macrocell
In this section, it is assumed the capacity of a macrocell is variable, based
on different QoS requirements and data rates. The investigated maximum
number of active users per macrocell is set to one of 30, 60, 120 and 240.
In the constant system, the number of customers and BSs are fixed.
Therefore, for the macrocells with different numbers of supported users, the
numbers of required BSs are different. For example, in one system if each BS
can support 30 users on average, then 79 BSs are required in this system; and
if each cell can support 60 users on average, then only 40 BSs are required.
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This means that when more users can be supported in a single cell, less BSs
are required, reducing BS embodied energy. Figure 3.7 illustrates this point.














































Fig. 3.7: Average power consumption per user for an operator with 30%
market share with different number of supported users per macrocell in the
constant system
Figure 3.7 also shows that, in the cases of each macrocell supporting 30,
60, 120 or 240 users, the system power consumption per user decreases when
the fraction of femtocell owners increases up to a certain point, and then
average power consumption grows with more femtocell installations.
On the other hand, in a newly installed system, if the number of BSs
is reduced as femtocell installation increases, both the embodied and oper-
ational energy of the BS are reduced. The simulation result can be seen in
Figure 3.8. It has some similar conclusions to Figure 3.7, in that a lower
embodied energy of the AP results in an increased potential of power saving
by deploying femtocells.
In practice, the communication system’s performance will be between
the constant system and the newly installed system. That means that as
the number of users will continue to rise in the future, then a femtocell
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Fig. 3.8: Average power consumption per user for an operator with 30%
market share with different numbers of supported users per macrocell in a
newly installed system
implementation will avoid some extra BS installation; however, the number
of mobile users may not track femtocell deployment, as in the newly installed
system. When comparing Figure 3.7 and Figure 3.8, two conclusions can
be drawn: firstly, as the number of users increase, higher power reduction
ratio can be achieved. For instance, assume the macrocell has a capacity of
30 users, in the constant system (Figure 3.7), the highest power reduction
ratio of the macrocell is 15%, and in the developing system (Figure 3.8) this
figure is 29%. Secondly, when the number of users increases, the system
with macrocells supporting fewer users tends to have more power saving
potential. For example, for the 30 users macrocell, from the constant system
to the developing system, the highest power reduction has been increased
from 15% to 29%. However, for a 240 user macrocell, the highest power
reduction ranges from 3.3% to 10%.
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Fixed number of users per macrocell
The previous section’s analysis focused on the different macrocell systems
with different levels of mobile user. In order to develop a more specific
analysis of the UK’s communication system, the following conditions are
considered. The number of active mobile user connections in the UK is 126.1
per 100 population [96] at the end of 2008. The UK’s resident population
is 60,975,000, as obtained from the National Statistics website. Therefore,
the number of mobile phone subscriptions is approximately 76,900,000 in
the UK. Assuming that each mobile is used for 30 minutes during a day
time period of 12 hours [97], the number of simultaneous mobile users in the
UK is 3,200,000. Note that at the start of 2009 there were approximately
51,300 base station sites in the UK. Hence, on average, each base station
provides services for around 60 users at the same time. The next section is
developed based on this assumption. Although the UK’s situation is adopted
as an example for the evaluation, a more generic conclusion is given in this
section’s summary.
Figure 3.9 and Figure 3.10 distinguish each component of power con-
sumption contribution per user from the previous results, based on the con-
stant system and the newly installed system respectively. It can be seen that
the system’s power consumption per user comes from the base station (BS),
the femtocell access point (AP) and the mobile terminal (MT). For each
component, the power consumption is composed of both lifetime embodied
power and operational power consumption.
Figure 3.9 shows the constant system’s power consumption composition.
The BS’s embodied energy contribution per user is constant, which is ex-
pected since the number of BSs is constant. However, as the number of
users with femtocells grows, the operational power consumed by BSs de-
creases dramatically. At the same time, both the femtocell access point’s
embodied energy and operational power consumption contribution rise, since
more femtocells are installed and more embodied and operational energy is
introduced into the system. Nevertheless, the increased amount of power
consumed by the femtocells is less than the power saving of the BS. There-
fore, the overall power consumption is reduced when compared with no
femtocell implementation. For mobile terminals, as the main power con-
tribution is from embodied energy, which is 2.6 W per user, the increasing
number of femtocells has a minor impact on the MT’s power consumption.












































Fig. 3.9: Power consumption of each network component per user in the
constant system when different fraction of users operate femtocells
It can also be seen in Figure 3.9 that when the femtocell installation rate is
30%, the constant system obtains the lowest power consumption level. The







where P0 is the original system power consumption prior to the femtocell
architecture being employed; and P1 represents the system power consump-
tion at the lowest point on the curve. Hence, the power reduction ratio with
30% customers installing a femtocell is 13.7%.
Figure 3.10 shows the developing system’s power consumption composi-
tion. The AP and MT have similar trends to the constant system. However,
in the developing system, when the number of mobile users is increasing,
and the requirement for extra BSs is avoided since the increased mobile
users obtain the communication service from a local femtocell. Hence, from
the whole system’s point of view, the power consumption contribution of












































Fig. 3.10: Power consumption of each network component per user in the
developing system when different fraction of users operate femtocells
the BS’s embodied energy per user decreases. Therefore, the developing
system is likely to achieve a higher power reduction ratio. By employing
Equation (3.6), the developing system power ratio is 27.3% when 40% of
customers are using the femtocell service.
Comparing Figure 3.9 and Figure 3.10, there are three conclusions that
can be drawn: first of all, the most notable difference between these two
system is the different values of BS embodied energy contribution. Second,
the developing system has a higher power saving potential, and achieves
a higher power reduction ratio. Finally, the constant system achieves the
lowest power consumption per user point at an installation factor of 30%,
and the point for a newly installed system is at 40%.
In the previous simulations, each femtocell AP can support a maximum
of 8 users. However, in real life, femtocell APs with different capacities are
available. Moreover, the capacity of femtocells can impact on both the sys-
tem power consumption and the QoS . In this section, femtocells able to
support 4, 8, 12 or 16 users will be studied. The system power consumption
comparisons with these scenarios are implemented. Since the wireless com-
munication system is in the rapid developing phase, the developing scenario
3.2 Combination of Rural and Urban Scenario 56






















































Fig. 3.11: Average power consumption per user for the different capacities
of femtocells in the newly installed system
is taken for analysis in this section.
Figure 3.11 shows the system power consumption per user curves with
different femtocell capacities. It can be seen that, as the number of users
per femtocell increases, more power can be saved. The power saving can be
viewed from two approaches. First, if one femtocell has a lower capacity, for
instance each femtocell can only support a maximum of 4 users, and there are
more than 4 users requiring the communication service, the local femtocell
cannot fulfil all the demands of the users, and the additional users still
need to connect with a macrocell. Therefore, the long distance transmission
between a user and a macrocell leads to a high power consumption. On the
other hand, if each femtocell can offer services to a larger number of users,
the neighbouring femtocell is not required since one femtocell can cover all
the active users in this area. Hence, the neighbouring femtocell can be
switched into sleep mode, and more operational power has been saved.
It should be mentioned that, Figure 3.11 (even along with Figure 3.7, 3.8)
shows a potential for system power consumption to be modelled and anal-
ysed with a convex function. However, these results are based on specific
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distributions of users and homes, which was generated to achieve a good
match for a real city scenario. Therefore, this figure refers to one scenario
of users, and it is difficult to generalise it using an analytical framework.
Based on Figure 3.11, indifference curves are produced in Figure 3.12.
Each curve represents a different power consumption level. These curves
show the tradeoff between the femtocell capacity and the fraction of femto-
cells. For example, if there is a strict requirement for power consumption,
e.g. 3.2 W per user, this target can be achieved by implementing a 20% fem-
tocell installation with a 10 user capacity per femtocell, or a 30% femtocell
installation with a 8 user capacity per femtocell.






































Fig. 3.12: The average power consumption indifference curves for the trade-
off between femtocell’s installation and femtocell’s capacity in the developing
system
The indifference curve figure can be considered as an executive guide.
One possible usage is with regard to the future implementation decision: a
certain power consumption level is given, and the combinations of different
femtocell installation rates and different femtocell capacities will provide a
couple of options for the system implementation.
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3.2.3 System Transmission Bandwidth
After analysing the system’s power consumption, QoS is another very impor-
tant issue that needs to be considered. The system bandwidth is considered
as the most conventional QoS parameter. However, the bandwidth measure
is relatively complex [90]. As the data transmission is in the form of packets
or chunks, the bandwidth value is not constant. Hence, the overall average
bandwidth is normally used as the bandwidth parameter. Therefore, in this
section, the average transmission bandwidth of a user is simulated, based
on variable and fixed number of users per macrocell respectively.














































30 users/macrocell; 8 users/femtocell
60 users/macrocell; 8 users/femtocel
120 users/macrocell; 8 users/femtocel
240 users/macrocell; 8 users/femtocel
Fig. 3.13: Average power consumption per user for the different capacities
of femtocells in the developing system
Variable number of user per macrocell
Assuming that for four different levels of BS support, each macrocell can
provide voice/data services to 30; 60; 120 and 240 users respectively. It
is assumed that each femtocell can offer communication service for up to
8 users. It can be seen from Figure 3.13 that, when there are no femto-
cells, the four different levels of macrocells can provide maximum average
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transmission bandwidth of 500 kHz; 250 kHz; 125 kHz and 62.5 kHz. As
femtocell installation increases, the transmission bandwidth per user rises as
well. This is because more femtocells will cause more mobile users to trans-
fer their connections from the macrocell to the local femtocell, and each user
can obtain 625 kHz in a femtocell. When the fraction of femtocell utilisa-
tion is close to 100%, then almost all mobile users are covered by femtocells.
Therefore, the average transmission bandwidth is near 625 kHz.
In Figure 3.13, it is also notable that when 20% of customers have fem-
tocell service, for four different levels of BS support, the bit rate has been
increased to 595 kHz, 534 kHz, 504 kHz and 489 kHz. It means the data rate
increases by a factor of 19%, 114%, 303% and 682% respectively. Hence, the
macrocell with a larger number of users has a higher potential of average
transmission bandwidth.
Fixed number of users per macrocell





















































Fig. 3.14: Average transmission bandwidth per user for the different capac-
ities of femtocells
In this section, the number of users in a macrocell is constant (60 users/mac-
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rocell), and the femtocell’s capacity is variable.
Figure 3.14 depicts the different transmission bandwidth levels caused
by the different femtocell capacities. It is assumed that they are all UMTS
femtocells, each femtocell can offer 5 MHz bandwidth in total [119]. Hence,
if one femtocell can support 4 users, then each user is allocated 1.25 MHz
bandwidth. By the same token, for 8 users a femtocell can offer 625 kHz
bandwidth for each user, etc. Therefore, along with the increase of femtocell
utilisation, the fewer users that each femtocell has to support, the higher
the average transmission bandwidth the system can achieve.







































Fig. 3.15: The average transmission bandwidth indifference curves for the
trade-off between femtocell’s installation and femtocell’s capacity
Based on Figure 3.14, the indifference curves of the average transmis-
sion bandwidth can be plotted, as shown in Figure 3.15. The bandwidth
indifference curves can be used along with power consumption indifference
curves, in Figure 3.12. There is an example when describing Figure 3.12
that, a femtocell with a capacity of 10 users with a femtocell deployment
rate of 20% has the same system power consumption as a femtocell with
a capacity of 8 users with a 30% deployment rate. Considering these two
3.2 Combination of Rural and Urban Scenario 61
points in Figure 3.13. The previous system can provide 400 kHz bandwidth
for each user on average. However, the second system can provide 500 kHz
bandwidth on average. It means that two or more systems with the same
system power consumption offer different bandwidths; on the other hand, for
a certain bandwidth provision, the system may operate at different power
consumption levels. From the customer’s point of view, QoS is the main
priority, hence, they will prefer a certain level of bandwidth provision. From
the operator’s point of view, they may care more about the expense of power
consumption, hence, based on a certain QoS provision, a more power efficient
system will be selected, based on both power consumption and bandwidth
indifference curves.
3.2.4 Cooperative Analysis of Power Efficiency and Bandwidth
In the previous two sections, the system power consumption and the average
transmission bandwidth are investigated using indifference curves.
Figure 3.12 and Figure 3.15 shows the simulation results. In these fig-
ures, each curve represents a certain power consumption level or QoS level.
Figure 3.12 and Figure 3.15 provide figures for balancing these two require-
ments. For instance, if the power consumption is limited to 3.2 W per person
as a maximum, different combinations of femtocell densities and femtocell
adoption rates are possible. Based on these combinations, the offered band-
width is different. When one femtocell can support a maximum of 16 users
and 10% of customers have femtocell APs, the power consumption per per-
son is 3.2 W (Figure 3.12), and the average transmission bandwidth is 300
kHz (Figure 3.15). Comparatively speaking, note that a system with 8 user
femtocells and 30% femtocell uptake, this combination still achieves a 3.2
W power consumption level, however, the transmission rate is greater than
the previous case, and is around 500 kHz. This shows that, based on a cer-
tain power consumption or a certain level of QoS requirement, the optimal
deployment strategy strongly relies on the operator market share, femto-
cell uptake and the capacity of femtocells. The femtocell technique can be
used for both power efficiency and QoS upgrading, if appropriate planing is
implemented.
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3.3 Urban Scenario
In this section, an urban scenario is taken into consideration, that has a high
density of mobile users and residences. The femtocell deployment scenar-
ios are placed into three categories: the original macrocell cellular network,
before the femtocell technique is introduced into the system, is called the
baseline system, for comparison purposes with the following two scenarios;
when the femtocell technique is adopted, and few femtocells are deployed
is the second scenario; the final scenario describes when the femtocell tech-
nique is mature, and femtocells are ubiquitously used. The system power
consumption is analysed based on these three scenarios respectively.
3.3.1 Baseline System
In the baseline system, it is assumed that in a macrocell coverage, Nu active
users are uniformly distributed within this area. The embodied energy per
unit area for this scenario can be calculated by:
P cap,0 =
CBS +Nu · CMT
A
(3.7)
where CBS and CMT are the single macrocell base station (BS) and mo-
bile terminal (MT) embodied energy respectively. A is the single macrocell
coverage. By using a hexagon shape to model the macrocell coverage, and













The operational energy consumption of a macrocell base station can be
classified by two modes: one is active mode, when a macrocell BS is trans-
mitting; the other one is idle mode, when a macrocell BS is not transmitting.
The equation is given as:
OBS =
{
PBS/εBS + δBS, BS transmitting
δBS, BS not transmitting
(3.10)
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For the active mode, the BS power consumption consists of transmission
power, divided by the power conversion efficiency, which is denoted as εBS,
accounting for the power amplifier efficiency, feeder loss and extra loss re-
lated to cooling etc; and other power consumption δBS, which is independent
of the transmission function of a BS, including circuit power for signal pro-
cessing, battery backup, etc. When a macrocell BS is switched to an idle
mode, the BS only consumes the δBS, keeping parts of the BS running, in
order to wake the BS to an active mode as soon as it is necessary.
Since the active users are uniformly distributed, the aggregation of all
users’ transmission power can be approximated by the expected value of an
active user multiplied by the number of active users in this area. There-










where β is a constant of proportionality, with the value 0.2 fJm−α [87], d
is the distance between the transmitter and the receiver, α is the path loss
exponent. For an urban scenario this value is in the range of 2.7 ∼ 3.5.
In this work α = 3. Rt represents the data transmission rate, εMT is the
efficiency of the MT, and εchar is the MT’s charger efficiency. It should be
noted that, since the usage of various applications and different customer
preferences, the power consumed besides voice and data transmission, such
as the power consumed by offline gaming, using the camera, and playing
music, is not counted into this analysis.
In order to achieve the expected value of OMT,i, the expected value of
dα should be calculated. First of all, we model a hexagonal as a circle of







Since active users are uniformly distributed within this area, the proba-
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BSRm
RBS
Figure 3.16: Scenario sketch of macrocell







Using the t = d3 substitution, the expected value of d3 is given as:













3.3.2 When a few femtocells are deployed
In a scenario where a few femtocells are introduced into the cellular system,
the system embodied energy and operational energy are all affected, and
expressed as follows.
Considering the embodied energy, only the extra NAP femtocells’ em-
bodied energy is added compared with (3.7). It can be expressed as:
P cap,f =
CBS +Nu · CMT +NAP · CAP
A
(3.16)
On the other hand, the system operational energy consumption com-
prises three parts, BS, femtocell AP and user MT. Due to the deployment
of femtocells, more active users are able to be switched to a local femtocell.
BS’s operational power will all decrease because fewer mobile users need to
be supported compared with the baseline system. At the same time, MTs’
transmission power will decrease as well, due to the shorter transmission
distance to a local femtocell. The calculation of system operational energy
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It is assumed that each femtocell is able to switch between two modes,
ACTIVE and IDLE. The term IDLE describes the mode of operation of the
femtocell when its radio transmissions are switched off due to the proposed
scheme, and ACTIVE is when they are switched on. In (3.17), OAP,1 denotes
the power consumption of active femtocells, and OAP,2 denotes the idle ones.
In this work, one femtocell switch-off scheme is proposed. Figure 3.17
shows the flowchart of this scheme. First of all, when a femtocell is initially
installed, the default mode is IDLE. At this stage, the signal transmission
and processing functions are switched off. The “sniffer” function is oper-
ating, in order to detect the macrocell uplink signal strength, to decide
whether there is an eligible active user that can be handed over to this fem-
tocell. If there are no active users located within its coverage area, this
femtocell stays in the initial IDLE mode. Then, the “sniffer” detects the
signal strength from the downlink of the nearest neighbouring femtocell. If
the signal strength is stronger than the detection threshold, it means the
neighbouring femtocell is likely to be located very close to the current fem-
tocell, and able to provide the service for the active users covered by this
femtocell. Therefore, this femtocell stays in the IDLE mode. Otherwise,
this femtocell is switched to an ACTIVE mode.
Considering the mathematical model, when Nu active users and NAP
femtocells are all uniformly distributed within a macrocell coverage, and
each femtocell with a target coverage radius of Rf , the probability of exactly
k users located within a femtocell coverage can be modelled by Poisson Point
Process (PPP), with parameter ρu · vf . Here ρu is the active user density
in a macrocell, and vf is one femtocell’s coverage. Hence, the probability is
given as:
Pr(K = k) =
(ρu · vf )k
k!
· e−ρu·vf (3.18)
Therefore, the probability of one femtocell deployment with active users is
[1−Pr(K = 0)]. Figure 3.18 shows a realisation of a Possion Point Process
with k nodes and 4 femtocells.


















Figure 3.17: Flowchart of the proposed IDLE mode procedure for a femtocell
BS
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Figure 3.18: A realisation of Possion Point Process with k nodes and 4
femtocells.
The detection threshold between two nearest active femtocells should be
decided. Assume that each femtocell downlink signal has the same signal
propagation environment, then the switch off threshold can be expressed as
the distance between two femtocells. Therefore, the distance between two
neighbouring femtocells r is estimated in the following proposition.
Lemma 3.3.1 Provided that, there are femtocells deployed within a certain
area, with a density of ρf . The distance between two nearest femtocells,
r, has the probability density function (PDF) and cumulative distribution
function (CDF) as follows respectively:
PR(r) = 2πrρf · e−πr
2ρf ; FR(r) = 1− e−πr
2ρf (3.19)
The probability density function of the distance r between two nearest fem-
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tocells follows a Rayleigh distribution, r ∼ Rayleigh(σ), where σ2 = 12πρf .
PR(r < τ) indicates the probability of femtocells to be switched to an idle
mode, due to the neighbouring femtocell located within the threshold distance
τ .
Proof The probability of the distance between two nearest femtocells can be
described as, the probability that no femtocells exist interior to r times the
probability that a femtocell does exist in the distance of r + dr. Therefore,




PR(r)dr] · 2πrρf (3.20)










By solving this equation, the PR(r) can be easily obtained.
Based on the previous two criteria, the operational power consumption
of active femtocells and idle femtocells are calculated as follows respectively:
OAP,1 = NAP · PAP · [1−Pr(K = 0)] · [1− PR(r < τ)] (3.22)
OAP,2 = NAP · δAP · {1− [1−Pr(K = 0)] · [1− PR(r < τ)]} (3.23)
In the above equation, PAP and δAP represent the operational power con-
sumption for an active femtocell and an idle femtocell respectively. The
power model is given by [98], and each hardware components energy con-
sumption is listed in Table 3.5.
Integrating all hardware component power consumption, PAP is equal
to 12 W, including 85% power efficiency of the power supply. By switching
to an idle mode, the femtocell BS switches off the PA, RF transmitter, RF
receiver, and miscellaneous hardware components related to non-essential
functionalities in the IDLE mode, such as data encryption, hardware au-
thentication, etc. However, a low-power radio sniffer (Psniff = 0.3 W) is
switched on to provide received power measurements on the macrocell up-
link band. Therefore the operational energy consumption for a idle mode
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Table 3.5: Energy Consumption Profile of Femtocell Hardware








RF Power Amplifier 2.0
is:
δAP = PAP − [(PPA + PTX + PRX + Pmisc)− Psniff ]/0.85




i=1OMT,i is the aggregation of operational energy
consumption of all active users, including users covered by a macrocell and
by a femtocell. Due to the different signal transmission distance and differ-
ent data rate in macrocell and femtocell coverage, Equation (3.15) can be
modified correspondingly. The number of users served by femtocells based




k ·Pr(K = k) (3.25)
Hence, the number of macrocell users is Nu,m = Nu − Nu,f . When k > 5,
the value of Pr(K = k) is extremely small, and can be neglected. Therefore,
we assume that the maximum capacity of a femtocell is 4 users, and in the






OMT,i = Nu,f ·






where df is the distance between a femtocell user and its local femtocell,




f can be obtained based on the same methodology as Equa-
tion (3.15).
As described above, the BS’s operational energy consumption deceases
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BS
RBS
Figure 3.19: Baseline system macrocell BSs coverage layout
due to fewer users demanding service. It is assumed that, in the base line
system the macrocell transmits at the maximum power, in order to achieve
the maximum capacity of a macrocell. When a few femtocells are deployed,
some users are offloaded to the femtocells, then the macrocell transmission









where PBS,min is the minimum transmission power of a macrocell BS.
3.3.3 When femtocells are ubiquitously deployed
Figure 3.19 shows the baseline system scenario without femtocells in a cov-
erage of Asys. Each macrocell has a radius of RBS, and they are all active.
In the scenario where femtocells are deployed into the system, more




Figure 3.20: Macrocell BSs layout with ubiquitous femtocells deployment
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active users are able to be serviced by local femtocells. Hence the num-
ber of users in the macrocell decreases significantly with the utilisation of
femtocells. By using a certain central control node, some of the macro-
cells can transmit at a higher power lever, in order to cover the users in
the neighbouring macrocells’ territory. Correspondingly, the neighbouring
macrocells’ transmission power can be adjusted to a lower level, to have a
smaller coverage and support fewer users.
When the macrocell’s radius increases to R′BS = 2 ·RBS with the increase
of femtocell deployment, some macrocells can be switched to an IDLE mode,
since the active macrocells are able to provide the service to all remaining
users. Figure 3.20 illustrates this scenario. The red nodes represent the
active macrocells, and grey nodes represent the idle macrocells. The radius
of the active macrocell increases to 2 times that of RBS, and accordingly,
the coverage area increased to 4 times that of the macrocell compared to the
baseline system. Therefore, the macrocell base station switched-off threshold
can be defined as the point when over 75% of the macrocell coverage is
covered by femtocells.
Since the femtocells are considered as uniformly distributed in this work,
the coverage ratio of femtocells can be derived based on the different values
of femtocell switch off threshold distance τ and ρf by enumeration. Each
realisation of femtocells deployment based on one set value of τ and ρf is
simulated 1,000 times. The Cumulative Distribution Functions (CDFs) of
coverage ratio are presented in Figure 3.21 and 3.22. Figure 3.21 shows the
effects of τ to the area coverage ratio of femtocells with the same value of
ρf . Correspondingly, Figure 3.22 indicates the femtocell deployment cov-
erage based on the different value of ρf and the same value of τ . In this
enumeration simulation, Rcell = 500 m and Rf = 10 m.
In Figure 3.21, the femtocell switch-off threshold τ = 10 m, and ρf =
0.0085. It is equal to 5520 femtocells deployed within a macrocell area with
radius of 500 m, which also means 85 femtocells are deployed in a area of 100
m× 100 m area. It gives a high femtocell usage scenario. It can be seen that,
with the increase of τ , the femtocells coverage decreases dramatically. It
indicates that more femtocells are switched to an IDLE mode. For a smaller
τ setting, e.g. τ = 6 m, with this femtocell usage, the local macrocell can
definitely be switched off, since the coverage is always greater than 75%.
Therefore, considering the power efficiency and femtocells utilisation rate,
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Figure 3.21: Femtocells coverage ratio based on the different τ
the value of τ should not be set under 10 m.
In Figure 3.22, the effects of ρf on the coverage ratio based on τ = 10
m are examined. It shows that, with the increase of femtocell deployment,
the coverage increases. When the femtocell density is 0.0105, there are 90%
of cases when the femtocells’ coverage ratio is larger than 75%. Therefore,
the local macrocell can be considered to be switched off.
Table 3.6: Lookup table for mapping relationship of τ and ρf,swi







Based on this methodology, the density of femtocell usage can be taken
as an indicator of macrocell switch-off threshold, and which show in over
95% of cases that the coverage of femtocells is greater than 75%. Hence,
for each τ , the femtocell deployment density that makes the local macrocell
switch off (ρf,swi) can be derived and are presented in Table 3.6. It has
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Figure 3.22: Femtocells coverage ratio based on the different ρf
two conclusions: First of all, for smaller values of τ , they have similar ρf,swi
for switching off the macrocell. To avoid significant interference between
femtocells, τ should be set at a bigger value. Second, when τ is larger than
8 m, the value of ρf,swi increases significantly, which means it requires a
large number of femtocells to be deployed. For a practical and economical
consideration, τ should not be set larger than 8 m.
Considering the system power consumption in a scenario where some
macrocells are switched to an IDLE mode, the embodied energy is the same
as Equation (3.16). However, if a developing system is considered, the in-
creasing number of mobile users and equipment, together with user demand,
requires further macrocell BS to be installed. The ubiquitously deployed
femtocells may be able to fulfil the increasing demand, and avoid the in-
stallation for new BSs. Therefore, the macrocell BSs which are switched to
an IDLE mode in the previous discussion, are considered as the extra BSs
that were intended to be built in this scenario. Hence, the embodied and
operational power are all saved. The calculations are given as follows:
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P cap,f ′ =
P cap,f , developed system(CBS/4 +Nu · CMT +NAP · CAP) · 1A , developing system
(3.28)
P op,f ′ =


















In this section, the numerical results are given based on the theoretical
analysis and Monte Carlo simulation. The simulation parameters are given
in Table 3.7
Table 3.7: Simulation Parameters
Symbol Parameter Value
Rcell modeled macrocell radius 500m
Rf femtocell radius 10m
ρf density of femtocells 0 to 0.0085
CBS macrocell BS embodied energy/s 1000 W
CAP femtocell AP embodied energy /s 1 W
CMT MT embodied energy/s 2.6 W
PBS macrocell BS transmission power 20 W
PBS,min minimum BS transmission power 31.6 mW
δBS BS power consumption (not transmitting) 354.44 W
PAP AP power consumption (transmitting) 12 W
δAP AP power consumption(not transmitting) 7 W
In the simulation, active mobile users and femtocells are all uniformly
distributed, and the scenario is simulated 1,000 times. The average system
power consumption per unit area in an urban environment is achieved based
on 1,000 realisations. The results are illustrated in Figure 3.23.
Since the difference in system power consumption between a developed
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Figure 3.23: System power consumption per unit area with different femto-
cells deployments
system and a developing system is that, spreading one macrocell embodied
energy and operational power over one macrocell coverage, or 4 times that
coverage, we can calculate the developing system power consumption, then
add the extra portion of macrocell BS power consumption into the devel-
oped system based on Equations (3.28) and (3.29). Figure 3.23 shows the
theoretical and simulated results based on the different values of femtocell
deployment densities ρf and femtocell switch-off threshold τ .
First of all, in the baseline system, when no femtocell is deployed, the av-
erage power consumption per unit area is 0.004 W/m2, including embodied
energy (Cap) and operational power (Op) of all equipment. The contri-
butions from Cap and Op are approximately equal, which means they all
contribute 0.002 Wm2 (2,000 W/km2) into the system respectively.
Second, all curves show a trend that, along with the increase usage of
femtocells, the system power consumption increases dramatically. This is
due to the intensive usage of femtocells. For example, when the femtocell
deployment density achieves 0.004, then there are about 2,600 femtocells
contributing approximately 0.030 W/m2 into the system, while the whole






Figure 3.24: One example of femtocells deployment when ρf is relatively
high
power consumption is 0.033 W/m2. There is an urge to decrease the femto-
cell manufacturing power consumption and reduce the power consumption
when a femtocell is in an IDLE mode. If these two factors can be reduced,
the system power consumption will decrease significantly. On the other
hand, the operational power of MT and macrocell BS are decreased because
of the use of femtocells, so that a long distance transmission is replaced by
a short distance transmission.
It can also be seen that, for the two theoretical results curves, at the
macrocell switch-off point, i.e. when τ = 4 m, the point at ρf = 0.0043; and
when τ = 8 m, the point at ρf = 0.006. The simulated curves also indicate
a good match that at these points, the increments in system power con-
sumption are relatively smaller, which are highlighted with two red circles.
From the zoomed in sub-picture, when larger τ is set, a lower system power
consumption can be achieved, since it is able to provide a larger coverage
for mobile users.
The most notable result is that, when it’s set at a higher value of τ , the
simulated curve has a better match with the theoretical curve. Additionally,
along with the increase of femtocells deployment, the bigger gap appears
between the theoretical and simulated curves for a smaller τ . One possible
explanation is that, when more femtocells utilised, the scenario shown in
Figure 3.24 is more likely to happen, that several femtocells are overlapping
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with each other. It is assumed that the distances from AP0 to AP1, AP2
and AP3 have this relationship: d1 < d2 < τ1 < d3 < τ2. If the femtocell
switch-off threshold is set at τ1, both AP1 and AP2 should be switched
off. However, in the theoretical formula, it is only able to find the nearest
femtocell to AP0, which means that only AP1 can be switched off. Therefore,
the femtocell coverage is bigger in theoretical analysis than the practical
scenario. It results in more mobile users being offloaded to a femtocell, and
less system power consumption. On the other hand, if a bigger value τ2 is
chosen, based on the theoretical analysis, AP1 and AP3 will be switched off.
due to the short distances to AP0, and so AP0 and AP2 will contribute to
the coverage. However, in a practical scenario, AP2 and AP3 will remain
working. Although they still do not present the same coverage, however, it
is much closer than the previous setting.
3.4 Comparisons between a urban and a combination scenario
This section gives some discussion of the comparisons between an urban
and a combined urban and rural scenarios, based on the previous two sec-
tions’ analysis. First of all, the mobile user and femtocells densities are
significantly larger in an urban scenario when compared with a combined
scenario. It results in approximately a 4 times higher power consumption
per user in urban area.
Second, in the urban scenario, the mobile users and femtocells are uni-
formly distributed, therefore there is no relationship between the location
of users and femtocells. However, in the combined scenario, the femtocells
are located in the high density user’s area. Hence, it results in a better
match compared with the urban scenario. In this case, it provides a better
femtocell coverage, and leads to a lower power consumption. Therefore, in
reality, the power consumption should be between these two scenarios.
Finally, in the combination scenario, the femtocell coverage is assumed
to be a 100 m × 100 m area. If femtocells have smaller coverage, the system
power consumption may be greater compared to the current results. As
fewer users are able to be covered by a femtocell. The trade-off points may
appear beyond 40%, or there may be no power rising trade-off point along
with the increase of femtocell deployment. Figure 3.25 shows the system
power consumption comparison for two femtocells, with a large and small
coverage area. The dotted line represents the result for a femtocell with a
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Fig. 3.25: System power consumption comparison of different femtocell sizes
circular coverage region of 10 m radius. It shows that along with the increase
of femtocell deployment, the system power consumption always falls. This is
because with the same density of femtocell deployment, but having smaller
coverage, the femtocell network may not fulfill all the users’ demand, and the
probability of one user being covered by a femtocell declines. In this case,
the fully installed femtocells scenario may still not be the scenario “when
femtocells are over deployed”.
3.5 Summary
From the large scale simulation results for system power consumption, there
are three main conclusions. First, for all levels of macrocell support, a
certain degree of femtocell implementation can reduce the system power
consumption. However, excessive use of femtocells may lead to an even
higher power consumption compared to the original cellular communication
system, when the femtocells have a bigger coverage. On the other hand,
if the femtocells have a smaller coverage, the system power consumption
may always decrease as more femtocells are added. Second, after analysing
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the composition of the system power consumption, it can be seen that the
greatest power saving is from the BS’s operational energy. Also if the rate
of increase in new customers is high, the amount of BS’s embodied energy
is also saved. Third, if the femtocells with different capacities are available,
only taking power consumption into consideration, the more users that a
femtocell can support, the greater the power that can be saved.
On the other hand, based on the normalised small scale analysis, it has
the following conclusions. One, due to the high density of mobile users
and femtocells in an urban environment, the power consumption is approxi-
mately 4 times larger than the large scale analysis. The reduction of femto-
cell standby power is so crucial to the system power efficiency. Also, based
on the simulation parameters, the switch-off threshold distance between two
femtocells should be set at a relatively high value, i.e. 6 m or 8 m. It achieves
a similar coverage as a low threshold setting, and also saves power by switch-
ing off a proper amount of femtocells. The proposed mathematical model
shows a satisfactory match for the simulation results, specially when τ is
set at a high value. This model can be used for the further analysis and
research.
4
Combined Femtocell and Cellular
Network Architecture: Capacity and
Throughput analysis
Femtocells are considered as a promising low power complementary network
to macrocells. They have been developed to work with various cellular stan-
dards, including GSM, CDMA and UMTS. The deployment of femtocells
is attractive as they are able to offload traffic from the macrocell, and in-
crease the network coverage and capacity. At the same time, the system
power consumption can be reduced from both operational and capital per-
spectives. Our previous work [99] showed that, with appropriate uptake of
femtocells, a communication system is able to achieve a high power efficiency
and high QoS performance at the same time.
Wideband code division multiple access (WCDMA) is a UMTS tech-
nology that is widely deployed. Installing femtocells in a WCDMA system
is problematic due to the co-channel interference that then exists in the
network [100, 101, 102]. Power control algorithms have been proposed for
the uplink [103] and downlink [25] scenarios respectively. Independently
of this work, other researchers have investigated the QoS aspects for the
uplink [63, 100] and downlink [104] separately. The commonly used QoS
metrics for this evaluation are system capacity [15, 22] and coverage [23].
Analysis of the power efficiency should be linked to the QoS performance, to
guarantee the quality of user experience. However, since the femtocell is able
to provide the same bandwidth as the macrocell, and supports significantly
fewer users, the femtocell can improve the user QoS significantly through
increased throughput. Hence, in this chapter, the throughput of each user
is investigated.
Here, the downlink for femtocells coexisting with a WCDMA macro-
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cell is studied. The interference analysis is conducted using a geometric
model, introduced in [105]. Two transmission power setting schemes, Power-
Controlled and Fixed-Power schemes, are described and analysed. Results
are presented from numerical evaluation of the theory. The main contribu-
tions of this work include a detailed theoretical analysis of femtocell trans-
mission power, in conjunction with throughput, including both system level
performance and single user performance.
The reminder of this chapter is organised as follows. Section 4.1 defines
the propagation model in different communication scenarios and describes
the simulation assumptions. The simulation parameters are given in this sec-
tion. Section 4.2 proposes two femtocell transmission power setting schemes,
and presents and compares them theoretically. In the following two sections,
two power setting schemes are compared through simulation of system ca-
pacity and single user throughput. In the first of these the interference
scenarios are studied from the perspectives of a macrocell and a femtocell
user in a single-macrocell scenario and in the second, a multiple-macrocell.
Finally, the last section summarises this chapter.
4.1 Simulation Model
4.1.1 Propagation Model
In wireless communication scenarios, the transmitted signal experiences at-
tenuation due to different reasons, such as scattering, reflection or refraction
caused by a multi-path channel. These attenuation effects can be divided
into two types of propagation: large-scale propagation and small-scale prop-
agation [106].
Large-scale propagation includes pathloss and shadowing, which are caused
by large terrain features and environments, such as hills and buildings, or
other obstacles, between the transmitter and receiver. Small-scale fading is
normally defined as rapidly changing signal strength caused during a short
period, or distance. This phenomenon may result in deep fading or con-
tribute to multiuser diversity gain. In this chapter, both large-scale and
small-scale propagation losses will be taken into consideration for evaluation
of system capacity and throughput performance. The related propagation
models are defined in the following section.
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Pathloss and Large-scale propagation
Outdoor propagation model
The outdoor propagation model adopted in this chapter is developed for
a typical cellular system. This model is given by: [107]
PLo[dB] =

PLfs(fc, d), d 6 d0
PLfs(fc, d0) + 10 · α log10(
d
d0
) + γ, d > d0
(4.1)
where α = a−b ·hb+c/hb, hb is the base station height, and d0 is breakpoint
and selected as 100 m. γ is the log-normal distribution of the random
variable due to shadowing with a standard deviation of 10 dB, and a, b,
and c are constants that depend on the type of environment. In this work,
a = 4, b = 0.0065, and c = 17.1, which models a low tree density, or medium
tree density environment[107]. fc is the frequency of the carrier, 2 GHz.
PLfs represents the free space attenuation, given by:
PLfs[dB] = 32.44 + 20 log10 fc + 20 log10 d (4.2)
Indoor propagation model
The indoor propagation model is given by[108], which is developed from[109].
PLi[dB] =

PLfs(fc, d), d 6 d0
PLfs(fc, d0) + 35 log10(
d
d0
) + γ, d > d0
(4.3)
The breakpoint for the indoor environment is selected as 5 m. Within the
breakpoint distance, the signal experiences a free space attenuation, which
is proportional to d2 , whilst for higher distances the additional attenuation
increase is d3.5. The shadowing can also be accounted for through a random
variable, γ.
Complex scenario propagation model
As femtocells may share the same frequency with macrocells, interfer-
ence will exist between femtocells and macrocells, or between femtocells
themselves. Hence, a new propagation scenario needs to be investigated,
in which, the transmitted signal may experience a more complex scenario,
such as from a macrocell to a femtocell (outdoor-to-indoor), from a femto-
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cell to another femtocell (indoor-to-outdoor-to-indoor), or from a femtocell
to a macrocell (indoor-to-outdoor). In order to evaluate these scenarios, the
following equation is employed, which is developed from a indoor-to-outdoor
scenario of ITU-R(M.1225) [110]. The equation is written as:
PLc[dB] = 40 log10 d+ 30 log10 fc + 19 + ω · PLwall + γ (4.4)
where PLwall indicates the wall attenuation, with a average value of 15 dB. ω
sets the number of walls crossed during a transmission process. For instance,
in a indoor-to-outdoor propagation, ω equals 1, and in a indoor-to-outdoor-
to-indoor scenario, ω equals 2.
Small-scale propagation
Rayleigh Channel
Considering the small-scale propagation, the outdoor propagation model
can be described as a Rayleigh channel. A Rayleigh fading channel can be
modeled by generating the real and imaginary parts of a complex number
according to independent normal Gaussian variables. The following equation
is employed:
H =
|X + jY |√
2
(4.5)
where X ∼ N(0, σ2) and Y ∼ N(0, σ2) are independent normal random
variables.
Nakagami Channel
The indoor environment can be modeled by a Nakagami distribution.





Ω = E[R2] (4.7)
where R is the signal strength measured from a realistic communication
scenario. E[·] and Var[·] denote the expected value and the variance of [·]
respectively.
Based on the moment measurements from [112], it is found that the
Nakagami model fits better than other fading models for the indoor scenario.
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In this work, the parameters are adopted from the same paper; m is around
1.5, and Ω is 1.
It is possible to generate a Nakagami channel by using a Gamma distri-




where Γ(·) is the gamma function, k = m and θ = Ω/m.
4.1.2 Simulation Descriptions and Assumptions
The investigated system model is the downlink scenario of a WCDMA cel-
lular system with a hexagonal cell of radius Rcell. In this work, a single
macrocell or a multiple macrocell scenario are considered respectively, each
macrocell supporting a constant number of macrocell users Nmu. It is as-
sumed that a macrocell is divided into 3 sectors. A hexagonal coverage is
modelled as a circle of radius Rm.
Within a macrocell coverage, Nmu macrocell users and Nf femtocells are
independently uniformly distributed. In order to avoid significant interfer-
ence between femtocells, it is assumed that the femtocell switch-off threshold
distance τ is set as 8 m. Figure 4.1 shows the modelled macrocell coverage
and co-channel femtocell deployment. The other summarised assumptions
are listed as follows:
1. Although the number of macrocell users is constant, if femtocells are
deployed, users can be offloaded to femtocells, the number of remaining
macrocell users will decrease.
2. Each user is allocated the same transmission power at the macrocell
base station. All macrocell users belong to the same service class.
3. An open access scheme is assumed for femtocells in this work. Each
user located within a femtocell’s coverage can be served by this femto-
cell. In practice, an open access scheme can be encouraged by means
of compensation from network operators, etc. It is able to avoid the
strong interference for unauthorized users who are passing by a fem-
tocell or guesting in a house with femtocell.
4. In the following two scenarios a femtocell will be switched to a sleep
mode: first, when there is no active user located in this femtocell’s
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coverage; second, when all the active users within its coverage can get
service from other neighbouring femtocells.
Other system simulation parameters are listed in Table 4.1.
Table 4.1: Simulation Parameters
Symbol Parameter Value
Rcell modelled macrocell radius 500m
Rm modelled macrocell radius 455m
Rf femtocell radius 10m
W macrocell and femtocell Bandwidth 5 Mbps
Pfmax maximum femtocell transmission power 125 mW
Pm macrocell transmission power 20 W
Nfmax maximum number of users per femtocell 4
Rs information rate per symbol 2
SINRtar,m target SINR for macrocell users 5 dB
SINRtar,f target SINR for femtocell users 5 dB
SFm spreading factor for macrocell users 256
SFf spreading factor for femcell users 1-256
Gmax antenna boresight gain 16 dBi
Gβ 3 dB antenna beamwidth 70 degrees









Figure 4.1: Scenario sketch of macrocell and co-channel femtocell
Two scenarios are investigated, where the femtocell ’s transmission power
depends on the received base station power at the edge of the femtocell
(Power-Controlled Scheme), and where it is fixed at a maximum value
(Fixed-Power scheme).
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For the Power-Controlled scheme, the transmission power of a femtocell
is calculated by (4.9). Due to the strength of the macrocell, a femtocell
should not be installed within Rmin, to avoid the significant macrocell in-
terference to femtocell users. Secondly, femtocell transmission power is cal-
culated by the received power level from the local macrocell at the target
coverage edge of a femtocell, with a maximum value constraint of Pfmax.
Pf =

0, (0 6 r 6 Rmin)
Pfmax, (Rmin < r 6 Redge)
PmG(θ)PLi(Rf )
PLo(r −Rf )
, (Redge < r 6 Rm)
(4.9)
In (4.9), Pm is the macrocell’s antenna transmission power, PLo(r − Rf )
and PLi(Rf ) are the linear values calculated with Equations (4.1) and (4.3)
respectively, where PLi(Rf ) is constant with a given Rf . G(θ) is the antenna
gain at an angle θ from the azimuth plane. Its dB value is calculated by [32]:










where Gmax = 16dBi is the boresight gain and Gβ = 70π/180 is the 3 dB
reduction point in the antenna patten, and Gs = 20dBi.
Considering Equation (4.9), for the first two pieces’ values, the proba-
bilities are constant, given by the following equations:
Pr(Pf = 0) = Pr(0 6 r 6 Rmin) =
R2min
R2m




For the third piece, the probability is a condition function with two
functions of random variables, i.e. G(θ) and 1/PLo(r−Rf ). Using Q(r) to





Therefore, when Redge < r 6 Rm, Pf is a function of G(θ) and Q(r). Since
G(θ) and Q(r) are independent, the probability of the third piece is:
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where Pi ∈ (0, Pfmax)
(4.13)
Functions G(θ) and Q(r) are given by Equations (4.10) and (4.12) re-
spectively, where θ and r are random variables as well. Their probability













, r ∈ (Redge, Rm]
(4.14)
Hence, the cumulative distribution functions (CDF) for G(θ) and Q(r) can
be expressed as:













where α is given by Equation (4.1), and p = PLfs/d
α
0 . Equation (4.13) can
be re-written as:








Equation (4.11) and (4.17) indicate the probability of the value of single
femtocell transmission power based on the location of the femtocell. It is
assumed that Pf is the mean of Pf , and σ
2
Pf
is the variance of Pf . When
more femtocells are deployed in the system, the average femtocell trans-
mission power tends to be a normal distribution, i.e. Pf,n ∼ N (Pf ,
σ2Pf
n ).
Figure 4.2 shows the theoretical and simulated CDF of average femtocell
transmit power distribution for multiple femtocells. In the simulation, 120
users and multiple femtocells are uniformly distributed within a coverage of
Rm = 152 m radius, where the macrocell BS is located in the centre of this
area. The deployment scenarios of users and femtocells are simulated 10,000
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Figure 4.2: CDF of transmission power of femtocell in W when femtocell’s
transmission power is controlled
times by using Monte Carlo method. By assuming Pfmax = 125 mW, in the
case of one femtocell deployment, the expected value of Pf is 67 mW, with
a variance of 0.0018. Compared with the Fixed-Power scheme, with femto-
cell transmission power set at Pfmax, the Power-Controlled scheme is able to
save power of around 50%. However, there may be a trade-off between the
power consumption and throughput. In the following sections, this power
consumption will be analysed along with the system performance, to achieve
an optimal solution for both power efficiency and throughput.
4.3 System Capacity and Single User Throughput: Single Macro-
cell
In this section, system capacity and single user throughput performance are
analysed in the single macrocell scenario, for a macrocell and femtocell user
respectively.
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4.3.1 Macrocell users’ performance
In a WCDMA system where macrocells and femtocells co-exist, when only
one macrocell is considered, a user’s received signal is affected by two inter-
ferers: first is self-interference from the macrocell base station (BS); another
is from femtocell access points (AP). Figure 4.3 shows the interference sce-









Figure 4.3: Interference scenarios for a macrocell user
In the downlink scenario, data for each user is transmitted with the same
power by the BS, i.e. Ptx = Pm/(Nmu,max/3), where Pm is the transmission
power of each macrocell antenna, and Nmu,max is the maximum number of
users that a macrocell can support as specified by the system design. As-
sume that each user has a target SINR level, SINRtar, hence, the maximum
number of users for all 3 sectors can be expressed as [113]:




However, due to the significant interference from the environment, normally
the maximum number can not be supported. Self-interference from the local
macrocell BS is:
Im1 =
Nmu/3 · Ptx[G(θ) +G(θ′) +G(θ′′)]
PLo(r0)
− Pm0 (4.19)
where G(θ′) and G(θ′′) denote the antenna gains from the other sectors.
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PLc(ri(rf , θf ))
rfdrfdθf (4.21)




















where h0, h1 and h2 ∼ CN(0, 1), are Rayleigh channel coefficients. σ2 de-
notes the background noise.
Combined with (4.19), the actual number of users that one macrocell
can support, based on single user evaluation, can be obtained by:
Nmu,i 6

3PtxG(θ)[|h0|2SFm/(SINRtar,m ·Rs) + |h1|2]










It can be seen from this inequality that, the macrocell capacity will be
affected by the deployment of femtocells, i.e. Im2, since more femtocells
results in more interference being introduced into the system.
Based on the accumulation of all users’ evaluation, the macrocell capacity









where Nmu,i is a function of θ and r0 according to (4.24).
The macrocell system capacity is obtained by the sum of data rates
for the actual maximum number of macrocell users after considering the
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where W is the chip rate, Rs is the information rate per symbol, and SFm
is the macrocell spreading factor.
Each user’s throughput performance can be obtained as follows:





|h1|2Im1 + |h2|2Im2 + σ2
) (4.27)
4.3.2 Femtocell users’ performance
Considering a femtocell user, the interference is from three sources: first
is self-interference, second is from the nearest macrocell BS, and the final






Figure 4.4: Interference scenarios for a femtocell user: Interferers are macro-
cell BS and intra femtocell AP
Figure 4.4 indicates the interference scenario for a femtocell user. It can
be seen that the interferers are local femtocell and the macrocell BS. If1















where θi is the angle between this femtocell user and the macrocell BS.









Figure 4.5: Interference scenarios for a femtocell user: Interferers are inter
femtocell APs
Figure 4.5 depicts the scenario of the interference from neighbouring










where the distance between ith interferer femtocell and the femtocell user,
ri, is a function of rfi, θf and θi,0.
A femtocell user’s received SINR should be guaranteed to be larger than
SINRtar,f , including all interference and background noise, thus:
SINRtar,f 6
|h0|2Pf0/[PLi(r0) ·Nfu]





where h0 and h1∼ Nakagami(m,Ω), and h2 and h3∼ CN (0, 1).
It is assumed that each femtocell can support a maximum of 4 users, i.e.
Nfu 6 4. For each femtocell, based on the different number of users, the
spreading factor can be obtained as:
SFf >

SINRtar,f ·Rs · PLi(r0) ·Nfu
·
|h1|2If1 + |h2|2If2 + |h3|2If3 + σ2
|h0|2Pf0
(4.32)
Therefore, each femtocell capacity and single femtocell user’s performance
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|h1|2If1 + |h2|2If2 + |h3|2If3 + σ2
) (4.34)
4.3.3 Simulation Results
Macrocell capacity with effects of femtocell deployment
The macrocell capacity is investigated in this section, with different femtocell
deployments. Figure 4.6 shows the ensemble average result of the total num-
ber of users per macrocell when femtocells are using the two transmission
power setting schemes. First of all, it can be observed that, when femto-

















































Figure 4.6: Macrocell capacity based on the different femtocell transmission
power setting schemes in a single macrocell scenario
cells have not been introduced into the system, a macrocell can support
approximately 110 users, although the designed number is 120 users. This
is due to the self-interference from the macrocell. Then, when femtocells
are adopted, the interference for a macrocell user is higher, since femto-
cells are allocated in the same channel as the macrocell. Comparing the
two femtocell transmission power setting schemes, Figure 4.6 shows that a
Power-Controlled scheme presents significantly less interference to a macro-
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cell user than the Fixed-Power scheme. It can be noted from Figure 4.6
that, when around 200 femtocells are deployed within a macrocell coverage,
by using the Fixed-Power scheme, the macrocell capacity is around 67 users,
whereas the Power-Controlled scheme enables approximately 80 users to be
supported by the macrocell.
Single user throughput analysis
Figure 4.7 indicates the single user throughput in macrocell and femtocell
respectively, by applying (4.27) and (4.34). It illustrates the comparisons
between two femtocell transmission power setting schemes, and the effects
of using multiple femtocells.










































Figure 4.7: Available throughput per user with multiple femtocells
The four solid lines give the results of the Power-Controlled scheme.
As the deployment of femtocells increases, more macrocell users can be of-
floaded to a femtocell, and the self-interference from the macrocell decreases.
Hence, the single macrocell user’s throughput is improved. Considering a
femtocell user’s performance, when more femtocells are deployed, although
the number of interferers increases, only nearby femtocells are major inter-
ferers. Additionally, as femtocells are installed in buildings, the intercell
femtocell interference experiences two walls of attenuation. Therefore, high
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femtocell deployment results in a limited effect on the femtocell users’ per-
formance. On the other hand, more femtocell deployment is able to provide
high throughput to more users.
The four dashed lines indicate the results of a Fixed-Power scheme. Com-
paring these two power setting schemes, based on the different usage of
femtocells, the following conclusions can be drawn: for low femtocell de-
ployment, the two schemes have a similar performance for a macrocell user.
However, a Fixed-Power scheme is able to provide a significantly better per-
formance for a femtocell user, since in this scheme, each femtocell transmits
at a relatively high power. On the other hand, for high femtocell deploy-
ments, a Fixed-Power scheme results in a better throughput performance
for a macrocell user. Figure 4.6 shows that, in this case the macrocell ca-
pacity decreases significantly. Therefore, the higher single macrocell user
throughput is at the cost of the whole macrocell capacity.
4.4 System Capacity and Single User Throughput: multiple macro-
cell
In this section, QoS performance, including system capacity and single user
throughput are investigated in the multiple macrocell scenario. The perfor-
mance for macrocell users and femtocells users are both considered.
4.4.1 Macrocell Users’ performance
For a macrocell user, the interference is from four sources in a multiple
macrocell scenario. One interferer is the local macrocell. The transmission
power to other macrocell users cause a significant interference to the studied
user. The second interferer is the neighbouring macrocells. It is assumed
that due to the long distance transmission, only adjacent macrocells are
considered as interferers. The following two interferers are the femtocells
located in the same macrocell and the femtocells located in the neighbouring
femtocells respectively.
Figure 4.8 shows the interference from macrocells to a macrocell user.
The interference from the local macrocell is given by Equation 4.19, i.e.
Ĩm1 = Im1. The interference from the neighbouring macrocells can be cal-















Nmu/3 · Ptx · [G(θ̃i) +G(θ̃′i) +G(θ̃′′i )]
PLo(ri)
(4.35)
where θ̃i is the angle to a neighbouring macrocell base station, and ri is
the corresponding distance from the macrocell user to this macrocell base
station. The value of i is from 1 to 6. This equation gives the aggregation














Figure 4.9: Interference scenarios for a macrocell user: Interferers are fem-
tocell APs
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Figure 4.9 shows the interference scenario for a macrocell user, where
the interference from femtocells. Ĩm3 and Ĩm4 represent the femtocell in-
terference that is located in the local macrocell area and the neighbouring
macrocells. Ĩm3 is considered in the single macrocell scenario, i.e. Ĩm3 = Im2.






















where P ′f is a function of r
′
f , which is the distance between the interferer fem-
tocell in the neighbouring macrocell to its local macrocell base station. rf,i
is the distance between the interferer femtocells to the investigated macro-
cell user. Finally, this equation aggregates the femtocells, interference in all
six adjacent macrocells.
As it has been mentioned, each macrocell user received signal SINR








where h0 and hk ∼ CN(0, 1), are Rayleigh channel coefficients. Combined
with Ĩm3 and Ĩm4 expressions, the actual system capacity of this macrocell,
based on single user evaluation, can be expressed as:
Nmu 6 3 ·
SFm·|h0|2Pm0
SINRtar,m·Rs + |h1|
2Pm0 − (|h3|2Ĩm3 + |h4|2Ĩm4 + σ2)








It can be seen that, the system capacity is affected by two factors. First is
the deployment of femtocells. When more femtocells are deployed, Ĩm3 and
Ĩm3 increase, which results in a smaller value of Nmu. The other factor is
the interference from the adjacent macrocells. If the investigated macrocell
shares the same frequency channel with its adjacent macrocells, it leads to
a lower system capacity.
In a multiple macrocell scenario, each macrocell user’s throughput can
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be obtained as follows:





k=1 |hk|2Ĩmk + σ2
) (4.39)
4.4.2 Femtocell Users’ performance
For a femtocell user’s performance consideration, it may be affected by the
following interferers: if more than one user is located in the same femtocell,
the transmission power from the local femtocell to the other user(s) causes
interference to the investigated femtocell user; the local macrocell and ad-
jacent macrocells are all introducing interference to a femtocell user; the
adjacent femtocells, whether located in the local macrocell, or neighbouring
macrocell, all cause interference to a femtocell user. Based on this analysis,












Figure 4.10: Interference scenarios for a femtocell user: Interferers are
macrocells
Figure 4.10 shows an interference scenario that the interferers are the
local femtocell, local macrocell and adjacent macrocells. Ĩf1 is the interfer-
ence from the local femtocell, when this femtocell is supporting more than
one active mobile users. It has Ĩf1 = If1. Ĩf2 represents the interference




Nmu/3 · Ptx · [G(θm,i) +G(θm,i)′ +G(θm,i)′′]
PLc(rm,i)
(4.40)
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where i indicates the index of the adjacent macrocells. r0 is the distance
to the local femtocell, and rm,i is the distance to the macrocells. G(θm,i)
is the angle to each macrocell, and G(θ′m,i) and G(θ
′′
m,i) denote the antenna
gains from the other two sectors. Ĩf2 aggregates the interference from all













Figure 4.11: Interference scenarios for a femtocell user: Interferers are fem-
tocell APs
A femtocell user also suffers as a result of the interference from neigh-
bouring femtocells. They could be intra femtocells, which are deployed in
the local macrocell, or could be inter femtocells, which are deployed in other
adjacent macrocells. Figure 4.11 shows a scenario with the interference to a
femtocell user from other femtocells. The analysis of interference from the
intra femtocells is given in a single macrocell scenario, therefore, Ĩf3 = If3.






















where the transmission power P ′fof the interferer femtocell is a function of
the distance between it’s nearest macrocell and itself, r′f . The distance
between the interferer femtocell and the victim femtocell user is rf,i, and i
represents the index of the adjacent macrocells.
Based on the above interference analysis for a femtocell user, its received
SINR should be larger than SINRtar,f . Therefore, the following inequality
should be satisfied:
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SINRtar,f 6
|h0|2Pf0/[PLi(r0) ·Nfu]∑4





where h0 ∼Nakagami(m,Ω), and hk ∼ CN (0, 1). In this equation, SFf is ad-
justable, to achieve an optimal femtocell capacity. Therefore, the constraint
for the possible value of SFf is:
SFf >
SINRtar,f ·Rs · (
∑4
k=1 |hk|2Ĩfk + σ2)
|h0|2Pf0/[PLi(r0) ·Nfu]
(4.43)
Therefore, each femtocell user’s throughput in a multiple macrocell sce-
nario can be expressed as:









Figure 4.12 shows an example of simulation realisation of a seven-macrocell
communication system with femtocells deployed. In each macrocell’s cover-
age, there are 120 active mobile users and 10 femtocells are deployed uni-
formly. Based on the femtocell switch-off mechanism, which is described in
the previous chapter, some femtocells are switched to IDLE mode. In the
figure, these IDLE femtocells are distinguished by green circles. The simu-
lation parameters are given by Table 4.1. The following simulation results
are based on these parameters and simulation scenario set-ups.
Macrocell capacity with effects of femtocell deployment
It can be noted from Equation (4.38) that the capacity of a WCDMA system
is limited by the interference from the adjacent macrocells and femtocells
in the same and in different cells. Figure 4.13 shows the comparisons of
a WCDMA macrocell capacity for a single macrocell scenario and multiple
macrocell scenario. Three major conclusions can be drawn from this figure.
First of all, when no femtocells are deployed, a multiple macrocell scenario
has a much lower capacity compared with a single macrocell scenario. It
is because the adjacent macrocells contribute significant interference if they
are allocated in the same channel with the local macrocell. Second, along
with the increasing use of femtocells, the capacity decline rate for a multiple
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Figure 4.12: A simulation realisation of a seven-macrocell system with fem-
tocells deployment
macrocell case is slower compared with a single macrocell analysis. This
is due to the major interference from the macrocells, both the local and
adjacent, and the affects from femtocells are weakened. Finally, the Power-
Controlled scheme results in a better capacity performance for the system
compared with the Fixed-Power scheme, which has the same conclusion as
Figure 4.6.
These comparisons provide the basic idea of the range of the systems’
capacity performance when the adjacent macrocells are allocated in the same
channel, or in different channels. If the adjacent macrocells are allocated
in different frequency channels, it results in the performance indicated by
the single macrocell analysis, which can be considered as the upper bound.
On the other hand, if all macrocells are allocated in the same channel, the
system capacity is provided by the multiple macrocell analysis which can be
considered as the lower bound. When certain resource allocation algorithms
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Figure 4.13: Macrocell capacity comparison based on the different femtocell
transmission power setting schemes
are applied, the results may fall in the range of previous two analysis.
In the following section, each interference level from the different inter-
ferers for a macrocell user and a femtocell user is investigated in order to
obtain a comprehensive understanding of the composition of the interference
and understand the major interferer to a certain mobile user.
Detailed interference analysis for a single user
Figure 4.14 shows the detailed analysis of interference for a macrocell user,
and each interference level is expressed in unit dBm. PC and FP repre-
sent Power-Controlled scheme and Fixed-Power scheme in the figure. Im1
is the interference from its local macrocell, which is the transmission signal
to other mobile users. Im2 is the interference from all the adjacent macro-
cells. It can be seen that, Im1 contributes the major interference, and both
Im1 and Im2 are slightly affected by the utilisation of femtocells. Im3 and
Im4 represent the interference from the intra femtocells and inter femto-
cells respectively. The femtocells located in the local macrocell introduce
a higher interference compared with the femtocells in the adjacent macro-
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Figure 4.14: Detailed interference analysis for a macrocell user
cells, due to the long transmission distance. With the increase of femtocell
deployment, both interference factors increase. It should be noted that,
when femtocell deployment is greater than 100 per macrocell with Fixed-
Power scheme (or 140 per macrocell with Power-Controlled scheme), the
intra femtocells’ interference is more significant than the adjacent macrocell
interference. Therefore, when femtocells are ubiquitously deployed, the in-
tra femtocells will become one of the major interferers to a macrocell user.
At the same time, it also shows that a Fixed-Power scheme results in more
interference when compared with the Power-Controlled scheme.
Figure 4.15 gives the interference analysis for a femtocell user. In the
majority of simulation realisations, each femtocell is able to cover one active
mobile user. In real life, users tend to operate in bursts, and they may not
be transmitting at the same time. Therefore, the interference caused by its
serving femtocell, which is transmitting signals to other mobile users at the
same time, can be neglected. Therefore, the investigated interference for a
femtocell user are: If2, the interference from the local and adjacent macro-
cells; If3, the interference from the intra femtocells; and If4, the interference
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Figure 4.15: Detailed interference analysis for a femtocell user
caused by the inter femtocells. It can be noted that, If2 contributes the ma-
jor interference to a femtocell user, and it is slightly affected by the utilisation
of femtocells. Increased femtocell deployment results in a lower user capac-
ity for the macrocell. Therefore, lower transmission power is required for
a macrocell to serve fewer users and lower interference for a femtocell user.
If3 and If4 all increase due to more femtocells in the system. It is easy to
understand that the intra femtocells cause more interference compared with
the inter femtocells, due to the short transmission distance. Additionally,
one of the reasons that macrocells cause more interference to a femtocell
user than the adjacent femtocells, is that all femtocells are assumed to be
installed in homes, and the interference from a femtocell to another expe-
riences two walls of attenuation. The interference from a macrocell to a
femtocell user only experiences one wall of attenuation. Finally, the com-
parison between two femtocell transmission power setting schemes shows
that a Power-Controlled scheme results in a slightly lower interference when
compared with the Fixed-Power scheme to a femtocell user.
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Single user throughput analysis











































Figure 4.16: Available throughput per user in multiple macrocell scenario
Based on the previous detailed interference analysis to a single user,
this section gives the single user throughput performance, by using Equa-
tions (4.39) and (4.44). The results are given in Figure 4.16.
It can be noted that, macrocell users have significantly lower through-
put compared with femtocell users, since the interference from macrocells
is dominant for all users, and it has more influence to a macrocell user.
Considering a macrocell user, different femtocell transmission power setting
schemes do not result in a significant difference to its throughput perfor-
mance. When more femtocells are deployed, a macrocell can only support
fewer mobile users at the same time. Therefore, there is less resource compe-
tition for a macrocell user, and it is more likely to have a higher throughput,
as can be seen from the results.
As has been previously mentioned, femtocell users experience a sig-
nificantly higher throughput compared with macrocell users in a multiple
macrocell scenario. It presents approximately a 3 times improvement in
throughput. If more femtocells are used, the available throughput for a
femtocell user tends to be better. It can be explained by aid of Figure 4.15.
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More femtocell utilisation results in a lower If2 contribution, which is the
major interference to a femtocell user. Additionally, when the density of
femtocell deployment is low, the Fixed-Power scheme is able to provide a
relatively better performance. However, if the femtocell usage increases,
the femtocells with the Fixed-Power scheme introduce significant interfer-
ence to the neighbouring femtocells, and a femtocell user will have a reduced
throughput performance when compared with the Power-Controlled scheme.
4.5 Summary
This chapter focuses on the mathematical analysis of the trade-off between
the system power consumption and QoS, with different femtocell deploy-
ments. In this work, the downlink of a WCDMA system is considered,
where femtocells are allocated in the same spectrum as a macrocell. Both
single macrocell scenario and multiple macrocell scenario are investigated.
A comprehensive investigation of two femtocell transmission power setting
schemes is applied, which are a Power-Controlled and a Fixed-Power scheme.
The results show that, by using the Power-Controlled scheme for defin-
ing femtocell transmission power, it is possible to save around 50% power
compared with a Fixed-Power scheme. It is shown that femtocell usage de-
creases the macrocell capacity significantly in the co-channel configuration,
to the extent that, in a high femtocell deployment scenario, the macrocell
capacity drops significantly. On the other hand, when femtocells are sparsely
deployed, the Fixed-Power scheme can improve the throughput for femtocell
users, without introducing a significant interference to the macrocell. Thus,
below a certain density of femtocell deployments, femtocells should trans-
mit with full power. However, above this threshold, the Power-Controlled
scheme should be adopted.
5
Combined WLAN and Cellular
Network Architecture
Femtocells save power by offloading long distance communication traffic from
the macrocell, avoiding the construction of new base stations due to the
expanding demand, as shown by previous chapters. However, they still give
rise to extra power consumption from hardware investment, which is also
known as the embodied energy [99].
At the same time, due to the increase of smartphone penetration, more
mobile users are able to access the Internet via a WLAN, by employing an
802.11 air interface. The utilisation of WLANs has grown dramatically, with
statistics showing that there are nearly 13,000 and 37,000 hotspots in the
UK and US respectively [29, 30]. Because WLANs are ubiquitously deployed
in residences and public area, there is no extra embodied energy input to
be considered, which is an advantage compared to femtocell deployment. In
addition, WLANs occupy the unlicensed spectrum, which leads to a much
broader bandwidth than the cellular network. For these reasons, the WLAN
is another potential network for reducing power consumption and also pro-
vides a better bandwidth. Therefore, it should be considered as a means of
offloading traffic from the macrocell.
In this chapter, a cooperative heterogeneous network combining femto-
cells and WLANs is studied. It includes investigation of the power efficiency
and user QoS experience, in different configuration scenarios. In particular,
the embodied energy of equipment is considered, which leads to a compre-
hensive power analysis. The effects of data traffic volume and smartphone
usage are also studied. To assess the QoS of users, the available bandwidth
per user is analysed.
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Fig. 5.1: Overview of data traffic flow in heterogeneous network architectures
Due to the significant increase of data traffic over an IP network, the
different network architectures are able to cooperate with each other, and
are likely to achieve both an energy efficiency and a high QoS communication
solution [114]. The possible network architectures, that are able to cooperate
with each other, are shown in Figure 5.1. It can be seen that, the four
network architectures are UMTS macrocell, LTE macrocell, Femtocell and
WLAN. They deliver IP packets through different servers and units. For
instance, the uplink IP packet, delivered from a mobile user in a UMTS
network, will firstly send to the nearest UMTS base station (Node B), then
it will be delivered via Radio Network Controller (RNC), Serving GPRS
support node (SGSN) and Gateway GPRS support node (GGSN). Within
these units, the data traffic is processed, re-directed and forwarded to the
Internet, or other networks. In an LTE network, a base station controller
is not required, and instead the LTE base station (eNode B) connects to
a Serving Gateway (S-GW) directly. It can route and forward the data
packets and is able to reduce the latency and improve the mobility. Then
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the data traffic is handled by a PDN Gateway (P-GW). It provides the
connectivity for a mobile user to the external network, including the Internet.
A mobile user may have simultaneous connectivity with more than one P-
GW for accessing multiple PDNs (Packet Data Network). For a femtocell,
or a WLAN access, the data packets are delivered in a simpler fashion. If
the service from a femtocell, or a WLAN is available, a smartphone user
can transmit the data to a femtocell or WLAN access point, then they
connect with a Local Gateway (L-GW) or a router, or a third layer switch
respectively. These network units are able to forward the data to other
networks or to the Internet. Based on these possible data packet routings,
the data offloading specifications are discussed in 3GPP standards, which
are described in the following section.
5.1.1 Data offloading specifications in 3GPP
The 3rd Generation Partnership Project (3GPP) has been working on the
data offloading specifications since Release 8, and it has been well developed
after Release 10 [115, 116]. There are three concepts proposed for defining
the different data offloading scenarios. They are Local IP Access (LIPA),
Selected IP Traffic Offload (SIPTO) and IP Flow Mobility (IFOM). LIPA
and SIPTO methods are specified by the data offloading scenarios occur-
ring within 3GPP accesses, such as GPRS, UMTS, EDGE, HSPA, LTE and
LTE Advanced. IFOM is focusing on the data offloading between 3GPP ac-
cesses and non-3GPP accesses, including trusted accesses, e.g. CDMA 2000,
and untrusted accesses, e.g. WLAN. These three IP based data offloading
methods are described as follows:
LIPA
The detailed specifications of LIPA is defined in [64, 65], which give the
technical requirements and typical communication scenarios and configu-
rations. LIPA describes the connectivities within a local cellular network,
i.e. femtocell. A mobile user in a femtocell is able to access all the other
resources within this local network, such as laptops, tablets, printers and
video conferencing units, without the data packets detouring via the macro-
cell cellular network. It also allows the mobile user to access the external
network through an L-GW. Its function is similar to a Local Area Network
(LAN), but with a cellular air interface. For example, the interface between
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femtocell (HeNB) and S-GW in LTE is S1-U, and the interface between
femtocell L-GW and the S-GW is S5.
SIPTO
SIPTO overcomes the limitation that LIPA can only be used within one
femtocell, or femtocells (in an enterprise scenario). It provides the ability to
offload the data packets between femtocells and macrocells based on topo-
logical or geographical location of users [65, 117]. It’s able to reduce the
load on the system, and save the transmission power at the macrocell base
station. The data offload between macrocells and femtocells is transparent
to mobile users, with minimal impacts on the user’s experience. On the
other hand, it doesn’t ease the congestion in the cellular core network, and
it is constrained by the limited spectral resource of each operator.
IFOM
IFOM provides a method that enables the data offloading between typical
cellular networks and WLAN [61]. It is possible for a mobile user to have
multiple PDN connections simultaneously with a 3GPP network and WLAN
by using IFOM. The user has the ability to add, or delete, any PDN con-
nection over either of the accesses [62]. Due to the complexity of the data
offloading between cellular network and WLAN, such as the data packet
formatting, handover decision making and network selection, Dual Stack
Mobile IPv6 (DSMIPv6) protocol and Access Network Discovery and Selec-
tion Function (ANDSF) are proposed for the aids of technical specifications
and configurations for this scenario.
5.1.2 Data Offload Priority Analysis
In reality, the operators have control over selecting the data offload net-
work and offload method. In this work, one data offload priority setting is
proposed, in order to balance the system energy efficiency and user QoS.
Considering that most IP based data applications do not require real
time communication, a WLAN becomes a viable option for offloading this
mobile traffic. However, because of the need to maintain QoS, it may not
be possible to also offload voice traffic onto WLAN systems. Hence, with
the consideration of the technical specifications described previously, the
possible four scenarios of the cooperation of macrocell, femtocell and WLAN
can be observed in Figure 5.2 and are discussed in the following sections.
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Fig. 5.2: A snapshot of the cooperative architecture of femtocells and
WLANs
No local network coverage
In the first scenario, if one user is not covered by any local network, this user
will receive service form the nearest macrocell. This user may experience
a low QoS, or high power consumption, due to the long distance transmis-
sion. When a smartphone requires a data service from the macrocell, the
QoS cannot be guaranteed, since a lot of users are competing for the same
resource.
Only femtocell coverage
When one user is covered by a femtocell, the traffic can be offloaded from
the macrocell for both the voice and the data service by using LIPA/SIPTO
method. This results in a significant reduction in power and also provides
a relatively higher QoS when compared with the macrocell [99]. However,
note that the capacity of the femtocell may be affected by the limited spec-
trum and interference from the macrocell and the neighbouring femtocells.
Additionally, when the number of users in a femtocell exceeds the capacity
that one femtocell can support, the traffic from the extra users cannot be
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offloaded from the macrocell to the femtocell.
Only WLAN coverage
In this scenario, the ability to offload traffic depends on two factors: first, the
user is using a smartphone to get service from a WLAN, because it requires
an 802.11 air interface to connect with a WLAN; second, due to the need to
maintain QoS, only data services can be offloaded to a WLAN. In these cases,
the IFOM mechanism is implemented, enabling the traffic to be offloaded
from a cellular network to a WLAN. It can be seen from Figure 5.2, that the
traffic from a simple phone, and the voice services from a smartphone, are
all retained with the macrocell. Because of the constraints for offloading,
only a limited number of users can experience the benefit from it. However,
with the move to higher rate WLAN support by network operators, the
WLAN is more able to provide a better QoS compared with the femtocell,
and increases the system capacity.
Both femtocell and WLAN coverage
When a femtocell and a WLAN all cover the same area, which is highly
likely, if the femtocell and the WLAN are both home-installed, the scenario
is complex. The service from a simple phone user, or the voice service of a
smartphone, will be switched to the local femtocell by using LIPA/SIPTO
configuration. The data service will be switched to the WLAN in the first
instance, with the aid of IFOM.
5.2 Status of Communication System and Problem Overview
5.2.1 Status
In order to evaluate the heterogeneous network performance, a baseline sys-
tem should be set. A report from Ofcom [118] indicates some key figures of
the current communication system, which help to set a reasonable baseline
system.
It shows that, a quarter of mobile customers claim that they own a
smartphone in Q1 2010, whilst this figure was lower than 15% one year
previously. The increase is significant; the smartphone usage of adults in
the UK around 40% in Q1 2012. This report suggests that 66% of UK homes
used wireless routers in Q1 2010. Considering the home broadband speed,
although the advertised value can achieve 24 Mbps, 50 Mbps or even greater,
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the average actual speed is 5.2 Mbps (May 2010). This value was 4.1 Mbps
the year before. In this report, it is indicated that 56% of smartphone users
claimed to use data services frequently, and only 22% said that they did not
use them at all. Table 5.1 lists all related data.
Table 5.1: Ofcom Data [118]
Description Value Reported Time
Smartphone Usage 15% Q1, 2009
Smartphone Usage 25% Q1, 2010
WLAN Deployment Rate 66% Q1, 2010
Average Home Broadband Speed 4.1 Mbps April, 2009







Based on the current communication system status, the baseline param-
eters are selected for the simulations: smartphone usage is 25%, average
home broadband speed is 5 Mbps, and WLAN deployment rate is 70%.
5.2.2 Problems
It has been previously shown that femtocell adoption is able to decrease the
system power consumption significantly by offloading the mobile traffic from
the macrocell. However, along with the increase of the femtocell usage, the
embodied energy of the femtocells becomes significant, and may offset the
benefits. On the other hand, since WLANs are already commonly installed
in homes and in public areas, no further embodied energy investment is
required. Thus WLANs may be considered as an alternative low power
consumption traffic-offloading network.
From the QoS point of view, a femtocell is able to provide a similar
bandwidth for relatively fewer customers compared to a macrocell, resulting
in a better QoS provision. However, due to the limited spectrum of cellular
networks, the available bandwidth for the femtocell is restricted. There is
less of a constraint for WLANs. They use unlicensed spectrum, there is much
more room for the WLAN to offer a broader bandwidth. Additionally, since
only the data service is offloaded to the WLAN, fewer users are competing
for the resource, which means each user is able to achieve a better data
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rate. Finally, the WLAN uses cable or ADSL as a backhaul, which is low
cost. On the contrary, there are a number of options for backhaul for a
femtocell, which may result in a high power consumption from a wireless
backhaul or an comparable requirement where the backhaul is achieved over
cable or ADSL. These reasons mean that WLANs have the potential to be
a significant component in next generation communications.
The study conducted in this chapter is tackling three scenarios that
need to be considered in order to understand the femtocell and the WLAN
cooperation benefits, for both power efficiency and QoS:
1. The baseline system is discussed first, which shows where we stand in
the current communication system, and sets a comparison target for
the following scenarios.
2. Over the long term prediction, an increase in the volume of data service
is expected. In this scenario, the cooperative network will be examined
based on different volumes of data usage.
3. It has been already noted that the increase of smartphone usage is
explosive. Given this trend, smartphones will eventually replace the
simple phone in the future. Therefore in the final scenario, smartphone
usage is discussed. Finally, some conclusions are drawn, combining the
data volume and smartphone usage analysis.
5.3 Simulation Setup
In this section, the considered simulation model and parameters are dis-
cussed respectively.
5.3.1 Simulation Model
The same large scale scenario as Chapter 3 is considered. The scenario area
is 10 km×10 km, with a population of 200,000 of which 95% are mobile
users. There are 65,000 homes located in this area. It is assumed that each
customer is considered as an active user for about one hour per 12 hours of
day time, including internet usage and SMS messaging. It should be noted
that, in the previous assumption the cell phone usage is limited to half
an hour of the day, which only accounts for voice service. In this chapter
the average usage time is increased to one hour to account for both voice
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and data traffic. During the day time, these active users’ positions follow a
normal distribution, and the peak point can be considered as the city centre.
The distribution of homes has multiple peaks, with each concentration being
normally distributed. The femtocell access point distribution corresponds
to residence distribution, since the femtocells are currently being targeted at
residential users. As WLANs are ubiquitously installed in both homes and
public areas, it is assumed that the distribution of WLAN is a combination
of active users and homes.
The resolution of this area is 100 m×100 m, it means that this area is
divided into 10,000 units. It is assumed that the radius of the femtocell and
WLAN are Rf and Rw respectively. In this chapter it is assumed that a
femtocell and a WLAN coverage is a round area with 10 m radius. The
number of femtocells and WLANs in a unit is Nf and Nw respectively.
Therefore, the probabilities of one user being covered by a femtocell or a
WLAN are given by the following equations, assuming there is no overlap
between internal networks:












If in one unit there are Nu active users, the number of users who are likely
served by a femtocell or a WLAN are given as Nu · ηf and Nu · ηw.
In order to calculate the sum of users serviced by a local network, the
following constrains are applied. For femtocells, the number of users should
be within the capacity of femtocell; any additional users are not considered
as femtocell users. For WLANs, users that are located in a WLAN coverage
and using a smartphone for a data service, are considered as a WLAN user.
By applying the above rules for each user, the overall numbers of femtocell








Nui · ηwi (5.4)
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The corresponding required numbers of femtocells and WLANs can be cac-
ulated as well (nfemto and nwlan). The number of outdoor active users can
be calculated from Equations. 5.3 and 5.4.
nactive user = nuser − (nf + nw) (5.5)
Hence, the required number of base stations can be derived as:
nBS = nactive user/ρBS (5.6)
where ρBS is the capacity of a macrocell.
Based on all the analysis of the above, the system power consumption




ni · PCapi + ni · POpi
nuser
(5.7)
where i selects between the BS, MT, Femtocell and WLAN. It consists of
Embodied Power (PCap) and Operational Power (POp). The parameters
values are listed in Table. 5.3. The mobile terminal’s operational energy is
given by the equation 3.5.
It is assumed that each user asks for the same QoS requirement, thus,
the available bandwidth is based on the total bandwidth and the number of
users of sharing the same resource.
5.3.2 Other Parameters
Based on the discussion of above, the related parameters are concluded and
listed in Table. 5.2 and Table. 5.3. It should be noted that the embodied
energy of a WLAN is neglected in this work. Since WLANs are already
ubiquitously installed in the UK, it requires no further hardware investment.
5.4 Baseline System
In the following sections, the cooperative network of femtocells and WLANs
is investigated. To begin with, the baseline system will be studied, with
the different deployment patterns of femtocells and WLANs. In order to
investigate the effects of the data service on the power efficiency and QoS,
different volumes of data traffic compared to total traffic are employed in
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Table 5.2: Reference Simulation Parameters
Parameter Value
Scenario 10 km× 10 km
Population 200,000
Number of Homes 65,000
Proportion of Mobile Phone Users 95%
Average Usage of Cell Phone 1 hour/day (incl. data service)
User Demand Distribution normal distribution
Home Density Distribution combination of normal distributions
BS Bandwidth 5 MHz [119]
Femtocell Bandwidth 5 MHz
WLAN Bandwidth 5.2 MHz
Femtocell radius 10 m
WLAN radius 10 m
Table 5.3: Cross Reference Table of Embodied Energy and Operational








RBS ∼1000W (PCap BS ) ∼1500 W (POp BS )
Femtocell AP 1W (PCap Femto) 6 W(POp Femto)
WLAN AP — 5.6 W(POp WLAN )
Simple Phone 2.6 W (PCap MT ) —
SmartPhone 5.2 W (PCap MT ) —
section 5.5 for analysis. Smartphone usage also is discussed, since it is likely
to be widely used in the future, and also has a significant impact on the power
consumption and QoS. Finally, some conclusions are drawn, combining the
analysis of the effects of data volume and smartphone usage. In the baseline
system it is assumed there is no data service requirement. This is because
information of the actual proportion of data traffic as a fraction of the total
traffic is not available, and it is also depends on the different operators and
market strategies. The effect of different levels of data service volume will
explored in the next section.
Figure 5.3 shows the result of the system power consumption, with dif-
ferent femtocell and WLAN deployment rates respectively. It can be seen
that femtocell adoption can result in a significant power saving for the sys-
tem. At the same time, the adoption of WLAN does not affect the power






















































Fig. 5.3: Average power consumption per user with different deployments
of femtocells and WLANs: smartphone usage 25%, data traffic 0%
consumption. This is because there is no data service, thus the WLAN does
not provide service for mobiles. Moreover, since the WLAN is ubiquitously
deployed, there is no hardware investment needed. For the above reasons,
the curve is invariant to the increase of WLAN deployment.
Figure 5.4 shows the contribution of each piece of equipment to the over-
all total power consumption. The main power saving is from the macrocell
base stations, since part of the traffic is offloaded to the local network. The
rise of data demand is eased by the local network, it can avoid new macro-
cell construction, and embodied energy is saved significantly. The mobile
phone’s embodied energy is the major contribution, which consists of 25%
smartphones and 75% simple phones. Although along with the increase
of femtocell usage, more power consumption from femtocells is added into
the system, the mainstream trend of the whole system power consumption
declines.
It is noted that the result of Figure 5.4 is significantly different from






















































Fig. 5.4: Power consumption of each network component per user when
different fractions of users operate femtocells
Figure 3.10, because of three different assumptions between chapter 3 and
chapter 5. They are described as follows, the effects of each factor to the
system power consumption is illustrated in Figure 5.5. First, the mobile
usage increases from half hour per 12 hours of day time in chapter 3 to one
hour in chapter 5. In chapter 3, only voice service is considered. However, in
chapter 5, both data and voice are included. Two circles indicate the effects
of different phone usage patterns. It shows that longer usage contributes
higher power consumption when femtocells are not deployed. It also show
that, the increasing the deployment of femtocells monotonically decreases
the system power consumption. Second, single femtocell coverage is adjusted
from 100 m × 100 m in chapter 3 to a round area of 10 m radius in chapter 5.
It shows the smaller size results in more power consumption, since less users
are able to be covered by a femtocell. Finally, in chapter 5, smartphone
analysis is introduced. For the baseline system, the smartphone usage is
25%. Due to high power consumption of a smartphone, the system power
consumption increases. The red curve shows the result from chapter 5, which
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phone usage one hour
phone usage half hour
phone usage one hour
 small femtocell coverage
 25% smartphone usage
small femtocell coverage
large femtocell coverage
Fig. 5.5: Comparison of simulation results based on different assumptions
considers the smartphone usage, uses the improved model, and has a longer
phone usage time. The comparison results between Figure 3.10 (chapter
3) and Figure 5.4 (chapter 5) also shows that, if the coverage of femtocells
increases, it is possible to achieve a power efficiency saving by deploying
fewer femtocells.
The Energy Reduction Gain is calculated in Figure 5.6, as a function of
different femtocell usage. The equation is give by Equation (3.6) in Chap-
ter 3. The overall operational ERG can be as high as 60%. The traf-
fic offloading scheme results in more short-distance local communications,
therefore, the operational power saving is from a reduction in operational
energy at the macrocell base station and in mobile phones. However, the
embodied ERG can only achieve a reduction of 12%. The resulting system
ERG can achieve gains of almost 40%.
To determine the QoS benefits, the available bandwidth is evaluated.
The results can be seen in Figure 5.7. More femtocell deployments result
in a significant bandwidth growth. When the femtocell is 100% utilised,
the maximum bandwidth is 1.6 MHz per user on average. On the contrary,
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overall system power reduction
Fig. 5.6: Energy Reduction Gain(ERG) of system power consumption, when
different fractions of customers are operating femtocells
before the femtocell is adopted, the average bandwidth is only 80 kHz per
user.
This figure also distinguish the performance of the macrocell users and
the femtocell users. In this research, it is assumed that each macrocell serves
a finite number of users, therefore, the macrocell users are provided a con-
stant available bandwidth. It shows that, the femtocell users’ performance
increases significantly along with the increase of femtocell usage. Hence, the
average QoS for each user is improved as well. When the femtocell is 100%
utilised, the maximum bandwidth of femtocell users can achieve to 2.4 MHz
per user on average, which is 30 times of the macrocell user’s bandwidth.
5.5 Data Service Volume Analysis
In this section, the data service usage is increased compared with the baseline
system, and different proportions are evaluated for comparison.
Figure 5.8 shows the results of system power consumption, with the co-
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all users average perfomance
Figure 5.7: Average system available bandwidth when different fractions of
customers are operating femtocells
operation of femtocells and WLANs. It can be seen that, the growth of the
data service requirement gives prominence to the benefit of WLAN utilisa-
tion. A bigger proportion of data service results in a more obvious power
saving from WLAN deployment. It can be seen from the simulation results
that, when the data traffic increases to 50%, WLAN adoption can achieve
an extra 7% power saving compared to the pure femtocell deployment sce-
nario. Similarly, when the data traffic is 100%, the extra power saving from
WLAN use is 11%.
Figure 5.9 gives a detailed analysis of power consumption based on dif-
ferent data service requirements. Generally, the growth of data traffic can
reduce the power consumption in each scenario. When more femtocells are
deployed, less power is consumed from a system’s point of view. In addition,
when more WLANs are used, the system power decreases, although it is not
a significant drop.
Figure 5.10 describes the ERG for different femtocell deployment rates,
along with the increase of data traffic. In this result, the WLAN uptake is
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Baseline system (No data service)
Data service requirment increase to 50% 
Data service requirment increase to 100% 
Fig. 5.8: Average power consumption per user for 0%, 50% and 100%
data traffic scenarios, with different deployments of femtocells and WLANs:
smartphone usage 25%
at a level of 70% of households. It indicates that the deployment of fewer
femtocells is able to achieve a higher ERG. This is because a lot of mobile
users still receive service from the macrocell. When the data traffic increases,
more smartphone users can switch their service from the macrocell to the
WLAN, which results in a significant power saving. On the contrary, when
the femtocell is ubiquitously used, and the data traffic increases, the users
just switch the service from the femtocell to the WLAN. Therefore, the
power saving is limited.
Figure 5.11 shows results of system power consumption and available
bandwidth, with the cooperation of femtocells and WLANs. From Table 5.1,
we know that by Q1 2010 the utilisation rate of WLAN was around 70% in
the UK. And the usage of WLAN is still increasing. This is consistent with
usage in other countries. Therefore, the cases of 70% and 100% of WLAN
adoption are investigated respectively, based on different data traffic volume.
Compared to the baseline system, the offloaded data traffic increases
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Fig. 5.9: Average power consumption per user, with different proportions of
data traffic.
to 50% with 25% smartphone usage, and the average power consumption
decreases from 7.1 W to 6.6 W, without femtocell deployment. It results
in a 7% energy reduction gain (ERG). If the femtocell is fully installed in
this area, the ERG is 4%. This is because in this scenario some of active
users are switched from femtocells to WLANs. Since femtocells and WLANs
are all low power consuming substitute networks, the benefit from WLANs
offloading in a femtocell deployed system is not significant compared to the
traditional communication system. Hence, the ERG is reduced. When the
data service reaches 100%, the ERG resulting from WLAN offloading is
between 6% and 11%. Also, lower femtocell deployment rates contribute a
higher ERG, with the aid of WLAN traffic offloading.
Meanwhile, the available bandwidth increases dramatically when the
data traffic increases compared to the baseline system. It can be observed
that if the femtocell is not adopted yet, but the data traffic increases to
50%, the ubiquitously adopted WLAN can increase the available bandwidth
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Femtocell deployment rate 20 %
Femtocell deployment rate 50%
Femtocell deployment rate 80%
Fig. 5.10: Energy Reduction Gain (ERG) of different deployment rates of
femtocells, with different proportions of data traffic.
from 80 kHz to around 600 kHz per user. Again, when the data traffic is
100% of all traffic, more mobile users are able to be switched to the local
WLAN, and the bandwidth increases to 800 kHz. Even in the scenario that
the femtocells are ubiquitously installed, the WLAN is still able to increase
the bandwidth by 12% and 20%, for 50% and 100% data traffic scenarios
respectively. The cooperation of two local networks is able to increase the
bandwidth to over 1 MHz.
Furthermore, if the proportion of WLAN usage increases beyond 70%,
the system power continues reducing, while the user bandwidth improves at
the same time, albeit the improvements are not significant.
5.6 Smartphone Usage Analysis
Figure 5.12 indicates the power consumption results with different smart-
phone usage, when the data service occupies a large proportion of all traffic.
When smartphone ownership increases from 25% to 50%, or even 100% over
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Data traffic 50%, with 70% 
and 100 % WLAN deployment
Data traffic 100%, with 70% 
and 100 % WLAN deployment
Figure 5.11: System power consumption and available bandwidth per user,
with the cooperation of femtocells and WLANs deployment. The data traffic
proportion, which can be offloaded, are 0%, 50% and 100% respectively.
a long term period, the power consumption per user grows, which is ex-
pected, since a smartphone requires at least double the embodied energy
consumption compared to a simple phone.
On the other hand, if the proportion of the data traffic increases to a
relatively high value, around 100%, a higher proportion of smartphone users
enables more mobile users to get service from the WLAN, and contributes
to a significant power saving. As can be seen from Figure 5.12, it is pointed
out when the femtocell and WLAN are both ubiquitously adopted, in a high
data traffic scenario, high smartphone usage has a lower power consumption
compared to a low smartphone usage scenario.
The following results describe the influence of the femtocell deployment,
the WLAN deployment and the variable data traffic on the power consump-
tion, in the different smartphone usage scenarios.
In the first scenario, it is assumed that the WLAN uptake is 70%, and
that data traffic forms 50% of all traffic. The result is presented in Fig-
ure 5.13. All curves show the same trend that, along with the increase of

























































 has better performance 
Smartphone usage 
increase from 25% to 100%, 
with 100% data service
Fig. 5.12: Average power consumption per user for 25%, 50% and 100%
smartphone usage scenarios, with different deployments of femtocells and
WLANs: data traffic 100%
smartphone usage, the power consumption grows dramatically, due to the
significant hardware investment of smartphones. It is clear that increasing
the proportion of femtocells results in a higher power saving. However the
reduction is moderated by the femtocell’s embodied energy contribution.
Figure 5.14 describes the effects of WLAN deployment on the power con-
sumption based on different smartphone usage. The femtocell deployment
rate and the data service proportion are set at 50%. Since the WLAN is
installed in 70% of homes in the UK in Q1 2010, the starting curve shows the
result based on the current status, with the increasing adoption of smart-
phones. Similarly to Figure 5.13, more smartphones result in higher power
consumption. Although the WLAN is already commonly used, if this usage
continues to increase, it only results in a limited power saving.
Figure 5.15 examines the influence of the variable data service on the
power consumption, with different smartphone usage. In this part, the
WLAN and femtocell have a fixed deployment rate of 70% and 50% re-
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Femtocell deployment rate 20%
Femtocell deployment rate 50%
Femtocell deployment rate 80%
WLAN deployment rate: 70%
data service proportion: 50%
Fig. 5.13: Average power consumption for the different deployment rates of
femtocells, in the various smartphone usage scenarios
spectively. It shows that more data traffic leads to more power saving. This
is because as more users are using data service, then more users are able to
switch their service to a WLAN.
Figure 5.16 indicates the power consumption and bandwidth results with
different smartphone usage, when the WLAN installation rate is 70%. Gen-
erally, when smartphone ownership increases from 25% to 50%, or even
100%, and the data forms 50% of all traffic, the power consumption per
user grows, which is expected, since a smartphone requires at least double
the embodied energy consumption compared to a simple phone. On the
other hand, the bandwidth benefits from the increase of smartphone usage
can be observed. It can be seen that, as more smartphones are used, the
higher the bandwidth that can be achieved per user for all different deploy-
ment scenarios of femtocells. This is due to the ability to offload more mobile
users on to the WLAN, where there is less competition for the resource, and
a relatively high bandwidth compared to the macrocell and the femtocell.
It should also be noted that, when smartphone usage is 100%, with a lower
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WLAN deployment rate 70%
WLAN deployment rate 100%
femtocell deployment rate: 50%
data service proportion: 50% 
Figure 5.14: Average power consumption for the different deployment rates
of WLANs, in the various smartphone usage scenarios
femtocell deployment rate, the cooperative network is still able to provide a
high bandwidth for users, compared to the 80 kHz bandwidth for macrocell
users.
On the other hand, if the proportion of data traffic increases to a rel-
atively high value, a higher proportion of smartphone users enables more
mobile users to get service from the WLAN, and contributes to a signifi-
cant power saving. In Figure 5.16, the curve representing 25% smartphone
usage and 50% data traffic and the curve with 50% smartphone usage and
100% data traffic, show that although higher smartphone usage contributes
significant embodied energy, the power saving from WLAN traffic offload-
ing is even greater. In this case, it is less desirable to encourage femtocell
deployment, since the extra embodied energy of femtocell access point is
significant.
Based on the above analysis, the following conclusions can be drawn:
From the baseline analysis, the femtocell can offload traffic from the
macrocell, and contribute a significant power saving, and also increases the
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Femtocell deployment rate: 50%
WLAN deployment rate: 70%
Figure 5.15: Average power consumption for the different proportion of data
traffic, in the various smartphone usage scenarios
available bandwidth for users. In this scenario, the WLANs do not provide
any service to mobile users.
If the proportion of data traffic is increased, based on the current 25%
smartphone customers, the benefit of the WLAN starts to show. The more
data traffic within the overall traffic, the more users can be offloaded to the
WLAN. This results in a win-win situation for both the power consumption
and QoS.
It is a trend that the smartphone is becoming an essential commodity
in the longer term. It brings a drawback that it increases the system power
consumption significantly, due to the higher embodied energy of the phone
itself. However, based on the premise that this increase will happen due
to market forces, increased adoption of femtocells and WLAN deployments
can reduce the power consumption. In addition, the encouragement of using
data services also can decrease the power, due to the increased usage of the
WLAN.






















































Figure 5.16: System power consumption and available bandwidth per user,
with the cooperation of femtocells and WLANs deployment. The smart-
phone usage increases from 25% to 50% and 100% .
ponents, assuming a mix of 50% of data traffic and 50% smartphone usage.
Comparing this with Figure 5.4, it can be seen that the mobile terminal’s
embodied energy increases significantly, but the base station’s power con-
sumption is reduced, since more users get service from the WLANs. The
WLAN’s operational power increases, but not significantly. Note that the
WLAN’s embodied energy contribution is neglected, since they are already
widely used.
5.7 Summary
In this chapter, a cooperative network architecture was investigated, where
femtocells and WLANs are utilised for offloading traffic from a macrocell.
Based on this network configuration, the system power consumption and
customer QoS were studied, as a function of the data traffic proportion and
the smartphone usage. The embodied energy is considered in the power













































Figure 5.17: Power consumption of each network component, with the differ-
ent fraction of users operate femtocells, when the proportion of data traffic
and smartphone usage are all 50%.
phone usage may result in a significant hardware investment, which cannot
be ignored. Some statistics from Ofcom that indicate the status of the com-
munication system in Q1 2010, suggests that WLANs are commonly used
in the UK, and the growth of the smartphone usage is rapidly increasing.
The simulation results are presented, for various levels of data volume
and smartphone usage. The following conclusions can be drawn:
It can be derived that the adoption of femtocells can reduce power sig-
nificantly, although they contribute extra embodied energy. For low data
service requirement and low smartphone usage, WLANs are not able to bring
in more benefits either for power consumption or for QoS, since few users can
be offloaded to a WLAN access point. However, along with the increasing
use of data traffic and the trend of smartphone popularity, WLANs become
more important in this cooperative network. In addition, as WLANs are al-
ready ubiquitously installed, e.g. they are installed in 70% of the residences
in the UK, there is no further embodied energy input required, resulting in
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a significant power saving compared to femtocell deployment. The coopera-
tive network is able to provide a broader available bandwidth to users, since
more users can be offloaded to a less busy resource of the local network.
The results show that when femtocells are introduced into the current
system, the power consumption can be decreased by up to 40%, mainly
arising from the operational power saving of up to 60%. At the same time,
the average available bandwidth per user that can be achieved is 20 times
better compared to a conventional macrocell system. When the data service
volumes increase, the WLAN offloading scheme can lead to an extra 7%
to 9% ERG gain with different femtocell deployment rates, and the user
experience is also able to be improved. Also, due to the premise that the
smartphone usage will increase in the future, and the significant energy
consumption of producing a smartphone compared to a simple phone, the
system power consumption will increase over the long-term. However, as
WLANs are able to be utilised more frequently, they become more important
for traffic offloading.
Overall, the cooperative network shows a significant improvement in
both power efficiency and QoS. With the current market development trend
and the pattern of the traffic composition, WLANs will play a more impor-
tant role in the future, to minimise power and improve QoS.
6
Conclusion
6.1 Summary of findings
In this thesis a novel comprehensive energy consumption analysis is pre-
sented, based on different types of heterogeneous networks. The energy
reduction is considered in terms of operational energy and embodied en-
ergy from the operator and mobile users. To evaluate the system QoS, the
available bandwidth, system capacity and throughput per user are used to
evaluate system performance. The trade-off between energy efficiency and
QoS is investigated in this thesis.
A combined cellular and femtocell heterogeneous network is studied. The
effects of some practical factors are evaluated in a large scale analysis, such
as user capacity of a femtocell and a macrocell and femtocell deployment
rate. The results show that combining cellular communications with fem-
tocells can significantly reduce the overall energy consumption, depending
on the uptake of femtocells. When a macrocell is able to support more
users, the system energy consumption is relatively low, since fewer macro-
cell base stations are required for a certain number of mobile users and traffic
demand. In this scenario the femtocell deployment does not result in sig-
nificant energy saving, since the macrocell system itself consumes relatively
little power. However, the femtocell deployment significantly increases the
bandwidth for users. On the other hand, when a macrocell supports fewer
users, femtocell adoption can reduce the system energy more substantially,
while the bandwidth can be improved, but not as much as in the previous
scenario. If a femtocell can support more users, the system energy is re-
duced compared to a femtocell supporting fewer users. However, to achieve
a better QoS, the fewer users a femtocell can support the better.
Increasing the number of femtocells deployed may result in an increase
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in the energy consumption due to more embodied energy. This can be
observed from a normalised small scale analysis. It happens when the mobile
users and femtocells distribution are independent, and most of the deployed
femtocells are switched to a sleep mode, due to no active users located in
its coverage. They cause a significant increase in embodied energy. It shows
that if a proper femtocell switch-off threshold or mechanism is adopted, the
system power consumption can be reduced significantly. However, in this
case more users are likely to achieve a better local network service from a
femtocell. The conflict between energy efficiency and QoS must be balanced
for different system configurations, requirements and preferences.
Following the exploration of femtocell deployment, the thesis explores a
cooperative architecture combining femtocells and WLANs. In this architec-
ture, the data traffic and smartphone usage are considered to evaluate the
trade-off of energy efficiency and QoS. Since the QoS of real time communi-
cations, such as voice calls and video conferences, can not be guaranteed in
802.11 and TCP/IP protocols, in this thesis WLANs are only able to offload
the data traffic from a cellular network. Therefore, in this scheme a femtocell
is used for offloading voice traffic, and a WLAN only offloads data traffic,
when they are both available for a mobile user. The results show that when
there is a high demand for data service, the WLAN utilization can achieve
significantly higher energy saving compared to a femtocell heterogeneous
network, and also more users are able to experience a higher QoS. This is
because the WLANs are commonly used, thus there is no embodied energy
introduced into the system. Due to the premise that the usage of smart-
phones will increase significantly in the future, the energy efficiency benefits
of WLAN deployment will become more significant, since more mobile users
can offload their data traffic to a WLAN access point. A localised heteroge-
nous network is a promising technique for achieving power efficiency and a
high QoS system.
In a macrocell base station’s lifetime, approximately 20% of total energy
consumption is embodied energy. For a mobile phone, the figure is 80%.
Hence, the embodied energy contributes a significant part in the whole sys-
tem energy consumption. Data for embodied energy of each system element
are derived from the major operators and device producers. For the em-
bodied energy of a smartphone, as it is not available in the public domain,
three approaches are proposed to estimate a reasonable value for the evalua-
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tion. They are a price approach, a proportion approach and a CO2 emission
approach.
Finally, two femtocell transmission power setting schemes are proposed, a
power-controlled and a fixed-power scheme. The results show that consider-
ing both energy efficiency and QoS, a femtocell should use a power-controlled
mode, when the femtocells are densely deployed. This can avoid the signif-
icant interference between the femtocells and the macrocell or within the
femtocells. On the other hand, when the femtocells are sparsely deployed,
they should switch to a higher fixed transmission power, to provide a better
QoS to the local users.
6.2 Limitations
The limitations of this thesis is listed as follows:
1. In this thesis, all the simulation assumptions are derived from current
telecommunication systems. Along with the development of technol-
ogy, some of these simulation parameters may not be valid in the
future. For example in Chapter 5, due to the current 70% of WLAN
access point usage, the embodied energy from WLAN is neglected. It
has not taken into account further upgrade and replacement of the
access point. The analysis from this thesis can be considered as a
starting point for other researchers in the future.
2. It has been mentioned that the femtocell has two access methods, one
is closed access, the other is open access. In order to investigate the
potential of energy saving with femtocell deployment, in this thesis it
is assumed that all femtocells are available for all users, which is open
access. In this case, many issues need to be addressed in the future,
such as billing, authentication and authorisation. These issues are not
studied in this thesis, whereas, they are very important in a practical
application.
3. In this thesis, cell boundary effects have not been considered, not only
within macrocells, but also between femtocells and the macrocell. In
this scenario, the related issues, such as handover between different
cells, connection establishment and cooperative algorithms, should be
investigated. These issues can be considered in future work.
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4. In Chapter 4, a WCDMA standard based femtocell technique is stud-
ied. Since at the time of commencing this research femtocells were
mainly deployed using this technology. However, during the time that
the research carried out, LTE standards with OFDM techniques were
drawing more attention. Although in this thesis the analysis was not
applied to an LTE system, the proposed stochastic geometry model
can be utilised for analysing LTE femtocell deployment.
5. In the majority of the simulations in this thesis, the sensitivity of as-
sumptions is not evaluated. It should be considered in further work.
However, there is an example of the effects of different values of as-
sumptions on simulation results in Chapter 5, Figure 5.5. It shows
that, with the different values for the assumptions, the shapes and
trends of the results do not change significantly.
6.3 Future Work
Although the this thesis target has been achieved, more work can be done
in the future. This can be described as follows.
6.3.1 Frequency planning for the macrocell and the femtocell
In the thesis, it shows that when the femtocells are allocated in the same
frequency as the macrocell, both femtocell users and macrocell users perfor-
mance are affected significantly, due to the interference between each other.
This is a case where users who are authorised to access the femtocell when-
ever this user is located in a femtocell’s coverage. One the other hand, if the
femtocell owner is not willing to share the femtocell resource with the pub-
lic, then there can be an isolated poor coverage area around the femtocell
for the passing-by users. Therefore, in this case, the service for the macro-
cell users are even worse than the scenario which is evaluated in this thesis.
Therefore, the frequency planning is crucial for the femtocell deployment in
an underlay macrocell network.
There are three possible solutions to this problem. First, since currently
more operators are deploying more than one carrier due to the significant
increase of traffic volume, they are able to switch the femtocells to a different
carrier from the local macrocell. Second, some operators may also have
sectorised basestations, where the same frequency is reused three or six
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times, one for each segment. The femtocells are able to be allocated in the
frequency sectors that not the local macrocell is using. Finally, cognitive
radio technology can be used for frequency planning by monitoring the radio
environment, such as radio frequency spectrum, user behaviour and network
state. In this case the femtocells can be dynamically allocated in the different
spectrum to avoid the interference to the macrocell.
6.3.2 Interference cancellation between femtocells
By using the above described techniques, the femtocell and macrocell can
be considered that they are allocated in separate channels. However, the
interference still exist between femtocells. This issue is more notable in
apartment residence areas, where the femtocells are likely densely deployed,
and the signal attenuation between apartments are small. Hence, interfer-
ence cancellation techniques should be considered to improve the femtocell
performance.
One possible solution for this problem is using Orthogonal Frequency-
Division Multiple Access (OFDMA) to allocate orthogonal subbands to
neighbouring femtocells, also considering femtocell power setting in different
bandwidth to mitigate the interference between femtocells. Another solution
is Inter-cell Interference Coordination (ICIC). This technique is originally
designed for macrocell networks, when they are using one frequency. The
ICIC technique can be used for avoidance of interference between femto-
cells, which can be highly efficiency in terms of spectrum, but requires close
coordination between femtocells.
6.3.3 Femtocell sleep mode mechanism
In the thesis, it is assumed that in the following two scenarios, a femtocell
will be switched to a sleep mode: First, when there is no active user lo-
cated in this femtocell’s coverage; Second, in this femtocell’s coverage, all
active user are served by other neighbouring femtocells, and this femtocell
becomes redundant. For these two scenarios, more technique details need
to be considered in the future.
First, in order to determine whether there is any active user located in a
femtocell’s coverage, the femtocell may be required to broadcast signal from
time to time to detect the user’s existence. Considering the power efficiency
during user detection, specific protocols are needed to be proposed to ad-
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dress this issue. Second, the coordination between femtocells are essential
to decide which femtocell should be treated as a redundant access point in
the second scenario. One possible solution is to place a centralised control
node for femtocells in a certain region, to make the sleep mode decision
with consideration of the optimal performance of this region. Finally, the
power model for the femtocell sleep mode need to be clarified in the future.
For example, how much power consumed by a femtocell when it’s in a sleep
mode, and how much power consumed when it’s switched from sleep mode
to active.
6.3.4 Handover for combined WLAN and femtocell network
The handover mechanism is not considered in this thesis, which is can be
considered as a possible topic for future work.
In a combined WLAN and femtocell network, four possible types of han-
dover may take place in the following scenarios: between WLAN and macro-
cell, between femtocell and macrocell, between WLAN and femtocell, and
between homogeneous access points (i.e. between WLAN nodes, or femtocell
nodes). The handover decision can be reactive or proactive. One possible
reactive strategy is based on Location Based Service (LBS). When a mo-
bile user enter to a different network, the LBS reports the available network
based on the location of user, then the handover takes place. The proac-
tive strategy can be based on mobility prediction, which may be derived
by user’s movement speed, direction or other factors. For each handover
process, it may have the following phases: preparation, signal measurement,
authentication, processing and execution. In each phase, transmission pro-
tocols need to be designed, and considered carefully based on different types
of networks.
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