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Abstract5
We used 14 years of data from 12 GPS sites in Sweden and Finland to estimate trends in the atmospheric6
integrated water vapor (IWV) for 8 different elevation cutoff angles, from 5◦ to 40◦, for the observations used in7
the analyses. These trends were compared to the corresponding trends obtained from radiosonde data at 7 nearby8
(< 120 km) sites. The results show a variation in the correlation of the trends between the two techniques for9
different elevation cutoff angles. The highest correlation coefficient of 0.88 is obtained for the 25◦ solution, whereas10
the smallest root-mean-square (RMS) differences between the IWV estimates themselves are obtained mainly for11
elevation cutoff angles of 10◦ and 15◦. The results show that due to elevation-angle-dependent systematic errors that12
vary with time the elevation cutoff angle giving the best agreement between radiosonde and GPS for individual IWV13
estimates is not necessarily the optimum when estimating linear trends. The correlation between the trends from the14
two completely independent techniques is strong evidence that the two techniques provide information on the IWV15
trends although the true individual values are too small to be uniquely detected.16
Index Terms17
GPS, atmospheric integrated water vapor, elevation cutoff angles, radiosondes.18
I. INTRODUCTION19
Water vapor is an important greenhouse gas. An increase of 20 % of the water vapor content in the tropics would20
result in approximately the same impact as a doubling of the carbon dioxide concentration [1]. Therefore, accurate21
measurements of the atmospheric water vapor content are important. They are however in general difficult and/or22
costly to carry out over long time periods using traditional techniques.23
Based on the propagation time of Global Positioning System (GPS) signals the atmospheric integrated water vapor24
(IWV) can be estimated above receivers on the ground. With a relatively high temporal resolution, continuously25
improving spatial density, and less expensive receivers, ground-based GPS networks have been identified as a useful26
technique to monitor long term variations in the IWV [2].27
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The atmospheric water vapor content has been investigated over long time scales using ground-based GPS28
networks, e.g. [3]. The potential capability of using GPS data to monitor climate changes (e.g. as a linear trend in29
the IWV) has been reported by many studies [4], [5], [6], [7]. In the region of this study, Gradinarsky et al. [8]30
used data from 1993 to 2002, and found positive IWV trends in general. Another study for the same area, but for31
the time period from 1996 to 2006 was carried out by Nilsson and Elgered [9]. They found IWV trends in the32
range from −0.5 to +1.0 kg/(m2·decade), where the estimated uncertainties of the trends are dominated by the true33
variability of the IWV.34
The accuracy of the GPS-derived IWV is affected by elevation-angle-dependent errors. They can be caused by35
atmospheric mapping functions [10], antenna phase center variations (PCV) [11], and signal multipath, including36
scattering [12]. Fang et al. [13] found that using the Niell Mapping Functions (NMF) [14] and including a model37
for the correction of the antenna PCV can significantly reduce systematic errors in the derived water vapor content.38
The multipath effects can be seen when we plot the GPS carrier phase postfit residuals against the elevation and39
azimuth angles [15]. For IWV trend estimates, systematic errors would be insignificant if they were constant over40
the whole time series. However, this is not always true since the signal multipath is also sensitive to the surrounding41
environment which reflective properties may change, e.g. caused by growing vegetation [16] and/or different soil42
moisture [17]. The multipath effects can to a large extent be removed by implementing microwave absorbing material43
below the GPS antenna plane [18]. They are worse for observations at low elevation angles, which are included in44
order to improve the geometry and reduce the formal error of the individual IWV estimate. Higher elevation cutoff45
angles may be desired for the IWV trend estimation due to the fact that the formal error of the IWV is not the46
limiting factor for this application [9].47
Based on this, we investigated the impact of using different elevation cutoff angles thereby assessing possible48
elevation-angle-dependent systematic errors. In Section II, we describe the GPS data together with radiosonde49
observations, from nearby sites, that were used to infer time series of the IWV. A comparison between the IWV50
from the two techniques is presented in Section III. The estimation of trends and their uncertainties are discussed in51
Section IV. Section V presents the correlation between trends estimated from the GPS data for different elevation52
cutoff angles and trends from the radiosonde data. The impact of interventions at a site on the trend estimation is53
discussed in Section VI. Section VII contains the conclusions.54
II. DATA SET AND ANALYSIS55
Observations acquired from 12 GPS and 7 radiosonde sites in Sweden and Finland (Fig. 1), covering a time56
period of 14 years (Jan. 1997 to Dec. 2010), were used to estimate the IWV. The GPS data were analyzed by57
the GIPSY/OASIS II software (v. 5.0) [19] using the precise point positioning (PPP) strategy [20]. We used an a58
priori zenith hydrostatic delay (ZHD) from the model presented by Saastamoinen [21] (around 2.3 m depending59
on the height of the GPS site) and an a priori value of 100 mm for the zenith wet delay (ZWD) as the model60
for the zenith total delay (ZTD). Corrections for this a priori ZTD together with the horizontal delay gradients61
were estimated for 8 different elevation cutoff angles varying from 5◦ to 40◦. We did not apply any elevation-62
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angle-dependent weighting of the observations. The NMFs were used [14]. The true ZHD was then calculated63
using the ground pressure given by the reanalysis product of the European Centre for Medium-Range Weather64
Forecasts (ECMWF) (http://www.ecmwf.int/research/era/do/get/Reanalysis ECMWF). The pressure shows a root-65
mean-square (RMS) error of 0.6 hPa (corresponding to 1.4 mm in the ZHD) when compared to ground pressure66
observations available at the ONSA site. The ZWD were obtained by subtracting the calculated ZHD from the67
estimated ZTD. The temporal resolution of the ZWD was 5 min. The absolute calibrations of the PCV [11] were68
implemented for both satellite and ground antennas.69
The ZWD can be related to the atmospheric IWV via a parameter Q:70
Q = ZWD
IWV
≈
3.754 · 10−3
∫ ∞
0
e(h)
T (h)2
dh∫ ∞
0
ρv(h) dh
=
3.754 · 10−3Rw
∫ ∞
0
e(h)
T (h)2
dh∫∞
0
e(h)
T (h) dh
(1)
where e(h) is the height profile of the partial pressure of water vapor; T(h) is the temperature; ρv is the absolute71
humidity in kg/m3, which is proportional to e/T (according to the ideal gas law). The constant 3.754·10−3 has the72
unit of K2·m2/N; Rw is the specific gas constant for water vapor (461.525±0.003 N·m/(kg·K)). A model depending73
on the latitude of the site and the day of the year was used to model the temperature dependence of Q with an74
RMS uncertainty of less than 2 % [22].75
Radiosonde observations provide vertical profiles of pressure, temperature, and humidity. We linearly interpolated76
those profiles up to 12 km at intervals of 50 m, and integrated the absolute humidity to calculate the IWV. Two77
different types of Vaisala radiosondes were used: first RS80 and then RS92. For all sites there was a transition period78
from late 2005 to early 2006 during which both types were used (personal communication: I. Hedenvik, Swedish79
Meteorological and Hydrological Institute, 28 June 2011 and Vaisala helpdesk, 11 July 2011). The specifications80
from the manufacturer state that the RS80 has a reproducibility of better than 3 % (one standard deviation in the81
relative humidity) and an additional 2 % uncertainty from the calibration. Assuming that they are independent errors82
results in a root-sum-squared value of 3.6 % for the total uncertainty. The corresponding numbers for the RS92 are83
2 % and 1 %, resulting in a total uncertainty of 2.2 %. The assumption of normally distributed independent errors84
is likely optimistic. In the following we assign the calculated IWV an uncertainty of 4 % (one standard deviation).85
Validation of the radiosonde observations has been carried out by many studies. Wang and Zhang [3] found a dry86
bias in the humidity measurements introduced by both Vaisala instruments and Niell et al. [23] also reported that87
radiosondes underestimated the ZWD (around 6 mm) with respective to the ZWD obtained from a water vapor88
radiometer.89
Due to the different temporal resolutions, the GPS data were interpolated to the radiosonde epochs using a90
Gaussian window, with a full width at half maximum, varying from 30 to 360 min depending on the distance91
between the paired sites [24].92
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III. IWV COMPARISON93
Comparisons of IWV estimates obtained from 14 years of the GPS and the radiosonde data are shown in Fig. 2.94
Note that a radiosonde site can be compared to multiple GPS sites. The paired sites for each comparison are found95
in Table II. Fig. 2a depicts variations in the mean IWV difference for different elevation cutoff angles. The smallest96
variations are seen for the sites TUOR and METS, which are the only two GPS sites without radomes on the97
antenna [25]. An investigation on the impact of radomes is found in Emardson et al. [26]. Fig. 2b to 2d depict98
the standard deviation of the IWV difference for the summer, the winter, and all the data. Larger values are seen99
for KIVE and SODA in the winter season, which may be explained by the accumulation of snow and ice on the100
radome during the winter [27]. As expected, the standard deviation becomes larger as the elevation cutoff angle101
increases, when data are removed from the analysis and the geometry becomes weaker.102
Although the differences are very small for some sites (of the order of 0.01 kg/m2), the smallest RMS103
difference (see Fig. 2e) is obtained for the 10◦ solution at the sites: SODA, SUN0, TUOR, METS, SKE0, VAN0,104
and OLKI. The sites VIS0, ONSA, KIVE, and OVE0 have the smallest RMS difference for the 15◦ solution, and105
at JON0 it is obtained for the 20◦ solution.106
The ratios of the number of observations at each elevation cutoff angle to the number of total observations, and107
the corresponding formal uncertainty of the estimated IWV are shown in Fig. 3a and 3b, respectively. The number108
of observations drops below 50 % when the elevation cutoff angle is higher than 25◦, and the formal uncertainties109
increase approximately from 0.3 kg/m2 for the 5◦ solution up to 5 kg/m2 for the 40◦ solution.110
IV. TREND ESTIMATION111
Linear trends in the IWV were estimated from the GPS and the radiosonde data using the model [9]:112
y = y0 + a1t + a2 sin(2pit) + a3 cos(2pit)
+a4 sin(4pit) + a5 cos(4pit) (2)
where y and t are the IWV and the time in years (from 1 Jan. 1997 at UTC 0:00), respectively. The parameters y0113
and a1 are the mean and the linear trend of the IWV, respectively; a2 and a3 are the annual component coefficients,114
and a4 and a5 are the semi-annual component coefficients. All unknown coefficients are determined through the115
method of least squares.116
A complication in the trend estimation is that changes during the operation of a GPS or a radiosonde site may117
cause systematic effects in the time series which may change the trend [28]. In our data set, the GPS site ONSA118
had a radome change on 1 Feb. 1999, which may introduce an offset in the IWV time series. The magnitude of119
the offset can be determined from the IWV comparison between the GPS data set and the one acquired from a120
co-located technique which is homogeneous. For the ONSA site, this was done (for each elevation cutoff angle)121
by comparing the GPS-derived IWV to the IWV estimated from Very Long Baseline Interferometry (VLBI) data,122
which were acquired 78 m away from the GPS site [24]. The IWV trend for ONSA was then estimated after123
applying an offset correction for the time period before the change of the radome. Note that we did not correct124
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for the offset due to the change of the sensor when estimating IWV trends for all radiosonde sites. This will be125
discussed in Section VI.126
Before comparing the trends from the GPS and the radiosonde data the meaning of uncertainties is discussed.127
The estimated linear trends have rather large uncertainties caused by the true short term variation (the natural128
variability of the weather) which are not described by the model. This phenomena means that trends, as well as129
their uncertainties, are typically larger for short time periods, and as time periods become longer both parameter130
values will decrease. In order to calculate the trend uncertainty after taking these short term variation into account,131
we used a model which was presented by Nilsson and Elgered [9]:132
Cov [V1(t1), V2(t2) ] = a1 2−|t1−t2|/T1 + a2 2−|t1−t2|/T2 (3)
where V1 and V2 are IWV values observed at the time epochs t1 and t2, respectively. The coefficients a1, a2, T1,133
and T2 can be obtained by a fit to the covariance, which is calculated from the residuals after the fit of the IWV to134
the model (Equation 2). From the covariance model, the covariance matrix for the observations can be computed135
for the estimation of the trend uncertainties. The resulting uncertainties are shown in Fig. 4a.136
However, when comparing trends from the GPS and the radiosonde data acquired during the same time period137
— and weather conditions — the expected differences should be significantly smaller. In order to estimate the138
lower bound of these we used the formal uncertainties of both the radiosonde (assumed to be 4 % of the absolute139
value, see Section II) and the individual GPS estimates shown in Fig. 3b for the calculation of the trend uncertainty140
and assuming that the residuals after the model fit (Equation 2) are described by white noise. The radiosonde141
trend uncertainty is then 0.015 kg/(m2·decade) and the elevation-angle-dependent GPS uncertainty varies from142
0.01 kg/(m2·decade) at 5◦ to 0.2 kg/(m2·decade) at 40◦ (see Fig. 4b). Excluding the highest cutoff angles, these143
uncertainties are very small, but note that no systematic errors have yet been taken into account. Examples of144
such errors are changes in the radiosonde sensor type, calibration equipment, and the electromagnetic environment,145
including the horizon mask of a GPS site. This will be discussed later in Section VI.146
V. RESULTS: ESTIMATED TRENDS147
Because of the large variability in the IWV the estimated trends are sensitive to gaps if there are periods without148
data. A synchronization of the two data sets being compared is therefore necessary [29]. For each comparison,149
this was done by using the GPS data acquired simultaneous to launches from the radiosonde site. Fig. 5 depicts150
correlations of the IWV trends obtained from the radiosonde data to the ones given by the GPS data for the 8151
different elevation cutoff angles. It is evident that the correlation varies for different angles. The highest correlation152
coefficient of 0.88 is seen for the 25◦ solution. The larger differences seen for the solutions at lower elevation153
angles may be explained by elevation-angle-dependent errors, where signal multipath, including scattering, is the154
major contributor. Above 25◦ the IWV estimates suffer from less data (< 50 % of all observations) and a weaken155
geometry, which also affects the formal uncertainties (Fig. 3b). The results in Fig. 5 are also presented in Table I.156
We note that the RMS difference between the estimated trends only show a small variability for cutoff angles up157
to 25◦, where the best agreement is obtained, but increase significantly for higher cutoff angles.158
August 6, 2012 DRAFT
JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, SEPTEMBER 2011 6
Further details of the 25◦ solution are shown in Table II. As already seen in Fig. 2 the RMS difference increases159
as the distance between the paired GPS and radiosonde sites gets larger due to the true spatial IWV difference.160
This is, however, not necessarily seen in the trend comparison due to the fact that the size of trends is comparable161
to the uncertainty.162
Another issue worth studying is the possible influence of different mapping functions since they have an elevation-163
angle-dependent effect. However, we do not expect a strong time dependence over time scales of many years. We164
investigated the impact of using also the Vienna mapping functions [30] for the Onsala GPS data. The largest165
difference in the IWV trend of 0.05 kg/(m2·decade) is obtained for the 5◦ solution. We therefore conclude that the166
choice of mapping functions is not critical for this specific study.167
VI. DISCUSSION ON INTERVENTIONS168
We define an intervention as a specific change related to an instrument or measurement technique. An intervention169
may introduce an offset in the resulting time series from the date of the intervention. An intervention is often170
motivated by a wish to improve the accuracy. It is, therefore, more appropriate to view it as a removal, or at least a171
reduction of a previously existing offset. When estimating a linear trend from a time series including interventions172
there are three possible choices: (i) ignore the intervention, (ii) apply a correction obtained from an independent173
source of information to the data acquired before the intervention, and (iii) estimate the size of the correction at174
the time epoch of the intervention assuming a constant trend over the entire time period.175
For the latter case the uncertainty of the estimated IWV trend will increase depending on when the intervention176
occurs. The worst scenario is to have the intervention in the middle of the time series which implies that the177
uncertainty increases by a factor of 2 [31]. This is a useful method if no other information exist and is often used178
for coordinate time series describing e.g. tectonic plate motion and land uplift when there are strong evidence that179
the trend is the same before and after the intervention. For our application of estimating trends in the IWV there180
are on the contrary no evidence that the trends shall be constant over many years due to the large variability in the181
weather.182
A. Interventions in GPS data183
In our case, an intervention occurred at ONSA on 1 Feb. 1999 when the radome protecting the antenna was184
changed. Using the three methods mentioned above we obtain the following results for the 25◦ elevation cutoff185
angle solution: (i) ignoring the intervention implies a trend of −1.16 kg/(m2·decade); (ii) applying an offset of186
−1.18 kg/m2 to the IWV data before the intervention implies a trend of −0.25 kg/(m2·decade); this correction is187
obtained from comparisons to VLBI data acquired at the Onsala site over the entire time period [24]; (iii) trying188
to estimate the size of the intervention from the IWV data themselves results in an offset of −0.73 kg/m2 and a189
trend of −0.6 kg/(m2·decade) which confirms that the IWV trend is not constant over the time period.190
Referring to the discussion above we used the second method for the ONSA site. We note that if the independent191
VLBI data had not been available, meaning that also the offset value must be estimated or ignored, the resulting192
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trends are significantly different and most likely also less accurate. In fact we have GPS data from another site,193
SPT0, 36 km east of Landvetter, where no other technique is available to correct for an intervention of adding a194
microwave absorber below the antenna on 9 Jun. 2007. Therefore data from this site were not included.195
There may also be slow changes of the electromagnetic environment around the GPS antenna, that cannot be196
characterized as an intervention at a specific time epoch, which affects the signal multipath. At some sites, such as197
VIS0, METS, and SKE0, the differences between the radiosonde and GPS-derived IWV trends are similar for the198
elevation cutoff angles from 5◦ to 25◦ (see Table II and Fig. 2). However, for some sites, the multipath effects seem199
not to be stable with time. For example, growing vegetation and different soil moisture may change the pattern of200
the signal multipath for different elevation angles. Identification of such changes is difficult, and requires careful201
and continuous documentation of each site. Such investigations are important for future studies.202
B. Interventions in radiosonde data203
All radiosonde sites changed the type of sensor late in 2005 and early in 2006. For simplicity, we assumed the204
same date (1 Feb. 2006) for the change for all radiosonde sites. We tried to obtain the magnitude of the offset due205
to the intervention using the IWV comparison from the pair of radiosonde and GPS sites with the shortest distance:206
Visby-VIS0. Comparing the radiosonde IWV to the GPS IWV for three elevation cutoff angles (10◦, 15◦ and 20◦)207
give a similar value for the offset of 0.1 kg/m2. However, this value is not completely reliable since the uncertainty208
of the radiosonde-derived IWV is specified as a percentage of the absolute value, the offset due to the change of209
instrument will alias with the offset due to different weather conditions before and after the intervention. In order210
to investigate the impact of ignoring the intervention on the estimated radiosonde IWV trend and on the resulting211
correlation, we carried out a test by applying different offsets (from 0.1 to 0.5 kg/m2 ) to the IWV before 1 Feb.212
2006. The upper limit value of the offset was taken from the result given by Wang and Zhang [3], where a wet offset213
of approximately 0.5 kg/m2 in IWV from RS92 with respect to RS80 was reported. Fig 6 depicts the difference214
between the radiosonde IWV trend after corrections for 5 different offsets and the one without any offset correction.215
The variation in the trend difference for a certain offset, from 0.02 to 0.1 kg/(m2·decade), slightly increases as the216
magnitude of the offset becomes larger. The resulting correlation coefficients between the IWV trends from the217
radiosonde and the GPS data for different cutoff angles are shown in Fig 7. Based on this, we decided not to correct218
the offset when estimating IWV trends for the radiosonde sites.219
VII. CONCLUSIONS220
We have used 14 years of observations from 12 GPS and 7 radiosonde sites in Sweden and Finland to estimate221
the IWV. The GPS data were processed using 8 different elevation cutoff angles varying from 5◦ to 40◦. The best222
agreement in the IWV trends is obtained for the 25◦ solution with a correlation coefficient of 0.88. This is different223
from the optimum cutoff angle obtained when identifying the smallest RMS difference for the IWV time series224
between a GPS and a radiosonde site which is typically 10◦ and 15◦.225
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We conclude that the optimum elevation cutoff angle depends on the application. It is a balance between high226
accuracy of individual IWV estimates and the sensitivity to time dependent systematic errors. A high elevation227
cutoff angle implies a poor geometry and a larger uncertainty in the individual IWV estimates but at the same228
time they reduce the impact of systematic (time-dependent) errors that tend to increase at low elevation angles, e.g.229
signal multipath.230
The estimated trends are small. For all sites at the optimum elevation cutoff angle (25◦) they are between −0.78231
and +0.66 kg/(m2·decade) (Table II). Given that the formal uncertainty is 0.45 kg/(m2·decade) we cannot claim to232
have detected a trend at any specific site. However, given that we have a correlation between trends from the two233
completely independent techniques we have strong evidence that the two techniques measure the IWV variability234
correctly although the true trends in the studied area and time period are too small to be uniquely detected.235
It is important to carry out similar studies for other sites and especially from areas with different climates.236
Furthermore, the optimum cutoff angle (25◦) for the trend estimation may be different for GPS sites in different237
electromagnetic environments and sites at lower latitudes, where the distribution of observations as a function of238
elevation angle is different.239
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Fig. 1. The 12 GPS (stars) and the 7 radiosonde (dots) sites.
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Fig. 2. (a) The mean, (b) the standard deviation for the summer seasons (April–September), (c) the standard deviation for the winter seasons
(October–March), (d) the standard deviation for all the data, and (e) the RMS of the IWV differences from the comparisons between the GPS
and the radiosonde (RS) data for 8 different elevation cutoff angles. Note that in order to increase the resolution, the scale of (d) and (e) was
set to 4 kg/m2. Therefore, a few values for the higher elevation cutoff angles cannot be seen.
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Fig. 3. (a) The percentage of observations used for each elevation cutoff angle with respect to the total number of observations for a typical
24 h period, and (b) the formal uncertainties of the IWV estimates given by the GIPSY processing.
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Fig. 4. The uncertainties of the IWV trends obtained (a) after rescaling and taking the short term temporal correlation of the IWV into account,
and (b) by using the formal uncertainties (Fig. 3b) and assuming a white noise behavior.
Fig. 5. Correlations between the IWV trends from the radiosonde and the GPS data for 8 different elevation cutoff angles. The solid line
shows the perfect agreement.
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Fig. 6. Differences in the radiosonde-derived IWV trend after corrections for different offsets to the trend obtained without applying the offset
correction.
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Fig. 7. Correlation coefficients between the IWV trends for 8 different elevation cutoff angles with and without applying corrections for offsets
in the radiosonde data.
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TABLE I
THE STATISTICS OF THE DIFFERENCES OF THE IWV TRENDS BETWEEN THE RADIOSONDE AND THE GPS DATA OBTAINED FOR DIFFERENT
ELEVATION CUTOFF ANGLES.
GPS trend – radiosonde trend [kg/(m2·decade)]
Elevation Cutoff Angle 5◦ 10◦ 15◦ 20◦ 25◦ 30◦ 35◦ 40◦
VIS0 0.21 0.33 0.28 0.25 0.19 0.31 0.16 −0.50
SODA 0.46 0.49 0.55 0.66 0.39 −0.10 −0.80 −1.96
SUN0 −0.11 −0.05 −0.06 0.01 0.19 0.19 −0.27 −0.29
ONSA −0.37 −0.30 −0.31 −0.41 −0.46 −0.49 −0.52 −0.53
KIVE 0.59 0.52 0.34 0.14 −0.08 0.95 2.11 3.15
TUOR −0.17 −0.12 −0.09 −0.10 −0.01 −0.03 −0.22 0.12
METS 0.03 0.05 0.06 0.04 0.06 0.10 0.33 0.02
OVE0 −0.45 −0.41 −0.37 −0.21 −0.03 0.40 0.92 1.38
SKE0 0.01 0.06 0.08 0.12 0.09 0.45 0.39 0.88
JON0 −0.31 −0.23 −0.14 −0.10 −0.02 0.06 0.02 0.67
VAN0 −0.56 −0.50 −0.37 −0.14 0.22 0.70 0.88 1.28
OLKI −0.08 0.01 −0.04 −0.04 0.01 0.24 0.51 0.15
RMS difference 0.36 0.33 0.29 0.27 0.21 0.44 0.83 1.32
Mean difference −0.06 −0.02 −0.01 0.02 0.05 0.23 0.29 0.36
Standard deviation 0.35 0.33 0.28 0.26 0.21 0.38 0.78 1.27
TABLE II
COMPARISONS OF THE IWV ESTIMATES BETWEEN RADIOSONDE (RS) RESULTS AND THE GPS RESULTS OBTAINED FORM THE SOLUTION
USING A 25◦ ELEVATION CUTOFF ANGLE.
GPS Site Radiosonde Distance No. of Mean GPS trend RS trend1 Bias RMS
paired GPS IWV (/decade) (/decade) (GPS-RS)
Acronym Site [km] obs. [kg/m2] [kg/m2] [kg/m2] [kg/m2] [kg/m2]
VIS0 Visby 1 6925 12.8 −0.24 −0.43 −1.01 1.60
SODA Sodankyla¨ 12 7049 11.7 −0.39 −0.78 1.00 1.78
SUN0 Sundsvall 35 11142 12.1 0.29 0.10 −0.49 1.46
ONSA Landvetter 37 9499 13.0 −0.25 0.21 −0.37 1.57
KIVE Jyva¨skyla¨ 47 7385 12.6 −0.57 −0.49 1.01 2.11
TUOR Jokioinen 73 7616 12.8 0.64 0.65 −0.19 2.05
METS Jokioinen 83 8185 12.8 0.24 0.18 0.06 1.99
OVE0 Lulea˚ 90 8898 10.3 −0.17 −0.14 −0.97 2.20
SKE0 Lulea˚ 90 8925 10.8 −0.04 −0.13 −0.44 2.02
JON0 Landvetter 105 9556 12.8 0.24 0.26 −0.64 2.27
VAN0 Landvetter 114 9496 12.5 0.54 0.32 −0.95 2.54
OLKI Jokioinen 119 7236 14.7 0.66 0.65 1.58 3.09
1The radiosonde trends are calculated using data acquired simultaneous to the GPS observations being compared and are therefore not the
same for a specific site when it is compared to different GPS sites.
August 6, 2012 DRAFT
