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CONTACT ANOSOV FLOWS AND THE FBI TRANSFORM
MASATO TSUJII
Abstract. This paper is about spectral properties of transfer operators for
contact Anosov flows. The main result gives the essential spectral radii of
the transfer operators acting on an appropriate function space exactly and
improves the previous result in [16]. Also we provide a simplified proof by
using the so-called FBI (or Bargmann) transform.
1. Introduction
In this paper, we consider spectral properties of transfer operators for contact
Anosov flows. A contact Anosov flow is by definition an Anosov flow preserving a
contact form on the underlying manifold. The geodesic flows on closed negatively
curved manifolds are typical examples of contact Anosov flows and have been stud-
ied extensively since the work[7] of E. Hopf in 1930’s. We refer [2, 14, 4, 9, 16] and
the references therein for succeeding works related to this paper.
For a contact Anosov flow F t : M →M and a multiplicative cocycle gt over it,
we consider the one-parameter family of transfer operators
Ltu = gt · u ◦ F t.
In the previous paper[16], we studied the case gt ≡ 1, that is, the case of pull-back
operator and proved that the operators Lt for sufficiently large t are quasi-compact
if we choose an appropriate function space for them to act on. This implied not
only exponential decay of correlations, which had been proved by Dolgopyat[4]
and Liverani[9], but also a precise asymptotic formula for correlation decay or the
Ruelle-Pollicott resonance. The main result of the present paper generalizes it to
transfer operators with general cocycles gt and improves the statement slightly by
giving the essential spectral radius of Lt exactly in terms of dynamical exponents.
Besides we provide a simplified proof for the main result by introducing a technique,
the FBI transform, from semi-classical analysis.
The basic idea behind our argument is to regard functions on the manifold M
as superpositions of wave packets (that is, localized simple wave functions) and
to study the action of transfer operator Lt on each of those wave packets. The
wave packets are parametrized by elements of the cotangent bundle T ∗M , that is,
pairs of a point x ∈M , which indicates the center of mass, and a cotangent vector
ξ ∈ T ∗xM , which indicates the frequency vector. The action of the transfer operator
Lt of the wave packets are closely related to the action (DF t)∗ : T ∗M → T ∗M of
the flow F t on the cotangent bundle T ∗M . That is, roughly speaking, the wave
packet corresponding to (x, ξ) ∈ T ∗M is transferred by Lt to a superposition of
wave packets corresponding to elements of T ∗M close to (DF t)∗(x, ξ). Notice that
the action of the flow F t on T ∗M is not recurrent outside any small neighborhood
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of the one-dimensional subbundle spanned by α and also that the part of Lt acting
on wave packets with low frequency should be compact. Therefore, to estimate
the essential spectral radius of Lt, we mainly concern the action of Lt on wave
packets that have high frequency in the direction of the contact form α. That is, in
the case of geodesic flows, we concern the situation where wave packets with high
frequency are proceeding along the geodesic curves in the corresponding directions.
This reminiscent us of the situation studied in semiclassical analysis and suggests
a vague idea that some argument and technique in semi-classical analysis may be
useful in the study of ”classical” geodesic flows (or contact Anosov flows, more
generally). In this paper, we would like to show that this is the case in fact. See
also the recent paper [6] for a similar approach, in which Faure and Sjo¨strand use
semi-classical analysis to give an asymptotic estimate for the eigenvalues of the
generator of transfer operators.
2. The main result
Let M be a closed odd-dimensional C∞ Riemann manifold of dimension 2d+1.
We suppose that M is equipped with a C∞ contact form α, which is by definition
a differential 1-form such that α ∧ (dα)d vanishes nowhere on M . A C∞ flow
F t : M → M is said to be Anosov if there exist constants C > 1, λ0 > 1 and a
continuous invariant decomposition TM = Ec⊕Es⊕Eu of the tangent bundle such
that
(1) Ec is the 1-dim subbundle spanned by the generating vector field V of F
t.
(2) ‖DF t(v)‖ ≤ Cλ−t0 ‖v‖ for any v ∈ Es and t ≥ 0.
(3) ‖DF−t(v)‖ ≤ Cλ−t0 ‖v‖ for any v ∈ Eu and t ≥ 0.
If an Anosov flow F t : M → M preserves the contact form α, we call it a contact
Anosov flow. For a contact Anosov flow, the subspaces Es and Eu is contained
in the kernel of α because of invariance of α and, hence, kerα = Es ⊕ Eu. The
restriction of dα to kerα is a symplectic form from the definition of contact form
and vanishes on Eu and Es because it is invariant with respect to the flow F t. This
implies dimEs = dimEu = d in particular.
A C∞ one-parameter family of functions gt : M → C \ {0} with parameter
t ∈ R is called a multiplicative cocycle over a flow F t : M → M if gt+s(x) =
gt(F s(x)) · gs(x) for t, s ∈ R and x ∈M . For a flow F t and a multiplicative cocycle
gt over it, we consider a transfer operator
Lt : C∞(M)→ C∞(M), Lt u(x) = gt(x) · u(F t(x)).
This is a one-parameter group of operators. In what follows, we consider the transfer
operator Lt associated to a C∞ contact Anosov flow F t : M → M and a C∞
multiplicative cocycle gt : M → C. In Section 5, we will introduce a scale of
Hilbert spaces Hraniso(M) with a parameter r > 0, adapted to the flow F
t. Those
Hilbert spaces satisfy
Hr(M) ⊂ Hraniso(M) ⊂ H−r(M)
where Hr(M) is the Sobolev space of order r on M . Our main result is
Theorem 2.1. If t is sufficiently large, the transfer operator Lt extends naturally
to a bounded operator on Hraniso(M) for any r > 0. If r > 0 is sufficiently large,
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the essential spectral radius of Lt : Hraniso(M)→ Hraniso(M) is exactly Λt, where Λ
is the quantity defined by
Λ = lim
t→∞
sup
x∈M
(
|gt(x)|√
det(DF t|Eu)
)1/t
.
The conclusion of the theorem implies in particular that, if t and r are sufficiently
large, the spectral set of the operator Lt : Hraniso(M)→ Hraniso(M) on the outside
of the disk |z| ≤ Λt consists of discrete eigenvalues with finite multiplicities. (See
[16] for implication of this conclusion on decay of correlations.)
Note that, if F t is the geodesic flow of a closed surface with constant negative
(≡ −1) curvature and gt ≡ 1, we have Λ = e−1/2 and the bound Λt = e−t/2 on
the essential spectral radius of Lt in the theorem above is exactly the optimal one
expected from the classical result of Selberg[11] and the heuristic relation between
the zeros of dynamical zeta functions and the spectrum of the generator of Lt.
(See also [12, 13].) We expect that the bound in the theorem above is optimal
as far as we consider the action of Lt on Banach spaces B such that C∞(M) ⊂
B ⊂ (C∞(M))′. Note that the peripheral eigenvalues outside the essential spectral
radius is essentially independent of the choice of function spaces. (See [3, Appendix
A].)
In the following sections, we proceed as follows. In Section 3, we set up a Darboux
coordinate system on M and reduce the main theorem to the corresponding claim
(Theorem 3.3) about transfer operators on the Euclidean space R2d+1 equipped
with a standard contact form α0. In Section 4, we discuss about the FBI transform
on the Euclidean space R2d. The FBI transform decomposes functions on R2d into
Gaussian wave packets parametrized by points in the cotangent bundle T ∗R2d =
R2d⊕R2d and was used in semi-classical analysis, by Sjo¨strand[15] and Martinez[10],
in order to study microlocal properties of functions. In Section 5, we introduce the
partial FBI transform on the Euclidean space R2d+1, which is roughly a combination
of the Fourier transform in the direction of the flow and the (scaled) FBI transform
in the transversal directions. We then define the anisotropic Sobolev spaceHraniso by
using the partial FBI transform and a weight functionWraniso. In the last subsection,
we also study the action of a linear transformation with some hyperbolic property
on the anisotropic Sobolev space Hraniso and prove an analogue of Theorem 3.3 in
this simple case. In Section 6, we will decompose the transfer operator on the
Euclidean space R2d+1 into three parts, the compact, hyperbolic and central part.
The compact part concerns the wave packets with low frequency and is a compact
operator as its name indicates. The hyperbolic part concerns the wave packets that
have high frequency in the transversal directions to the flow. In Section 7, we will
show that the operator norm of the hyperbolic part is bounded by an arbitrarily
small constant if we take a large parameter r in the definition of Hraniso. Thus the
central part turns out to be most essential for our argument. We study the central
part in Section 8. We will decompose the central part into small pieces so that each
piece can be well approximated by the simple operator studied in the last subsection
of Section 5. In Section 9, we give a lower bound for the essential spectral radius
that coincides with the upper bound, finishing the proof of the main theorem.
Acknowledgement. The author expresses his gratitude to the Mittag-Leffler in-
stitute and Prof. M. Benedicks (KTH) for hospitality during his stay at the institute
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for the program ”Dynamics and PDE”, where he started to write a preliminary ver-
sion of this paper. The author also thank F. Faure (Fourier Institute) for teaching
him about basic facts about the FBI transform and the ingenious change of coor-
dinates (see Subsection 4.4) that he introduced in the paper[5].
3. Local properties of contact Anosov flow
3.1. Darboux local coordinates. Let F t : M → M be a contact Anosov flow
and α the contact form on M preserved by the flow. By multiplying α by some
smooth function, we may and do suppose that α(V ) ≡ 1 for the generating vector
field V of the flow F t.
On the 2d+1 dimensional Euclidean space R2d+1, the standard contact form α0
is defined by
α0 = dx0 +
 d∑
j=1
xj · dxd+j − xd+j · dxj
 .(1)
Note that the vector field ∂x0 := ∂/∂x0 is characterized by the conditions
(2) α0(∂x0) ≡ 1, dα0(∂x0 , ·) ≡ 0.
For a real number θ > 0, we consider the cones
C+(θ) = {x = (x0, x+, x−) ∈ R2d+1 | ‖x−‖ ≤ θ‖x+‖},
C−(θ) = {x = (x0, x+, x−) ∈ R2d+1 | ‖x+‖ ≤ θ‖x−‖}
where ‖ · ‖ is the Euclidean norm and, for x = (xi)2di=0 ∈ R2d+1, we set
x+ = (x1, x2, · · · , xd), x− = (xd+1, xd+2, · · · , x2d).
Definition 3.1. For λ > 1, a C∞ diffeomorphism F : U → U ′ = F (U) is said to
be a λ-hyperbolic contact diffeomorphism if it satisfies the following conditions:
(H1) U and U ′ are open subsets contained in the unit disk in R2d+1,
(H2) F preserves the standard contact form α0, and
(H3) F is hyperbolic in the sense that
DF (R2d+1 \C−(1/10)) ⊂ C+(1/10),
DF−1(R2d+1 \C+(1/10)) ⊂ C−(1/10)
and that
‖DF (π†(v))‖ ≥ λ‖π†(v)‖ for v ∈ R2d+1 \C−(1/10),
‖DF−1(π†(v))‖ ≥ λ‖π†(v)‖ for v ∈ R2d+1 \C+(1/10)
where π† : R
2d+1 → {0} ⊕ R2d denotes the orthogonal projection to the
components other than the first one.
From Darboux theorem for contact structure[1, pp.168], it follows
Lemma 3.2 ([16, Proposition 2.2]). There exist a finite system of coordinate charts{
κi : Vi → Ui = κ(Vi) ⊂ R2d+1
}ℓ
i=1
on M and a constant c > 0 such that, for 1 ≤ i, j ≤ ℓ,
(1) α = κ∗i (α0) on Vi and ∂x0 = (κi)∗(V ) on Ui.
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(2) For sufficiently large t > 0, the diffeomorphism induced on the local charts
F tij := κj ◦ F t ◦ κ−1i : U tij → F tij(U tij) where U tij := κi(Vi ∩ F−t(Vj))
is a c · λt0-hyperbolic contact diffeomorphism, provided U tij 6= ∅,
where λ0 > 1 is the constant in the definition of Anosov flow.
We henceforth fix a system of coordinate charts as above and define a family
of transfer operators on the local charts as follows. Take functions ρi ∈ C∞0 (Ui),
1 ≤ i ≤ ℓ, so that the family {ρi ◦ κi} of functions on M is a C∞ partition of
unity subordinate to the open covering {Vi} and take another family of functions
ρ˜i ∈ C∞0 (Ui) so that ρ˜i(x) ∈ [0, 1] and that ρ˜i(x) ≡ 1 on the support of ρi. The
transfer operators Ltij : C∞(Uj) → C∞0 (Ui) for 1 ≤ i, j ≤ ℓ and t ∈ R is then
defined by
Ltiju(x) = gtij(x) · u(F tij(x))
where
gtij(x) = ρi(x) · ρ˜j(F tij(x)) · gt(κ−1i (x)).
These transfer operators as a whole form the operator
Lt :
ℓ⊕
i=1
C∞0 (Ui)→
ℓ⊕
i=1
C∞0 (Ui), L
t((ui)
ℓ
i=1) =
∑
j
Ltijuj
ℓ
i=1
.
By the definitions above, we have the commutative diagram of operators:
(3)
⊕ℓ
i=1 C
∞
0 (Ui)
L
t
−−−−→ ⊕ℓi=1 C∞0 (Ui)
ι
x ιx
C∞(M)
Lt−−−−→ C∞(M)
where
ι : C∞(M)→
ℓ⊕
i=1
C∞0 (Ui), ι(u) =
(
ρi · u ◦ κ−1i
)ℓ
i=1
.
In Section 5, we will introduce a scale of Hilbert spaces (Hraniso, ‖ · ‖r) for r ∈ R
such that
Hr ⊂ Hraniso ⊂ H−r,
where Hr is the Sobolev space of order r on R2d+1. And we will prove
Theorem 3.3. For any given r > d, there exists a constant C0 > 0 such that, for
any λ-hyperbolic contact diffeomorphism F : U → U ′ with λ sufficiently large and
for any g ∈ C∞0 (U), the transfer operator
(4) Lu = g · (u ◦ F )
extends naturally to a bounded operator L : Hraniso → Hraniso and the essential
spectral radius of the extension is bounded by
(5) C0 ·max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)},
where Λ(F, g) and ∆(F, g) are defined as
Λ(F, g) = max
x∈supp(g)
(
|g(x)|√| det(DFx|E+)|
)
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and
∆(F, g) = max
x∈supp(g)
√
| det(DFx|E+)|,
with setting E+ = {(x0, x+, x−) ∈ R2d+1 | x− = 0}.
For a bounded linear operator L : B → B on a Banach space B, its essential
operator norm ‖L‖ess and essential spectral radius ρess(L) are respectively the in-
fimum of its operator norm and its spectral radius under perturbation by compact
operators, that is,
‖L‖ess := inf{‖L−K‖ | K : B → B is a compact operator.},
ρess(L) := inf{ρ(L−K) | K : B → B is a compact operator.}
By definition the essential spectral radius of a bounded linear operator does not
exceed its essential operator norm.
We show that the claims of the main theorem except for the lower bound for the
essential spectral radius follow from Theorem 3.3. Consider the (unique) norm on
C∞(M) such that the injection ι is an isometric injection into
⊕ℓ
i=1H
r
aniso with
respect to it and let Hraniso(M) be the completion of C
∞(M) with respect to that
norm. From the former claim of Theorem 3.3, the commutative diagram (3) extends
naturally to ⊕ℓ
i=1H
r
aniso
L
t
−−−−→ ⊕ℓi=1Hraniso
ι
x ιx
Hraniso(M)
Lt−−−−→ Hraniso(M)
in which ι is an isometric embedding. From the latter claim of Theorem 3.3, we see
that the essential operator norm of Lt :
⊕ℓ
i=1H
r
aniso →
⊕ℓ
i=1H
r
aniso is bounded by
(6) C0 ·max
i,j
(
max{Λ(F tij , gtij), ‖gtij‖∞ · λ−rt0 ·∆(F tij , gtij)}
)
and so is that of Lt : Hraniso(M)→ Hraniso(M). Note that (6) is bounded by
C0 ·max
{
max
x∈M
|gt(x)|√
detDF tx|Eu
, ‖gt‖∞ · λ−rt0 ·max
x∈M
√
detDF tx|Eu
}
with possibly different constant C0 and that the latter term in max{·} above is
smaller than the former if r is sufficiently large. Therefore, by multiplicative prop-
erty of essential spectral radius, we conclude the estimate
ρess(Lt|Hr
aniso
(M)) = lim
n→∞
‖Lnt : Hraniso(M)→ Hraniso(M)‖1/ness ≤ Λt.
3.2. Affine transformations and diffeomorphisms preserving the standard
contact form α0. For each point c = (c0, c
+, c−) ∈ R2d+1, let Ac : R2d+1 → R2d+1
be the affine transformation
(7) Ac(x0, x
+, x−) =
(
x0 + c0 − c+ · x− + c− · x+, x+ + c+, x− + c−
)
,
which preserves the standard contact form α0. The totality A = {Ac}c∈R2d+1 of
such transformations form a transformation group that acts on R2d+1 transitively.
In the following, most of our constructions (including that of the anisotropic Sobolev
spaces) will be invariant with respect to the action of the transformation group A.
Let F : U → U ′ be a C∞ diffeomorphism between open subsets in R2d+1 pre-
serving the standard contact form α0. Then it preserves also the vector field ∂x0
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as it is characterized by the conditions (2). Thereby, setting x† = (x1, x2, · · · , x2d)
for x = (x0, x1, . . . , x2d), we may write F locally as
(8) F (x0, x†) = (x0 + f(x†), F†(x†)),
where F† : R
2d → R2d and f : R2d → R are a C∞ diffeomorphism and a C∞ func-
tion respectively. Let α† and ω† be the differential forms on R
2d defined respectively
by
α† =
 d∑
j=1
xj · dxj+d − xj+d · dxj
 , ω† = 1
2
dα† =
d∑
j=1
dxj ∧ dxd+j .(9)
Then F† above preserves the symplectic form ω† and the function f is determined
from F by the relation
df = DF ∗(dx0)− dx0 = α† − F ∗† (α†)
up to difference by a constant.
Suppose F (0) = 0 in addition. Then, for any 1 ≤ i, j ≤ 2d, we have
(10)
∂
∂xi
f(0) = 0,
∂2
∂xi∂xj
f(0) = 0.
These relations (in particular the latter) are not very obvious but the proof is
straightforward. We refer [16, Lemma 4.1] for the detail. The property (10) implies
that there exits a constant C > 0 such that, for z ∈ R2d+1 sufficiently close to the
origin 0 and for ξ = (ξ0, ξ
+, ξ−) ∈ R2d+1, one has the estimate
‖tDFz(ξ) − tDF0(ξ)‖ ≤ ‖tDfz(ξ0)‖+ ‖t(DF†)z(ξ†)− t(DF†)0(ξ†)‖
≤ C(|ξ0| · ‖z‖2 + ‖ξ†‖ · ‖z‖).
The last estimate is applicable to the germ of F at each point, by means of changes
of coordinates by affine transformations in A. Thus we obtain the following propo-
sition, which stands without the assumption F (0) = 0.
Proposition 3.4. If a C∞ diffeomorphism F : U → U ′ between open subsets in
R
2d+1 preserves the standard contact form α0 and if K is a compact subset of U ,
there exists a constant C > 0 such that
‖tDFy(ξ)− tDFy′(ξ)‖ ≤ C(|ξ0| · ‖y† − y′†‖2 + ‖ξ − ξ0 · α0(F (y))‖ · ‖y† − y′†‖)
for any two points y = (y0, y†), y
′ = (y′0, y
′
†) in K and any ξ = (ξ0, ξ†) ∈ R2d+1.
4. The FBI transform
In this section, we introduce the FBI (Fourier-Bros-Iaglonitzer) transform and
give a few basic facts related to it. As the Fourier transform decomposes functions
into simple wave functions, the FBI transform decomposes functions into Gaussian
wave packets. We refer [10, Ch.3] for general argument on the FBI transform.
4.1. FBI transform. For a pair (x, ξ) of points x and1) ξ in the D-dimensional
Euclidean space RD, we consider a C∞ function
φx,ξ : R
D → C, φx,ξ(y) = aD · exp
(
iξ(y − (x/2))− ‖y − x‖2/2)
where aD = (2π)
−D/2 · π−D/4.
1)Maybe it is more natural to regard ξ as an element of the dual space of RD.
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Remark 4.1. In the textbook [10], the function φx,ξ is defined similarly but with
the term iξ(y − (x/2)) replaced by iξ(y − x). Our definition above is slightly more
convenient for our argument, though the difference is not essential.
The FBI transform T maps a function u(x) on RD to the function
T u(x, ξ) =
∫
φx,ξ(y) · u(y)dy
on R2D = RD⊕RD. Its (formal) adjoint T ∗ maps a function v(x, ξ) on R2D to the
function
T ∗v(y) =
∫
φx,ξ(y) · v(x, ξ)dxdξ
on RD. The following are the basic properties of these transforms.
Proposition 4.2. (1) The FBI transform T is a continuous linear operator from
S(RD) to S(R2D), while T ∗ is a continuous linear operator from S(R2D) to S(RD),
where S(RD) denotes the Schwartz space on RD.
(2) The composition T ∗◦T : S(RD)→ S(RD) is the identity operator. Consequently
the FBI transform T extends to an isometry from L2(RD) to L2(R2D).
Proof. The first claim can be proved by a straightforward argument. Below we
prove the second. The Schwartz kernel of the operator T ∗ ◦ T is∫
φx,ξ(y) · φx,ξ(y′) dx dξ.
Performing integration with respect to ξ and x in turn, we see that this equals
a2D · (2π)D · δ(y− y′) ·
∫
exp(−‖y−x‖2) dx = a2D · (2π)D ·πD/2δ(y− y′) = δ(y− y′).
Clearly this implies that T ∗ ◦ T is the identity operator. 
Note that, if we put v(x, ξ) = T u(x, ξ) for u ∈ S(RD), the latter claim of the
proposition above implies the following expression of u as a superposition of the
wave packets φx,ξ(·):
u(y) = T ∗v(y) =
∫
v(x, ξ) · φx,ξ(y) dxdξ.
4.2. The projection operator P.
Proposition 4.3. The composition P := T ◦ T ∗ : S(R2D) → S(R2D) extends to
the orthogonal projection P : L2(R2D)→ L2(R2D) to the closed subspace
T (L2(RD)) = {T u ∈ L2(R2D) | u ∈ L2(RD)}.
Proof. From the definition of P and Proposition 4.2, we have P = P∗ and P◦P = P .
It remains to prove that
T (L2(RD)) = {u ∈ L2(R2D) | Pu = u}.
If u ∈ L2(R2D) satisfies Pu = u, it belongs to T (L2(RD)) because u = Pu =
T (T ∗u). Conversely, if u ∈ T (L2(RD)), we can take v ∈ L2(RD) such that u = T v
and obtain Pu = T ◦ T ∗ ◦ T v = T v = u from Proposition 4.2 (2). 
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The projection operator P above is an integral transform
Pu(x, ξ) =
∫
KP(x, ξ;x
′, ξ′)u(x′, ξ′) dx′dξ′
with the kernel
(11) KP(x, ξ;x
′, ξ′) =
∫
φx,ξ(y) · φx′,ξ′(y)dy.
If we perform the (Gaussian) integration in KP(·), we see
KP(x, ξ;x
′, ξ′) = (2π)−D/2 · exp
(
− i · Ω((x, ξ), (x
′, ξ′))
2
− ‖x− x
′‖2
4
− ‖ξ − ξ
′‖2
4
)
where Ω : R2D ⊕R2D → R is the standard symplectic form on R2D = RD ⊕ (RD)∗
defined by Ω((x, ξ), (x′, ξ′)) = x · ξ′ − ξ · x′.
We may generalize the projection operator P to a slightly more general setting.
Let ω be a symplectic form on an even dimensional Euclidean space E and suppose
that it is compatible2) with the Euclidean norm. We define the integral transform
Pω : S(E)→ S(E) by
(12) Pωu(z) = (2π)
−D/2
∫
exp(−i · ω(z, z′)/2− ‖z − z′‖2/4) · u(z′) dz′,
replacing Ω in the expression of P above by ω. Then we have
Proposition 4.4. Pω extends to an orthogonal projection operator in L
2(E).
Proof. We can check Pω ◦Pω = Pω and P ∗ω = Pω by a straightforward computation.
(Or, one can introduce an orthogonal coordinate system on E in which Ω = ω.) 
4.3. The action of affine transformations. We are going to consider the action
of affine transformations viewed through the FBI transform. Let B : RD → RD be
an affine transformation. We write its natural action on T ∗RD = RD ⊕ RD as
B˜ : RD ⊕ RD → RD ⊕ RD, B˜(x, ξ) = (Bx, t(DB)−1ξ),
where DB denotes the linear part of B. We consider the pull-back operator by B,
LB : S(RD)→ S(RD), LBu(x) = u(B(x)).
The corresponding action of B on the functions on T ∗RD = RD ⊕ RD is3)
L˜B : S(RD ⊕ RD)→ S(RD ⊕ RD), L˜Bu(x, ξ) = e−iB−1(0)·ξ/2 · u(B˜(x, ξ)).
Lemma 4.5. If B : RD → RD is an isometry, we have
L˜B ◦ T = T ◦ LB, LB ◦ T ∗ = T ∗ ◦ L˜B P ◦ L˜B = L˜B ◦ P .
Proof. The first and second equality follows from the relation LBφB˜(x,ξ) = φx,ξ.
The last follows from these and the definition P = T ◦ T ∗. 
2)Compatibility implies that the linear map J : E → E defined by the relation ω(x, y) = (x, Jy)
satisfies J ◦ J = −Id.
3)The coefficient e−iB
−1(0)·ξ/2 appears as the result of our definition of φx,ξ. See Remark 4.1.
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If the affine transformation B : RD → RD is not an isometry, the lemma above
is no longer true and we need some modification. Below we assume that B is a
linear transformation, i.e. B(0) = 0 and that detB = 1, for simplicity.
If we define the operator L̂B : S(R2D)→ S(R2D) by
(13) L̂B = T ◦ LB ◦ T ∗,
it makes the following diagram commutes:
(14)
S(RD ⊕ RD) L̂B−−−−→ S(RD ⊕ RD)
T
x Tx
S(RD) LB−−−−→ S(RD)
So it should be natural to call L̂B the lift of LB with respect to the FBI transform.
For the linear transformation B, we set
d(B) = det
(
(Id + tB · B)/2)1/2.
Then we have the following expression for the lift L̂B .
Proposition 4.6. L̂B = d(B) · P ◦ L˜B ◦ P.
Proof. The operator T ∗ ◦ L˜B ◦ T can be written as an integral operator
(T ∗ ◦ L˜B ◦ T )u(y) =
∫
K(y, y′)u(y′) dy′
with the kernel
K(y, y′) = a2D ·
∫
eiξ·(y−B
−1y′)−|y−x|2/2−|y′−Bx|2/2dxdξ.
If we calculate the integration using a change of variable z = x−B−1y′, we obtain
K(y, y′) = π−D/2 · δ(y −B−1y′) ·
∫
e−|B
−1y′−x|2/2−|y′−Bx|2/2dx
= π−D/2 · δ(y −B−1y′)
∫
e−|z|
2/2−|Bz|2/2dz = d(B)−1 · δ(y′ −By).
This implies LB = d(B) · T ∗ ◦ L˜B ◦T . Composing T and T ∗ from the left and right
respectively, we obtain the required formula. 
4.4. Change of variables. In this subsection, we set D = 2d and consider a
linear transformation B : R2d → R2d that preserves the symplectic form ω† on R2d
defined in (9). Below we show that the operator L̂B can be identified with the
tensor product of two (almost) identical operators through an appropriate change
of variables. This argument is essentially due to F. Faure[5].
To begin with, note that the Hilbert space L2(R2d ⊕R2d) is naturally identified
with the tensor product L2(R2d)⊗ L2(R2d). Let us consider the linear bijection
(15) Z : R2d ⊕ R2d → R2d ⊕ R2d, Z(x, ξ) = (2−1/2(ξ + Jx), 2−1/2(ξ − Jx))
as a coordinate change, where J : R2d → R2d is the linear map characterized by
the condition (y, Jx) = ω†(y, x) or, more concretely, defined by
J(x+, x−) = (x−,−x+) for x+, x− ∈ Rd.
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From the assumption that B preserves ω†, the diagram
R2d ⊕ R2d B˜−−−−→ R2d ⊕ R2d
Z
y Zy
R2d ⊕ R2d
tB−1⊕tB−1−−−−−−−−→ R2d ⊕ R2d
commutes. Consequently, for the unitary operators
Z∗ : L2(R2d ⊕ R2d)→ L2(R2d ⊕ R2d), Z∗u(x, ξ) = u(Z(x, ξ)),
and
L0 : L2(R2d)→ L2(R2d), L0u(ξ) = u(tB−1ξ),
the following diagram commutes:
L2(R2d ⊕ R2d) L˜B−−−−→ L2(R2d ⊕ R2d)
Z∗
x Z∗x
L2(R2d ⊕ R2d) L0⊗L0−−−−→ L2(R2d ⊕ R2d)
Another important property of Z is that it is an isometry with respect to the
standard Euclidean norm on R2d ⊕ R2d and intertwines the standard symplectic
form Ω with ω† ⊕ (−ω†). That is, for Z(x, ξ) = (z, w), Z(x′, ξ′) = (z′, w′), we have
((x, ξ), (x′, ξ′))R2d⊕R2d = (z, z
′)R2d + (w,w
′)R2d
and
Ω((x, ξ), (x′, ξ′)) = ω0(z, z
′)− ω0(w,w′).
Let P0 : L2(R2d) → L2(R2d) be the projection operator defined by (12) with
the setting D = d and ω = ω†. Then, from the property of Z noted in the last
paragraph, we see that the following diagram also commutes:
L2(R2d ⊕ R2d) P−−−−→ L2(R2d ⊕ R2d)
Z∗
x Z∗x
L2(R2d ⊕ R2d) P0⊗P0−−−−→ L2(R2d ⊕ R2d)
Therefore, if we define the operator L̂0 : L2(R2d)→ L2(R2d) by
(16) L̂0 = d(B)1/2 · P0 ◦ L0 ◦ P0,
we have the commutative diagram
(17)
L2(R2d ⊕ R2d) L̂B−−−−→ L2(R2d ⊕ R2d)
Z∗
x Z∗x
L2(R2d ⊕ R2d) L̂0⊗L̂0−−−−→ L2(R2d ⊕ R2d)
In conclusion, the operator L̂B is identified with the tensor product of the operator
L̂0 and its complex conjugate through the coordinate change by Z.
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5. Definition of anisotropic Sobolev spaces
In this section, we introduce what we call the partial FBI transform and then
give the definition of anisotropic Sobolev spaces using it.
5.1. The partial FBI transform. The partial FBI transform on R2d+1 is a com-
bination of the Fourier transform in the first coordinate and the FBI transform in
the other coordinates with some scaling. Below we give a precise definition for it.
Take and fix a C∞ function χ : R→ [0, 1] such that
χ(s) =
{
1, if s ≤ 4/3;
0, if s ≥ 5/3.
For a real number s, we set4)
〈s〉 = |s| · (1− χ(|s|)) + χ(|s|),
so that 〈s〉 ≥ 1 for any s and that 〈s〉 = |s| holds if |s| ≥ 2. For a given point
y = (yi)
2d
i=0 ∈ R2d+1, we will write
y+ = (y1, y2, . . . , yd), y
− = (yd+1, yn+2, . . . , y2d) and y† = (y
+, y−).
As in the definition of the FBI transform, we introduce a family of functions
Φx†,ξ : R
2d+1 → C for (x†, ξ) ∈ R2d ⊕ R2d+1
defined by
Φx†,ξ(y) =
〈ξ0〉d/2 · a2d
(2π)1/2
· exp (iξ0y0 + iξ†(y† − (x†/2))− 〈ξ0〉‖y† − x†‖2/2)
=
(
1
(2π)1/2
· eiξ0y0
)
·
(
〈ξ0〉d/2 · a2d · eiξ†(y†−(x†/2))−〈ξ0〉‖y†−x†‖
2/2
)
.
The partial FBI transform T maps a function u(y) on R2d+1 to the function
T u(x†, ξ) =
∫
Φx†,ξ(y) · u(y) dy on R2d ⊕ R2d+1.
And its formal adjoint T ∗ maps a function u(x†, ξ) on R
2d⊕R2d+1 to the function
T
∗u(y) =
∫
Φx†,ξ(y)u(x†, ξ) dx†dξ on R
2d+1.
The partial FBI transform may be viewed as a combination of the Fourier trans-
form and the FBI transform with some scaling as follows: Consider the Fourier
transform in the first variable,
F0 : S(R2d+1)→ S(R2d+1), F0u(ξ0, y†) = (2π)−1/2
∫
e−iξ0y0u(y0, y†)dy0
and the FBI transform in the other coordinates,
T† : S(R2d+1)→ S(R2d ⊕ R2d+1), T†u(x†, ξ) =
∫
φx†,ξ†(z†) · u(ξ0, z†)dz†,
where ξ = (ξ0, ξ†) ∈ R2d+1 = R⊕ R2d. Also, consider the operators
S : S(R2d+1)→ S(R2d+1), Su(ξ0, x†) = 〈ξ0〉−d/2 · u(ξ0, 〈ξ0〉−1/2x†)
4)In most of the literature, 〈s〉 is defined to be (1 + s2)1/2. But the definition here is more
convenient for our argument.
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and
Ŝ : S(R2d⊕R2d+1)→ S(R2d⊕R2d+1), Ŝu(x†, ξ) = u
(
〈ξ0〉−1/2x†, (ξ0, 〈ξ0〉1/2ξ†)
)
associated to the scaling
R⊕ R2d ∋ (ξ0, x†) 7→
(
ξ0, 〈ξ0〉−1/2x†
) ∈ R⊕ R2d.
Then the FBI transform T and its formal adjoint T ∗ are expressed as
T = (Ŝ−1 ◦ T† ◦ S) ◦F0, T ∗ = F−10 ◦ (S−1 ◦ T ∗† ◦ Ŝ).
From this expression and the properties of the Fourier and FBI transform, we obtain
Proposition 5.1. (1) The partial FBI transform T is a continuous linear operator
from S(R2d+1) to S(R2d⊕R2d+1), while its formal adjoint T ∗ is a continuous linear
operator from S(R2d ⊕ R2d+1) to S(R2d+1).
(2) The composition T ∗ ◦ T : S(R2d+1) → S(R2d+1) is the identity operator.
Consequently T extends to an isometric embedding of L2(R2d+1) into L2(R2d ⊕
R2d+1).
Proposition 5.2. The composition P := T ◦ T ∗ : S(R2d ⊕ R2d+1) → S(R2d ⊕
R2d+1) extends to the orthogonal projection P : L2(R2d⊕R2d+1)→ L2(R2d⊕R2d+1)
to the closed subspace T (L2(R2d+1)) = {T u | u ∈ L2(R2d+1)}.
5.2. Anisotropic Sobolev spaces. In this subsection, we define the anisotropic
Sobolev space Hraniso as the pull-back of some weighted L
2 space on R2d ⊕ R2d+1
by the partial FBI transform T .
For θ > 0, let C∗+(θ) and C
∗
−(θ) be the cones in R
2d defined by
C∗+(θ) = {(ζ+, ζ−) ∈ R2d = Rd ⊕ Rd | ‖ζ−‖ ≤ θ‖ζ+‖}, and
C∗−(θ) = {(ζ+, ζ−) ∈ R2d = Rd ⊕ Rd | ‖ζ+‖ ≤ θ‖ζ−‖}.
We take C∞ functions ψσ : PR
2d → [0, 1], σ = ±, on the projective space PR2d
such that
ψ+([ζ]) + ψ−([ζ]) = 1 and
{
ψ+([ζ]) = 1 if ζ ∈ C∗+(1/3),
ψ−([ζ]) = 1 if ζ ∈ C∗−(1/3),
where [ζ] denotes the element in PR2d that is represented by ζ ∈ R2d, and then
introduce the function
W raniso : R
2d → R, W raniso(ζ) = ψ+([ζ]) · 〈‖ζ‖〉−r + ψ−([ζ]) · 〈‖ζ‖〉+r.
We define the weight function Wraniso : R2d ⊕ R2d+1 → R+ as follows: In the case
x = 0, we set
Wraniso(0, ξ) =W 2raniso
(
ξ†
〈‖ξ‖〉1/2
)
for ξ = (ξ0, ξ†) ∈ R2d+1 = R⊕ R2d.
(Notice that we have 2r in the superscript of W 2raniso(·) on the right hand side.)
Then we extend this definition to the case x 6= 0 uniquely so that it is invariant
with respect to the natural action of the transformation group A. In other words,
we set
Wraniso(x†, ξ) =Wraniso(0, tDA(0,x†)(ξ)).
Note that A(0,x†) is defined in (7) with setting c = (0, x†) ∈ R2d+1, so that
tDA(0,x)(ξ0, ξ†) = ( ξ0 , ξ
+ + ξ0 · x− , ξ− − ξ0 · x+) = ( ξ0, ξ† + ξ0 · J(x) ).
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Now we define the anisotropic Sobolev space Hraniso as the completion of the
Schwartz space S(R2d+1) with respect to the norm
‖u‖r = ‖Wraniso ·T u‖L2(R2d⊕R2d+1) .
By definition, the partial FBI transform T extends to the isometric embedding
T : Hraniso → L2(R2d ⊕ R2d+1;Wraniso)
where L2(R2d ⊕ R2d+1;Wraniso) denotes the weighted L2 space with weight Wraniso.
We give a relation between the anisotropic Sobolev spaces introduced above and
the usual Sobolev spaces. (The proofs of Lemma 5.3 and Corollary 5.4 below will
be given in the appendix.) Recall that the Sobolev space Hr of order r on R2d+1 is
defined as the completion of the Schwartz space S(R2d+1) with respect to the norm
‖u‖Hr = ‖〈ξ〉r ·Fu(ξ)‖L2(R2d+1)
where F denotes the Fourier transform. For another norm
‖u‖′Hr = ‖〈ξ〉r · T u(x, ξ)‖L2(R2d⊕R2d+1)
defined by using the partial FBI transform T , one can show
Lemma 5.3. The two norms ‖ · ‖Hr and ‖ · ‖′Hr on S(R2d+1) are equivalent.
For a subset K ⊂ R2d+1, let C∞(K) be the set of C∞ functions whose supports
are contained in K, and let Hraniso(K) (resp. H
r(K)) be the closure of C∞(K) in
Hraniso (resp. H
r). As a consequence of the last lemma, one obtains
Corollary 5.4. For any compact subset K ⊂ R2d+1, we have
Hr(K) ⊂ Hraniso(K) ⊂ H−r(K).
5.3. The action of linear transformations on Hraniso. Let us consider a linear
transformation
Id⊕B : R2d+1 → R2d+1, (Id⊕B)(x0, x†) = (x0, B(x†))
where B : R2d → R2d is a linear transformation satisfying the following hyperbol-
icity conditions for some large λ≫ 1:
(B1) B(R2d \C∗−(1/10)) ⊂ C∗+(1/10), B−1(R2d \C∗+(1/10)) ⊂ C∗−(1/10),
(B2) ‖B(v)‖ ≥ λ‖v‖ if v ∈ R2d \C∗−(1/10), and
(B3) ‖B−1(v)‖ ≥ λ‖v‖ if v ∈ R2d \C∗+(1/10).
Below we study the pull-back operator
LId⊕Bu = u ◦ (Id⊕B)
acting on the anisotropic Sobolev space Hraniso, as a simple model of the transfer
operator (4). To this end, we introduce the operator
L̂Id⊕B = T ◦ LId⊕B ◦T ∗
which makes the following diagram commutes:
S(R2d ⊕ R2d+1) L̂Id⊕B−−−−→ S(R2d ⊕ R2d+1)
T
x Tx
S(R2d+1) LId⊕B−−−−→ S(R2d+1)
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In order to see that the operator LId⊕B induces a bounded operator on Hraniso, it is
enough to check that the lift L̂Id⊕B extends to a bounded operator on the weighted
L2 space L2(R2d ⊕ R2d+1;Wraniso) with the norm ‖u‖ := ‖Wraniso · u‖L2.
Recall that the partial FBI transform is a combination of the Fourier transform
in the flow direction and the FBI transform with some scaling in the transversal
directions. Since the map Id⊕ B preserves the frequency in the flow direction, we
can separate the actions of L̂Id⊕B into each frequency. Thus, taking the scaling
in the transversal direction into account, we see that the operator norm of the lift
L̂Id⊕B on L2(R2d ⊕ R2d+1;Wraniso) equals the supremum of the operator norms of
(18) L̂B : L2(R2d ⊕ R2d;W〈ξ0〉)→ L2(R2d ⊕ R2d;W〈ξ0〉)
for ξ0 ∈ R, where L̂B is defined in (13) and Ws : R2d ⊕ R2d → R is defined by
(19) Ws(x†, ξ†) =W 2raniso
(
ξ† + Jx†
〈(1 + s−1 · ‖ξ† + Jx†‖2)1/2〉1/2
)
.
Next recall the change of variables discussed in Subsection 4.4, in particular, the
commutative diagram (17). Since we have
(20) Ws ◦ Z−1(z, w) = Vs(z) :=W 2raniso
(
z
〈(1 + s−1 · ‖z‖2)1/2〉1/2
)
,
the operator (18) is identified with the tensor product of
L̂0 : L2(R2d,Vs)→ L2(R2d,Vs) and L̂0 : L2(R2d)→ L2(R2d)
where L̂0 is that defined in Subsection 4.4. And, for these two operators, we show
Lemma 5.5. The operator L̂0 extends naturally to bounded operators both on the
Hilbert spaces L2(R2d) and L2(R2d,Vs) for s ≥ 1. Further,
(1) the operator norm of L̂0 : L2(R2d)→ L2(R2d) is 1, and
(2) the operator norm of L̂0 : L2(R2d,Vs)→ L2(R2d,Vs) is bounded by
C0 ·max{d(B)−1/2, d(B)1/2 · λ−r}
where C0 is a constant that does not depend on B nor s ≥ 1.
Once we prove this lemma, we conclude that the operator norm of LId⊕B on
Hraniso is bounded by C0 ·max{d(B)−1/2, d(B)1/2 ·λ−r}. Notice that the last quan-
tity corresponds to (5) in Theorem 3.3 since d(B) is proportional to detB|E+ . In
the following sections, we will prove Theorem 3.3 by reducing it to this simple case.
Proof of Lemma 5.5. The claim (1) follows, for instance, from the fact that the
operator norm of L̂0 ⊗ L̂0 on L2(R2d ⊕ R2d) equals that of L̂B on L2(R2d ⊕ R2d)
and hence equals 1, as we showed in Subsection 4.4. Below we prove the claim (2).
We will use C0 as a generic symbol for constants that do not depend on B nor s.
From the definition, the operator L̂0 can be written as an integral operator
L̂0u(z) =
∫
K(z, z′)u(z′) dz′
and the kernel satisfies
|K(z, z′)| ≤ (2π)−d · d(B)1/2 ·
∫
exp(−‖z − w‖2/4− ‖tB−1w − z′‖2/4)dw.
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Hence, to prove the claim (2), it is enough to show
‖Q ◦ L0 ◦ Q : L2(R2d,Vs)→ L2(R2d,Vs)‖ ≤ C0 ·max{d(B)−1, λ−r}
where Q is the convolution operator
Qu(z) = φ ∗ u(z) with φ(z) = exp(−‖z‖2/4).
By using the rapidly decaying property of φ and the definition of Vs, we have
(21) Vs(z) · φ(z − z′) ≤ C0 · Vs(z′) · 〈‖z − z′‖〉−2d−1
where C0 is a constant that does not depend on s, provided that we take appropriate
functions ψ± in the definition of W
t
aniso(·). (See Remark 5.6 below.) This estimate
implies in particular
‖Q : L2(R2d,Vs)→ L2(R2d,Vs)‖ ≤ C0.
Remark 5.6. To have the inequality (21) hold, it may be necessary to put a technical
condition on the functions ψ± to avoid pathological cases, though we do not know
whether it is really necessary. For instance, if we assume the condition that the
first derivatives of the functions ξ 7→ (ψ±)ǫ([ξ]) is bounded on the unit sphere for
each ǫ > 0, which can be fulfilled easily, we can show that the first derivatives of
logVs is bounded by a constant independent of s ≥ 1 and hence the inequality (21)
follows.
Let E be the ellipsoid in R2d defined by the condition
|tz · (I +B−1 · tB−1)−1 · z| ≤ 1.
From the definition of Vs and hyperbolicity of B, it holds
Vs(Btz) ≤ C0 · λ−r · Vs(z) for z /∈ E
and therefore we have
‖Q ◦ L0◦(Id− 1E) ◦ Q : L2(R2d,Vs)→ L2(R2d,Vs)‖(22)
≤ C0‖L0 ◦ (Id− 1E) : L2(R2d,Vs)→ L2(R2d,Vs)‖ ≤ C0 · λ−r
where 1E denotes the multiplication by the characteristic function of E .
The operator norm of the remainder part
Q ◦ L0 ◦ 1E ◦ Q : L2(R2d,Vs)→ L2(R2d,Vs)(23)
equals that of the integral operator
L′ : L2(R2d)→ L2(R2d), L′u(z) =
∫
k(z, z′)u(z′) dz′
with the kernel
k(z, z′) =
∫
E
Vs(z)
Vs(z′) · φ(z −
tBw) · φ(w − z′) dw.
Once we prove the estimates
(24) sup
z′
∫
k(z, z′) dz ≤ C0 · d(B)−1 and sup
z
∫
k(z, z′) dz′ ≤ C0 · d(B)−1,
the Schur test[8, Lemma 18.1.12] will yields the estimate that the operator norm
of L′ is bounded by C0 ·d(B)−1 and so is the operator norm in (23), which together
with (22) completes the proof of the claim (2).
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To finish the proof, we prove (24). From hyperbolicity of B and the definition
of the function Vs(·), it is not difficult to check∫
E
Vs(tBw)
Vs(z′) · φ(w − z
′) dw ≤ C0 · d(B)−1 for all z′ ∈ R2d
and ∫
BE
Vs(z)
Vs(tB−1w) · φ(z − w) dw ≤ C0 · d(B)
−1 for all z ∈ R2d.
By virtue of (21), the former inequality above implies the former claim in (24):∫
k(z, z′) dz ≤ C0
∫ (∫
E
Vs(Btw)
Vs(z′) ·
φ(w − z′)
〈‖z − tBw‖〉2d+1 dw
)
dz ≤ C0 · d(B)−1.
Similarly the latter inequality above implies the latter claim in (24). 
6. Transfer operators on R2d+1
6.1. Transfer operators and their lifts. In this section and the following, we
consider in the setting of Theorem 3.3: Let F : U → U ′ be a λ-hyperbolic contact
diffeomorphism with large λ≫ 1 and g : R2d+1 → C a C∞ function whose support
is contained in U ; And we consider the transfer operator
L = LF,g : C∞0 (U ′)→ C∞0 (U), Lu(x) = g(x) · u(F (x)).
We define the lift of L with respect the partial FBI transform T by
L̂ := T ◦ L ◦T ∗ : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1).
Then, as (14) in the case of FBI transform, the following diagram commutes:
S(R2d ⊕ R2d+1) L̂−−−−→ S(R2d ⊕ R2d+1)
T
x Tx
C∞0 (U
′)
L−−−−→ C∞0 (U)
The operator L̂ is an integral operator
L̂u(x†, ξ) =
∫
K(x†, ξ; z†, η)u(z†, η) dz†dη
with the kernel
(25) K(x†, ξ; z†, η) =
∫
Φx†,ξ(y) · g(y) · Φz†,η(F (y)) dy.
Note that K(x†, ξ; z†, η) is bounded in absolute value by
a22d · 〈ξ0〉d/2 · 〈η0〉d/2
2π
·
∣∣∣∣∫ g(y) · e−i(ηF (y)−ξy) · e−〈ξ0〉‖x†−y†‖2/2−〈η0〉‖F†(y†)−z†‖2/2 dy∣∣∣∣
Applying integration by parts to the integral above, we obtain the following crude
estimate on the kernel K(·) of L̂.
Lemma 6.1. For any ρ > 0, there exits a constant Cρ > 0, which depends also on
F and g, such that
(26) |K(x†, ξ; z†, η)| ≤ Cρ · 〈ξ0〉d/2〈η0〉d/2 ·
∫
supp g
κ(x†, ξ; z†, η; y)
−ρdy
18 MASATO TSUJII
where
(27) κ(x†, ξ; z†, η; y) = 〈ξ0−η0〉
〈‖x† − y†‖
〈ξ0〉−1/2
〉〈‖F†(y†)− z†‖
〈η0〉−1/2
〉〈‖ξ − tDFyη‖
〈‖η‖〉1/2
〉
.
Proof. Consider the differential operators
L0 =
1 + i(η0 − ξ0) · ∂y0
1 + (η0 − ξ0)2 , L1 =
1 + i(tDFy(η)− ξ) · ∂y
1 + ‖tDFy(η)− ξ‖2 .
Since
L0
(
e−i(ηF (y)−ξy)
)
= L1
(
e−i(ηF (y)−ξy)
)
= e−i(ηF (y)−ξy),
we obtain, by integration by parts, that
|K(x†, ξ; z†, η)| = a
2
2d · 〈ξ0〉d/2 · 〈η0〉d/2
2π
·
∣∣∣∣∫ Kν,ν′(x†, ξ; z†, η; y)dy∣∣∣∣
for any integers ν, ν′ ≥ 0, where
Kν,ν′(x†, ξ; z†, η; y) = (L
∗
1)
ν′(L∗0)
ν
(
e−〈ξ0〉‖x†−y†‖
2/2−〈η0〉‖F†(y†)−z†‖
2/2 · g(y)
)
.
The calculation in the definition of Kν,ν′(·) above is not simple, but one can check
the following estimate by an inductive argument on ν and ν′. (See also Remark 6.2
below.): For any integers µ, µ′ > 0, there exists a constant C > 0, which depends
also on F and g, such that
(28)
|K ′(x†, ξ; z†, η; y)| ≤ C · T1(x†, y, ξ0)µ · T2(y, z†, η0)µ
′ · T3(ξ0, η0)ν−ν
′ · T4(ξ, η, y)ν
′
where y = (y0, y†) and
T1(x†, y, ξ0) =
1
〈〈ξ0〉1/2 · ‖x† − y†‖〉 , T2(y, z†, η0) =
1
〈〈η0〉1/2 · ‖F†(y†)− z†‖〉 ,
T3(ξ0, η0) =
1
〈ξ0 − η0〉 , T4(ξ, η, y) =
〈‖η‖〉1/2
〈‖tDFy(η) − ξ‖〉 +
〈‖η‖〉
〈‖tDFy(η) − ξ‖〉2 .
Remark 6.2. In deriving the estimate (28), use the fact that∣∣∣∂αy (e−〈ξ0〉‖x†−y†‖2/2−〈η0〉‖F†(y†)−z†‖2/2 · g(y))∣∣∣
≤ Cα,µ,µ′ ·max{〈ξ0〉, 〈η0〉}|α|/2 · T1(x†, y, ξ0)µ · T2(y, z†, η0)µ′
for any multi-index α and any µ, µ′ ≥ 0, and that 〈ξ0〉 ≤ 〈η0〉+ 〈ξ0 − η0〉.
In the case where 〈‖η‖〉1/2 ≤ 〈‖tDFy(η)− ξ‖〉 holds, we have
T4(ξ, η, y) ≤ 4〈‖tDFy(η)− ξ‖/〈‖η‖〉1/2〉
and, hence, the inequality (26) follows from (28). Otherwise, the inequality (26)
follows again from the same estimate (28) but with setting ν′ = 0. 
CONTACT ANOSOV FLOWS AND THE FBI TRANSFORM 19
6.2. Decomposition of transfer operators. Our next task is to decompose the
transfer operator L and its lift L̂ into three parts, namely, the compact, hyperbolic
and central part. The decomposition depends on two constants. One of the con-
stants is τ > 1/2. We take τ close to 1/2 according to d and r. For instance, it is
quite enough to assume
1
2
< τ <
1
2
+
1
100 · r · d.
The other constant is N > 0. We will choose N as a large constant in the course
of the argument below so that several claims hold true. Note that the choice of N
will depend on F , g and τ .
We define two function
X0 : R
2d ⊕ R2d+1 → [0, 1] and Xctr : R2d ⊕ R2d+1 → [0, 1]
as follows: Recall the function χ introduced in the beginning of Section 5. In the
case where x = 0, we set
X0(0, ξ) = χ(‖ξ‖/N) and Xctr(0, ξ) = χ
( ‖ξ†‖
〈ξ0〉τ
)
for ξ = (ξ0, ξ†) ∈ R2d+1. Then we extend these definitions to the case x 6= 0 uniquely
so that they are invariant with respect to the natural action of the transformation
group A on R2d ⊕ R2d+1. More concretely, we set
X0(x†, ξ) = χ((|ξ0|2 + ‖ξ − ξ0 · α0(x†)‖2)1/2/N)
and
Xctr(x†, ξ) = χ
(‖ξ − ξ0 · α0(x†)‖
〈ξ0〉τ
)
.
Note that the support of X0 is contained in the neighborhood{
(x†, ξ) ∈ R2d ⊕ R2d+1
∣∣ |ξ0|2 + ‖ξ − ξ0 · α0(x†)‖2 ≤ (2N)2}
of the zero section, while that of Xctr is contained in the neighborhood{
(x†, ξ) ∈ R2d ⊕ R2d+1 | ‖ξ − ξ0 · α0(x†)‖ ≤ 2 · 〈ξ0〉τ
}
of the one-dimensional subbundle spanned by α0.
We define the compact, central and hyperbolic part of the lift L̂ respectively by
L̂cpt : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1), L̂cptu = L̂(X0 · u),
L̂ctr : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1), L̂ctru = L̂(Xctr · (1−X0) · u), and
L̂hyp : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1), L̂hypu = L̂((1−Xctr) · (1−X0) · u).
Clearly the lift L̂ is decomposed into these three operators:
L̂ = L̂cpt + L̂ctr + L̂hyp.
For the transfer operator L itself, we define its compact, central and hyperbolic
part respectively by
Lσ : S(R2d+1)→ S(R2d+1), Lσ = T ∗ ◦ L̂σ ◦T
with σ = cpt, ctr, hyp, so that we have L = Lcpt + Lctr + Lhyp.
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6.3. The compact part. The compact part of the transfer operator L is in fact
a compact operator, as the name indicates.
Lemma 6.3. The compact part Lcpt extends to a bounded operator Lcpt : Hraniso →
Hraniso. This extension is a trace class operator and hence a compact operator.
Proof. We can check that the operator Lcpt is an integral operator with smooth
kernel and maps the Sobolev space Hr into C∞(supp g) continuously. Thus one
may view the operator Lcpt : Hraniso → Hraniso as the composition
Hraniso
Lcpt−−−−→ Hs(supp g) ι−−−−→ Hr(supp g) ι−−−−→ Hraniso
where s > r is an arbitrarily large number and ι denotes the injections. Since
the injection ι : Hs(supp g) → Hr(supp g) is a trace class operator if s − r is
sufficiently large[17, Ch.10.2] and since the composition of a trace class operator
with a bounded operator is again a trace class operator, we obtain the lemma. 
The hyperbolic and central part will be considered in the following two sections.
7. The hyperbolic part
In this section, we consider the hyperbolic part of the transfer operator. We will
use the notation in the previous sections and set Xhyp = (1 −X0) · (1 −Xctr) for
simplicity. From Lemma 6.1, we see that the action of L̂ is closely related to the
pull-back operator by the natural action
F˜ : R2d ⊕ R2d+1 → R2d ⊕ R2d+1, F˜ (x†, ξ) = (F†(x†), tDF−1(0,x†)(ξ))
of F on R2d ⊕ R2d+1 post-composed by the multiplication by g(x†). And, by the
definition of the weight function Wraniso and hyperbolicity of F , we have
Wraniso(F˜−1(x†, ξ)) ≤ C0 · λ−r · Wraniso(x†, ξ) for (x†, ξ) ∈ suppXhyp
where C0 > 0 is an absolute constant. (In fact, the weight function Wraniso is
designed so that this inequality holds.) In view of these observations, the claim of
the next proposition should be a natural one.
Proposition 7.1. The hyperbolic part Lhyp extends naturally to the bounded oper-
ator Lhyp : Hraniso → Hraniso. Further the operator norm of the extension is bounded
by C0 · ‖g‖∞ · λ−r, where C0 > 0 is a constant independent of F and g.
We give an elementary proof for this proposition in the following subsections.
But, since the proposition is intuitively rather obvious as we observed above and
since this is not a main point of our argument, one may skip the proof below and
proceed to the next section where we treat the central part.
7.1. A Littlewood-Paley type partition of unity. To begin with, we introduce
a partition of unity on R2d ⊕ R2d+1 and then define a norm on Hraniso, which is
equivalent to the original norm ‖ · ‖r but more tractable for our purpose.
First we consider a simple partition of unity {χn : R → [0, 1] | n = 0, 1, 2, . . .}
on the real line R defined by
χn(s) =
{
χ(|s|), if n = 0;
χ(2−n|s|)− χ(2−n+1|s|), if n ≥ 1,
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where χ is the function introduced in the beginning of Section 5. Using this partition
of unity and recalling the functions ψ± : PR
2d → [0, 1] used in the definition
of Wraniso, we define the C∞ partition of unity {ψm : R2d → [0, 1]}m∈Z on R2d by
ψm(ξ†) =

χm(‖ξ†‖) · ψ+([ξ†]), if m > 0;
χ0(‖ξ†‖), if m = 0;
χ|m|(‖ξ†‖) · ψ−([ξ†]), if m < 0.
By this definition, there exists a constant C0 > 1 such that
C−10
∑
m∈Z
2−2rm · ψm(ξ†)2 ≤W raniso(ξ†)2 ≤ C0
∑
m∈Z
2−2rm · ψm(ξ†)2 for ξ† ∈ R2d.
Finally we define the C∞ partition of unity {Ψm : R2d ⊕ R2d+1 → [0, 1]}m∈Z on
R2d ⊕ R2d+1 as follows. In the case x† = 0, we set
Ψm(0, ξ) = ψm
( ‖ξ†‖
〈‖ξ‖〉1/2
)
where ξ = (ξ0, ξ†),
and then extend this definition to the case x 6= 0 uniquely so that it is invariant
with respect to the natural action of the transformation group A. That is to say,
we set
Ψm(x†, ξ) = ψm
( ‖ξ − ξ0 · α0(x†)‖
〈(|ξ0|2 + ‖ξ − ξ0 · α0(x†)‖2)1/2〉1/2
)
.
The estimate on the function W raniso above implies that
C−10 ·
∑
m∈Z
2−4rm ·Ψm(x†, ξ)2 ≤ Wraniso(x†, ξ)2 ≤ C0 ·
∑
m∈Z
2−4rm ·Ψm(x†, ξ)2
for (x†, ξ) ∈ R2d⊕R2d+1. Consequently the anisotropic Sobolev norm ‖ ·‖r satisfies
C−10 ·
∑
m∈Z
2−4rm · ‖Ψm ·T u‖2L2 ≤ ‖u‖2r ≤ C0 ·
∑
m∈Z
2−4rm · ‖Ψm · T u‖2L2.
Therefore, in order to prove Proposition 7.1, it is enough to prove the same claim
with the norm ‖ · ‖r replaced by the new norm
‖u‖′r =
(∑
m∈Z
2−4rm · ‖Ψm ·T u‖2L2
)1/2
.
7.2. The proof of Proposition 7.1. Below we give the proof of Proposition 7.1
assuming a lemma (Lemma 7.2) whose proof is postponed until the next subsection.
Take a function u ∈ S(R2d+1) arbitrarily and set
v = Lhypu, um = Ψm ·T u, vm = Ψm ·T v = Ψm · L̂hyp ◦T u.
As we noted at the end of the last subsection, it is enough to show the claim
(29)
∑
m∈Z
2−4rm · ‖vm‖2L2 ≤ C0 · ‖g‖2∞ · λ−2r ·
∑
m∈Z
2−4rm · ‖um‖2L2 .
To proceed, we decompose vm into countably many pieces
vm,m′ = Ψm · L̂hyp(um′), m′ ∈ Z.
The claim (29) is a consequence of the following three facts on the relation between
the L2 norms of vm,m′ and um′ . The first is the fact that
‖vm,m′‖L2 ≤ ‖g‖L∞ · ‖um′‖L2
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for any m,m′ ∈ Z. This follows from the facts that the operators T and T ∗ do
not increase the L2 norm and that the operator norm of L with respect to the L2
norm is bounded by ‖g‖L∞. The second is that, for any given N ′ > 0, we can take
the constant N > 0 in the definition of X0 so that vm,m′ = 0 whenever |m′| ≤ N ′.
In fact, if we take sufficiently large N > 0 according to N ′, the condition |m′| ≤ N ′
implies that suppXhyp ∩ suppΨm′ = ∅ and hence that L̂hyp(um′) = 0. The third is
stated in the following lemma:
Lemma 7.2. For any ν > 0, there exists a constant Cν > 0, which may depend on
F and g, such that, if
(30) m < m′ + (1/2) log2 λ− 3
then
‖vm,m′‖L2 ≤ Cν · 2−ν·max{m,m
′}‖um′‖L2.
As we will see later, the assumption (30) is a sufficient condition for the image of
suppΨm′ by F˜
−1 not to intersect suppΨm and therefore the claim of Lemma 7.2 is
quite natural. But, unfortunately, our proof of Lemma 7.2 is not very short. So we
will give it in the next subsection and below we finish the proof of Proposition 7.1
assuming Lemma 7.2.
Take and fix ν such that ν > 2r. Also take large N ′ > 0 and set
γm,m′ =

0 if |m′| ≤ N ′;
22r(m
′−m) · ‖g‖∞ if |m′| ≥ N ′ and m ≥ m′ + (1/2) log2 λ− 3;
Cν · 2−(ν−4r)·max{m,m′} if |m′| ≥ N ′ and m < m′ + (1/2) log2 λ− 3.
We may and do take large N ′ > 0 so that
(31)
∑
m∈Z
γm,m′ < C0 · ‖g‖∞ · λ−r,
∑
m′∈Z
γm,m′ < C0 · ‖g‖∞ · λ−r
where C0 is a constant independent of F and g. (Take large N
′ > 0 according to F
and g so that Cν · 2−(ν−r)N ′ is small.) From Lemma 7.2 and the two facts stated
in the paragraph preceding it, we have also
(32) 2−2rm‖vm,m′‖L2 ≤ γm,m′ · 2−2rm
′‖um′‖L2 for any (m,m′) ∈ Z⊕ Z,
provided that we take sufficiently large N according to N ′. Now, by using Schwarz
lemma, we obtain the required estimate (29):∑
m∈Z
2−4rm · ‖vm‖2L2 =
∑
m∈Z
2−4rm ·
∥∥∥∥∥∑
m′∈Z
vm,m′
∥∥∥∥∥
2
L2
≤
∑
m∈Z
(
2−4rm ·
(∑
m′∈Z
γm,m′
)
·
(∑
m′∈Z
γ−1m,m′ ‖vm,m′‖2L2
))
≤ (C0‖g‖∞ · λ−r) ·∑
m∈Z
∑
m′∈Z
2−4rmγ−1m,m′ · ‖vm,m′‖2L2 by (31)
≤ (C0‖g‖∞ · λ−r) ·∑
m∈Z
∑
m′∈Z
2−4rm
′
γm,m′ · ‖um′‖2L2 by (32)
≤ (C0‖g‖∞ · λ−r)2 · ∑
m′∈Z
2−4rm
′‖um′‖2L2 by (31).
This completes the proof of Proposition 7.1.
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7.3. Consequences of the condition (30). Before we go into the proof of Lemma
7.2, we give consequences of the assumption (30) in the lemma.
Lemma 7.3. There exist a small constant c > 0 and a large constant C > 0, which
depend on F , such that, if m and m′ satisfy (30) and |m′| > C, and if
y = (y0, y†) ∈ supp g, (y†, ξ′) ∈ suppΨm, and (F†(y†), η′) ∈ suppΨm′ ,
it holds
(33) ‖ξ′ − tDFy(η′)‖ ≥ c · 2max{|m|,|m
′|} ·max{〈‖ξ′‖〉1/2, 〈‖η′‖〉1/2}.
Proof. Since the function Ψm is invariant with respect to the natural action ofA, we
may and do assume y = F (y) = 0, changing coordinates by affine transformations
in A. Put η˜ = tDF0(η′) and write ξ′, η′ and η˜ as
ξ′ = (ξ′0, ξ
′
†), η
′ = (η′0, η
′
†), η˜ = (η˜0, η˜†) ∈ R⊕ R2d
Recall that F is written in the form (8) in a neighborhood of 0 and the function f
in it satisfies (10). In particular, we have η˜† =
t(DF†)0η
′
† and η˜0 = η0. From the
assumption (y†, ξ
′) ∈ suppΨm and (F†(y†), η′) ∈ suppΨm′ , we have
(34)
ξ′†
〈‖ξ′‖〉1/2 ∈ suppψm,
η′†
〈‖η′‖〉1/2 ∈ suppψm′ .
To proceed, we consider the position of the point η˜†/〈η˜〉1/2 in R2d. We consider
the cases m′ < 0 and m′ > 0 separately. In the case m′ < 0, we claim
η˜†
〈‖η˜‖〉1/2 ∈ {z | ‖z‖ ≤ λ
−1/2 · 2m′+1} ∪C∗+(1/10).
To prove this claim, we suppose η˜† ∈ R2d \C∗+(1/10) and show
‖η˜†‖
〈‖η˜‖〉1/2 ≤ λ
−1/2 · 2m′+1.
By λ-hyperbolicity of F , we have ‖η˜†‖ ≤ λ−1‖η′†‖. Since η˜0 = η′0, we also have
‖η˜†‖
‖η′†‖
≤ 〈‖η˜‖〉〈‖η′‖〉 ≤ 1.
Combining these two inequalities, we get
‖η˜†‖
〈‖η˜‖〉1/2 = ‖η˜†‖
1/2 · ‖η˜†‖
1/2
〈‖η˜‖〉1/2 ≤ λ
−1/2‖η′†‖1/2 ·
‖η′†‖1/2
〈‖η′‖〉1/2 ≤ λ
−1/2 · ‖η
′
†‖
〈‖η′‖〉1/2 .
This together with the latter condition in (34) implies the required estimate. In
the case m′ > 0, a similar argument yields
η˜†
〈‖η˜‖〉1/2 ∈ {z | ‖z‖ ≥ λ
1/2 · 2m′−1} ∩C∗+(1/10).
Compare the claims on the position of η˜†/〈η˜〉 with the first condition in (34) and
recall the assumption (30). Then we see that there exists a small constant c > 0
and a large constant C > 0, which may depend on F , such that, if m and m′ satisfy
(30) and |m′| > C, we have∣∣∣∣ ξ′†〈‖ξ′‖〉1/2 − µ · η˜†〈‖η˜‖〉1/2
∣∣∣∣ ≥ c · 2max{|m|,|m′|} for any 1/2 ≤ µ ≤ 2.
24 MASATO TSUJII
If 1/2 ≤ 〈‖ξ′‖〉/〈‖η˜‖〉 ≤ 2, the last estimate implies
‖ξ′ − η˜‖ ≥ ‖ξ′† − η˜†‖ ≥ (c/2) · 2max{|m|,|m
′|} ·max{〈‖ξ′‖〉1/2, 〈‖η˜‖〉1/2}
and hence the inequality (33) holds with a possibly different constant c > 0. (Note
that the ratio between ‖η˜‖ and ‖η′‖ is bounded by a constant that depends on F .)
In the remaining case where either 〈‖ξ′‖〉/〈‖η˜‖〉 < 1/2 or 〈‖ξ′‖〉/〈‖η˜‖〉 > 2 holds,
we can prove the inequality (33) by a crude estimate as follows. Clearly we have
‖ξ′ − η˜‖ ≥ |〈‖ξ′‖〉 − 〈‖η˜‖〉| ≥ 1
2
·max{〈‖ξ′‖〉, 〈‖η˜‖〉}
in this case. Since (34) implies
〈‖ξ′‖〉1/2 ≥ ‖ξ
′
†‖
〈‖ξ′‖〉1/2 ≥ 2
|m|−1, 〈‖η′‖〉1/2 ≥ ‖η
′
†‖
〈‖η′‖〉1/2 ≥ 2
|m′|−1,
we have also
max{〈‖ξ′‖〉1/2, 〈‖η˜‖〉1/2} ≥ 1
2
· 2max{|m|,|m′|}.
Therefore the inequality (33) holds for a sufficiently small constant c. 
Corollary 7.4. There exist a small constant c > 0 and a large constant C > 0,
which depend on F , such that, if m and m′ satisfy (30) and |m′| > C, we have
κ(x†, ξ; z†, η; y) ≥ c · 2max{|m|,|m′|}
for any (x†, ξ) ∈ suppΨm, (z†, η) ∈ supp(Ψm′ ·Xhyp) and y ∈ supp g.
Proof. From the assumptions (z†, η) ∈ suppΨm′ and (x†, ξ) ∈ suppΨm and from
invariance of Ψm with respect to the natural action of the transformation group A,
we have
(y†,
tDA(0,x†−y†)(ξ)) = (y†, ξ − ξ0(α0(x†)− α0(y†))) ∈ suppΨm and
(F†(y†),
tDA(0,z†−F†(y†))(η)) = (F†(y†), η − η0(α0(z†)− α0(F†(y†)))) ∈ suppΨm′ .
Hence we can apply Lemma 7.3 to the setting
ξ′ = ξ − ξ0(α0(x†)− α0(y†)), η′ = η − η0(α0(z†)− α0(F†(y†))),
and obtain the estimate (33) as the conclusion. Note that the estimate (33) implies
in particular that there exits a constant c′ > 0, which depends on F , such that
(35) max{〈‖ξ′‖〉, 〈‖η′‖〉} ≥ c′ · 2max{|m|,|m′|} ·max{〈‖ξ′‖〉1/2, 〈‖η′‖〉1/2}.
Since we have
‖ξ − ξ′‖ = |ξ0| · ‖α0(x†)− α0(y†)‖ = |ξ0| · ‖x† − y†‖
and
‖η − η′‖ = |η0| · ‖α0(F†(y†))− α0(z†)‖ = |η0| · ‖F†(y†)− z†‖,
the estimate (33) implies also that we can take a small constant c′′ > 0, which
depend on F , so that either of the following three inequalities holds:
(a) ‖ξ − ξ′‖ = |ξ0| · ‖x† − y†‖ ≥ c′′ · 2max{|m|,|m′|} ·max{〈‖ξ′‖〉1/2, 〈‖η′‖〉1/2},
(b) ‖η−η′‖ = |η0| ·‖F†(y†)−z†‖ ≥ c′′ ·2max{|m|,|m
′|} ·max{〈‖ξ′‖〉1/2, 〈‖η′‖〉1/2},
(c) ‖tDFy(η) − ξ‖ ≥ c′′ · 2max{|m|,|m
′|} ·max{〈‖ξ′‖1/2〉, 〈‖η′‖1/2〉}.
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Further, from (35), we may take the constant c′′ > 0 above so small that, if neither
of the inequality (a) nor (b) above holds, we have
max{‖ξ′‖, ‖η′‖} ≥ 1
2
max{〈‖ξ‖〉, 〈‖η‖〉}.
Hence, with such choice of the constant c′′ > 0, we always have either (a), (b) or
(d) ‖tDF0(η)− ξ‖ ≥ (c′′/2) · 2max{|m|,|m
′|} ·max{〈‖ξ‖〉1/2, 〈‖η‖〉1/2}.
Clearly the inequalities (a), (b) and (d) imply respectively that the second, third
and fourth term in the definition (27) of κ(·) is so large that the conclusion of the
corollary holds for a sufficiently small constant c > 0. 
7.4. Proof of Lemma 7.2. From Lemma 6.1 and Corollary 7.4, for arbitrarily
large µ > 0, there exists a constant Cµ > 0, which may depend on F and g but not
on m nor m′, such that
|vm,m′(x†, ξ)| ≤ Cµ ·2−µ·max{|m|,|m′|}
∫
suppΨm′∩suppXhyp
Kµ(x†, ξ; z†, η)|um′(z†, η)|dz†dη
where
Kµ(x†, ξ; z†, η) =
〈ξ0〉d/2〈η0〉d/2
〈|ξ0 − η0|〉µ
∫
suppg
〈‖x† − y†‖
〈ξ0〉−1/2
〉−µ〈‖F†(y†)− z†‖
〈η0〉−1/2
〉−µ
dy.
Note also that the support of vm,m′ is contained in suppΨm. Hence, by the Schur
test, the conclusion of Lemma 7.2 follows if we show
Claim. There exists a constant ν > 0, which depends only on d and τ , such that∫
suppΨm
Kµ(x†, ξ; z†, η)dx†dξ < C · 2ν·max{|m|,|m
′|}
for (z†, η) ∈ suppΨm′ ∩ suppXhyp and∫
suppΨm′∩ suppXhyp
Kµ(x†, ξ; z†, η)dz†dη < C · 2ν·max{|m|,|m′|}
for (x†, ξ) ∈ suppΨm, where C > 0 is a constant that does not depend on m nor
m′.
For (x†, ξ) ∈ suppΨm, we have that
‖ξ† − ξ0 · α0(x†)‖
〈2 ·max{|ξ0|, ‖ξ† − ξ0 · α0(x†)‖}〉1/2 ≤
‖ξ† − ξ0 · α0(x†)‖
〈(ξ20 + ‖ξ† − ξ0 · α0(x†)‖2)1/2〉1/2
≤ 2m+1
and hence in particular that
‖ξ† − ξ0 · α0(x†)‖ ≤ 22|m|+4 · 〈ξ0〉1/2.
Similarly, for (z†, η) ∈ suppΨm, we have
‖η† − η0 · α0(z†)‖ ≤ 22|m
′|+4 · 〈η0〉1/2.
On the other hand, if (z†, η) ∈ suppXhyp, we have
〈η0〉τ ≤ ‖η† − η0 · α0(z)‖
by definition. Hence, for (z†, η) ∈ suppΨm′ ∩ suppXhyp, we have
|η0| ≤ 2(|m′|+4)/(τ−(1/2)).
We can show the claim above just by calculating the integrals in the statement
using these estimates.
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8. The central part
In this section, we deal with the central part of the transfer operator. As in the
last section, we consider the situation assumed in Theorem 3.3 and use the notation
prepared in the previous sections. We will prove
Proposition 8.1. The central part Lctr of the transfer operator L extends naturally
to a bounded linear operator Lctr : Hraniso → Hraniso. Further, there exists a constant
C0 > 0, which does not depend on F and g, such that, if we take sufficiently large
number for the constant N according to F and g, the operator norm of the extension
Lctr : Hraniso → Hraniso is bounded by
(36) C0 ·max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)}.
Clearly this proposition, together with Lemma 6.3 and Proposition 7.1, com-
pletes the proof of Theorem 3.3.
8.1. Beginning of the proof of Proposition 8.1. Now we begin the proof of
Proposition 8.1. For the proof, it is enough to show that the central part L̂ctr of
the lift L̂ extends naturally to a bounded operator
L̂ctr : L2(R2d ⊕ R2d+1;Wraniso)→ L2(R2d ⊕ R2d+1;Wraniso)
and that the operator norm of the extension is bounded by (36). In other words,
it is enough to prove
(37) ‖L‖L2 ≤ C0 ·max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)}
for the operator
L : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1), Lu =Wraniso · L̂
(
(Wraniso)−1 ·Xctr,0 · u
)
where (and henceforth) we set
Xctr,0(z†, η) = Xctr(z†, η) · (1−X0(z†, η))
for simplicity. We write the operator L as an integral operator
(38) Lu(x†, ξ) =
∫ Wraniso(x†, ξ) ·Xctr,0(z†, η)
Wraniso(z†, η)
·K(x†, ξ; z†, η)u(z†, η)dz†dη
where K(x†, ξ; z†, η) is the kernel of L̂ given in (25). Note that, if we perform the
integration with respect to the first variable y0 in y = (y0, y†) in (25), we obtain
the following expression of the kernel K(x†, ξ; z†, η):
(39) K(x†, ξ; z†, η) =
∫
gˆ(ξ0 − η0, y†) · Φ(x†, ξ0, z†, η0; y†) · eiτ(x†,ξ†;z†,η†;y†)dy†
where
gˆ(ξ0, y†) = (2π)
−1/2 ·
∫
e−iξ0y0 · g(y0, y†) dy0
and
Φ(x†, ξ0; z†, η0; y†) =
〈ξ0〉d/2 · 〈η0〉d/2
πd · (2π)2d · e
−〈ξ0〉|x†−y†|
2/2−〈η0〉|F†(y†)−z†|
2/2,
τ(x†, ξ†; z†, η†; y†) = ξ† · ((x†/2)− y†) + η† · (F†(y†)− (z†/2)) + η0 · f(y†).
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8.2. Almost orthogonal decomposition of the operator L. In this subsection,
we decompose the operator L into countably many operators, which are ”almost
orthogonal” to each other and then reduce the claim (37) to a similar claim for each
of them.
First we consider a simple partition of unity on the real line
{qk(t) : R→ [0, 1]}k∈Z, qk(t) = χ(t− k + 1)− χ(t− k + 2).
Then, pulling back this partition of unity by the homeomorphism
γ : R→ R, γ(t) =
{√
t, if t ≥ 0;
−√−t, if t < 0,
we define another partition of unity
{q˜k : R→ [0, 1]}k∈Z, q˜k(t) = qk ◦ γ(t).
The support of q˜k for k > 0 (resp. k < 0) is contained in the interval
[(k − (2/3))2, (k + (2/3))2] iresp. [−(k + (2/3))2,−(k − (2/3))2]).
Hence we can take a small constant c > 0 such that
(40) d(supp q˜k, supp q˜k′) ≥ c ·max{k, k′} whenever |k − k′| ≥ 2.
We decompose the operator L into countably many operators
Lk : S(R2d ⊕ R2d+1)→ S(R2d ⊕ R2d+1) for k ∈ Z
defined by
Lku = L(q˜k · u)
where we identify q˜k with the function (x†, ξ) 7→ q˜k(ξ0) on R2d ⊕R2d+1. Note that
the operator Lk with k
2 ≤ N/2 vanishes because so does the termXctr,0(z, η)·q˜k(η0)
in its definition.
The operators Lk are almost orthogonal to each other in the following sense.
Lemma 8.2. For arbitrarily large ν > 0, there exists a constant Cν > 0, which
may depend on F and g, such that, if |k − k′| ≥ 2, we have
|(Lku,Lk′v)L2 | ≤ Cν ·max{k, k′}−ν · ‖u‖L2 · ‖v‖L2 .
Proof. We estimate the kernel of L∗k ◦ Lk′ by using Lemma 6.1 and (40), and then
apply the Schur test to obtain the conclusion. We omit the details as it is straight-
forward and tedious. 
We next show that the required estimate (37) follows if we show
(41) ‖Lk‖L2 ≤ C0 ·max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)}
for all k. Take a function u ∈ S(R2d ⊕ R2d+1) arbitrarily and set uk = 1supp q˜k · u.
Since the intersection multiplicity of supp q˜k is bounded by 2, we have
(42)
∑
k
‖uk‖2 ≤ 2‖u‖2L2.
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Let us write ‖Lu‖2L2 as
‖Lu‖2L2 =
∑
k,k′
(Lkuk,Lk′uk′)L2
≤
∑
|k−k′|≤1
‖Lkuk‖L2 · ‖Lk′uk′‖L2 +
∑
|k−k′|≥2
(Lkuk,Lk′uk′)L2 .
From Lemma 8.2, (42) and the fact that Lk with k
2 ≤ N/2 vanishes, the second sum
on the last line above should be much smaller than ‖u‖2L2 in ratio, provided that
the constant N is sufficiently large. For the first sum, the estimate (41), together
with (42), will yield the estimate∑
|k−k′|≤1
‖Lkuk‖L2‖Lk′uk′‖L2 ≤
∑
|k−k′|≤1
‖Lkuk‖2L2 + ‖Lk′uk′‖2L2
2
≤ 3
∑
k
‖Lkuk‖2L2
≤ 3 (C0max{Λ(F, g), ‖g‖∞λ−r∆(F, g)})2∑
k
‖uk‖2L2
≤ 6 (C0max{Λ(F, g), ‖g‖∞λ−r∆(F, g)})2 ‖u‖2L2.
Therefore the required estimate (37) follows from (41).
Next we will go through a similar procedure as above, but this time we consider
a partition of unity in the space variables. Below we take and fix an arbitrary k ∈ Z
such that k2 ≥ N/2. Take a partition of unity on R2d,
Qk,k : R
2d → [0, 1], k = (k1, k2, · · · , k2d) ∈ Z2d
defined by
Qk,k(x†) =
2d∏
j=1
qkj (k
1−δ · xj) for x† = (x1, x2, · · · , x2d)
where qk(·) is the function introduced in the beginning of this subsection and δ > 0
is a small number that will be specified later. Note that the supports of Qk,k and
Qk,k′ intersects only if maxi |ki − k′i| ≤ 1, and otherwise we have
d( suppQk,k , suppQk,k′ ) ≥ c · |k|−1+δ · max
1≤i≤2d
|ki − k′i|
for some small constant c > 0 independent of k and k.
By using the partition of unity {Qk,k}k∈Z2d , we decompose the operator Lk into
countably many operators
Lk,ku = Lk(Qk,k · u) = L(q˜k ·Qk,k · u), for k ∈ Z2d,
where we identify Qk,k with the function (x, ξ) 7→ Qk,k(x) on R2d ⊕ R2d+1.
Arguing in the similar way as in the proof of Lemma 8.2, we can show
Lemma 8.3. For any ν > 0, there exists a constant Cν > 0, which depends on F
and g, such that, if
d(k,k′) := max
1≤i≤2d
|ki − k′i| ≥ 2,
it holds
|(Lk,ku,Lk,k′v)L2 | ≤ Cν · |k|−δν · d(k,k′)−ν · ‖u‖L2 · ‖v‖L2.
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Then, proceeding similarly to the argument in the paragraph succeeding to
Lemma 8.2, we see that the claim (41) follows if we prove the estimate
(43) ‖Lk,k‖ ≤ C0 ·max{Λ(F, g), ‖g‖∞ ·λ−r ·∆(F, g)} for any k ∈ Z and k ∈ Z2d.
In conclusion, we reduced the required estimate (37) on L to the uniform estimate
(43) on the operators Lk,k.
8.3. Approximation by linearization. In this subsection, we prove the estimate
(43) and finish the proof of Proposition 8.1. By changing the coordinates by ele-
ments of the transformation group A, we may and will assume that
k = 0 and F (0) = 0
without loss of generality. Let B : R2d → R2d be the linearization of F† at the
origin 0, that is, we set B = (DF†)0. Note that it satisfies the conditions (B1)-(B3)
in Subsection 5.3.
The operator Lk,0 is an integral operator
(44) Lk,0u(x†, ξ) =
∫ Wraniso(x†, ξ)
Wraniso(z†, η)
·Kk(x†, ξ; z†, η)u(z†, η) dz†dη
where
(45) Kk(x†, ξ; z†, η) = q˜k(η0) ·Qk,0(z†) ·Xctr,0(z†, η) ·K(x†, ξ; z†, η).
and K(x†, ξ; z†, η) is the kernel of L̂ given in (39) (or (25)).
As an approximation of the operator Lk,0, we introduce another operator L
′
k,0
that is defined by (44) and (45) but with
• W
r
aniso(x†, ξ)
Wraniso(z†, η)
in (44) replaced by
Wraniso(x†, (k2, ξ†))
Wraniso(z†, (k2, η†))
and,
• K(x†, ξ; z†, η) in (45) replaced by
K ′(x†, ξ; z†, η) =
∫
gˆ(ξ0 − η0, 0) · Φ′k(z†;x†; y†) · eiτ
′
k(z†,η†;x†,ξ†;y†)dy†
where Φ′k and τ
′
k are defined respectively by
Φ′k(x†; z†; y†) =
k2d
πd · (2π)2d · e
−k2|x†−y†|
2/2−k2|B(y†)−z†|
2/2
and
τ ′k(x†, ξ†; z†, η†; y†) = ξ† · ((x†/2)− y†) + η† · (B(y†)− (z†/2)).
Compare the definition of the function K ′(·) above and that of K(·) in (39). To
get the operator L′k,0 from Lk,0, we replaced
• the diffeomorphism F by its linearization at the origin 0,
• the function gˆ(ξ0, y†) by gˆ(ξ0, 0),
• ξ0 and η0 by k2,
and ignored the function f .
Below we first show that the operator L′k,0 satisfies the estimate (43) and then
show that Lk,0 is well approximated by L
′
k,0.
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Lemma 8.4. There exists a constant C0 > 0, which does not depend on F nor g,
such that
‖L′k,0‖ ≤ C0 ·max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)} for any k ∈ Z.
Proof. In the proof below, we ignore the term q˜k(η0) · Qk,0(z, η) · Xctr,0(z, η) in
(45), because the multiplication by such a function does not increase the L2 norm
of functions. Let us introduce three operators:
G : L2(R)→ L2(R), Gu(t) =
∫
gˆ(t− t′, 0) · u(t′)dt′,
Sk : L
2(R2d ⊕ R2d)→ L2(R2d ⊕ R2d), Sku(x†, ξ†) = u(k−1x†, k ξ†)
and
W : S(R2d ⊕ R2d)→ S(R2d ⊕ R2d), Wu(x†, ξ†) =Wraniso(x†, (k2, ξ†)) · u(x†, ξ†).
We identify L2(R2d ⊕ R2d+1) with the tensor product L2(R) ⊗ L2(R2d ⊕ R2d) by
the natural extension of the correspondence
L2(R)⊗ L2(R2d ⊕R2d) ∋ u⊗ v ←→ ϕ(x†, ξ) := u(ξ0) · v(x†, ξ†) ∈ L2(R2d ⊕R2d+1)
where ξ = (ξ0, ξ†). Then the operator L
′
k,0 is identified with the tensor product
G⊗(W ◦(Sk)−1 ◦L̂B ◦Sk ◦W−1) : L2(R)⊗L2(R2d⊕R2d)→ L2(R)⊗L2(R2d⊕R2d).
Since the operator G is just the multiplication by g viewed through the inverse
Fourier transform, we have
‖G : L2(R)→ L2(R)‖ = sup
y0∈R
|g(y0, 0)|.
Since Sk is a unitary operator, the operator norm of the operator
W ◦ S−1k ◦ L̂B ◦ Sk ◦W−1 : L2(R2d ⊕ R2d)→ L2(R2d ⊕ R2d)
should be same as that of
(46) L̂B : L2(R2d ⊕ R2d;Wk2 )→ L2(R2d ⊕ R2d;Wk2 )
where Ws : R
2d ⊕ R2d → R is the function defined in (19). As we discussed in
Subsection 5.3, the operator norm of (46) equals that of
L̂0 ⊗ L̂0 : L2(R2d;Vk2)⊗ L2(R2d)→ L2(R2d;Vk2)⊗ L2(R2d)
and, from Lemma 5.5, is bounded by C0 ·max{d(B)−1/2, d(B)1/2 · λ−r}.
Therefore, noting that d(B) is proportional to det(DF0|E+), we conclude that
the operator norm of L′k,0 with respect to the L
2 norm is bounded by
C0 ·
(
sup
y0∈R
|g(y0, 0)|
)
·max{d(B)−1/2, d(B)1/2 · λ−r}
≤ C0max{Λ(F, g), ‖g‖∞ · λ−r ·∆(F, g)}.
This completes the proof of Lemma 8.4. 
The last step of our proof is the following approximation lemma. Recall that our
construction depend on the constant N > 0 and that both of Lk,0 and L
′
k,0 vanish
if k2 < N/2.
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Lemma 8.5. For any ǫ > 0, we may take the constant N so large that
‖Lk,0 − L′k,0‖ ≤ ǫ for all k ∈ Z.
Proof. We write K(x†, ξ; z†, η) and K′(x†, ξ; z†, η) for the kernels of the operators
Lk,0 and L
′
k,0 respectively and estimate the difference between them. We will
suppose that the point (z†, η) satisfies
(47) ‖z†‖ ≤ 2
√
2d · |k|−1+δ, ‖η0−k2‖ ≤ |k|1+δ, ‖η−η0 ·α0(z†)‖ ≤ |k|2τ+δ
because both of K(x†, ξ; z†, η) and K′(x†, ξ; z†, η) should vanish otherwise. (Recall
that both of the kernels contain the term q˜k(η0) ·Qk,0(z†) ·Xctr,0(z†, η).) Also, we
may and do suppose that the point (x†, ξ) satisfies
(48) ‖x†‖ ≤ |k|−1+2δ, ‖ξ0 − k2‖ ≤ |k|1+2δ, ‖ξ − ξ0 · α0(x†)‖ ≤ |k|2τ+2δ.
This is because, from the estimate in Lemma 6.1, the contributions of the parts
of the kernels on outside of such region to the operator norms of Lk,0 and L
′
k,0
are of order O(k−∞) and hence we may assume it arbitrarily small by taking large
constant N . For the same reason, we may and do suppose that the integrations
with respect to the variable y† in the definitions ofK(x†, ξ; z†, η) andK
′(x†, ξ; z†, η)
are restricted to the region
(49) ‖x† − y†‖ ≤ |k|−1+δ, ‖F†(y†)− z†‖ ≤ |k|−1+δ.
If we take sufficiently small constant δ > 0 according to the choice of r and τ ,
one can check that all of the following quantities are bounded by |k|−2/3, provided
that (47), (48) and (49) hold and that |k| is sufficiently large:
|η† · F†(y†)− η† · B(y†)|, |ξ0 − k2|/k2, |η0 − k2|/k2,∣∣k2|x† − y†|2/2− 〈ξ0〉|x† − y†|2/2∣∣ , ∣∣k2|B(y†)− z†|2/2− 〈η0〉|F†(y†)− z†|2/2∣∣ ,
|gˆ(ξ0 − η0, y†)− gˆ(ξ0 − η0, 0)|/〈ξ0 − η0〉−2, and
|Wraniso(x†, (k2, ξ†))−Wraniso(x†, ξ)|/Wraniso(x†, ξ),
|Wraniso(z†, (k2, η†))−Wraniso(z†, η)|/Wraniso(z†, η).
Further, under the same assumptions, we have that
|〈η0, f(y†)〉| ≤ |k|−2/3
from Lemma 3.4, and also that
C−1 · |k|−r((2τ−1)+δ) ≤ Wraniso(z†, (k2, η†)) ≤ C · |k|2r((2τ−1)+δ)
and
C−1 · |k|−r((2τ−1)+2δ) ≤ Wraniso(x†, (k2, ξ†)) ≤ C · |k|2r((2τ−1)+2δ)
for a large constant C > 0. Therefore, comparing K(x†, ξ; z†, η) and K′(x†, ξ; z†, η)
and using the estimates above, we obtain
|K(x†, ξ; z†, η)−K′(x†, ξ; z†, η)| ≤ C · |k|−1/2 · 〈ξ0 − η0〉−2 ·
∫
Φ′k(z†;x†; y†) dy†.
Recalling the restrictions (47) and (48) on the range of (z, η) and (x, ξ) and em-
ploying the Schur test, we see that this implies
‖Lk,0 − L′k,0‖L2 ≤ C · |k|−1/4
provided that δ > 0 is sufficiently small. Therefore, for any ǫ > 0, we have∥∥Lk,0 − L′k,0∥∥L2 < ǫ
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if |k| is sufficiently large, and otherwise we may assume that both of Lk,0 and L′k,0
vanish by letting the constant N be large. 
9. The lower estimate
In this section, we compete the proof of the main theorem by proving
ρess(Lt : Hraniso(M)→ Hraniso(M)) ≥ Λt.
For this purpose, it is enough to show that there exist a small constant c > 0, which
does not depend on t, and an infinite dimensional subspace H(t) ⊂ Hraniso(M) for
sufficiently large t such that
(50) ‖Lt(u)‖raniso ≥ c ·
(
sup
x∈M
|gt(x)|√
det(DF t|Eu)(x)
)
· ‖u‖raniso for all u ∈ H(t).
We can construct such subspace H(t) as follows5). First take a point x∗ = x∗(t)
that attains the supremum in (50) and choose a coordinate chart κa : Ua → Va
so that F t(x∗) ∈ Ua. Take large integer m > 0 and a sparse increasing sequence
{nk}∞k=1 of integers and then define a sequence of functions on R2d+1 by
ϕ˜k(y) = ck · Φx†,ξk(y) · χ(m|y − x|)
where Φx†,ξk(·) is the function defined in Subsection 5.1,
x = (x0, x†) := κa(F
t(x∗)), ξk = nk · α0(x)
and ck is a normalization constant such that ‖ϕ˜k‖L2 = 1. If we take large m and
sufficiently sparse sequence {nk}, one can show the following properties:
• ϕk := ϕ˜k ◦ κa, k ≥ 1, are almost orthogonal to each other in Hraniso(M),
• Lt(ϕk), k ≥ 1, are also almost orthogonal to each other in Hraniso(M), and
• the inequality (50) holds with u = ϕk for k ≥ 1.
In fact, if nk are nk′ are apart from each other, so are the frequencies of ϕk and
ϕk′ (resp. Lt(ϕk) and Lt(ϕk′)) in the flow direction and, therefore, they are almost
orthogonal to each other in Hraniso(M). To check the third claim, note that the
function ϕk is localized in a small neighborhood of F
t(x∗) on which we may suppose
that F t viewed in the local coordinate is almost linear and gt is almost constant.
(Notice that we take m and {nk} according to t.) If F t were linear and g were
constant, one could obtain the inequality (50) for u = ϕk by a straightforward
estimate using the argument in Section 4, 5 and Subsection 5.3. To conclude, we
employ an approximation argument similar to (but much simpler than) that in
the proof of Lemma 8.5. (We ask the readers to work a bit to check the details.)
The infinite dimensional subspace H(t) spanned by {ϕk}∞k=1 satisfies the required
property.
5)The following argument may be a bit rough but should be easy to put into a rigorous
argument once we went through the previous sections.
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Appendix A. Proof of Lemma 5.3 and Corollary 5.4
We consider the composition T ◦ F−1 : L2(R2d) → L2(R2d ⊕ R2d+1). The
Schwartz kernel of this operator is
K(x†, ξ; η) =
∫
eiηy · Φx†,ξ(y)dy
Calculating a Gaussian integral, we find
K(x†, ξ; η) = 〈ξ0〉−d/2 · π−d/2 · e−〈ξ0〉−1|η†−ξ†|2/2+i(η†−ξ†/2)x† · δ(ξ0 − η0)
For given function u ∈ S(R2d+1), we set uˆ = Fu and uˇ = T u. Then it holds
(‖u‖′Hr)2 = ‖wr ·T ◦F−1uˆ‖2L2
where wr(x, ξ) = 〈‖ξ‖〉r, and the right hand side can be written as
‖wr ·T ◦F−1uˆ‖L2 =
∫
uˆ(η) · uˆ(η′) ·K(x†, ξ; η) ·K(x†, ξ; η′) · 〈‖ξ‖〉2r dx†dξdηdη′
By calculation, we see that∫
K(x†, ξ; η) ·K(x†, ξ; η′) · 〈ξ〉2r dx†dξ = δ(η − η′) ·
∫
〈ξ〉2r · e
−〈η0〉
−1|η†−ξ†|
2
〈η0〉d · πd dξ†
and that, for some constant C > 0,∫
〈ξ〉2r · e
−〈η0〉
−1|η†−ξ†|
2
〈η0〉d · πd dξ† ≤ C〈‖η‖〉
2r.
Therefore we have
(‖u‖′Hr)2 = ‖wr ·T ◦F−1uˆ‖2L2 ≤ C‖wr · uˆ‖2L2 = C‖u‖2Hr
Next we show the estimate in the opposite direction. Note that we may write
‖u‖2Hr = ‖wr ·F ◦T ∗uˇ‖2L2 as
‖wr ·F ◦T ∗uˇ‖L2 =
∫
uˇ(x, ξ) · uˇ(x′†, ξ′) ·K(x†, ξ; η) ·K(x′†, ξ′; η) · 〈‖η‖〉2r dx†dξdηdη′
Since∣∣∣∣∫ K(x†, ξ; η) ·K(x′†, ξ′; η) · 〈‖η‖〉2r dx†dξ∣∣∣∣
=
δ(ξ0 − ξ′0)
〈ξ0〉dπd
∫
δ(ξ0 − η0) · 〈‖η‖〉2r · e−〈ξ0〉
−1|η†−ξ†|
2−〈ξ0〉
−1|η†−ξ
′
†|
2
dη
and since
1
〈ξ0〉d · πd
∫
δ(ξ0 − η0) · 〈‖η‖〉2r · e−〈ξ0〉−1|η†−ξ†|2−〈ξ0〉−1|η†−ξ′†|2dη ≤ C〈‖ξ‖〉r
for some constant C > 0, it holds
‖u‖2Hr = ‖wr ·F ◦T ∗uˇ‖2L2 ≤ C‖wr · uˇ‖2L2 = C(‖u‖′Hr)2.
This finishes the proof of Lemma 5.3.
Corollary 5.4 is essentially a consequence of Lemma 5.3 and the fact that there
exists a constant C = C(K) > 0 for each compact subset K ⋐ R2d+1 such that
C−1〈‖ξ‖〉−2r ≤ Wraniso(x†, ξ) ≤ C〈‖ξ‖〉2r for all x† ∈ K and ξ ∈ R2d+1.
Actually, even if the support of u is contained in a compact subset K, the support
of T u will not be contained in K × R2d+1. But a tedious (and rather standard)
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argument using the fact that T u decay rapidly outside the subset K ×R2d+1 give
the required estimate.
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