OATAO is an open access repository that collects the work of Toulouse researchers and makes it freely available over the web where possible. This is an author-deposited version published in: http://oatao.univ-toulouse.fr/ Eprints ID: 9887
Introduction
The increasing number of wireless applications, that often require high-quality wireless links as well as strong integration of the components, makes essential the simulation of the antenna with its environment during the design step. Indeed, the antenna performance strongly depends on its integration, packaging and electromagnetic environment. For example, [1] exhibits the performance of an ultra wide-band (UWB) antenna built in the chassis of a DVD player. In this example, the environment, namely the DVD player, leads to a distortion of the classical omnidirectional radiation pattern. A study of a reconfigurable antenna built in a laptop computer has also been carried out in [2] . Depending on the antenna position, strong differences on the voltage standing wave ratio (VSWR) and radiation characteristics are observed. As a consequence, it appears essential to have a fast and accurate simulation tool that makes possible the simulation of different antenna integration scenarios The time-domain nature of the finite-difference timedomain (FDTD) method [3] makes it really attractive since it enables the characterisation of structures to be done over a large bandwidth with only one simulation. However, the computation can be long when large integration problems such as the DVD player or the laptop are involved. In fact, the antenna often requires a fine description to deal with near-field parameters such as the impedance, whereas its environment does not need such a discretisation. As a result, the uniform spatial discretisation of the overall FDTD volume leads to oversampled areas inside the computational volume that finally increases the simulation time.
The multiple-region FDTD (MR-FDTD) has been introduced by [4] in order to deal with problems that involve distant elements in an infinite homogeneous medium. Each element of the problem is described with its own simu-lation volume, orientation, meshing steps and boundary conditions. The interactions between the different FDTD volumes are taken into account thanks to radiation integrals. Nevertheless, the implementation of the method is relatively complicated, and the computation potentially unstable. One way to overcome this instability issue resides in considering an unilateral MR-FDTD instead of a bilateral one. This method has been proposed to compute the mutual coupling between elements in an array [5] . However, this approach can suffer from inaccuracies if the sub-volumes are close since it does not allow for second-order effects. Furthermore, the computation time of the radiation integrals can be prohibitive if compression techniques are not implemented [6] .
A multiresolution time-domain (MRTD) approach has also been proposed in [7] as an alternative to classical FDTD. Based on a wavelet expansion of the fields in the FDTD volume, and using the vanishing moments properties of wavelet, a reduction of the overall computing requirements is achieved by neglecting some field components. However, the MRTD can be cumbersome when boundary conditions are involved. Besides, no actual thresholding criterion exists that allows an automated choice of the wavelet components to be neglected.
Another way to overcome the oversampling problem consists in using different cell sizes over different areas of the FDTD computational domain. This approach is known in the literature as subgridding FDTD (SG-FDTD) [8] . During the FDTD simulation, the antenna is described thanks to a small spatial step, whereas the description of the environment uses a coarse mesh. The subgridding schemes imply mathematical operations such as interpolation and/or extrapolation of the fields on the boundaries of the areas. Unfortunately, those mathematical operations often generate undesired instabilities when computing the electromagnetic fields. Moreover, the finely discretised area has the same accuracy all along the SG-FDTD simulation whatever the magnitude of the field in this area, which can be viewed as a waste of computation time.
Recently, [9] has proposed a new subgridding technique based on the use of total field/scattered field decomposition. The Huygens subgridding strategy (HSG-FDTD) allows large ratios of space steps to be used without significant reflection from the grid-subgrid interface. However, this method is not naturally stable.
To avoid instabilities, the FDTD with a switchable grid (SWG-FDTD) has been developed [10] . Here, the entire volume is simulated using a fine grid until a switching time. Then a coarse FDTD simulation is used to complete the simulation. On one hand the SWG-FDTD is stable since the interpolation is made only once, but on the other hand this method is slower when compared with other multiresolution approaches.
We propose a new rigorous multiresolution FDTD approach that reduces the computation time and prevents from instabilities. The dual-grid FDTD (DG-FDTD) is based on the idea that, in open problems, the scattered field because of the environment is rarely as strong as the direct contribution of the antenna. As a result, the various fields can be analysed with different accuracy levels.
First of all, we present the principle of the DG-FDTD. The main idea is exposed and the implementation of the method is then detailed. Afterwards, we evaluate the accuracy and the performance of the approach using a test case that consists of an UWB antenna mounted on a large structure. A critical case is also studied in order to see the limitations of the DG-FDTD. Finally, we apply this multiresolution scheme to point out the influence of the environment on the radiation performance of the antenna.
Theory and implementation

DG-FDTD principle
Consider the open problem presented in Fig. 1 . As we can see in this figure, the antenna is mounted on a large structure that represents its environment. Given the proximity of the environment, we must simulate the overall problem to take into account the coupling effects that may generate disturbances in the radiation patterns and input impedance.
As shown in Fig. 2 , in the DG-FDTD approach, the simulation is divided into two different FDTD simulations. We first define a finely discretised FDTD volume that only includes the antenna. This FDTD volume is terminated by absorbing boundary conditions (ABCs) in order to simulate an infinite problem. This simulation goes from t 0 to T obs fine , where T obs fine is chosen so that the electromagnetic energy may be radiated outside the FDTD volume. Therefore, we get the 'primary' radiation of the antenna, that is to say its radiation when no disturbing environment is involved. Such a radiation is calculated with a good accuracy thanks to the fine discretisation. The second step is to use this primary radiation as the excitation of a coarse FDTD simulation that represents both the antenna and its environment. This coarse FDTD simulation also starts at t 0 , but ends at T obs coarse which can be larger than T obs fine , depending on the size of the surrounded problem. Note that it is essential to include a coarse description of the antenna in the coarse FDTD volume to deal with second-order scattering phenomena. Indeed, it guarantees that all coupling effects between the antenna and its environment are taken into account, and especially the influence of the backscattered field on the antenna input impedance. We will see later that the antenna generator has to be switched off during the second FDTD simulation since the incident power is already present in the primary radiation that is used as the excitation of the coarse FDTD volume.
To sum up, the DG-FDTD enables the characteristics of the antenna without its environment to be determined, but also makes possible the computation of the surrounded performance of the antenna in a fast way. As a result, the DG-FDTD turns out to be well adapted to problems that imply a lot of simulations where the environment is changed. Indeed, once the antenna is characterised with the fine FDTD, it can be quickly simulated in various configurations thanks to the coarse FDTD.
Another interesting point is that this multiresolution method turns out to be easy to implement when compared with other FDTD multiresolution approaches. Actually, only one mechanism must be added to a classical FDTD code. It resides in the excitation of the coarse FDTD by means of the primary radiation coming from the fine FDTD simulation of the antenna. Furthermore, since there is no field interpolation or integration along the computation time, the DG-FDTD remains stable.
Implementation
2.2.1 First part of the DG-FDTD: the fine FDTD simulation: As we have seen in the previous section, the first part of the DG-FDTD approach consists in simulating the radiating element without its environment.
The antenna is described thanks to a finely discretised FDTD volume terminated by perfectly matched layers (PMLs). The FDTD cell size is chosen in order to represent with a good accuracy the antenna without its environment. In this part of the DG-FDTD simulation, the antenna is fed with a matched generator that produces a Gaussian pulse, narrow enough to cover the studied bandwidth.
During the fine FDTD simulation of the radiating element, the field components on a near-field surface are saved in a data file. As shown in Fig. 2 , this near-field surface completely includes the antenna in order to take into account the outer field directly coming from the antenna that corresponds to its primary radiation. In a second step, this saved primary radiation is used as the 
Second part of the DG-FDTD: the coarse simulation:
The second part of this multiresolution approach consists of a coarse FDTD simulation of the entire problem in order to compute the surrounded performance of the antenna.
As shown in Fig. 2 , the overall structure is described by means of a coarse FDTD volume. In this part of the DG-FDTD simulation, the radiating element is only loaded with a matched load, and not fed with a generator. Indeed, the excitation of the coarse FDTD volume is carried out by means of a total field/scattered field decomposition using the primary radiation saved during the first part of the DG-FDTD. Hence, we define an excitation surface in the coarse FDTD volume based on the total field/scattered field decomposition principle [11] . For example, Fig. 3 presents the field component distribution near the excitation surface normal toẽ x in the coarse grid. It is important to notice that the near-field surface in the fine FDTD volume and the excitation surface in the coarse FDTD volume have the same geometry and are placed in the same way with respect to the antenna. However, these surfaces have different cell sizes according to the considered FDTD meshes.
Classically, in order to excite the coarse volume, a special treatment is applied to the field components near the excitation surface by modifying the classical FDTD equations. In (1) for example, we consider the computation of the total field component E ytot at the excitation surface. The saved field coming from the near-field surface in the fine FDTD volume is applied as a correction term in the coarse FDTD simulation, and is equal to þdt=e(i, j, k) dxH
Here, H z int is the contribution coming from the fine FDTD simulation of the antenna. The computation of all the E and H field components is based on the same principle.
Nevertheless, prior to applying this principle during the coarse FDTD simulation, the saved field coming from the fine FDTD simulation must be interpolated to match spatially and temporally with the coarse FDTD scheme. For example, Fig. 4 presents the position of the various field components for a ratio of 2 between both meshes. It is important to notice that there is no constraint in the choice of the ratio between the meshes. It just leads to a different interpolation scheme.
Whatever the mesh ratio, the interpolated field components E int and H int are obtained considering the nearest E fine and H fine field components. Therefore in our example, the interpolation equations for E x and H z components (mesh ratio of 2) are given by
With the aim of reducing the overall computation time, and given that the constraint on the time step in the coarse FDTD simulation is weaker, the time steps in each FDTD simulation are different. As a result, a time interpolation must be carried out. In our example, the time step in the coarse simulation is twice that of the fine simulation (dt coarse ¼ 2dt fine ). Thus, the E field components in both simulations are synchronised whereas the H field components require a centred time interpolation.
In the DG-FDTD, the various interpolation operations are only performed to compute the excitation for the coarse FDTD volume, and not directly carried out during the coarse FDTD simulation. As a consequence, we have two dissociated FDTD schemes, which implies that this multiresolution approach avoids instabilities. Once both simulations are over, some post-processings are carried out in order to determine the surrounded performance of the radiating element.
Post-processings:
One particularity of the DG-FDTD is that the S 11 parameter and far-field radiation patterns are available for both the antenna with and without its environment.
S 11 parameter: In order to compute the S 11 parameter, we use
where V and I are, respectively, the Fourier transform of the voltage and current at the generator terminals, and Z 0 the characteristic impedance. The voltage and current at the generator terminals are collected during both the fine and coarse FDTD simulations of the DG-FDTD method. As a consequence, we obtain V fine , I fine , and V coarse , I coarse . Hence, it is possible to determine the reflection parameter of the antenna without its environment considering V ¼ V fine and I ¼ I fine . On the other hand, the computation of the S 11 parameter of the entire structure requires to add the voltage and current at the generator terminals coming from both FDTD simulations: V ¼ V fine þ V coarse and I ¼ I fine þ I coarse . Thus, the contribution of the environment to the input impedance of the radiating element is taken into account.
Far-field:
The post-processing is direct for far-fields. The far-field radiation patterns are calculated using a near-to-far-field transformation based on the Huygens principle. Therefore a Huygens surface is defined in the FDTD volume, and the field components on this surface are saved at each time step. Once the simulation done, the electric and magnetic equivalent currents are evaluated in the frequency domain. Finally, we calculate the far-field thanks to the radiation integrals.
Thanks to the DG-FDTD method, the direct and surrounded far-field of the antenna are available. Indeed, the radiation patterns of the antenna without its environment are obtained by considering a Huygens surface that only includes the antenna in the first part of the DG-FDTD simulation (the fine FDTD simulation of the antenna without its environment). With regard to the far-field of the overall problem, it is calculated using a Huygens surface that includes both the antenna and its environment during the second step of the dual-grid FDTD simulation (the coarse FDTD simulation of the antenna with its environment).
In the following section, the proposed multiresolution method is used to simulate an UWB problem. The DG-FDTD is compared with a classical FDTD scheme in order to evaluate the accuracy and the performance of the approach.
3
Numerical example
Description of the problem
Simulations have been performed for the UWB planar diamond antenna [12] presented in Fig. 5 . It consists of a diamond monopole antenna fed with a matched generator that produces a Gaussian pulse. The Gaussian pulse is narrow enough in the time domain to cover the studied bandwidth, namely from 0 to 14 GHz. This antenna is mounted on a large but finite metal box near a dielectric block with e r ¼ 2.2. This configuration has been chosen since it contains typical issues that can be encountered in a communicant device problem. Indeed, the presence of a dielectric block, or the finite ground plane is often present in the device geometry. Therefore the position of the UWB antenna must be optimised in order to avoid strong distortions on its performance.
As shown in Fig. 6 , we consider three positions for the UWB antenna that lead to various environment configurations: † Position 1:
This structure is simulated using three different FDTD configurations presented in Table 1 . The spatial step for the first mesh density has been chosen in order to well describe the antenna geometry. It is equal to l 0 /140 at the central frequency of the antenna bandwidth (namely f 0 ¼ 7 GHz), and it is the more accurate one. As a consequence, this fine l 0 /140 FDTD is considered as the reference for this study. Concerning the two other mesh densities, they are, respectively, obtained by grouping the cells by two and four in each direction of the space. Therefore the associated cubic cell sizes are equal to l 0 / 70 and l 0 /35.
In addition to those classical FDTD simulations, the structure is simulated using the DG-FDTD. Therefore the UWB antenna is firstly characterised without its environment with the accurate l 0 /140 FDTD. We notice in Table 1 that the observation time is smaller since the antenna characterisation without its environment requires only 2.0 ns instead of 4.0 ns for the simulation of the overall structure. A near-field surface is defined in the fine FDTD volume to save the field coming from the UWB antenna without its environment. This surface is made up of five faces on an infinite ground plane. In a second step, those field components are used to excite a coarse FDTD volume that represents both the antenna and its environment (metal box and dielectric block) thanks to a l 0 /35 coarse mesh. In the coarse FDTD, the UWB antenna is not fed but simply loaded with a 50 V resistance. We name this multiresolution configuration the 'DG-FDTD-1/4' since there is a ratio of 4 between the fine and coarse cell sizes.
In order to evaluate the accuracy of the DG-FDTD, the radiated field as well as the S 11 parameter coming from the multiresolution simulation of the test case is compared with the reference ones (fine l 0 /140 FDTD) by evaluating the normalised mean squared error e given by
where X is either the S 11 parameter or the radiated field, and Ref is for Reference. Concerning the error on the far-field, we consider the direct E u component in the (xOz) and (yOz) planes for ten frequency points (from 5 to 9.5 GHz with a 0.5 GHz step). Table 2 presents the results for positions 1 and 2 of the UWB antenna obtained by means of a 2 GHz AMD Athlon machine with 2 Gbytes RAM.
Results for positions 1 and 2
We see in this table that the results coming from the DG-FDTD approach are accurate. Indeed, when compared with the reference far-field for position 1, we only make a 0.53% error instead of 2.13% for the l 0 /70 coarse FDTD, and 6.82% for the l 0 /35 coarse FDTD. Moreover, the DG-FDTD is still efficient for the prediction of the far-field for position 2 of the antenna since the error is only equal to 0.67%. Concerning the jS 11 j parameter, we observe that the DG-FDTD is the more accurate approach when compared with the coarse FDTD schemes. These results show that the coarse description of the antenna in the coarse FDTD simulation of the DG-FDTD is accurate enough to deal with second-order scattering phenomena.
The magnitude of the S 11 parameter for position 2 of the UWB antenna is plotted as a function of the frequency and the simulation scheme in Fig. 7 . We observe a good agreement between this multiresolution scheme and the fine FDTD, whereas the coarse FDTD schemes do not succeed in evaluating the bandwidth of the surrounded antenna.
The far-field radiation patterns at 9.5 GHz in the (xOz) plane are presented in Fig. 8 as a function of the simulation tool. The radiation pattern resulting from the DG-FDTD simulation agrees with the reference one, whereas the other radiation patterns obtained thanks to the coarse FDTD schemes exhibit up to 5 dB differences.
Concerning the computation time, the DG-FDTD turns out to be faster than the fine FDTD and the coarse one with a l 0 / 70 mesh. However, this multiresolution approach is slower than the coarse FDTD with a l 0 /35 mesh. It can be explained by the fact that the DG-FDTD simulates the overall structure with a l 0 /35 mesh (06 min), but also the antenna with a fine mesh (08 min). Consequently, the computation time is higher, but the accuracy is much better. Furthermore, the gain in computation time is very interesting since we only need 20 min to simulate the two positions of the antenna: 08 min for the antenna alone and 2 Â 06 min for the overall structure, whereas it takes 780 min using the fine FDTD. In this example, we finally have a simulation 39 times faster while maintaining good accuracy on the results. 
Results for position 3
The last configuration is interesting since the position of the UWB antenna is quite critical. As shown in Fig. 9 , position 3 implies that the ground plane presents a discontinuity under the antenna. Hence, the DG-FDTD requires a new fine FDTD simulation of the antenna alone that takes into account the real geometry of the problem, that is to say an infinite folded ground plane. Indeed, if we consider the simulation of the antenna on a classical infinite ground plane, the diffraction effects because of the edge of the metal box are not taken into account in the fine FDTD simulation. Therefore in this case, the excitation must be done thanks to an excitation surface made up of six faces instead of five faces.
The simulation results are presented in Table 3 . When using the same fine description of the UWB antenna as the one used for positions 1 and 2, which is approximative in this particular case, we make a 3.07% error on the farfield and a 2.29% error on jS 11 j. By using the rigourous description during the fine FDTD part of the simulation, the errors on the far-field and on jS 11 j decrease, respectively, to 0.52% and 1.5%. Those results show that we must take into account the real configuration of the antenna during the first part of the DG-FDTD to obtain good accuracy on the results.
Application of the DG-FDTD
We have seen that the DG-FDTD is an accurate, stable and fast method to simulate large problems. Therefore the DG-FDTD can be used to compute the far-field radiation patterns of our communicant device, as well as the impedance of the radiating element for the three antenna positions.
As shown in Figs. 10 and 11, the environment has a strong influence on the performance of the UWB antenna. Indeed, position 3 of the antenna exhibits the maximum 210 dB bandwidth. However, the associated radiation pattern at 9.5 GHz is the more asymmetrical. Those results show that an optimisation procedure is required to obtain the best radiation performance. This optimisation step implies a lot of FDTD simulations for various UWB antenna positions. That is the reason why the DG-FDTD is interesting since it enables us to compute fastly and with a good accuracy the radiation performance as a function of the antenna position.
Conclusions
A new FDTD multiresolution approach to simulate surrounded antenna problems has been proposed. The DG-FDTD is divided into two different FDTD simulations. First, the antenna is simulated without its environment using a fine FDTD scheme in order to determine its main characteristics. In this part of the simulation, the primary radiation directly coming from the antenna is saved. Subsequently, this saved contribution is used as the excitation of a coarse FDTD to simulate the antenna with its environment.
The application of the DG-FDTD to an UWB integration problem has revealed that this method allows the characterisation of the disturbances because of the environment. The accuracy of the DG-FDTD has also been proved by studying various antenna configurations.
The DG-FDTD turns out to be stable, accurate, easy to implement in a classical FDTD code and particularly suited for problems involving a lot of simulations where the environment is changed.
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