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Abstract
This paper builds on a novel framework of hybrid
matching constraints for estimation of structure and re-
covery of camera focal length and motion, combining
the advantages of both discrete and continuous meth-
ods. Our recursive method can deal with both im-
age noise and outliers. The system is an extension of
the epipolar hybrid matching constraints in conjunction
with a simple structure estimation scheme using stan-
dard triangulation. The extension enables the system to
deal with varying focal length of the camera. The struc-
ture obtained from some previous image frames is used
to improve estimates of the camera focal length and mo-
tion for the current image frame. These are, in turn,
used to reﬁne the structure. Finally, a RANSAC outlier
rejection scheme is employed to reject outlier tracks, in-
evitably obtained from any tracker. The performance of
the proposed system is demonstrated on simulated ex-
periments.
1. Introduction
As with any parameter estimation problem that in-
volves a sequence of observations, there are two broad
categories of approaches: estimate the parameters in
batch where observations from all image frames are
used simultaneously; or estimate the parameters for the
current state of the system based on the estimates from
the previous state(s) and the new observation. Although
more images need to be dealt with, the advantages of
working with video sequences are twofold: 1) image
feature point matching can be replaced by image fea-
ture point tracking; 2) camera motion and scene struc-
ture can be recovered recursively. The second advan-
tage is particularly attractive as recursive approaches
are often computationally more efﬁcient and can eas-
ily be adapted to real-time systems. One of the ear-
lier research work in designing a recursive solution for
3D motion estimation from video sequences is that of
Broida et al. [2]. They employ an iterated extended
Kalman ﬁlter to estimate the motion and structure pa-
rameters that constitute the state vector of the system.
Azarbayejani and Pentland [1] extend their method to
include the estimation of the camera focal length, while
Soatto [13] imposes metric constraints on the state
space so as to isolate the models for 3D structure and
those for 3D motion. Gallego et al. [5] employ the
Kalman ﬁlter to recursively update the 4×4 homography
matrix that is required for upgrading the scene structure
from projective to Euclidean.
Matching constraints provide important conditions
on the geometry of the perspective projection to which
the structure and motion parameters must conform.
In [15], Triggs provides a detailed analysis of the bilin-
ear, trilinear, and quadrilinear constraints. With image
features undergoing small displacements between con-
secutive frames, matching constraints can be expressed
in terms of image feature point positions and velocities
(e.g., see [10]). Recently, Nyberg and Heyden [12] and
Heyden et al. [7] devise the hybrid matching constraints
(HMC) for video sequences. These constraints can be
viewed as analogous to the epipolar and trifocal con-
straints for the discrete case. With the assumption that
the camera is calibrated, Heyden et al. [12] use these
constraints to obtain the update for the current motion
estimate of the camera linearly. Their HMC is then
fused with a continuous-discrete extended Kalman ﬁlter
for the state estimation of scene structure recursively.
In this paper, we adopt the HMC derived in [7, 12]
and extend it to the case of uncalibrated camera and
variable focal length. We incorporate the RANSAC
paradigm to deal with outliers that arise in the feature
tracking process and we analyze the HMC to determine
the minimum number of correctly tracked image fea-
tures required for recovering the structure, intrinsic and
motion parameters of the camera.2. Problem formulation
Under the perspective projection using the pinhole
camera model, a given scene point ˜ X = (X>,1)> =
(X,Y,Z,1)> and its image point ˜ x = (x>,1)> =
(x,y,1)> satisfy the following relationship:
P ˜ X = K

R −b
 ˜ X = λ˜ x. (1)
The projection matrix P is R3×4; the camera matrix K,
if the camera’s principal point is known, can be written
as diag (f,f,1); λ is an unknown scalar; the rotation
matrix R ∈ SO(3) and translation vector b ∈ R3 relate
the 3D coordinate system of the camera with that in the
scene. There are effectively two linear constraints that
relate ˜ x and X.
Given a static scene observed by a moving uncali-
brated camera, the 3D structure of the scene is invariant
but the intrinsic and extrinsic parameters of the camera
are all continuous functions of time (or frame number),
i.e., our frame-dependent unknowns are R(t), b(t), and
f(t), which, for simplicity, can be written as Rt, bt,
and ft, for t = 0,∆t,2∆t,···. Let the estimated rota-
tion, baseline, and focal length of the camera at frame
t be Rt, bt, and ft. Using the ﬁrst two terms of the
Taylor expansion, we can write these frame-dependent
parameters at frame t +∆t as
Rt+∆t ≈ Rt + ∆Rt∆t = (I + [wt]×∆t)Rt, (2)
bt+∆t ≈ bt + dt∆t, (3)
Kt+∆t ≈ Kt(I + ∆Kt∆t), (4)
where I denotes the identity matrix; wt is the vector
that encapsulates the unknown angular velocity of Rt;
[·]× denotes the skew-symmetric matrix formed by the
vector concerned; vector dt is the change of the base-
line bt; and Kt = diag (ft,ft,1) is the estimated
camera matrix at frame t. To determine these frame-
dependent parameters at frame t +∆t, it is then neces-
sary to estimate the 7 frame-dependent parameter up-
dates: ∆ft ∈ R; dt,wt ∈ R3.
3. Our method
The epipolar hybrid matching constraints proposed
in [7, 12] is analogous to the epipolar constraint but in-
volves taking three images into account (an extra image
is required for the image corner displacements or veloc-
ities). For the trifocal hybrid matching constraints, four
images are used. In this paper, we will focus only on the
linear epipolar hybrid matching constraints that involve
looking at three images at a time.
3.1 Epipolar hybrid matching constraints
Without loss of generality, we ﬁx the global 3D co-
ordinate system at the optical centre of the camera at
frame 0. The perspective projections for images at
frames 0, t, and t + ∆t are then
K0X = λ0˜ x0, (5)
Kt

Rt −bt
 ˜ X = λt˜ xt, (6)
Kt+∆t

Rt+∆t −bt+∆t
 ˜ X = λt+∆t˜ xt+∆t. (7)
We adopt (2)-(4) and the Taylor approximations:
λt+∆t ≈ λt + ∆λt∆t, ˜ xt+∆t ≈ ˜ xt + ˜ ut∆t, (8)
where ˜ ut = (·,·,0)> is the displacement of the image
corner ˜ xt. By performing the following change of co-
ordinate system:
˜ x0
0 ≡ K
−1
0 ˜ x0, ˜ x0
t ≡ K
−1
t ˜ xt, ˜ u0
t ≡ K
−1
t ˜ ut. (9)
we obtain
h
Rt˜ x0
0 ˜ x0
t 0 bt
([wt]×+∆Kt)Rt˜ x0
0 ˜ u0
t ˜ x0
t dt+∆Ktbt
i


−λ0
λt
∆λt
1

=0. (10)
Note that (10) is not the same as the constraint derived
in [7, 12] because of the presence of the ∆K terms in
the matrix. However, we may proceed with the same
analysis that the matrix in (10) has rank equal to 3 and
that all of its 4×4 minors must vanish identically. Linear
constraints for the 7 parameter updates can be obtained
by appropriate selections of rows that compose these
minors. It is straightforward to verify that the number
of independent linear constraints is 2 and that if N ≥ 4
correctly tracked corners are available, the 7 parameter
updates can be estimated using least squares. This is
different from the case in [7, 12], since only 3 corner
tracks were required there.
3.2 Reﬁnement by minimizing reprojection
errors
The reﬁnement step is designed to improve the es-
timates ft+∆t, Rt+∆t, and bt+∆t obtained from the
parameter updates using HMC. Firstly, we obtain the
scene structure X via triangulation and advance the
frame number by ∆t, i.e., we set t ← t +∆t. Next,
we deﬁne
R
+
t =exp([δwt]×)Rt; b
+
t =bt + δdt; K
+
t =Kt(I + δKt),
(11)
where δwt,δdt ∈ R3 and δKt = diag (δf,δf,0)
are the reﬁnement updates that need to be estimated.
Those symbols having a ‘+’ superscript denote that they
are reﬁned estimates to be computed over those ob-
tained from the HMC. Substituting (11) into λ
+
t ˜ xt =
K
+
t

R
+
t −b
+
t
 ˜ X and using R
+
t ≈ (I + [δwt]×)Rt
yields
λ
+
t ˜ x
0
t ≈ RtX−bt+δKtRtX−δKtbt+[δwt]×RtX−δdt
⇒ RtX−bt−λ
+
t ˜ x
0
t := e ≈ [RtX]×δwt+δdt−δKtRtX
+ δKtbt, (12)where ˜ x0 is deﬁned in (9). Note that e can be interpreted
as the reprojection error. We call (12) the reﬁnement
based on reprojection constraints. The reﬁnement up-
dates, δwt, δdt, and δf, can be estimated using least
squares if N ≥ 4 correctly tracked corners are avail-
able. The scene structure X can be further reﬁned using
the new estimates of wt, dt, and ∆ft.
3.3 The recursive procedure
Initialization: Given two images at frames 0 and t,
(i) compute the fundamental matrix F using the 8 point
algorithm; (ii) construct K0 and Kt by applying a
camera self-calibration algorithm, e.g., [11], that es-
timates f0 and ft; (iii) compute the essential matrix
E = KtFK0; (iv) set R0 = I, b0 = 0, and com-
pute Rt and bt from E via a method described in, e.g.,
[6]; (v) compute an initial estimate, X(i), of each of
the identiﬁed inliers; (vi) compute x
0(i)
0 =K
−1
0 x(i) and
x
0(i)
t = K
−1
t x
(i)
t ; (vii) create an inlier table to main-
tain all the inliers identiﬁed by RANSAC at each image
frame.
We scale bt to unit magnitude and the baselines
for subsequent video frames are deﬁned relative to this
scale. In the presence of outliers, step (i) should be
wrapped inside a RANSAC loop.
Recursive procedure:
(i) For each image corner, ˜ x
(i)
t+∆t, apply the following
change of coordinate system: ˜ x
0(i)
t+∆t=K
−1
t ˜ x
(i)
t+∆t. Note
that Kt is involved in the matrix multiplication here
rather than Kt+∆t which has yet to be computed.
(ii) Sample 4 image corners from (i) and estimate ∆ft,
wt, and dt (Section 3.1).
(iii) Construct Kt+∆t, Rt+∆t, and bt+∆t via (2)-(4).
Use these matrices and the estimated X to compute the
reprojection errors of all image corners. These errors
are used by RANSAC as a measure of ‘well-being’ of
the sample chosen in Step (ii).
(iv) After all the inliers have been identiﬁed by
RANSAC (this requires some pre-deﬁned threshold val-
ues and knowledge about the percentage of outliers in
the data), update the inlier table and recompute Kt+∆t,
Rt+∆t, and bt+∆t (Section 3.1) using all the inliers.
Note that as the HMC involves looking at 3 images (at
frames0, t, andt +∆t)simultaneously, onlyimagecor-
ners that are inliers in all these three images should be
used in the computation.
(v) Compute the reﬁnement updates (Section 3.2) using
all the inliers for frames 0, t, and t +∆t; triangulate for
X. Note that t becomes t +∆t after this step.
(vi) Recompute ˜ x
0(i)
t , for all i, using the newly esti-
mated Kt, i.e., set ˜ x
0(i)
t =K
−1
t ˜ x
(i)
t .
(vii) Loop back to Step (i) of the recursive procedure for
the next image frame.
4. Experimental results and discussion
Two of the many synthetic experiments conducted
are reported here. In the ﬁrst experiment the camera
underwent a simpler and smoother trajectory (i.e., with
small amount of camera rotations and change of depths)
whereas in the second experiment more camera rota-
tions and changes of depth were involved. In both ex-
periments, small Gaussian noise was added to the co-
ordinates of all image corners to simulate inlier noise;
a small number of them were perturbed by a displace-
ment that was about the size of a 5×5 tracking window,
over a small number of frames, to simulate outliers.
We carried out the method described in the previous
section and evaluated the errors of our estimated param-
eters. Figs. 1 and 2 show the error plots of these param-
eters over the video frame number for the two experi-
ments. Symbols with an overhead bar denote the true
values and symbols with a hat denote the estimated val-
uesoftheparameters. Intheﬁgure, X denotestheaver-
age Euclidean distance between the true and estimated
scene points after they have been aligned by an esti-
mated similarity transformation. Only the inliers were
included in the error computation. The variable R,
b, and f are deﬁned as follows: R = klog( ˆ R ¯ R>)k;
b=k¯ b − ˆ bk/k¯ bk; f =|( ¯ f − ˆ f)/ ¯ f|.
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Figure 1. Error plot for experiment 1.
In both experiments, improvements to the estimated
3D structure are evident. Although the error seemed
to increase slightly after frame 300 in experiment 2,
the error at the last frame was still sufﬁciently small to
be neglected. The errors of the estimated rotations for
both experiments were very small. The maximum ro-
tation error in experiment 1 was only 0.03 radians, i.e.,
1.72deg. A possible explanation for the pattern of rota-100 150 200 250 300 350
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Figure 2. Error plot for experiment 2.
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Figure 3. The estimated and true 3D struc-
tures at the ﬁnal frame of experiment 2.
tion error in experiment 1 is the speciﬁc camera 3D tra-
jectory in the simulation together with the combination
of focal length and baseline errors. Experiment 1 had
8% outlier tracks, with average outlier track length of
10 video frames. Experiment 2 had 40% outlier tracks
whoseaveragelengthis20frames. Inbothexperiments,
all outlying tracks were successfully detected. The esti-
mated 3D reconstruction for experiment 2 shows a per-
fect alignment with the true 3D reconstruction (Fig. 3).
The reconstruction result for experiment 1 is similar.
One may notice that the error patterns for the base-
line and focal length appear to be similar; This is not
unexpected as an overestimate (resp. underestimate) of
the focal length would require the baseline to be length-
ened (resp. shortened) in order to minimize the average
reprojection error, which is a constraint imposed in our
method.
We have also conducted some preliminary experi-
ments on real video data. As the current version of
our algorithm can only deal with continuous tracks, it
is a challenging task to capture long image sequences
in which a sufﬁcient number of good and continuous
tracks are present for testing the algorithm. One of
the video sequences that we tested is the well known
hotel image sequence (each image is 480 rows ×
512 columns in size) available on the CMU website [3].
We selected a very short portion of the image sequence
(comprising frames 0,40,41,··· ,50) and applied the
SIFT keypoint detector [8] to all the images. A large
skip from frame 0 to frame 40 was necessary for the
initialization of the algorithm (see previous section).
To construct the corner tracks, we modiﬁed the image
matching program (written in C) provided on Lowe’s
website to work on image sequences, i.e., SIFT key-
points from image frame 0 were matched with those in
frames 40, 41, and so on. We also combined some cor-
ner tracks from the KLT tracker [9, 14] to obtain more
continuous tracks (see Figure 4). It is obvious in the
ﬁgure that quite a few outliers were present. The algo-
rithm presented in [11] for estimating the focal lengths
of two cameras requires the knowledge of the principal
point for each image. Unfortunately, in the absence of
ground truthinformation, wecould only assumethat the
principal point was approximately at the centre of the
image buffer1. We note that if there is a large deviation
between the true and the assumed principal points then
it can result in large disparity errors and thus poor 3D
reconstruction. From these noisy input corner tracks,
the fundamental matrix was estimated from a RANSAC
loop and the focal lengths were estimated to be 506.91
and 540.25 pixels, respectively for frames 0 and 40.
Most of the outlying tracks were pruned away in the
RANSAC loop.
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Figure 4. The CMU hotel image sequence
with corner tracks superimposed.
The initial and ﬁnal reconstructions were very sim-
ilar and were not perfect. Skewness can be easily de-
tected in the reconstruction (see Figure 5). We conclude
1Although vanishing points can be used to estimate the principal
point in an image, they must be at ﬁnite distance, preferrably within
the image frame boundary. For the hotel image sequence, the van-
ishing points are almost at inﬁnity.that, to fully test the method on real data, it is necessary
that more continuous tracks that cover the entire image
(note that the hotel model occupies mainly the lower
right corner of each image) are available and that the
system is well initialized. If only two images are used
for the initialization stage, then the principal point for
each image must be known. If three or more images
are available, then other self-calibration techniques can
also be employed (e.g. [4]).
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Figure 5. Reconstruction of the CMU hotel
image sequence. It can be seen that the
walls are not perfectly orthogonal to each
other.
It is important that a reasonably good initial esti-
mate of the focal length is obtained for frames 0 and
t, since the estimated Kt matrix is then used for the
change of image coordinate system. From our experi-
ments, it seems that more complex camera trajectories
can sometimes yield better parameter estimate than do
simple camera trajectories, even in the presence of a
higher proportion of outlier tracks. A possible explana-
tionis thatlocally degenerateconﬁgurations ofthe cam-
era are unlikely to occur for more complex trajectories.
For long video sequences, one may be able to reduce
numerical errors by continuously moving the global co-
ordinate system closer to the current video frame.
5. Conclusion and future work
We have presented a recursive method for struc-
ture and motion recovery from uncalibrated video se-
quences. The method is an extension of [7, 12], which
works only for the calibrated case with no outliers.
So far our experiments on synthetic data show that
the method is effective in that the errors on the esti-
mated focal length, baseline, rotation, and the recovered
3D structure are all very low. By incorporating the
RANSAC paradigm, we were able to successfully iden-
tify and eliminate all the outlier tracks from the parame-
ter computation. Our method has not yet been designed
to handle missing data, e.g., image corner tracks dis-
appear or new image corner tracks emerge part-way
through the video sequences. However, it would be
straightforward to incorporate this into a later version
of our method, which we also intend to test on more
real video sequences.
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