Two critical phase-transition points (in quasi 1D) signifying the onset of synchronization and activity Second-order / continuous phase-transition [28] [29] [30] [31] [32] First-order / discontinuous phase-transitions In 3D, it belongs to the orthogonal universality class [30, 31] In quasi-1D, it belongs to the Ising universality class [1 4] In 3D, the correlation-length critical exponent is ν ~ 1.59 [31] In quasi-1D, the 'critical isotherm' exponent [1 4] is δ ~ 3.07
Control parameter is the strength of disorder [28] [29] [30] [31] [32] Control parameter is the inversion In 3D, external tuning of the control parameter is needed for the transition to occur
In quasi-1D, no fine-tuning of the control parameter is needed for the transitions to occur ('self-organized criticality' [10] [11] [12] [13] 1 ) 5]
Harmed by inelastic processes (e.g., losses) and time-varying / fluctuating optical 'potentials' [28, 29, 32] Resilient to losses and time-varying optical 'potentials' (permittivity / refractive index)
Interactions between photons are neglected [28, 29, 32] Many-body heavy-photon interactions are considered and are crucial for the phenomenon to arise
Normally, no quantum-coherence phenomena involved Quantum coherence enhances the intensity of the nonequilibrium-localized lightwave he Anderson scheme in disordered media, and the herein-introduced one in active (nonequilibrium) photonic nanostructures.
T table S1. Comparison between the two nonpotential (nontrivial) light localization schemes.
Localization occurs only in the last case (potential well), for negative electron energies, E < 0. In all other cases, where E > 0, the electron is delocalized ('extended'), oscillating in space.
Potential (V) and Total (E) Energies
Probability Density |ψ(x)| 2 Name of system Zero potential
Step potential (energy below top)
Step potential (energy above top)
Barrier potential (energy below top) Barrier potential (energy above top) Finite square well potential ('potential localization')
fig. S1. Electron probability density for various potential configurations (63).
In atomic, solid-state and optical physics, wave localization is usually achieved by utilizing some kind of a well or barrier to enforce spatial confinement of the wave
63
. For instance, for electron waves, conventional ('trivial') localization is achieved in a potential well V(x), with V(x) = -V0 for |x| < a, and V(x) = 0 for |x| > a, when the electron energy is negative, E < 0 (see fig. S1 , last row). For all other cases, where E > 0, the electron is delocalized ('extended') and the problem reduces to a scattering one. For lightwaves, we normally require barriers (instead of wells), such as dielectric microcavities or plasmonic nanostructures and nanoparticles, to achieve light localization. The origin of this difference in sign (wells for electrons; barriers for lightwaves) can readily be deduced by comparing Schrödinger's equation with the wave equation for electromagnetic waves
thus, whereas for electron waves conventional localization is achieved inside potential wells, in optical systems light localization requires optical-potential barriers. Note, also, that in optics the potential is multiplied by the frequency ω of the lightwave -which, physically, reflects the fact that lightwaves with smaller frequencies 'see' a smaller optical potential, and are thus more difficult to localize. By contrast, electron waves with smaller (negative) energies E exhibit stronger localization ( fig. S1 , last row). In all cases, this type of wave localization (be it for electron-waves, or light-waves, or matter-waves, etc) is, hence, known as 'potential localization'.
Until now, the only known way to localize electrons with positive energies, E > 0 ('non-potential localization'), is the Anderson scheme in disordered media [28] [29] [30] [31] [32] . In a perfect crystal, electrons propagate ballistically with a group velocity determined by the Bloch band,
.
In the presence of increasing disorder one might intuitively expect that the electron propagation will be diffusive, giving rise to progressively smaller conductivity. However, as was shown by Anderson, when the strength of disorder exceeds a certain 'threshold' the electron wave-function becomes exponentially localized, and diffusion/ conduction ceases completely even though the mean free path remains finite. The phenomenon is wave in its nature, and is not a 'potential localization': it arises from the destructive quantum interference of randomly scattered partial waves, even for electrons with positive energies (E >0). In one and two dimensions, it predicts the suppression of diffusion (at zero temperature) for arbitrarily small strength of disorder, as long as the system is sufficiently long. In three dimensions, localization arises only for disorder strength exceeding a critical threshold value -i.e., there is a (zero temperature) continuous quantum phase-transition from diffusion to localization. Similarly to all critical phenomena, in the vicinity of the critical point, Anderson localization is described by power laws with well-defined critical exponents; for instance, in three-dimensions, the critical exponent ν characterizing the correlation length ξ as a function of the parameter x that is varied to drive the transition is
31
:
, with ν ~ 1.59 as calculated from detailed simulations (see also table S1). Note that these critical exponents are expected, as is usual for all critical phenomena, to be universal, i.e. to be the same for all systems belonging to the same universality class. In three dimensions, this is usually the 'orthogonal universality class', which includes systems that have both time-reversal and spin-rotation symmetries (but not, e.g., translational symmetry). Being inherently a wave phenomenon, Anderson localization is also widely studied in disordered photonic, atomic and acoustic systems [28] [29] [30] [31] [32] .
section S1. Supplementary text on wave localization
Since it is an equilibrium phase-transition phenomenon, which requires tuning of an external control parameter (strength of disorder), Anderson localization does not exhibit the adaptive characteristics of nonequilibrium systems. For instance, it is normally destroyed when inelastic effects (e.g., dissipative losses), and/or time-varying medium parameters, and/or nonlinear many-body interactions are present. Resilience to such environment-fluctuating conditions usually characterizes out-of-equilibrium systems (with a characteristic example being biological organisms). As a result, a long due problem in the field of wave localization is to identify a scheme that will be allowing for a phase-transition to non-potential localization, similarly to the Anderson scheme, but unharmed by the aforementioned deleterious effects.
Characteristics of the attained nonequilibrium light localization
In the main body of the work, we introduce just such a scheme, where nonequilibrium light localization is achieved in the absence of optical-potential barriers (cf. first row of table S1). More precisely, in the considered longitudinally-uniform active heterostructure there is no barrier in the real part of the permittivity (the susceptibility χ of the pumped, translucent region in Fig. 2 is, at the resonant conditions considered here, identically zero), but there is a small jump in the imaginary part of the permittivity of the pumped region. However, that barrier in the imaginary part is extremely small (Im{χ} in the range 10 -5 -10 -3 ), and thereby completely unable to lead to light localization on its own. To unambiguously check this, i.e. whether localization might here arise owing to some kind of gain-guidance 65, 66 , we have examined the cases where the gain central frequency is away from the region where the band is flat ('heavy photon' regime, Re{ω} ~16.8×10 15 rad/s, in Meth. Fig. 2 ), e.g. in the regions where Re{ω} ~ 18×10 15 rad/s or Re{ω} ~ 20×10 15 rad/s. In both of those cases, although the jump in the imaginary part of the susceptibility of the pumped region is again in the same region (10 -5 -10 -3
), no localization has been observed, as expected. The reason for this is that only in the heavy-photon regime there is sufficiently strong positive feedback (see inset in the lower panel of Meth. Fig. 2 ) for the nonequilibrium phase-transition to synchronization and temporal-coherence-build-up to emerge. In that regime, the {ϐ}-states can all synchronize, giving rise to a first-order nonequilibrium phase-transition to synchronization (see Methods section in the main body of the work), giving rise to sinc-function shaped light localization. The spatial distribution of the nonequilibrium-localized lightfield is, thus, completely independent of the characteristics of the incident beam or of the pumped region (translucent in Fig. 1B ) -as it ought to be for true, non-potential (nontrivial) localization. Note that, unlike the equilibrium phase-transition in disordered media, here dissipative losses, nonlinear many-body interactions and time-varying (imaginary part of) permittivities / refractive indices are all inherently present and necessary for localization to emerge. For this reason, the attained localization, apart from being non-potential and strong, as in the Anderson scheme, it is also inherently robust, exhibiting resilience and adaptivity to dissipation, fluctuations and many-body interactions -a typical characteristic of 'dissipative structures' 2,3 and nonequilibrium complex systems 33 .
We wish to calculate and visualise, without any approximations (e.g., without resorting to an approximate ray analysis, but rather by solving exactly Maxwell's equations) the trajectory of a light ray at a zero-groupvelocity point (vg = 0) of this nanoplasmonic heterostructure. To this end, it will prove useful to calculate the time-averaged power flow in each layer, Pi (i = 1, 2, 3), given generically by
The time-averaged power flow in the substrate layer, P3, may now readily be calculated as 
The calculation of P2 is somewhat more involved and tedious; for the sake of clarity, we shall outline it here in some detail: 
Let us assume that the magnetic field Hy of the TM2 photonic (i.e., not surface) state of the nanoplasmonic heterostructure oscillates as: Bcos(κx) + Csin(κx) in the core layer (0 ≤ x ≤ 2α; see fig. S2 ), and decays exponentially as: Ae γ 3 x in the substrate (x ≤ 0), and as: De -(x-2α)γ 2 in the cover layer (x ≥ 2α). By matching the two tangential field components, Hy and Ez = -[j/(ωεi)]∂Hy/∂x (i = 1, 2, 3), at the two interfaces (x = 0 and x = 2α), we may readily arrive at the following transcendental dispersion relation Note that although the expression for P2 in the first instance gets somewhat more involved, there are several terms that consistently cancel, which allows us to eventually arrive at the following compact relation We follow a similar course for the calculation of P1, and we successively have: 
  
Again, we see that many terms consistently cancel, and after a few further manipulations we may arrive at To see the physical meaning of the remaining term(s) in Eq. (S7), let us calculate the (Goos-Hänchen) phaseshift that a light ray experiences upon total internal reflection at the (1-2) dielectric/plasmonic interface:
where: ), which has the following underlying physical meaning: As we approach the zero-vg point of the heterostructure (where Ptot → 0), the effective thickness weff of the heterostructure becomes progressively smaller, allowing less and less power to be 'squeezed' through. At exactly the zero-vg point, the effective thickness becomes identically zero (weff = 0), 'closing the door' to any cycle-averaged power flow (Ptot = 0), and from the fact that |x12| + |x13| = 2α it is immediately seen that the corresponding light-ray becomes permanently trapped, forming a double light-cone, as shown in Meth. Fig. 2 (lower panel) in the main body of the paper.
The active quantum-well medium is described by three-level atomic scheme 57 , where an incoherent pump g transfers the population from from the level |1 to the level |3 . We excite the transition |3 ↔ |2 with a coherent drive field (Rabi frequency Ω a ). The lasing transition |2 ↔ |1 has a Rabi frequency denoted by Ω b . We assume the transitions |3 ↔ |1 , |2 ↔ |1 and |3 ↔ |2 are dipole allowed (typical of quantum wells). The
Hamiltonian describing the interaction between a p th three-level quantum emitter and the fields Ω a , Ω a in the rotating wave approximation is given by
Here we have defined the detunings as ∆ j = ω ij − ν j , where ν j is the carrier circular frequency of the classical field. We use the convention that all frequencies are circular frequencies, so that ν b (not hν b ) is the photon energy. The master equation for the atom density matrix can be written as
where L is the Lindblad superoperator which quantifies the dissipative part of the master equation. The evolution of the coherences ij are, then, given by the following equationṡ
(S17)
(S19)
where the relaxation rates Γ 21 = (γ 31 + γ 21 + γ 32 ) + γ ph + i∆ a . Here γ ij are the decay rates for populations, γ ph is the phase relaxation (or dephasing) rate of the coherence. We note that the crucial role played quantum coherence is here captured by e.g., in the last term of Eq. (S17).
section S3. Quantum coherence-driven three-level active medium
The equation of motion of the stopped-light mode β n (see Fig. 2B and Meth. Fig. 2 ) is obtained using the Heisenberg equation of motion for a 0n and adding the relaxation rate
where
b /a 0βn is a Rabi frequency of a single excitation of the β n -state. Here we have defined the Rabi frequency 
Similarly, in the strong drive field limit the population terms take a simpler form as 
Thus, overall, to maintain the activity in our nonequilibirum dynamical critical system in the absence of population inversion requires that (γ 21 + γ 31 )(γ 32 + γ 21 ) < g < γ 21 + γ 31 2 (S32)
