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Abstract
Participating media, such as fog, fire, dust, and smoke, surrounds us in our daily
life. Rendering participating media efficiently has always been a challenging task
in physically based rendering. Line sampling has been derived to be an alterna-
tive method in direct lighting recently. Since line sampling takes visibility into
account, it could reduce variance in the same render time compared to point
sampling. We leverage the benefits of line sampling in the context of evaluating
direct lighting in participating media. We express the direct lighting as a three-
dimensional integral and perform line sampling in any one of them. We show
how to apply multiple importance sampling (MIS) with common point samples,
improving the robustness of estimators. We also show the drawbacks of MIS be-
tween different directions of lines. We demonstrate the efficiency of line sampling
in participating media and discuss the results with different setups, such as dif-
ferent phase functions and occluder size.
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Chapter 1
Introduction
Physically based rendering aims to create a physically correctly image from a
given three-dimensional scene description. It has been an important topic over the
past few decades since it is widely used in the animation studios, visual effects
industries, architectural previsualization, and product visualization. To render a
realistic image, we cannot ignore the presence of a large number of tiny particles
in the air since they affect light transport. Effects such as god rays, fire, smoke,
and liquids such as milk and wine are all belong to participating media but with
different properties. Light interacts with the material not only at the boundary
of medium but also volumetrically within the medium. To be accurate, optical
properties of each part of medium must also be known so that we can compute
the pixel value for the entire image. This is why rendering participating media is
a challenging topic in physically based rendering.
The rendering equation [Immel et al., 1986; Kajiya, 1986] and its volumetric form,
the radiative transfer equation [Chandrasekhar, 1960; Rushmeier, 1988], are the
governing equations in physically based rendering. However, since these
equations are integrals composed of many terms that have complex relations to
one another, such as incident lighting, material properties, and the geometric
1
1.1 Motivation
structure of the scene, generally it is not possible to compute the integral
analytically. Monte Carlo estimators are the most popular method nowadays to
estimate these integrals in an unbiased way. Even though Monte Carlo rendering
is easy to implement, it suffers from the noise introduced by generating the
random samples. The noise decreases as we have more samples. However, more
samples refers to increasing the render time. To make Monte Carlo rendering
more efficient, our goal is to place the samples more intelligently so that they
provide more useful information. In rendering, consider the color of pixel can be
expressed mathematically as an integral
I =
∫
Ω
f (x)dx, (1.1)
where Ω is an abstract and high-dimensional integration domain. Monte Carlo
integration introduces random variables to estimate the value of the integral.
Monte Carlo integration approximates the integral by sampling a random
variable whose expected value is same as the integral. Let’s say we have a
random variable
Y1(X) =
f (X)
p(X)
, (1.2)
where X is a sample generated from a probability density function p. For
example, if purple samples in Fig. 1.1 are useless, then the better way would be
only generate red samples as shown in the right part of Fig. 1.1. We will discuss
more in Chapter 5.
1.1. Motivation
Point sampling is the most intuitive way to generate samples. For example, we
can generate point samples based on material reflectance or based on light in-
2
1.2 Contribution
Figure 1.1: Visualization of point (left) and horizontal line sampling (right)
[Salesin and Jarosz, 2019]
tensity. However, point samples may be occluded by geometry between light
and shade point, which generates noise in Monte Carlo rendering. To avoid that,
the concept of line sampling is then here to solve this issue. Previous research
has shown that line sampling could provide a benefit in effects such as shad-
ows [Billen and Dutré, 2016; Singh et al., 2017; Salesin and Jarosz, 2019]. Line
sampling reduces the dimension of integral in direct illumination from two di-
mension to one dimension [Billen and Dutré, 2016]. Singh et al. [2017] showed
that properly generated oriented line samples pre-filter C0 discontinuities, leading
to better variance convergence rates.
1.2. Contribution
Based on Salesin and Jarosz [2019]’s framework, we extend the concept of line
sampling for direct lighting to participating media and add another dimension of
line sampling along the camera ray by extending an existing sampling method.
We discuss the benefit of each line sampling strategy in different contexts. Finally,
3
1.2 Contribution
we successfully combine the newly added dimension with general point sampling
methods to leverage the strength of each method and achieve improvement in
equal-time scenarios.
4
Chapter 2
Related Work
2.1. Point sampling
Point sampling has dominated Monte Carlo rendering ever since it was intro-
duced by Cook et al. [1984]. Many importance sampling techniques have been
shown to improve the convergence of Monte Carlo rendering. Multiple impor-
tance sampling (MIS) [Veach and Guibas, 1995] is one of the most important
methods to combine different point sampling methods in Monte Carlo rendering.
The most naive way to compute volume rendering equation is ray marching [Per-
lin and Hoffert, 1989]. Other stochastic methods [Lafortune and Willems, 1996;
Pauly et al., 2000] randomly select a distance along the ray. Raab et al. [2008]
later introduced delta tracking to derive an unbiased Monte Carlo estimator for
participating media. Yue et al. [2010] proposed efficient importance sampling in
participating media. Georgiev et al. [2013] proposed joint importance sampling
for geometry and scattering terms in rendering participating media. Kulla and
Fajardo [2012] introduced equiangular sampling in homogeneous media, which
importance samples the distance to the light. Novák et al. [2018] reviewed multi-
ples methods that employ various forms of Monte Carlo integration in rendering
5
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participating media.
2.2. Variance and convergence analysis
Recent work [Durand, 2011; Subr and Kautz, 2013; Subr et al., 2014; Pilleboue
et al., 2015] has provided a derivation between the spectral properties and magni-
tude of MC point sampling. Other sampling patterns [Cook, 1986; Sun et al., 2013;
Kensler, 2013; Heck et al., 2013] have shown to provide asymptotically faster con-
vergence rates. Singh et al. [2019] provided an unified formulation and pointed
out correlated sampling and importance sampling can affect convergence rate be-
cause of the introduction or inhibition of discontinuities.
2.3. Line sampling in rendering and its applications
Although line sampling is a relatively new concept in Monte Carlo rendering,
it has been used in diverse problems such as motion blur [Gribel et al., 2010],
depth of field [Tzeng et al., 2012], scanline rendering [Jones and Perry, 2000], and
hair rendering [Barringer et al., 2012]. Recently, Billen and Dutré [2016] showed
the benefit of line sampling for direct illumination. Singh et al. [2017] further
analyzed the variance of line sampling in Monte Carlo rendering in both spatial
and frequency domain. Our work is mostly built on [Salesin and Jarosz, 2019],
who developed a framework to combine point samples and line samples in a
common sample space by interpreting the 1D line sample as a 2D point sample.
6
Chapter 3
Monte Carlo Integration
In this chapter, we cover the basics of Monte Carlo method and some techniques
that are often used to reduce variance introduced by the Monte Carlo method.
3.1. Monte Carlo method
The key concept of Monte Carlo integration is to introduce random variables to
estimate the value of the integral. Consider the pixel value I is equal to
I =
∫
Ω
f (x)dx, (3.1)
where Ω is high-dimensional path space. Monte Carlo integration approximates
the integral by sampling a random variable whose expected value is same as the
integral. Let’s say we have a random variable
Y1(X) =
f (X)
p(X)
, (3.2)
where X is a sample generated from a probability density function p. We know
that the expected value of a random variable over a domain D can be expressed
7
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as
E[X] =
∫
D
xp(x)dx, (3.3)
thus the expected value of this random variable is
E[Y1(X)] = E
[
f (X)
p(X)
]
=
∫
Ω
f (x)
p(x)
p(x)dx =
∫
Ω
f (x)dx = I. (3.4)
We can take N samples and compute the expected value of Y1 by averaging all
values. Then the estimated value could be expressed as
1
N
N
∑
j=1
Y1(Xj) =
1
N
N
∑
j=1
f (Xj)
p(Xj)
(3.5)
I =
∫
Ω
f (x)dx ≈ 1
N
N
∑
j=1
f (Xj)
p(Xj)
. (3.6)
As N increases, the closer the approximation is.
3.2. Variance analysis
We want to analyze the variance of a Monte Carlo estimator with N samples to
further understand how fast it converges. Then we can write the variance of Y1
with N samples as
Var
[
1
N
N
∑
j=1
Y1(Xj)
]
=
1
N2
N
∑
j=1
Var[Y1(Xj)]] =
1
N
Var[Y1(X)]. (3.7)
Equation Eq. (3.7) implies the variance decreases at a rate of O(N−1) and standard
deviation decreases at a rate of O(N−0.5). Although the variance does not con-
verge quickly, the main benefit of Monte Carlo sampling is that we only require
N samples to estimate an integral with dimension D, while estimating an integral
8
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by deterministic quadrature requires ND samples.
3.3. Variance reduction
There are many useful techniques that could be used to reduce variance effec-
tively. But we will only introduce two techniques that are quite important in this
dissertation.
3.3.1. Importance sampling
In the previous section, we could choose arbitrary probability density function
p(X). However, if we have more samples in domain Ω that have a higher contri-
bution to the integral, that will reduce variance. Ideally, if p(x) is proportional to
f (x), then we could simplify variance as follows:
p(x) = c f (x) (3.8)
1
N
Var[Y1(X)] =
1
N
Var
[
f (x)
c f (x)
]
=
1
N
Var
[
1
c
]
= 0 (3.9)
We can also solve for c since it must satisfy
∫
Ω
c f (x)dx = 1 (3.10)
c =
1∫
Ω f (x)dx
(3.11)
Generally, finding such a pdf requires that we know the value of the integral that
we want to compute. However, we can make the pdf approximate f (x) to reduce
variance. Fig. 3.1 shows the difference between a good p(x) and a bad p(x).
However, a complex integral like the rendering equation involves several terms,
and we can typically only importance sample one term at a time.
9
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Figure 3.1: Bad pdf (left) and uniform pdf (mid) and good pdf (right)
3.3.2. Multiple importance sampling
Variance increases when the pdf is not proportional to the integrand and it is
impossible to find an ideal pdf for rendering equation. Another way to reduce
variance is multiple importance sampling.
I =
M
∑
s=1
1
Ns
Ns
∑
i=1
ws(xi)
f (xi)
ps(xi)
. (3.12)
The balance heuristic has been proven to be a good weight function:
ws(xi) =
ps(xi)
∑j pj(xi)
. (3.13)
3.4. Monte Carlo line sampling
We introduce that Monte Carlo integral approximates I by averaging realizations
of a random variable X, and explicitly account for its pdf. In Fig. 1.1, we know
that line samples is actually placing samples in a more intelligent way. Here
we will introduce the mathematical concept of line sampling compared to point
sampling. Consider we are estimating a 2D integral, then we can express the
10
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integral I as:
I =
∫
U
∫
V
f (u, v)dvdu, (3.14)
and its Monte Carlo estimation as:
I =
1
N
N
∑
i=1
f (ui, vi)
p(ui, vi)
. (3.15)
Eq. (3.15) is the general form of point sampling method. The concept of Monte
Carlo line sampling [Salesin and Jarosz, 2019] is treat line sample as 2D point
samples but with joint pdf:
I =
1
N
N
∑
i=1
f (ui, vi)
p(ui)p(vi|ui)
. (3.16)
The conditional pdf in Eq. (3.16) makes the sampling more intelligent. We will
cover further explanation in Chapter 5.
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Chapter 4
Basics of light transport
We start this chapter by covering the main quantity we are interested in rendering
and the basics of light transport.
4.1. Radiometric units
Radiometry represents the energy carried by a photon. Here we go through the
definition of radiance since it is the main quantity used in light transport.
4.1.1. Radiance
Radiance is the most commonly used radiometric unit in rendering. It refers to
flux density per unit solid angle, per perpendicular unit area, and is written:
L =
d2Φ
dω dA cos θ
. (4.1)
12
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Figure 4.1: Illustration of radiance, reference from rendering course taught at
Dartmouth College. [Jarosz, 2019]
4.2. BSDF
When a ray hits a surface, scattering happens. When the ray scatters from a
surface, we use a bidirectional scattering distribution function (BSDF) to describe
the distribution of probabilities of the ray scattering at a given angle.
4.2.1. BRDF and BSDF
A bidirectional reflectance distribution function (BRDF) describes material ap-
pearance and is defined as the ratio of outgoing radiance to incoming irradiance.
This concept is further expanded to a more general bidirectional scattering distri-
bution function (BSDF), which includes both the BRDF and BTDF (bidirectional
transmittance distribution function). It can be written as:
f (x, ωi, ωo) =
dL(x, ωo)
L(x, ωi)|Nx ·ωi|
, (4.2)
where x is the shade point, ωi represents the incident direction, ωo represents the
outgoing direction, and n is the surface normal at point x. L(x, ωo) and L(x, ωi)
represent outgoing radiance and incident radiance, respectively. The value re-
turned from a BSDF remains the same even if the incoming and outgoing direc-
tion are interchanged, also known as Helmholtz Reciprocity. That is:
f (x, ωi, ωo) = f (x, ωo, ωi) (4.3)
13
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A diffuse material is an ideal material that has uniform reflection over the hemi-
sphere. The most famous diffuse BRDF is Lambertian BRDF. It is simply written:
f (x, ωi, ωo) =
ρ
π
, (4.4)
where ρ is called the reflectivity. If ρ is zero, it is a completely absorbing material,
whereas if ρ is one, it is a completely reflecting material.
4.3. Light transport in vacuum
Starting from a simple case, we will describe the rendering equation in a vacuum
environment. Radiance is constant in a vacuum.
4.3.1. Solid angle form
Based on the law of energy conservation, we can express the outgoing radiance
L(x, ω) at point x as the sum of the emission of radiance Le(x, ωo) and scattered
radiance Lr(x, ωo), which is equal to:
L(x, ωo) = Le(x, ωo) + Lr(x, ωo). (4.5)
The scattered part can be further expanded as:
Lr(x, ωo) =
∫
S2
f (x, ωi, ωo)L(x,−ωi) cos(Nx, ωi)dωi. (4.6)
Now the outgoing radiance at x is:
L(x, ωo) = Le(x, ωo) +
∫
S2
f (x, ωi, ωo)L(x,−ωi) cos(Nx, ωi)dωi. (4.7)
14
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Figure 4.2: Illustration of radiance propagation, from a surface point x to eye
point e .
4.3.2. Surface area form
We can also write the above equation as an integral over surface area by per-
forming change of variables. Since they are in different integral spaces, we
must introduce a Jacobian term to convert from one to another. The Jacobian
is dω = dA cos θ
′
||x−x2||2
, where cos θ′ = cos(Nx2 ,−ωi). We also have to take visibility
into account since light cannot travel from x to x2 if they are not mutually visible.
Therefore we have another visibility function V(x, x2) defined as:
V(x, x2) =

1 if x and x2 are mutually visible
0 otherwise.
(4.8)
After we convert Eq. (4.7) to the new integration domain, we get:
L(x, ωo) = Le(x, e) +
∫
A
f (x, e, l)L(x, x → l)G(x, l)V(x, l)dA(l), (4.9)
where G(x, l) = cos(Nx,ωi) cos(Nl ,−ωi)||x−l||2 and l refers to a point on light.
15
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4.3.3. Direct illumination
Since this thesis mainly focuses on direct illumination, we can make the problem
easier. Direct illumination describes radiance from a light source that arrives at the
camera directly or after a single bounce. Accounting for only direct illumination
makes the integral domain even simpler. The outgoing radiance at x toward the
eye e now becomes:
L(e, x→ e) =
∫
A
fr(x, x→ e, x→ l)Le(x, l→ x)G(x, l)V(x, l)dA(l). (4.10)
16
Chapter 5
Fundamental of line sampling
In this chapter, we will discuss how to use line sampling to compute direct illu-
mination on surfaces and in participating media.
5.1. Direct illumination with line sampling on surfaces
In Chapter 4, we introduced the direct illumination equation Eq. (4.10) with a
single area light as:
L(e, x→ e) =
∫
A
fr(x, x→ e, x→ l)Le(x, l→ x)G(x, l)V(x, l)dA(l), (5.1)
where l denotes a point on area light A, and e denotes the eye position. For
brevity, we can rewrite the above equation as:
L(e, x) =
∫
A
fr(x, e, l)Le(x, l)G(x, l)V(x, l)dA(l). (5.2)
17
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If we break apart the integral over the two-dimensional surface of A into its two
constituent dimensions, then Eq. (5.2) can be expressed as:
L(e, x) =
∫
V
∫
U
fr(x, e, lu,v)Le(x, lu,v)G(x, lu,v)V(x, lu,v)du dv. (5.3)
To start with line sampling, let’s first simplify some terms. Let:
f (u, v) = fr(x, e, lu,v)Le(x, lu,v)G(x, lu,v)V(x, lu,v) (5.4)
and thus
L(e, x) =
∫
V
∫
U
f (u, v)du dv. (5.5)
Instead of sampling a point in the 2D integral, Billen and Dutré [2016] proposed
sampling a line on the light and integrating along the line. For example, if we
integrate along the vertical direction, then we can write Eq. (5.5) as:
L(e, x) =
∫
V
fu(v)dv, (5.6)
where fu(v) =
∫
u f (u, v)du. We can also integrate along horizontal direction:
L(e, x) =
∫
U
fv(u)du, (5.7)
where fv(u) =
∫
v f (u, v)dv. Eq. (5.6) and Eq. (5.7) are 1D line sampling integrals
whereas Eq. (5.5) is a 2D point sampling integral. The latter requires two random
numbers. The limitation of Eq. (5.6) and Eq. (5.7) is it requires an analytic expres-
sion along the line [Billen and Dutré, 2016]. Thus it is limited to materials that can
be evaluated abalytically along a segment. In order to overcome these limitations,
Salesin and Jarosz [2019] interpreted a 1D line sample as a 2D point sample with a
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marginal and conditional probability density function. For instance, the 2D point
sample
p(ui, vi) = p(ui|vi)p(vi), (5.8)
p(ui|vi) =
f (ui, vi)∫
U f (u, vi)du
=
f (ui, vi)
fu(vi)
. (5.9)
, where ui and vi represent horizontal and vertical offset respectively. Then we
can write estimate equation Eq. (5.5) as
L =
1
N
N
∑
i=1
f (ui, vi)
p(ui, vi)
=
1
N
N
∑
i=1
f (ui, vi)
p(ui|vi)p(vi)
=
1
N
N
∑
i=1
f (ui, vi)
f (ui,vi)
fu(vi)
p(vi)
=
1
N
N
∑
i=1
fu(vi)
p(vi)
.
(5.10)
Overall the line sampling algorithm is described follows:
1. Choose a direction and sample an offset along that dimension of the area
light to determine the position of the line
2. Form a “shadow triangle” to intersect this line with all the geometry in the
scene
3. Find the visible segments within the line and sample a point in the visible
segments
There are different ways to sample the line offset. Here we will introduce two
method that are used in this thesis.
5.1.1. Uniform surface area sampling
Uniform surface area sampling refers to sampling a line uniformly along a chosen
dimension of the area light. For a quad light, the pdf of sampling the offset vi
along vertical direction can be written as
p(vi) =
lu
area of quad light
, (5.11)
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Figure 5.1: Line sample and shadow triangle
where lu refers to the length of the line in the u dimension, which is exactly
length of quad. Since the ultimate goal is generating samples within the visible
segments, the pdf of generating point offset ui along vi can be written as:
p(ui|vi) =

1
sum of all visible segments along vi
ui is visible from shade point x
0 otherwise
(5.12)
5.1.2. Uniform solid angle sampling
In addition to surface area sampling, we can also generate samples uniformly
over solid angle. Solid angle sampling usually performs better since it takes the
inverse squared distance and a cosine term in the geometry term into consid-
eration. Ureña et al. [2013] proposed a method to perform uniform solid angle
sampling by drawing samples on a spherical rectangle projected from a quad.
Salesin and Jarosz [2019] incorporated this approach into line sampling. Overall
the sampling routine is pretty similar, but it has be converted to solid angle space.
20
5.1 Direct illumination with line sampling on surfaces
We can write the marginal pdf as:
p(vi) =
p(ui, vi)
pvis(ui|vi)
=
1
Ω(Q)pvis(ui|vi)
, (5.13)
where Ω(Q) denotes the solid angle of the light source and pvis denotes a condi-
tional pdf with full visibility. hi represents the position mapped from ui to sphere
quad in Fig. 5.2. We must also map the conditional pdf from surface area space
by introducing the Jacobian term:
pvis(ui|vi) =
pvis(hi|vi)
J
, (5.14)
where J represents the Jacobian term.
Figure 5.2: Line solid angle sampling [Salesin and Jarosz, 2019]
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Chapter 6
Basics of light transport in
participating media
In this chapter, we will cover four major events happen in participating media
and how we compute radiance from volume rendering equation.
6.1. Interaction with particles
Generally we assume there are many micro-particles within the participating me-
dia. When a ray carrying multiple photons travels through the medium, there
are four major interactions that might happen in the medium before the ray
reaches nearest surface. Photons might be absorbed due to the collision with
micro-particles (absorption). Photons might increase if it the medium emits radi-
ance, such as fire (emission). Photons might also increase due to scattering from
other rays (in-scattering). If photons hit the particle and reflect in other direction,
the radiance decreases (out-scattering).
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6.1.1. Absorption and out-scattering
Loss of radiance can be attributed to absorption and out-scattering. Here xt de-
notes as the point along the ray and L(xt, ω) denotes as the radiance at xt. We
can describe the subtle change of radiance at xt due to absorption as follows:
dL(xt, ω) = −σa(xt)L(xt, ω)dt, (6.1)
where σa is the absorption coefficient. Analogous to absorption, we can interpret
the change of radiance at xt due to out-scattering as follows:
dL(xt, ω) = −σs(xt)L(xt, ω)dt, (6.2)
where σs is the scattering coefficient.
Figure 6.1: Absorption (left) and out-scattering (right)
6.1.2. Emission and in-scattering
Interactions such as emission and in-scattering increase the radiance. We can
describe the change of radiance at xt due to emission as follows:
dL(xt, ω) = σa(xt)Le(xt, ω)dt, (6.3)
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where Le(xt, ω) represents the emitted radiance at xt. Similar to out-scattering,
we can express the incident radiance due to in-scattering as:
dL(xt, ω) = σs(xt)Ls(xt, ω)dt, (6.4)
where Ls(xt, ω) represents the in-scattered radiance at xt.
Figure 6.2: Emission (left) and in-scattering (right)
6.2. Radiative Transfer Equation (RTE)
Based on the four events above, the total change of radiance along the ray at xt
can now be written as:
dL(t) = −σa(xt)L(xt, ω)dt−σs(xt)L(xt, ω)dt+σa(xt)Le(xt, ω)dt+σs(xt)Ls(xt, ω)dt
(6.5)
This equation is known as Radiative Transfer Equation (RTE). By integrating both
sides of the equation, we can now express the radiance arriving at x from direction
ω as:
L(x, ω) = Tr(x, xz)L(xz, ω)
+
∫ z
0
Tr(x, xt)σa(xt)Le(xt, ω)dt
+
∫ z
0
Tr(x, xt)σs(xt)
∫
S2
fp(xt, ω, ωi)Li(xt, ωi)dωidt
(6.6)
where Tr(x, xt) represents the transmittance between x and xt and fp represents
phase function of the medium. We will explain the terms respectively in Sec-
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Figure 6.3: Radiative Transfer Equation
tion 6.2.1 and Section 6.2.2. The first term in equation Eq. (6.6) refers to the
reduced radiance from nearest surface point xz. The second term refers to ac-
cumulated emitted radiance along the ray. The last term refers to accumulated
in-scattered radiance.
6.2.1. Transmittance
Transmittance refers to the fraction of radiance after traveling between x to xt and
can be written as:
Tr(x, xt) = e−
∫ ||x−xt ||
0 σt(t)dt (6.7)
6.2.2. Phase function
Similar to a BSDF, a phase function describes the ratio of outgoing radiance to
incoming irradiance for a medium. The simplest phase function is isotropic, anal-
ogous to a diffuse BRDF, where the probability distribution is uniform over the
sphere. An isotropic phase function can be written as:
ρ(x, ωi, ωo) =
1
4π
(6.8)
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Some anisotropic cases are shown in Fig. 6.4. Some scattering direction have a
preference for forward directions, and some backward. Just like BSDFs, phase
functions also follow Helmholtz Reciprocity. There are several popular phase
functions, such as Henyey-Greenstein, Rayleigh, and Schlick phase functions. We
only introduce the Henyey-Greenstein phase function because it is the one used
in our implementation. Henyey-Greenstein phase function only depends on the
angle θ between ωi and ωo and is defined as:
ρHG(x, θ) =
1− g2
4π(1 + g2 − 2g cos θ)1.5 . (6.9)
Parameter g varies from -1 to 1 and describes whether the phase function is pri-
marily forward scattering or backward scattering. If g equals zero, then it is an
isotropic phase function.
Figure 6.4: Isotropic scattering (left) and anisotropic backward (middle) and for-
ward (right) scattering
6.2.3. Single scattering form
In our work, We only want to focus on single scattering, which means Li in third
term of Eq. (6.6) arrives directly from a light source. Thus we can further simplify
Eq. (6.6) to:
L(x, ω) =
∫ z
0
Tr(x, xt)σs(xt)
∫
S2
fp(xt, ω, ωi)Tr(xt, l)Le(xt,−ωi)dωidt, (6.10)
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and convert Eq. (6.10) to surface area form:
L(x, ω) =
∫ z
0
Tr(x, xt)σs(xt)
∫
A
fp(xt, x, l)Tr(xt, l)V(xt, l)G(xt, l)Le(xt, l)dA(l)dt.
(6.11)
Figure 6.5: Single scattering assumes light scatters at most once in the medium.
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Chapter 7
Line sampling in participating media
7.1. Line sampling in participating media
In previous chapter, we discussed how light transport in participating media must
take collisions with particle into consideration. Thus, we now have another di-
mension w in the integral, which is the dimension along the camera ray. Let us
write Eq. (6.6) in terms of the u, v, and w dimensions:
L(x, ω) =Tr(x, xz)L(xz, ω)
+
∫ z
0
Tr(x, xw)σa(xw)Le(xw, x)dw
+
∫ z
0
Tr(x, xw)σs(xw)
∫
u
∫
v
fp(x, xw, le,v)Li(xw, le,v))du dv dw.
(7.1)
To simplify Eq. (7.1), we will just focus on the third term in the above equation
because we want to extend line sampling to estimate in-scattered radiance. For the
w direction, we can also form a shadow triangle to intersect with the geometries
to find out the visible segments along the camera ray. We can rewrite Eq. (7.1) as
a Monte Carlo integral:
28
7.1 Line sampling in participating media
Figure 7.1: W-Line sampling refers to generating a shadow triangle from a ran-
dom point on light and the direction of camera ray
L(x, ω) =
1
N
N
∑
j=0
Tr(x, xwj)σs(xwj)
p(wj)
· 1
M
M
∑
i=0
fp(xwj , lui,vi , x)Tr(xwj , lui,vi)Le(xwj , lui,vi)V(xwj , lui,vi)G(xwj ↔ lui,vi)
p(lui,vi)
.
(7.2)
There are various strategies to generate wj. The most common method used in
point sampling is to generate samples proportional to the transmittance so that
Tr and p(wj) cancel out. In that case,
p(wj) = σte−σtwj . (7.3)
However, we can also distribute samples along camera ray equiangularly. The key
concept of equiangular sampling is avoiding singularities close to light. When
samples are close to the light, the renderer may generate fireflies due to the small
geometry term value in the denominator. Equiangular sampling aims to design a
pdf propotional to 1r2 , where
1
r2 refers to the inverse squared distance from xw to
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le,v. The pdf of equiangular sampling can be written as:
p(t) =
D
(θb − θa)(D2 + t2)
, (7.4)
t = D tan((1− ε)θa + εθb), (7.5)
where ε is a random number between [0,1]. We wish to incorporate equiangular
Figure 7.2: Point equiangular sampling
sampling into line sampling. Similar to what we did in a vacuum, we find all
visible segments along the camera ray in the shadow triangle illustrated in Fig. 7.1
and choose some segment [θ′a, θ′b] proportional to its length. We replace θa and θb
in Eq. (7.4) with the new segment θ′a and θ′b. So now we can write the full pdf of
line equiangular sampling as:
p(t) =
D
(θ′b − θ′a)(D2 + t′2)
∗ interval length
sum of all intervals
. (7.6)
Overall the algorithm looks as follows:
1. Random sample a point p on a light.
2. Form a shadow triangle from x, lu,v, and xz.
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Figure 7.3: Line equiangular sampling
3. Intersect the shadow triangle with all geometry in the scene and find the
visible segments of the camera ray.
4. Generate a point along the camera ray with line equiangular sampling.
5. Compute the radiance based on direct lighting.
7.2. MIS with line sampling along camera ray
Veach [1997] proposed MIS to leverage different sampling strategies so that the
poor strategy will contribute less to the final image. Salesin and Jarosz [2019] have
shown that we can MIS between lines and points by treating the 1D line sample
as a 2D point sample with joint pdf. We also want to extend line equiangular
sampling to MIS with other point or line sampling methods. The most common
point sampling strategy used in participating media is importance sampling the
phase function. In the previous chapter, we talked about how combining multiple
strategies using MIS can be written as:
I =
M
∑
s=1
1
Ns
Ns
∑
i=1
ws(xi)
f (xi)
ps(xi)
. (7.7)
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where s denotes a particular strategy. Consider these two strategies we would
like to MIS:
1. Line equiangular sampling + point surface area light sampling
2. Point transmittance sampling + phase function sampling
The pdf of each sampling step can be simply expressed as multiplying the indi-
vidual pdfs together. To MIS these two strategies, we must convert them to the
same space. Here, we will convert both strategies to solid angle space. Thus we
can write the pdf of strategy one as:
p(t, lu,v) =
D
(θ′b − θ′a)(D2 + t′2)
· interval length
sum of all intervals
· 1
area of light
· r
2
|Nlu,v · −ωi|
,
(7.8)
where r equals to the distance between xt and lu,v. The pdf of strategy two can be
written as:
p(t, lu,v) = σte−σtt · fp(x, ωi, ωo). (7.9)
We can thus get the weight for each sample for these different strategies and MIS
them together.
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Chapter 8
Results and discussion
In this section, we will cover scenes with different sizes of occluders, distances of
occluders to area light, and different phase functions. We will use the labels (a) –
(h) to refer to different methods.
We have three strategies to generate samples along the camera ray, which are
importance sampling transmittance, point equiangular sampling, and line
equiangular sampling. We also have four strategies to generate shadowray,
which are importance sampling phase function, uniform surface area sampling,
uniform surface area line sampling, and uniform solid angle line sampling. We
use (a) to represent our baseline, which is importance sampling transmittance
along camera ray and MIS between uniform surface area sampling and phase
function sampling. (b) represents importance sampling transmittance along
camera ray and uniform surface area sampling. (c) represents point equiangular
sampling along camera ray and uniform surface area sampling on light. (d)
refers to line equiangular sampling along camera ray and uniform surface area
sampling on light. (e) MIS between (d) and importance sampling transmittance
with phase function sampling. (f) and (g) represent importance sampling
transmittance along camera ray and solid angle line sampling with different
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direction respectively. (h) refers to MIS between (f) and (g). (i) and (j) represent
importance sampling transmittance along camera ray and surface area line
sampling with different direction respectively.
8.1. Results
To evaluate our results, we conduct equal-time comparisons between strategies
(a) through (h). All results are rendered with the same renderer (PBRTv3 [Pharr
et al., 2016]) and hardware (2.4 GHz Intel Core i5, 16 GB 2133 MHz LPDDR3).
Render time is 150 seconds for every scene. We use Mean Relative Squared Error
(MRSE) as the error metric since this is a high-dynamic-range scene. MRSE is
defined as 1N ∑
N
i=1(pi − p̂i)2/( p̂i2 + ε), where where pi and p̂i are the i-th pixels
in the approximate and reference images, respectively, and ε = 1 × 10−6. We
place an occluder near the light source with varying numbers and placement of
occluders. We also have a sphere in the Cornell box so that we can better compare
the volumetric shadows. For different regions, we raise the exposure in cropped
grid for better visualization. We pick (a) as our reference method since it is the
most common strategy.
8.1.1. Line surface area and line solid angle
In Chapter 5, we introduced line sampling in surface area measure and solid
angle measure. However, we do not cover surface area results because it is al-
ways outperformed by solid angle on surfaces [Salesin and Jarosz, 2019] and in
participating media (Fig. 8.1).
8.1.2. Far occluder with 3 stripes
Line sampling outperforms all point sampling in this scene and we can see that
line equiangular sampling almost has the same variance compared to line solid
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Quad3 far
Reference (f) Line SA hori (g) Line SA vert (i) Line Area hori (j) Line Area vert
relMSE 3.5E-02 (1.00x) 1.4E-02 (0.40x) 5.4E-02 (1.53x) 3.6E-02 (1.03x)
Figure 8.1: Line surface area versus line solid angle
angle sampling. We can see that line solid angle sampling has the best quality in
the surface shadow regions (i.e. sphere and ground), whereas line equiangular
sampling has the best quality in the volumetric shadow regions. However, the
quality of line solid angle sampling strongly depends on the chosen sampling
direction.
Quad3 far
Reference (a) Pt MIS (b) Pt light (c) Pt equi (d) Line equi (e) Line equiMIS
(f) Line SA
hori
(g) Line SA
vert
relMSE 1.9E-02(1.00x)
2.3E-02
(1.17x)
2.1E-02
(1.07x)
1.5E-02
(0.76x)
1.5E-02
(0.75x)
3.5E-02
(1.82x)
1.4E-02
(0.73x)
Figure 8.2: Far occluder with 3 stripes
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8.1.3. Near occluder with 3 stripes
We move the occluder extremely close to the area light in the Cornell box scene.
In Fig. 8.3, we can see that point equiangular sampling outperforms line equian-
gular sampling. If the scene does not contain much volumetric shadow, then
line equiangular sampling does not improve since shadow triangle evaluation
improves only in occluded region. The second row in Fig. 8.3 does not improve
that much compared to Fig. 8.2. In Fig. 8.2, the green box is placed right under
the occluder, while it is not placed right under the occluder in Fig. 8.3. So we
expect green box in Fig. 8.3 is not greatly affected by visibility.
Quad3 near
Reference (a) Pt MIS (b) Pt light (c) Pt equi (d) Line equi (e) Line equiMIS
(f) Line SA
hori
(g) Line SA
vert
relMSE 3.2E-02(1.00x)
3.5E-02
(1.09x)
3.0E-02
(0.92x)
3.4E-02
(1.04x)
3.4E-02
(1.05x)
4.1E-02
(1.28x)
1.3E-02
(0.41x)
Figure 8.3: Near occluder with 3 stripes
8.1.4. Far occluder with 1 stripe
The clear difference between Fig. 8.2 and Fig. 8.4 is the area in volumetric shadow.
As the area in volumetric shadow increases, the overall variance decreases in line
equiangular sampling. This matches the observation from Fig. 8.2.
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Quad1 far
Reference (a) Pt MIS (b) Pt light (c) Pt equi (d) Line equi (e) Line equiMIS
(f) Line SA
hori
(g) Line SA
vert
relMSE 2.7E-02(1.00x)
8.2E-02
(3.08x)
3.0E-02
(1.14x)
1.8E-02
(0.67x)
1.8E-02
(0.66x)
5.7E-02
(2.14x)
2.0E-02
(0.73x)
Figure 8.4: Far occluder with 1 stripe
8.1.5. Far occluder with 3 stripes and forward scattering medium
Since perfectly isotropic media are uncommon, we compare strategies in a for-
ward scattering medium, which is closer to media in real life. We set the g value
in Eq. (6.9) to 0.9. In Fig. 8.5, equiangular sampling performs poorly simply be-
cause importance sampling the phase function generates almost a perpendicular
direction compared to equiangular sampling. This phenomenon causes fireflies
in point equiangular sampling and line equiangular sampling. When we MIS
phase function sampling with equiangular sampling, we can see improvement
especially near light.
8.1.6. Line solid angle MIS
We can also MIS between different line directions on the area light. However,
MIS between different line sampling strategies suffers from the shadow triangle
intersection. For example, if we have two line sampling strategies, we need 4
shadow triangles to compute the weight for each strategy, which is really time-
consuming. In Fig. 8.6, we show that MIS between two line sampling strategies
does not improve the result with equal render time. Thus the best strategy for MIS
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Quad3 far g=0.9
Reference (a) Pt MIS (b) Pt light (c) Pt equi (d) Line equi (e) Line equiMIS
(f) Line SA
hori
(g) Line SA
vert
relMSE 1.3E-02(1.00x)
1.4E-02
(1.06x)
3.6E-02
(2.74x)
3.6E-02
(2.77x)
2.7E-02
(2.02x)
3.1E-02
(2.35x)
1.7E-02
(1.29x)
Figure 8.5: Far occluder with 3 stripes and g = 0.9
is to combine one line sampling strategy with multiple point sampling methods.
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Quad3 far g=0.9
Reference (f) Line SA hori (g) Line SA vert (h) Line SA MIS
relMSE 3.1E-02 (1.00x) 1.7E-02 (0.55x) 3.2E-02 (1.04x)
Figure 8.6: Line solid angle MIS
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Chapter 9
Future work and conclusion
In this thesis, we have investigated different methods to improve the efficiency
and reduce the noise in direct illumination in participating media. We conclude
the thesis with our major contributions and potential future work.
9.1. Limitations and future work
9.1.1. Line transmittance sampling
So far we have implemented line equiangular sampling. However, sometimes
transmittance sampling has a great benefit as we see in Fig. 8.5. Thus it could be
helpful to importance sample transmittance in a line sample. There is also a po-
tential advantage in combining line equiangular sampling and line transmittance
sampling with MIS: since both methods share the same camera ray, we would
only need to perform a shadow triangle intersection once to determine visible
segments, even though we would have two line sampling strategies.
9.1.2. More complex scenes
We only tested our implementation on a Cornell box scene; we could also test our
techniques on more complex scenes, such as those in Bitterli [2016]. As the num-
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ber of triangles increases, the shadow triangle intersection to determine visible
segments along a line sample will take more time. Thus it would be meaningful
to test our implementation in other scenes.
9.1.3. Limitations
We have similar limitations as Salesin and Jarosz [2019] and Billen and Dutré
[2016]. Evaluating the visibility based on shadow triangle is quite expensive.
That is the reason why MIS between multiple line strategies does not provide any
benefit. If a pixel is unoccluded from light source, then point sampling would
have lower noise. From our results, we know that choosing the right direction of
line could greatly affect the variance. However, since our solid angle sampling
approach is based on Ureña et al. [2013], the lines generated would align exactly
with edge of the light source. It could be possible to generalize Ureña et al.
[2013]’s approach to generate arbitrarily oriented lines and support polygonal
emitters.
9.2. Conclusion
We extend the concept of line sampling for direct lighting to participating media
and add another dimension of line sampling along the camera ray by extending
an existing equiangular point sampling strategy. We discuss the benefit of each
line sampling strategy in different contexts. Finally, we successfully combine the
newly added dimension with general point sampling methods using MIS and
achieve improvement in equal-time scenarios.
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Niels Billen and Philip Dutré. Line sampling for direct illumination. Computer
Graphics Forum (Proceedings of the Eurographics Symposium on Rendering), 35(4):
93–102, July 2016. ISSN 0167-7055. doi: 10/f84z2h.
Benedikt Bitterli. Rendering resources. 2016. https://benedikt-
bitterli.me/resources/.
Subrahmanyan Chandrasekhar. Radiative Transfer. Dover Books on Advanced
Mathematics. Dover Publications, NY, 1960. ISBN 0-486-60590-6.
Robert L. Cook. Stochastic sampling in computer graphics. ACM Transactions on
Graphics, 5(1):51–72, January 1986. ISSN 0730-0301. doi: 10/cqwhcc.
Robert L. Cook, Thomas Porter, and Loren Carpenter. Distributed ray tracing.
Computer Graphics (Proceedings of SIGGRAPH), 18(3):137–145, July 1984. ISSN
0097-8930. doi: 10/c9thc3.
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