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Abstract—Early detection of lung cancer has been proven
to decrease mortality significantly. A recent development in
computed tomography (CT), spectral CT, can potentially improve
diagnostic accuracy, as it yields more information per scan than
regular CT. However, the shear workload involved with analyzing
a large number of scans drives the need for automated diagnosis
methods. Therefore, we propose a detection and classification
system for lung nodules in CT scans. Furthermore, we want
to observe whether spectral images can increase classifier per-
formance. For the detection of nodules we trained a VGG-
like 3D convolutional neural net (CNN). To obtain a primary
tumor classifier for our dataset we pre-trained a 3D CNN with
similar architecture on nodule malignancies of a large publicly
available dataset, the LIDC-IDRI dataset. Subsequently we used
this pre-trained network as feature extractor for the nodules
in our dataset. The resulting feature vectors were classified
into two (benign/malignant) and three (benign/primary lung
cancer/metastases) classes using support vector machine (SVM).
This classification was performed both on nodule- and scan-
level. We obtained state-of-the art performance for detection and
malignancy regression on the LIDC-IDRI database. Classification
performance on our own dataset was higher for scan- than for
nodule-level predictions. For the three-class scan-level classifica-
tion we obtained an accuracy of 78%. Spectral features did in-
crease classifier performance, but not significantly. Our work sug-
gests that a pre-trained feature extractor can be used as primary
tumor origin classifier for lung nodules, eliminating the need for
elaborate fine-tuning of a new network and large datasets. Code is
available at https://github.com/tueimage/lung-nodule-msc-2018.
Index Terms—Spectral computed tomography, lung nodules,
computer-aided detection and diagnosis, convolutional neural
network, transfer learning
I. INTRODUCTION
LUNG cancer is the leading cause of death among allcancer patients for both men and women [1]. Five year
survival ratings for not metastasized cancer vary between
13% and 92% depending on the stage of the cancer when
diagnosed [1]. Therefore, early and accurate diagnosis is
crucial in increasing the patients’ prospect of survival. The
National Lung Screening Trial (2011) showed that screening
patients with low dose computed tomography (CT) decreases
mortality from lung cancer [2]. The obtained CT images must
be analyzed by a radiologist, who detects the presence of
lung nodules in order to interpret the scan. Lung nodules
are round or oval shape growths in the lungs which can be
either malignant, indicating lung cancer, or benign, such as a
calcification or inflammation.
A new development in CT acquisition, spectral CT, could
increase the available information obtained in one scan, poten-
tially resulting in more accurate patient diagnosis. In spectral
CT (also called dual-energy CT) two CT scans are acquired
simultaneously with different energy spectra [3]. The spectral
CT used in this study is a detector based spectral CT, in which
a dual-layer detector absorbs high and low energy photons
separately [4]. This means patient dose does not have to be
increased. From the two energy scans multiple reconstructions
can be made to visually extract specific spectral information
such as iodine only, non-contrast and effective atomic number
images [4]. Studies on the clinical use of spectral CT suggest
that the virtual non-contrast reconstruction could facilitate
the assessment of lung nodules as it provides additional
information about the degree of contract enhancement and the
presence of calcifications [5, 6]. However, the resulting num-
ber of images can be large and combining all this information
into a correct diagnosis might be a challenging task. Therefore,
in this study we propose to use the spectral information to
develop a computer aided diagnosis system which can classify
lung nodules based on the origin of the primary tumor. Early
knowledge about the tumor origin from the CT scan could
facilitate an immediate start of the most suitable therapy.
Computer aided detection and diagnosis of lung nodules has
been a rapidly developing field. Most research has been aimed
at the detection and malignancy estimation of nodules [7–
14]. Since the introduction of neural networks in the field,
the performance of these systems has improved significantly
and is now competing with radiologist’s performance [7]. On
the other hand, classification on other factors than malignancy
is still a relatively unexplored topic of study. Few studies have
differentiated nodules on their appearance (solid, ground glass
and partly solid) [15, 16] and a recent study proposed the
classification as benign, primary lung cancer or metastatic
lung cancer [17]. To the best of our knowledge, the use of
spectral information has not yet been applied in the automated
classification of lung nodules.
For this study we obtained a dataset containing spectral
thorax CT scans, for which both patient diagnosis and nodule
annotations are known. Annotations are the actual nodule loca-
tions marked by one or more radiologists. However, we want
to develop a system which can predict patient diagnosis from a
scan without annotations, as these annotations are usually not
available. Hence, it is necessary to develop a nodule detector
which is able to detect the suspicious areas in the spectral CT
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2scans as a first step. However, the available dataset is relatively
small, making it infeasible to train a detection network with
this data. Therefore we propose to train a nodule detector
on a large publicly available database containing thorax CT
scans with nodule annotations (LIDC-IDRI [18]), and apply
this detector to the spectral CT scans.
Next, we propose a classification method which can cate-
gorize both nodules and scans by primary tumor origin. We
first train a regression network on the LIDC-IDRI database,
predicting a malignancy score per nodule, and use this network
off-the-shelf as feature extractor for our own database. This
process of transferring a classifier from one domain to another
can be called transfer learning [19]. The obtained features
from our database are then classified based on tumor origin
using a support vector machine (SVM) [20]. The spectral
images are added as extra features to observe whether the
performance increases from this information. We expect that
by adding these images a higher performance can be achieved
than by using only the conventional data, as they can contain
additional information about the tumor [5, 6].
This paper is organized as follows. Section II describes the
related work. In Section III the datasets used in this study are
presented. Section IV introduces the proposed methods and
section V explains how we applied our methods to the datasets
in more detail. In section VI and VII the experimental results
are presented and discussed. Finally, section VIII concludes
this paper.
II. RELATED WORK
A. Definitions
In this study detection is defined as the localization of lung
nodules. Classification is the categorization of a nodule or scan
into one of the defined classes. Detection sensitivity is defined
as the proportion of all actual nodules which is detected. A
false positive (FP) is a predicted nodule location which has no
overlap with an actual nodule.
B. Neural network architectures
Convolutional neural networks (CNN) are widely used in
medical image analysis [21]. Most currently used neural
networks are derived from a few well known architectures
developed in the last couple of years. In 2012, the top perfor-
mance in the ImageNet challenge was significantly improved
by a CNN called AlexNet [22], after which the development of
other CNN architectures took off. In subsequent years, winning
networks were mostly deeper with smaller receptive fields,
such as VGG19, GoogleNet and Resnet [23–25]. VGG19
consists of 19 convolutional layers followed by three fully
connected layers and is frequently used as starting point for
classification networks due to its simplicity [21].
Segmentation and thus inherently detection, can be either
achieved using a classification network with a sliding window,
or by using a fully convolutional network. In 2015, U-net was
proposed, which is a fully convolutional network consisting
of an up- and downsampling part, with ‘skip’ connections to
connect low and high scales directly with each other [26].
Since its introduction U-net has been widely used for medical
image segmentation and detection.
C. Application to lung nodules
In the last couple of years lung nodules have received
quite some attention due to recent grand challenges concerning
lung nodules. In 2016 the LUng Nodule Analysis challenge
(LUNA2016) was organized [27], in which participants had
to develop an automated method to detect lung nodules. The
availability of a large public dataset of 1018 thorax CT scans
containing annotated nodules, the Lung Image Database and
Image Database Resource Initiative (LIDC-IDRI), made the
organization of this challenge possible. As the same dataset
was used, and evaluation for all participants was equal, the
challenge provided a thorough analysis of state of the art
nodule detection algorithms. It was observed that compared
to a similar challenge in 2009 (ANODE2019 [8]), where
participants used only classical detection methods, there was a
complete shift towards the use of neural networks in the pro-
posed algorithms. The sensitivity was assessed as an average
of the sensitivity at 7 false positive rates between 1/8 and 8
FPs per scan. For comparison, it was shown that radiologists
achieve a 0.51-0.83 sensitivity, with a false positive rate
ranging between 0.33-1.39 per scan [28]. Most contestants
used 2D convolutional networks and a two stage method
consisting of suspicious location detection as a first step, and
using false positive reduction on these locations to obtain
the final predictions. The top performing team in LUNA2016
obtained an average sensitivity of 0.811 using a ResNet based
network with increased layer width and decreased depth [10].
This performance was significantly higher than the best score
of the previous ANODE2009 challenge (0.632), indicating
that neural networks perform very well in the field of nodule
detection. Because submission to the challenge was kept open
after paper publication, it was shown that an even higher
detection sensitivity can be achieved with more advanced
neural networks. These networks use mostly 3D filters and
predict nodules in a one step approach [12].
The achievements in lung nodule detection were followed
by an interest in malignancy estimation of the nodules. In
2017, Kaggle organized the National Science Bowl with the
main subject being lung cancer predictions. For each CT scan,
participants were asked to predict whether the patient was
diagnosed with lung cancer within a year. Because patient
diagnoses were too distant from the actual cancer features
in the image, most participants used nodule detection as a
first step in their methods [9, 12]. The challenge was won
by Liao et al. [12]. In their algorithm they used a 3D version
of a modified U-net for the detection of suspicious nodules,
followed by cancer estimation from the five most suspicious
proposals. The final cancer probability was obtained using the
feature maps of the last convolutional layer of the network for
each of the five proposals, and combining these into one prob-
ability [12]. Another approach for estimating the malignancy
in this challenge was proposed by de Wit [9]. In this system
a patch-based convolution 3D network was used, predicting
both nodule probability and malignancy simultaneously.
Using nodules annotated with a malignancy score Liu et al.
[11] trained a nodule-level CNN to extract the radiologists
knowledge, and transfered these weights to predict patient-
3TABLE I: Characteristics of the spectral dataset from the UMCU. The values between brackets are the standard deviations.
Variables Total Benign Multinodular Benign Primary Lung Melanoma Colorectal
Nodules 2088 868 123 264 329 504
Patients 196 76 54 31 15 20
CT Scans 214 78 56 32 20 28
Contrast-Enhanced 172 57 39 29 20 27
Nodules per patient 9.8 (11.7) 11.1 (10.8) 2.2 (2.66) 8.3 (10.9) 16.5 (15.4) 18.0 (13.8)
Nodule size [mm] 7.6 (6.9) 5.8 (4.9) 4.8 (4.8) 11.5 (6.9) 8.0 (4.9) 9.0 (5.4)
level malignancy with multiple instance learning (MIL). An-
other study characterized nodule malignancy using nodule
shape and image features extracted with a CNN [29]. In
both [13] and [14] not only nodule malignancy information
was used to predict malignancy scores, but also seven other
nodule attributes in a multi-task learning approach.
Lung nodule classification on other characteristics than
malignancy has been performed as well. Jacobs et al. [15]
and Tu et al. [16] attempted to classify nodules as solid,
part-solid or non-solid, reaching a performance similar to
radiologists agreement. In [20] it was shown that using an off-
the-shelf CNN, which is a CNN trained on another dataset,
in combination with SVM performed surprisingly well on
a number of image classification tasks. In another study
this approach was applied to identify nodules as perifissural
nodules (PFN) or non PFNs, using the same off-the-shelf
network known as OverFeat [30, 31]. Very recently Nishio
et al. [17] developed a classification system to differentiate
nodules as benign, primary lung cancer or metastatic lung
cancer. In that study a 2D CNN was used which was pre-
trained on ImageNet and fine-tuned on their dataset.
III. DATASETS
A. LIDC-IDRI
For this study we made use of the Lung Image Database
Consortium and Image Database Resource Initiative (LIDC-
IDRI) [18]. This database consists of thorax CT images for
1018 cases. Lung nodule annotations are available for each
subject in the dataset. Every scan was annotated by four radiol-
ogists in a two-phase annotation process. In the first phase each
radiologist independently annotated all nodules, classifying
each nodule into one of three categories: nodule < 3 mm,
nodule ≥ 3 mm, non-nodule ≥ 3 mm. In the second phase
each radiologist was shown their own annotations, along with
the annotations of the other reviewers. From these marks they
had to come up with their final opinion. For nodules larger than
3 mm, radiologists were instructed to segment the nodules.
Next to the detection of the nodules, the radiologists had to
score each nodule on its malignancy (a score between 1 and
5), and seven other characteristics.
In the LUNA2016 challenge it was proposed to use only
images with a slice thickness larger than 3 mm, and exclude
images with inconsistent slice spacing or missing slices [27].
Furthermore, only nodules ≥ 3 mm annotated by at least three
out of four radiologists were considered as relevant nodules
in the challenge. Non-nodules and nodules < 3 mm were
considered irrelevant findings. During evaluation findings over-
lapping with irrelevant findings were not considered as true
positives, nor as false positives. Furthermore, the LUNA2016
challenge constructed a list of nodule candidates using existing
classical nodule detection algorithms. In this study, the reduced
set of 888 scans from the LUNA2016 challenge is used.
Likewise, the relevant nodules and irrelevant findings are
adopted as proposed in the challenge.
B. Spectral CT
The spectral CT images are obtained from the University
Medical Center Utrecht (UMCU). Patients were selected by
automatically screening diagnosis reports from the spectral CT
on the words ‘lung nodules’. These reports were assessed and
categorized on diagnosis by our radiologist with more than
10 years experience. Based on the size of the groups it was
chosen to include patients from the following 5 categories:
benign, benign multinodular, primary lung cancer, melanoma,
and colorectal cancer . This resulted in a dataset of 279 thorax
CT scans. Each of the included scans was annotated by our ra-
diologist, who annotated all nodules with a maximum of forty
nodules per scan. During annotation the radiologist marked
some scans which he considered unsuitable for this study,
these scans were excluded from the dataset. An overview of the
excluded scans can be found in Appendix A. To be consistent,
nodules smaller than 3 mm were excluded as well, as these
were too small to be a nodule according to the definition used
in the LUNA2016 challenge. Growths larger than 3 cm are
referred to as masses according to this definition, however
these are kept in the dataset as it is expected that especially
large growths contain important information for classification.
The final dataset contained 214 scans, more information about
the dataset is shown in Table I.
The spectral data consists for each scan of a conventional
multi-energetic view, which is comparable to a regular CT,
and of multiple virtual mono-energetic views. With these
mono-energetic views it is possible to calculate other spectral
reconstructions.
IV. METHODS
Our proposed methodology consists of two main parts, the
detection of nodules in the CT scans and subsequently the
classification of these nodules, based on either their malig-
nancy or on the origin of the primary tumor. The final aim
of performing both detection and classification is to use the
detected suspicious locations in the images as input for the
4Fig. 1: Architecture of detection and classification network for a scale of 3.2 cm. The input size is 32x32x16 voxels,
corresponding to 3.2 cm as the resolution of the slice thickness is 2 mm. The final sigmoid classification layer is only used
for detection, which outputs a probability for each input cube. During classification the network predicts a regression value.
For the larger scale of 6.4 cm (detection only), the architecture is identical, with all dimensions of the individual feature maps
multiplied by two. The box around part of the network indicates the part which is used as feature extractor for classification.
classification in an end-to-end pipeline. However, in this study
nodules annotated by an experienced radiologist are used as
input for the classification as these are available and can
provide an independent analysis of the classification method.
Nodules are 3D round or oval growths in the lungs. As CT
images contain 3D information about the nodules shape, we
want to preserve this knowledge during computation. For this
reason 3D convolutional networks are used in this study for
both detection and classification.
The nodule detection algorithm should detect suspicious
places in a CT scan, which can then be used as input for a
classification algorithm. It is not necessary to obtain an exact
nodule location or segmentation, a patch containing the suspi-
cious area is sufficient. For this reason the proposed detection
network is a patch-based classification network which labels
an image patch as containing a nodule or not. The network
architecture is depicted in Figure 1 and will be explained in
more detail at the end of this section. During training both
positive and negative 3D patches are cropped from the image
and given as input to the network. Because nodule detection is
a highly unbalanced problem, data augmentation is applied to
the positive samples. During evaluation a detection map for the
whole image is obtained by analyzing the image in a sliding
window fashion. The outcome of every predicted patch is
assigned to the middle pixels of the patch, a cube of 8 mm. The
size of this cube was chosen to balance spatial resolution and
computation time per scan. After each prediction the patch is
translated in such way that for each image location probability
predictions are generated. The network is trained and evaluated
on two different scales individually (3.2 cm and 6.4 cm), as it
is expected that the combination of predictions is superior to
the individual predictions [32]. The final probabilities for the
whole image are obtained by a simple average of the posterior
probabilities for each scale.
The nodule classification aims at labeling nodules based
on the origin of the primary tumor in the spectral dataset.
However, because some of the patient groups in this dataset are
relatively small for classification (see Table I) a malignancy
regression model is first trained on the LIDC-IDRI dataset
and then applied to the spectral dataset. It is expected that for
predicting a malignancy score and for predicting the location
of the primary tumor, similar features could be of importance.
For the regression model a comparable patch-based CNN
is used as for detection. This model is trained using only
image patches containing nodules with varying malignancy,
and predicts for each nodule the malignancy as a regression
value. To increase the amount of nodules, data augmentation
is applied to the training samples. The classification network
is trained using only the small scale of 3.2 cm as it was shown
during preliminary experiments that this scale was able to learn
the malignancy features better.
Once training on the LIDC-IDRI is completed, the convo-
lutional layers of this network are extracted, containing the
learned filter weights. Subsequently this network is used as
a feature extractor for the spectral nodules, without any fine-
tuning of the network. This results for each nodule in a feature
vector of 4096 dimensions, which is then classified using
SVM. A schematic overview of the proposed classification
method is given in Figure 2.
Classifying the feature vectors per nodule results in nodule-
level classification. However, we are also interested in scan-
level labeling. To obtain scan-level predictions the nodules
per scan have to be combined into one feature vector per
scan. As the number of nodules per scan differs, simple
concatenation of the feature vectors is not possible. Two
methods for combining the nodule features are applied in
this study: element-wise combination of features and distance
based similarity. We also considered to use late fusion instead
5Fig. 2: Schematic overview of the classification method. In the pipeline at the top the CNN is trained using the LIDC-IDRI
database, the 3D CNN corresponds to the box drawn onto the neural network in Figure 1. The trained CNN is then transferred
to act as feature extractor on the spectral data. The orange arrow indicates feature aggregation for scan-level predictions,
whereas for nodule-level predictions the individual feature vectors are used directly.
of concatenation, but initial tests did not show satisfactory
results and it was therefore discarded. For the element-wise
combination of features the maximum, minimum and mean
are compared [33].
The distance based metric is determined by defining for
each nodule (feature vector) in scan Bi the distance to the
closest nodule of scan Bj . These minimum distances are
then combined into one distance using either the maximum,
minimum or mean. If each scan is represented by a bag
Bi = {xik|k = 1, ..., ni} of ni feature vectors, the distance
between bags Bi and Bj is given by [34]:
d(Bi, Bj) = func
k
min
l
d(xik, xjl)
with func the max, min or mean and d the euclidean distance.
For each scan the distance to every other scan is calculated,
resulting per scan in a vector of length n scans. These vectors
are then used for SVM classification in dissimilarity space.
Next, we want to observe whether spectral features can
increase the performance of our classifier. In this study the
used spectral features are obtained from a high (190 keV)
and low (60 keV) mono-energetic view by applying the same
feature extractor as used on the conventional scans to these
images. The final feature vector is then obtained by concate-
nating the vectors of the different views. We also attempted to
use the Compton scattering (CS) and photoelectric effect (PE)
components as additional spectral representations, but this did
not result in improved classification (see Appendix C).
A. Network architecture
An advantage of using a patch-based network for detection
is that a similar network can be used for classification, needing
only minor adaptations. The network architecture used in
this study is a 3D CNN resembling a 3D VGG network
and is shown in Figure 1 [23, 35]. The parameters used
in the network are in line with commonly used parameters.
During preliminary experiments the width and depth of the
network were varied, both for the convolutional and fully
connected layers, to choose the final architecture. The final
architecture consists of four convolutional layer groups, each
containing one or two convolutional layers, a max pool layer
and batch normalization. The number of learned filters in the
convolutional layers increases from 64 to 512, and the kernel
size is 3x3x3. The max pool layers have a pool size of 2x2x2,
with exception of the first max pool layer which only pools the
x and y direction in order to equalize the size of the axes. After
the convolutional layer groups one fully connected layer of 64
neurons is located, with an applied dropout ratio of 0.5. For
the detection network this fully connected layer is followed by
a sigmoid classification layer, yielding a probability, whereas
for regression this layer is not present. Except for the sigmoid
classification layer, the rectified linear unit (RELU) is used as
activation function.
The section of the network which is transferred as feature
extractor for the spectral data consists of all convolutional and
max pool layers, indicated by the dashed rectangle in Figure 1.
V. EXPERIMENTS
The CT scans used for the experiments in this study were
first preprocessed, applying both intensity normalization and
segmentation. In this section the preprocessing is described in
more detail, followed by an explanation of the experimental
setup of the detection and classification.
A. Preprocessing
The raw data was first converted into Hounsfield units (HU),
which is a measurement of relative densities obtained in CT.
Due to different scan protocols, the resolution of different CT
images varies. To make the data as homogeneous as possible,
the images were rescaled to a resolution of 1 mm in the
transversal plane, and 2 mm in the z-direction. The larger z
6Fig. 3: Lung segmentation: (a) unprocessed CT image, (b) morphological closing with a kernel size of 3 mm and binarization
with a threshold of -320 HU, (c) the largest connected volume above the threshold (the body) is selected and all other values are
set to 0, (d) determination of background using the corner pixels, selecting the lungs as the largest volume below the threshold
and inverting the image (e) dilation of the mask with a kernel size of 10 mm (f) final image after intensity normalization, the
mask is applied to the image and all other values are set to 170, additionally all values larger than 210 in the space generated
by the dilation are given 170 as well.
resolution was chosen to reduce computational load, as usually
the slice thickness is lower than the in-plane resolution.
a) Lung mask extraction: Thoracic CT scans contain
other tissues next to the lungs. Because the detection algorithm
can be distracted by surrounding tissue resembling nodules,
it is desired to extract only the lungs from the images. The
air in the lungs and the tissue surrounding the lungs have
high contrast on a CT. For this reason a threshold based
segmentation method can be used. The complete segmentation
process which was applied to the scans is shown in Figure 3.
First, a morphological closing operation with a kernel size of 3
mm was applied to close potential narrow connections between
the lungs and background due to noise. This was necessary
to enable separation of lung tissue and background later on.
A kernel size of 3 mm showed to give the best results during
preliminary tests. Subsequently, the image was binarized using
a threshold between the HUs of lung and tissue. The exact
threshold does not have a significant effect on the results of
this method, but was chosen at -320 HU [36]. To remove
any background objects the patient’s body was selected as the
largest connect component above the threshold, and all other
values were set to 0 (Figure 3c). Next, all pixels connected to
the corner pixels were defined as background. The final lung
mask was then obtained by selecting the largest connected
volume below the threshold (the lungs) and inverting the image
(Figure 3d). Before applying the lung mask to the image,
it was dilated with a kernel size of 10 mm to obtain not
solely the lungs but also part of the lung walls as these are
considered important for detection and classification (Figure
3e). Furthermore, nodules can stick to the lung wall resulting
in under-segmentation of lung tissue when using the mask
directly. All segmentations were checked by hand, and in
some cases adaptations had to be made to the kernel size
of the closing operation to correctly segment both lungs. In
the spectral dataset, some scans included the head or had a
tracheotomy, resulting in no separation of background and
lung. In these cases the head was manually removed from
the scan by setting these slices to zero. For some patients
in the spectral dataset it was not possible to obtain correct
segmentation using this method. Because for classification the
segmentation was not expected to be of great importance, no
segmentation was applied to these scans. A list of the adapted
parameters and missing segmentations for the spectral dataset
can be found in Appendix B.
b) Intensity normalization: The intensities were clipped
between -1200 and 600 HU as values outside this range were
considered noise or irrelevant for this study [12]. Next the
values were linearly rescaled between 0 and 255 (8-bit repre-
sentation). Then the image was multiplied with the extracted
lung mask, where all values outside the masked area were
given a value of 170. The luminance of 170 corresponds to a
HU value of 0, which it the HU of water [12]. Furthermore, all
values larger than 210 in the space generated by the dilation of
the lung mask were set to water value as well. The reason for
this is that the bones in this area, having high CT values, could
be mislabeled as calcified nodules [12]. The chosen luminance
level of 210 corresponds to a HU value of 300 and is adopted
from [12]. The value is higher than most tissue values, but
below the values from bony areas. The final normalized and
segmented image is shown in Figure 3f.
B. Nodule detection
The detection network was trained on the LIDC-IDRI
database and later applied to the conventional multi-energetic
representation of the spectral dataset. For development the
LIDC-IDRI was split up into three subsets; the training (70%),
validation (10%) and testing set (20%). The testing set was not
seen during training and optimization, and only used during
final evaluation. As described earlier, the network was trained
and evaluated using scales of 3.2 and 6.4 cm. For the LIDC-
IDRI database, all nodules have a diameter between 0.3 and 3
cm. The small scale thus realizes the capture of enough details,
mostly for small nodules in the dataset, whereas the large scale
ensures that enough background is taken into account, which
can be important in areas like the bronchi.
a) Training sample selection: During training each batch
consisted of an equal amount of positive and negative samples
in order to obtain balanced training of the network. A positive
sample is defined as a sample containing a complete nodule,
whereas a negative sample has no overlap with a nodule at all.
Positive samples were obtained by cropping cubes around
each nodule annotation in the images. The samples were
augmented using translation and all 3D flips. Translation was
necessary because during sliding window evaluation of the
7whole image, nodules are not necessarily centered in a patch.
It was implemented by cropping cubes around the nodules with
a random shift. This shift was limited to 4 mm from the center
point in each direction, which corresponds to the size of the
cube to which the prediction of the patch is assigned during
evaluation (8 mm). As the cube in which the center of the
nodule is present should predict the highest probability, the
training shift was limited to this value. Furthermore, it was
ensured that the whole nodule was always completely con-
tained in the cube. Scaling and rotation were also considered,
however these did not yield any improvement on the validation
set and where therefore not adopted.
Negative samples were obtained in three ways. Firstly,
random negative samples were cropped from the image, of
which the center point of the sample was located inside the
lung segmentation. Random sampling ensured that all parts of
the image were represented in the samples. Secondly, negative
samples were selected using the LUNA2016 candidate list,
containing nodule candidate locations predicted by classical
nodule detection algorithms [7]. As the LUNA2016 candidate
list contained more difficult examples (resembling nodules)
than random sampling, twice as many samples from the candi-
date list (40/scan) were used as random samples (20/scan). The
last type of negative samples were obtained by hard negative
mining. Hard negative mining is the construction of negative
samples from false positive locations after initial training.
These samples were created by thresholding the predicted
probabilities in the training CT scans, and using the false
positive locations as new samples. For each scan a maximum
of 10 false positive samples was added to the dataset, which
showed to create enough challenging examples during training.
b) Prediction validation: The generated predictions for
the LIDC-IDRI were validated using the available annotations,
and the list of irrelevant findings from the LUNA2016 chal-
lenge. In order to determine the sensitivity and the number
of false positives, the predicted probabilities were binarized
and clustered using connected component labeling [37]. Each
annotated nodule which overlapped with a predicted cluster
was considered a correct detection, whereas each predicted
cluster not overlapping with either a nodule or irrelevant
finding was a false positive (FP). An irrelevant finding was
thus not counted as true detection nor as false positive. It
should be noted that during hard negative mining in sample
selection no irrelevant findings were used during evaluation.
The final sensitivity and false positives were calculated for a
range of thresholds, resulting in a free receiver operator curve
(FROC). The analysis was performed for both the validation
and testing set.
The predictions for the spectral dataset were validated using
the available annotations. Nodules ≤ 3 mm or ≥ 3 cm
were excluded from the annotations to be consistent with the
annotations in the training data.
C. Nodule classification
An overview of the nodule classification is shown in Fig-
ure 2. This section will explain how the regression model was
applied to the LIDC-IDRI dataset, and the subsequent use as
feature extractor on the spectral dataset.
a) LIDC-IDRI regression: Each of the nodules in the
LIDC-IDRI was scored by multiple radiologists. In order to
obtain one score per nodule, the ratings of the observers were
averaged. The input samples were obtained by cropping cubes
from the scans, each containing a centered nodule. Because
all nodules in the LIDC-IDRI are smaller than 3 cm, each
nodule was able to fit completely in the input cube using
only the small scale of 3.2 cm. As data augmentation all
3D flips, random rotation and scaling between 0.8 and 1.2
were applied, which showed to give the best results during
initial experiments. Scaling with larger factors was also applied
(in a range of 0.5-1.5), but this did not improve the results
and was thus not adopted. The network parameters were fine-
tuned using a train and validation set, and final evaluation was
performed using 10-fold cross validation.
The performance is reported as both the mean absolute error
(MAE) between the predicted and actual value, and as the one-
off-accuracy. This regression accuracy is adapted from [38]
and is defined as the percentage of predictions with an error
smaller than 1. This constraint accounts for some of the inter-
observer variability, as the observers seldom agreed on one
malignancy score.
b) Feature extraction and SVM classification: The
trained regression network is used to extract a feature vector
for each nodule in the spectral dataset. These features are
then either classified separately, yielding nodule-level pre-
dictions, or aggregated to scan-level features, resulting in
scan-level predictions. Before classification the (aggregated)
vectors were normalized to unit length. The classification
of the features was performed using linear SVM, in which
C ∈ [0.01, 0.03, 0.1, 0.3, 1, 3, 10, 30, 100, 300, 1000] was de-
termined using optimization of the F1-macro score in 10-fold
cross-validation. The F1-macro is defined as the unweighted
mean of the F1 score per class:
F1 −macro = 1
n
n∑
k=1
2 · precisionk · recallk
precisionk + recallk
,
with n the number of classes. In this study the F1-macro is
abbreviated as the F-score.
The available data contained five groups: benign multin-
odular, benign, primary lung cancer, colorectal cancer and
melanoma. Because preliminary results suggested that with
the current features it was not possible to differentiate between
melanoma and colorectal cancer (see Appendix C), we decided
to classify these together as metastases. Furthermore, we
decided to classify benign and benign multinodular together as
benign, because it is expected that these two groups will have
similar appearance per nodule, and a differentiation between
those two groups can be readily made knowing the number
of nodules. Final experiments were performed using both
two- and three-class labels. In the three-class problem the
nodules were classified as benign, primary lung cancer and
metastases. For the two-class problem, primary lung cancer
and metastases were classified together as malignant, resulting
in a classification of benign versus malignant. All experiments
were performed for the conventional images, and for the
combination of conventional and spectral images.
8To evaluate the classification both F-score and accuracy
were used. The accuracy is the total number of nodules which
is correctly classified. For each of the individual classification
scores a permutation test was performed. This is a test in which
the labels are permuted multiple times, indicating whether
the obtained scores are significantly different from scores
obtained by chance [39]. Furthermore, for the conventional
versus the spectral representations a paired t-test was done for
the different folds of the 10-fold cross-validation.
D. Implementation
The networks were trained and evaluated using the Titan
XP GPU with 12 GB memory from Nvidia. The total batch
size was 40 for the smaller crops of 3.2 cm, and 10 for
the larger crops due to memory constraints of the GPU.
During training the Adam optimization algorithm was used
with an initial learning rate of 0.0001 [40]. The network was
trained using Tensorflow and Keras. The LinearSVM function
from scikit-learn was used with ‘hinge’ loss [41]. During
preliminary experiments ‘hinge’ loss (default of another SVM
implementation in scikit-learn) showed better results than the
default ‘squared hinge’ loss and was therefore adopted. The
multi-class classification is implemented by LinearSVM using
a one-vs-rest implementation.
VI. RESULTS
In this section the obtained results are presented. First the
detection performance on both the LIDC-IDRI and the spectral
dataset is shown, followed by the classification results.
A. Detection
In Figure 4 the FROC curves from the detection perfor-
mance on the LIDC-IDRI database are shown for both the
validation and testing subset. On the left side the curve is
shown for the entire FP range and on the right only the low
FP rates are shown. From the FROC curves on both subsets
it can be observed that the performance on the testing set
is lower than on the validation set. Figure 4 also shows that
the combination of both the 3.2 and 6.4 cm scale provides
the best performance as opposed to just using either one of
the individual scales. We consider the performance of the
combined scales as the final performance of our model. In
Table II these results are summarized along with those of the
top four performing teams from the LUNA2016 challenge as
a means of comparison. The average sensitivity we achieved
would have obtained the fourth position in the challenge.
However, this score is lowered considerably by our low
sensitivity at very small FP rates. At a higher FP rate of 8
FP/scan our method performs significantly better than the top
performing team from LUNA2016. In Appendix C a figure of
the complete FROC curves of the different methods is shown.
The trained detection network was applied to the spectral
dataset to obtain insight in the generalization ability of the
network. The performance on this dataset is depicted in
Table II as well, showing that the average sensitivity is only
0.288. Especially at low FP rates the sensitivity on this dataset
is almost zero. The FROC curves from this dataset can be
found in Appendix C.
TABLE II: Detection performance from our method and the
top four LUNA2016 contestants. The sensitivities from the
contestants at certain FP rates were extracted from a figure
containing the FROC curves and are therefore shown with
less precision [7]. The average sensitivity was calculated as
an average sensitivity at 7 FP rates: 0.125, 0.25, 0.5, 1, 2, 4,
8.
Sensitivity (x100)
Method averaged 0.125 FP/scan 1 FP/scan 8 FP/scan
Berens et al. [10] 81.1 66 83 91
Aidence [42] 80.7 60 85 91
JianPeiCAD [43] 77.6 62 80 86
Torres et al. [44] 74.2 60 76 84
Proposed CNN
LIDC-IDRI 75.8 36.1 83.8 95.8
Spectral Data 28.8 1.5 17.9 76.1
TABLE III: Malignancy estimation on LIDC-IDRI. The results
of our own method, and of all papers except for [38] were ob-
tained using 10-fold cross-validation. Some entries are empty
as this information was not available.
Method MAE One-off-accuracy (%)
Shen et al. [38] - 90.99
Hussein et al. [13] 0.459 91.26
Buty et al. [29] - 82.4
Proposed regression CNN 0.448 (0.03) 91.22 (1.69)
B. Classification
The results of the malignancy regression on the LIDC-IDRI
database are shown in Table III. For a frame of reference
Table III lists the MAE and one-off-accuracy for our own
methodology as well as for several other studies that applied
malignancy regression on the LIDC-IDRI. Our proposed CNN
achieved a one-off-accuracy of 91.22% and a MAE of 0.448
which outperforms [38] and [29], and performs approximately
equal to [13]. We also tried to compare our performance
to [45], but because they apply logistic regression all errors are
rounded before averaging. This makes their results not directly
comparable to our performance.
The trained CNN was used as a feature extractor on the
spectral dataset. These features were subsequently classified
using SVM, both per nodule and per scan. To perform scan-
level classification we tested several aggregation methods
using only the conventional views of the spectral dataset.
The obtained performance for each method can be found in
Table IV. Element-wise maximum provided the best average
results for the two- and three-class problems. Therefore, we
used this aggregation function in the rest of the experiments
to obtain scan-level predictions.
For both the two- and three-class problem, classification
was performed using 10-fold cross-validation. The F-scores
resulting from these experiments are shown in box plots in
Figure 5. The spectral features used in these experiments
are from a low and high mono-energetic representation. In
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Fig. 4: FROC curves of the network performance on the LIDC-IDRI database. The performance is shown both on the validation
and testing set for all scales. On the right a zoomed version of the graph is shown for better visibility of this area.
TABLE IV: Comparison of the F-score (x100) for the nod-
ule aggregation methods for benign/malignant (Ben/Mal) and
benign/primary lung/metastases (Ben/L/Met).
Element-wise Distances
max min mean maxmin minmin meanmin
Ben/Mal 77.8 37.1 75.1 75.1 78.7 72.5
Ben/L/Met 67.8 59.8 25.1 56.1 57.2 51.5
TABLE V: Classification results (x100) for benign/malignant
(Ben/Mal) and benign/primary lung/metastases (Ben/L/Met).
All individual metrics are significant (p<0.01) using permu-
tation testing. The values between brackets are the standard
deviations.
Conventional Conv + Spectral
F − score accuracy F − score accuracy
Nodulelevel
Ben/Mal 64.3 (6.6) 67.0 (7.3) 66.0 (6.8) 68.9 (7.5)
Ben/L/Met 43.3 (7.1) 55.2 (8.4) 44.4 (7.5) 56.0 (9.7)
Scanlevel
Ben/Mal 77.8 (10.8) 79.4 (9.8) 81.7 (12.3) 82.9 (10.7)
Ben/L/Met 67.8 (10.8) 75.0 (7.7) 70.0 (10.3) 78.0 (9.1)
Figure 5 p-values are indicated which were obtained from a
paired t-test between the different folds of the cross-validation.
All p-values are higher than 0.05, indicating that no significant
differences exists between the performance of the conventional
features and of the combination of spectral and conventional
features. The same graph depicting the resulting accuracy
can be found in Appendix C. In Table V an overview of
the resulting accuracies and F-scores for all experiments is
presented. All individual classification scores in this table are
statistically significant using a permutation test (p< 0.01).
TABLE VI: Confusion matrix for nodule-level conventional
and spectral data.
Predicted
Benign Primary Lung Metastases
Tr
ue
Benign 480 54 192
Primary Lung 88 48 121
Metastases 224 104 468
TABLE VII: Confusion matrix for scan-level conventional and
spectral data.
Predicted
Benign Primary Lung Metastases
Tr
ue
Benign 109 7 8
Primary Lung 9 18 5
Metastases 10 6 32
Table VI and VII show the confusion matrices for the
nodule- and scan-level classifications respectively obtained
from the combination of conventional and spectral features.
The results in these tables are a summation of the classifica-
tion results of each fold during cross-validation. Because the
confusion matrices for only the conventional features differ
only slightly, these are listed in Appendix C.
Ideally we would like to have an independent validation of
our methodology. Therefore we plan to apply our methodology
on the dataset used in [17]. These results will be made
available in a next version of this paper.
VII. DISCUSSION
In this study, we proposed a methodology to detect lung
nodules and classify them based on the origin of the primary
tumor. The aim of developing both detection and classification
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Fig. 5: Box plots of the F-scores obtained by 10-fold cross-validation. Results are shown both for scan-level and nodule-level
predictions, and for both the conventional features and a combination of conventional and spectral features.
is that ultimately these can be combined in an end-to-end
pipeline. To classify based on tumor origin we used a pre-
trained malignancy predictor, trained on the LIDC-IDRI, as
a feature extractor for our own dataset. Furthermore, we
studied the effect of adding spectral features on the classifier
performance.
Our detection network was trained on a small (3.2 cm) and
large scale (6.4 cm). For both testing and validation subset
the combination of both scales performed better than each
scale individually, confirming our hypothesis that two scales
outperform a single scale. Part of this effect can be attributed
to the fact that a combination of two identical models, each
stochastically trained, usually performs better than individual
predictions [32]. However, we think that specifically the use
of two different scales also improves classification because the
small scale incorporates more detail whereas the large scale
ensures that sufficient background information is included.
We compared our results obtained from evaluation on the
LIDC-IDRI to the top performing teams of the LUNA2016
challenge [7]. For high FP rates our network outperformed
the LUNA2016 teams, but for low FP rates we obtained
significantly lower performance.
The detection method is developed to be integrated in an
end-to-end pipeline for detection and classification. Therefore,
we prefer slightly higher detection FP rates over very low
rates, as it is important that all significant nodules are included
in the classification stage. We propose using a threshold
resulting in FP rates around radiologists performance, around
1 FP/scan [28], but we recommend that further research is
required to establish a definite suitable benchmark.
At 1 FP/scan, our proposed detection method performs
equally well to the top contestants of the LUNA2016 chal-
lenge, showing that our system obtained state-of-the art per-
formance. It should be noted that we did not perform cross-
validation for the evaluation of our detection network, which
is performed in the LUNA2016 evaluation, possibly causing
minor differences in the evaluation of the results.
To investigate the generalization ability of our network we
applied it to the spectral dataset. On this dataset the detection
algorithm performed very poorly, suggesting that the proposed
network might not be able to generalize well. However, there
are some key differences between the two datasets which could
contribute to the poor performance. Firstly, the spectral dataset
contained more scans of lungs with severe abnormalities
which were less present in the LIDC-IDRI data. Secondly,
our dataset has been annotated by one radiologist compared to
four in the LIDC-IDRI database. As the sensitivity of a single
radiologist is only somewhere between 50% and 80% [28],
it is likely that some nodules were missed during annotation
resulting in a higher number of FPs. Furthermore, there exists
disagreement between radiologists on whether something is a
nodule, resulting in even more differences between annotations
in the LIDC-IDRI and spectral data. Finally, for evaluation on
the LIDC-IDRI database a list of irrelevant findings was used,
reducing the number of FPs significantly.
Although the LIDC-IDRI provides a useful framework for
the development and evaluation of new networks, the poor
performance on the spectral dataset suggests that training on
more diverse datasets might be necessary to apply these kind
of detection models clinically. As we observed in our dataset,
clinical data usually contains more abnormalities which are
often excluded in research databases. This makes it challeng-
ing to develop nodule detection methods suitable to be used
in the clinic.
We used a network with a similar architecture as for
detection for the malignancy regression of nodules in the
LIDC-IDRI dataset. We were able to classify 91.22% of
the nodules within 1 score point, obtaining a performance
comparable to [13]. In their work they used a multi task
learning approach with six other nodule attributes to predict
the nodule malignancy. Our work suggests that the same
performance can be achieved with only using the malignancy
score. Among observers the mean error from the mean for the
malignancy score is 0.55. At much higher accuracies it will
be difficult to to evaluate new systems correctly as no actual
ground truth is available, resulting in arguable evaluation.
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We used the regression network as feature extractor on
the spectral dataset, classifying the features with SVM on
nodule- and scan-level. We observed that the element-wise
maximum performed best in aggregating nodules into scan-
level features. The disadvantage of this method is that it lacks
interpretability as it is not completely clear how individual
nodule features are combined into one vector. Because neural
activations are higher for more important features, the element-
wise maximum could be considered as the combination of the
most pronounced features from each nodule.
The spectral features in this study are the extracted features
from a virtual high and low mono-energetic representation,
which were added to the conventional feature vectors us-
ing concatenation. We classified the spectral and conven-
tional features vectors as a two- and three-class problem:
benign/malignant and benign/primary lung/metastases. The
combination of conventional and spectral features achieved
slightly higher classification scores in both experiments. How-
ever, using a paired-t test on the folds of the cross-validation,
these differences showed to be not significant. A possible
reason for this is that we only added the mono-energetic
views as spectral features. These views show only slight
differences with the conventional views, which might be not
enough to classify on. Using the Compton scattering and
photoelectric effect component might be more promising, as
these actually incorporate a physical process. However, our
feature extractor was not able to improve classification using
these reconstructions (Appendix C), most likely because these
have a quite different appearance then the conventional images.
Although not significant, the obtained metrics from the spectral
data show the best results.
Using both conventional and spectral features we obtained
a classification accuracy of 78% for the scan-level predictions,
and 56% for the nodule-level predictions. This shows clearly
that scan-level classification performed better than nodule-
level. Especially the predictions for primary lung nodules are
poor for nodule-level (Table VI), as less than a quarter of
the actual lung nodules is predicted to be a lung nodule.
The superior scan-level predictions could be explained by the
fact that the most prominent attributes are combined into one
prediction, yielding more accurate predictions. Furthermore,
individual nodules might not always contain specific charac-
teristics resulting in mis-classifications of these nodules.
To the best of our knowledge, only one other study classifies
nodules as benign, primary lung cancer and metastases [17].
In this study a dataset of 1240 patients is used, of which for
each patient the most representative nodule is selected. This
can thus be considered as a combination of scan- and nodule-
level classification. By fine-tuning a pre-trained 2D CNN they
obtained an accuracy of 68%. Because evaluation was not
performed on the same dataset, the performance can not be
compared directly, but gives an indication of our performance.
To make a more direct comparison, we are in touch with the
authors of this papers to evaluate our code on their dataset.
However, these results are not yet available.
Achieving higher scan-level performance than a fine-tuned
network as in [17], we showed that a pre-trained feature
extractor on malignancy can be used for classification based
on primary tumor origin. This demonstrates that corresponding
features are important for malignancy prediction and for
primary tumor classification. The main advantage of using an
off-the-shelf feature extractor is that less data is necessary,
as only a SVM is fitted on the data. Especially for medical
datasets, where usually only small datasets are available, this
is an important consideration. Furthermore, it eliminates the
need for time-consuming fine-tuning of a network and is easily
applicable to new datasets.
A limitation of this study is that the regression network
used for malignancy prediction was only trained on a scale
of 3.2 cm which was large enough to completely include all
nodules in the LIDC-IDRI (< 3 cm). However, the spectral
dataset contained nodules larger than 3.2 cm, actually defined
as masses, which were only partly visible to the network.
In future work, a larger scale could be included to classify
these masses. Another shortcoming of this study is that it
does not yet apply detection and classification in an end-
to-end pipeline. It would be interesting to observe classifier
performance using the detected locations from the network as
input. Ultimately, this would eliminate the necessity of nodule
annotations overcoming the problems associated with different
annotators per dataset.
Our pre-trained network succeeds in extracting the neces-
sary features for classification based on primary tumor origin,
but yet still lacks the ability to exploit the spectral features to
the fullest. We suggest that future research looks into training
a multi-stream network, in which the inputs of the different
streams are spectral representations. Examples of the applica-
tion of multi-stream networks are in computer vision, where
they are used to combine temporal and spatial information
for action recognition [46] and in medical image analysis,
where they can be used to fuse different MRI modalities [47].
Using a multi-stream architecture, the network might be able
to learn how to combine the spectral information better. Most
likely a larger dataset is necessary to train such a classification
network. In this study we were not able to classify the
metastases separately as melanoma and colorectal cancer. We
think that by making full use of the spectral features, in future
work it should be possible to make this differentiation.
VIII. CONCLUSION
In conclusion, we have shown that a similar network can
be used for both detection and malignancy regression on
the LIDC-IDRI, achieving state-of-the art performance. The
trained regression neural network was transferred to be used
as a feature extractor on a new dataset. We showed that using
these features a classification based on primary tumor origin
(benign/primary lung/metastases) can be made, obtaining an
accuracy of 78% for scan-level predictions. The addition of
spectral views did result in slightly higher classification scores,
however these differences were not statistically significant.
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APPENDIX A
EXCLUDED SCANS
TABLE I: Excluded scans from the spectral dataset. The comments were made during nodule annotation by our radiologist.
Scan Number Reason for Exclusion
0 Nodules not found
3 No colorectal metastases found
11 No real nodules
15 Too much uncertainty
20 Nodules unclear
21 Nodules unclear
38 CT abdomen
39 -
42 More consolidations than nodules
54 Missing slices
60 Not annotated (skipped)
63 Not suitable
65 CT abdomen
68 Not suitable
70 Not suitable
79 CT head
80 Diagnosis unsure
81 Not suitable
82 Not suitable
84 Not suitable
85 CT abdomen
96 Not able to segment in atelactasis
97 Not able to segment in atelactasis
105 CT feet
125 Not able to segment nodule
127 -
128 Not able to segment nodule
129 Not able to segment nodule
139 -
143 -
145 Not clear what tumor is and what not
147 Same as other scan (146)
149 -
Scan Number Reason for Exclusion
152 Deviates to much to interpret
155 Missing slices
158 -
160 No real lung nodules
161 -
162 -
174 Mucus plugs
178 -
180 -
193 -
195 -
204 -
205 -
209 Nodules unclear
210 -
225 No measurable metastases
228 Only half a scan
230 Scan too irregular
239 -
246 -
248 Not able to segment nodule
250 CT neck
252 -
253 -
255 Diagnosis unsure
256 -
257 -
258 -
262 -
266 -
274 -
279 Infection
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APPENDIX B
ADAPTED AND MISSING SEGMENTATIONS
TABLE II: Segmentations from the spectral dataset which were incorrect using the standard segmentation method, if no solution
is listed no segmentation is applied to these scans.
Scan Number Reason for Error Solution
12 Tracheotomy -
40 Tracheotomy slice[:34] = 0
62 Holes in segmentation (deviating lung structure) -
88 Head on CT -
89 Head on CT slice[:35, 319:] = 0
91 Holes in segmentation (deviating lung structure) -
100 Tracheotomy slice[:35, 319:] = 0
102 Holes in segmentation (deviating lung structure) -
104 Head on CT -
116 Head on CT slice[:22, 316:] = 0
133 Head on CT slice[:186, 444:] = 0
146 Head on CT slice[:57, 342:] = 0
156 Head on CT slice[:38] = 0
157 Holes in segmentation (deviating lung structure) -
185 Head on CT -
188 Head on CT slice[:215, 464:] = 0
203 Holes in segmentation (deviating lung structure) -
223 Holes in segmentation (deviating lung structure) dilation kernel = 15 mm
248 Head on CT -
258 Holes in segmentation (deviating lung structure) -
262 Holes in segmentation (deviating lung structure) -
263 Head on CT slices[:172, 419:] = 0
274 Holes in segmentation (deviating lung structure) -
276 Holes in segmentation (large mass attached to wall) -
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APPENDIX C
ADDITIONAL RESULTS
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Fig. 1: FROC curves on the LIDC-IDRI database of our method compared to the 4 top contestants of the LUNA2016 challenge.
The FROC curve of our method is the performance on the testing subset for a combination of small and large scale. The x-axis
is shown in logarithmic scale to emphasize the differences at low FP rates. The curves from the LUNA2016 contestants were
extracted from the figure in [7].
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Fig. 2: FROC curves of the network performance on the spectral dataset for all scales. It should be noted that the y-axis has
a different range than the figures in the main paper.
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Fig. 3: Box plots of the accuracy obtained by 10-fold cross-validation. Results are shown both for scan-level and nodule-level
predictions and for both the conventional features and a combination of conventional and spectral features.
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Fig. 4: Box plots of the F-score obtained by 10-fold cross-validation. Results are shown both for scan-level and nodule-
level predictions and for both the conventional features and a combination of conventional and Compton scattering (CS) /
photoelectric effect (PE) features.
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Fig. 5: Box plots of the accuracy obtained by 10-fold cross-validation. Results are shown both for scan-level and nodule-
level predictions and for both the conventional features and a combination of conventional and Compton scattering (CS) /
photoelectric effect (PE) features.
TABLE III: Confusion matrix for nodule-level conventional data.
Predicted
Benign Primary Lung Metastases
Tr
ue
Benign 477 64 185
Lung 93 45 119
Metastases 230 105 461
TABLE IV: Confusion matrix for scan-level conventional data.
Predicted
Benign Primary Lung Metastases
Tr
ue
Benign 102 11 11
Lung 6 20 6
Metastases 10 7 31
TABLE V: Confusion matrix for nodule-level conventional data with all classes.
Predicted
Benign Primary Lung Colorectal Melanoma
Tr
ue
Benign 518 74 73 61
Lung 108 53 64 32
Colorectal 168 75 89 153
Melanoma 114 27 122 48
TABLE VI: Confusion matrix for scan-level conventional data with all classes.
Predicted
Benign Primary Lung Colorectal Melanoma
Tr
ue
Benign 99 13 5 7
Lung 7 18 4 3
Colorectal 10 2 3 13
Melanoma 3 4 8 5
