Abstract-We investigate two-channel complex-valued filterbanks and wavelets that simultaneously have orthogonality and symmetry properties. First, the conditions for the filterbank to be orthogonal, symmetric, and regular (for generating smooth wavelets) are presented. Then, a complete and minimal lattice structure is developed, which enables a general design approach for filterbanks and wavelets with arbitrary length and arbitrary order of regularity. Finally, two integer implementation methods that preserve the perfect reconstruction property of the filterbank are proposed. Their performances are evaluated via experimental results.
I. INTRODUCTION

I
N recent years, complex-valued filterbanks and wavelets have received much interest and found several important applications [1] - [11] . There are several reasons to use a complex system. First of all, we often encounter complex signals in practice, such as radar signals and quadrature amplitude modulation (QAM) signals. Second, nontrivial two-channel orthogonal and symmetric finite impulse response (FIR) filterbanks and their corresponding wavelets exist in the complex case [1] - [4] . Third, complex filterbanks and wavelets explicitly carry phase information and can have the shift-invariant property, as discussed by Kingsbury [7] .
The orthogonality and symmetry properties of filterbanks and wavelets are often desired in many applications [12] [13] . In the real case, it is not possible to construct a nontrivial two-channel orthogonal linear-phase filterbank. The linear-phase property means that the subband filters are symmetric or antisymmetric in the real case. In the complex case, the concept of symmetry/antisymmetry is different from that of linear phase. A complex filter whose impulse response is symmetric or antisymmetric does not have linear phase. The filter should be Hermitian symmetric or Hermitian antisymmetric to have linear phase. It was shown in [4] that it is still not possible to construct a nontrivial twoManuscript received September 11, 2000 ; revised December 19, 2001 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Helmut Bölcskei.
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channel orthogonal linear-phase filterbank, even in the complex case. However, there exist solutions of two-channel complexvalued filterbanks and wavelets with orthogonality and symmetry. In such a filterbank, the lowpass and highpass filters are symmetric and antisymmetric, respectively. Correspondingly, the associated scaling and wavelet functions are symmetric and antisymmetric. Note that the filter length can only be even for orthogonality [12] . Although several researchers have reported results on the two-channel complex-valued filterbanks and wavelets with orthogonality and symmetry, a general method for optimal design and efficient implementation has not been proposed. Lawton [1] first noticed the existence of solutions and constructed complex-valued symmetric FIR conjugate quadrature filters and associated wavelet bases by replacing certain zeros of a real-valued FIR conjugate quadrature filter by their reciprocal conjugates. This method requires that the real filter has no real single root except at . Lina et al. [2] , [3] derived complex-valued filters from spectral factors of the maxflat Daubechies halfband filters. By a special selection of the roots of a halfband filter, Zhang et al. constructed approximate linear-phase filters [4] . In addition, this spectral factorization requires that the halfband filter has no reciprocal pair of real single roots. Consequently, complex-valued symmetric FIR conjugate quadrature filters with length divisible by 4 cannot be constructed from the maxflat Daubechies halfband filters. In the real case, the spectral factorization of halfband filters is the most general and efficient method for designing conjugate quadrature filters and wavelets [12] , [13] . Unfortunately, this is not true in the complex case.
An alternative design method for real-coefficient filterbanks and wavelets is based on lattice structures [12] - [18] . The complete lattice structure of a well-defined class of filterbanks provides not only a general method for optimal design but an efficient implementation as well. For efficient design and implementation of a two-channel complex-valued filterbank with orthogonality and symmetry, a lattice structure is expected.
In this paper, we systematically investigate two-channel complex-valued filterbanks and wavelets with orthogonality and symmetry. In Section II, we present several equivalent conditions for the filterbank to be orthogonal and symmetric. Conditions for generating regular wavelets are discussed. A complete and minimal lattice structure is developed in Section III. This structure provides a general design approach to filterbanks and wavelets with arbitrary length and arbitrary order of regularity. In Section IV, two efficient integer implementations are proposed, where the perfect reconstruction property is preserved.
Notations: Bold-faced letters indicate vectors and matrices. The tilde operation is defined by , where the superscript denotes the conjugate transpose. is the identity matrix, and is the antidiagonal matrix whose nonzero entries are equal to 1.
II. THEORY AND ANALYSIS
A. Two-Channel Complex-Valued Filterbank With Orthogonality and Symmetry
A two-channel filterbank is illustrated in Fig. 1(a) , where and are the lowpass and highpass analysis filters, and and are the lowpass and highpass synthesis filters. Let the filters be causal FIR. For orthogonality, the other three filters are related to the lowpass analysis filter by [12] and (1) where is the filter length and must be even, and is a constant with . With these relations, the necessary and sufficient condition for the filterbank to be paraunitary is that the lowpass filter satisfies the following halfband (or power symmetry) condition: (2) where . is referred to as a halfband filter. Since , we say that is a positive filter. For a general complex-valued orthogonal filterbank, is a complex halfband filter. If the lowpass filter satisfies the symmetry condition (3) then is a real filter. With the constraint (3), and are antisymmetric filters, and is a symmetric filter.
Equation (1)- (3) characterize the complex-valued filterbank with orthogonality and symmetry. Fig. 1(b) shows the polyphase implementation of the filterbank, where is the type-I analysis polyphase matrix, and is the type-II synthesis polyphase matrix: (4) Equations (1) where . The first two conditions are related to the orthogonality of the filterbank, and the last one represents the symmetry.
Let
. Then, the symmetry of can also be expressed as (6) and the orthogonality of implies (7) This means that and its flip version are power complementary. Furthermore, if we denote the real and imaginary parts of as and , then (7) is equivalent to (8) This means that the two real-coefficient filters are also power complementary up to . In summary, we have the following results on the complexvalued filterbank with orthogonal and symmetry properties:
Theorem 1: A two-channel complex-valued filterbank is orthogonal and symmetric if and only if one of the following equivalent conditions holds.
1) The lowpass filter satisfies the halfband condition (2) and the symmetry condition (3), and the other three filters are related to by (1) 2) The polyphase matrices and satisfy (5).
3) The polyphase component and its flip version are power complementary , and the other three filters are related to by (1). 4) The real part and the imaginary part of the polyphase component are power complementary up to , and the other three filters are related to by (1). In the real-coefficient case, the filterbank can be very efficiently constructed by first designing a positive real-coefficient halfband filter and then factorizing it into a product of two filters. However, this method cannot be used in designing a complex-valued filter bank with orthogonality and symmetry since a positive halfband filter could not always be factorized into the form , where is a symmetric filter. The fourth condition in the above theorem immediately suggests one parameterization design method for the complex-valued filterbank. One needs only to design the polyphase component filter . Since the real and imaginary parts of are power complementary, they can be completely expressed by angular parameters [12] . An unconstrained optimization can be performed to find the optimal solution in the whole solution space. Instead of dealing with this method in more detail, we will develop a complete and minimal structure for the filter bank in Section III. It can be used for both design and implementation.
B. Complex-Valued Wavelet
The orthogonality and symmetry of a filterbank are connected to those of the corresponding wavelets. The basic theory of wavelets applies to the complex case. To construct a complexvalued wavelet from a given complex-valued filterbank, additional conditions need to be satisfied, as in the real case.
First, the convergence of the cascade algorithm for the dilation equation
, where is the scaling function, should be assured. Let be the matrix corresponding to the filtering operation followed by two-fold downsampling. Then, a sufficient and necessary condition for convergence is that the spectral radius of is 1, and 1 is a simple eigenvalue, which is called condition in [13] . In the orthogonal case, the eigenvalues of never exceed l, and condition reduces to the Cohen-Lawton condition that 1 is a simple eigenvalue of . Condition holds in the orthogonal case if for . Generally, this can be automatically satisfied if is a good lowpass filter designed with several popular criterions, such as the stopband energy.
Second, the approximation of the orthogonal wavelet transform is related to the regularity of . is -order regular if it has a -order zero at :
where has order . Then, the resulting scaling function gives -order approximation, and the wavelets have vanishing moments. Equation (9) is equivalent to the following condition:
In the time domain, it is equivalent to the sum rules on the filter coefficients:
From the symmetry condition in (3), . Since is even, . Therefore, has at least . In fact, any symmetric filter with even length has a zero at . When can be expressed as in (9), we have . If is even, is odd, and must have a zero at . In this case, , where is causal FIR and has order . Therefore, the regularity order of must be odd. Moreover, the conditions in (10) and (11) with are sufficient for -order regularity. For example, if one wants to impose three-order regularity on , the only extra requirement is that or . In the real case, the maximal regularity of an orthogonal scaling filter with length is of order . The filter can be obtained by factorizing the maxflat Daubechies halfband filter. For the complex-valued filter with symmetry, the situation is not the same in general. When has -order regularity, i.e., can be expressed as (12) where . Since and are symmetric, and are real symmetric. The halfband property of imposes conditions. The number must not exceed . With is the maxflat Daubechies halfband filter. Since must be odd, its maximal value can be for odd and for even . In summary, we have the following results on regularity. Theorem 2: For a complex-valued filterbank and wavelet with orthogonality and symmetry, the following two statements are true.
1) The regularity order of the lowpass filter must be an odd number, and . 2) The conditions (10) and (11) with are sufficient for -order regularity. From this discussion, a maximally regular complex-valued lowpass filter with length (integer ) cannot be constructed from a maxflat Daubechies halfband filter. The maximally regular filters generated from the Daubechies halfband filters have length [2] - [4] . In fact, the filters and wavelets with maximal regularity fall into a very special class. In practice, this regularity is not necessary for many applications. A general method for constructing complex-valued filters and wavelets with arbitrary length and arbitrary regularity is expected.
III. LATTICE STRUCTURE AND OPTIMAL DESIGN
A. Lattice Structure
In the real-coefficient case, a lattice structure could be used to design and implement a filterbank [13] , [14] . In this subsection, we derive the lattice structure for the complex-valued filter bank with orthogonality and symmetry by factorizing the polyphase matrix. The conditions in (5) will be used. Since the filter bank is orthogonal, we only need to deal with the analysis bank. Let , where are 2 2 coefficient matrices. The paraunitary property of implies particularly that (13) and the symmetry condition on implies diag
The above two conditions yield diag 
where . With some manipulations, an equivalent factorization for is (19) where with and for . It will be clear that the latter form is more convenient. Conversely, with arbitrary angular parameters produced by (19) satisfies the paraunitary and symmetry conditions in (5) . Therefore, we have the following result.
Theorem 3: A two-channel complex-valued filterbank with filters of length is orthogonal and symmetric/antisymmetric if and only if its polyphase matrix can be factorized as in (19) . Fig. 2 illustrates the structure given by (19) . The structure is complete and minimal. For the implementation, only complex multipliers are required. The direct implementation needs complex multipliers. More efficient implementations will be discussed in Section IV based on the structure. The filterbank is completely parameterized by angles, which we can optimize. Properties of the filterbank such as stopband performance are determined only by angles . The remaining two angles and only balance the real and imaginary parts of the lowpass filter and highpass filter, respectively. Without loss of generality, we set in this paper. As in the real case, the regularity conditions on the parameters in the lattice structure are complicated. In the remainder of this subsection, we derive the condition for three-order regularity, which requires that . With the assumption that in (19) , can be expressed as (20) where , and
. Then, we have
Substituting and simplifying yields (22) Therefore, a necessary and sufficient condition on the angles for three-order regularity is (23) This is a nonlinear complex equation. When the filter has length , (23) simplifies to . The solution is and , which leads to and . The impulse response coefficients of are (24) In general cases with , there is no simple way to use the nonlinear relation (23) to construct with three-order regularity.
B. Optimal Design
The lattice structure as in (19) provides a parameterization for the complex-valued filterbank with orthogonality and symmetry. Based on this parameterization, we can optimally design the filters and wavelets. In different applications, various objective functions can be constructed to optimize the filter coefficients. The most common functions are the stopband attenuation and coding gain [12] , [13] . To construct wavelets with optimum time-frequency resolution, a corresponding objective function can also be generated [19] . All these optimization criteria assure that is a good lowpass filter and that it satisfies condition . As an example, we elaborate on the stopband attenuation criterion in this paper. Stopband attenuation is sufficient to guarantee good frequency response, and one designs only the lowpass filter since the two-channel filterbank is orthogonal. The objective function is (25) where is a positive constant. In the design, we set . If a high-order regularity is not required, the design can be performed using an unconstrained optimization. Otherwise, a constrained optimization method should be used to minimize subject to the constraints in (11) with . For three-order regularity, the constraint can be replaced by (23) .
Several design examples with the stopband attenuation criterion are tabulated in Table I . The filter lengths are larger than 6. Although there are many solutions in the case with , the optimal one is the trivial solution . Fig. 3 shows the normalized frequency responses of the filterbank with filters of length and the lowpass filter of regularity order . The corresponding scaling functions and wavelets are shown in Fig. 4 . From these two figures, we can see that as increases, the stopband attenuation of the filter becomes worse, whereas the scaling function and wavelet get smoother.
IV. INTEGER IMPLEMENTATION
The lattice structure in (19) provides an efficient implementation for the filterbank and the corresponding wavelet transform. In practice, further reduction of the implementation cost can be achieved by replacing the floating-point operations with fixed-point arithmetic. A direct method is to quantize the complex coefficients into a fixed-point form. In the synthesis bank, the corresponding coefficients are quantized in the same way. In this way, the perfect reconstruction property of the filterbank is destroyed in general. In this section, we present two integer implementation methods that not only preserve perfect reconstruction but also have other advantages. 
A. Lifting Method
Using the structure in (19), we focus on the implementation of the complex multiplication , where the input and the output are complex. Let and , where and are real. Then (26) where , and . The complex multiplication needs four real multiplications. Assume that is nonzero (otherwise, , and there is no multiplication in the implementation). It is easy to verify that can be factorized into three lifting steps as follows [20] - [22] : (27) This factorization requires only three real multiplications. More importantly, the implementation structure can preserve perfect reconstruction under quantization of the numbers and . The inverse operation of the complex multiplication is , which appears in the lattice structure of the synthesis bank. Its matrix form is . With (26) , takes the following form:
Let and be quantized as and . Then, the quantized versions of and are
It is easy to see that is always the inverse of . Therefore, when we replace with in the analysis side and replace with in the synthesis side, the perfect reconstruction property of the filterbank is preserved. With quantization errors, and cannot be rewritten in the real form in general. They do not implement exact scalar multiplications, and the filterbank becomes a nonlinear system. For a given approximation accuracy, the implementation cost mainly depends on the required word length of the quantized lifting coefficients. It is reasonable to constrain the dynamic range of the coefficients. The lifting coefficient takes value in the range . When , the other lifting coefficient has . When , it can take any value larger than 1. In this case, we can change from (27) and (28) where . are orthogonal rotation matrices. Under quantization of the angle parameters keep orthogonality, and therefore, the perfect reconstruction of the filterbank is preserved. A common method for implementing orthogonal rotations is the CORDIC algorithm [23] - [25] . In the CORDIC algorithm, the rotation angle is decomposed into the weighted sum of a set of predefined elementary rotation angles such that the rotation through each of them can be implemented by simple shift-and-add operations. With the CORDIC algorithm, can be expressed as (36) where , and is the number of bits. The set of parameters constitutes an implicit representation of , i.e., is approximated by . When we use (36) to implement , all the factors can be moved to the output side. As shown in the next subsection, this CORDIC-based implementation is not efficient compared with the lifting method and the following integer implementation.
The rotation matrix can be expressed as (37) where
If , and hence, . Otherwise, , and hence, . Substituting (37) into (35) yields (40) where , and . Correspondingly, the type-II synthesis polyphase matrix can be expressed as (41) It is easy to verify that perfect reconstruction is preserved under quantization of the lattice coefficients. Moreover, under quantization, the filterbank is still a linear system, and the orthogonality and symmetry property are preserved. Due to our separate treatment for and , the lattice coefficients are controlled in the range .
C. Approximation Performance
Although the integer implementation can achieve perfect reconstruction, the subband signals can only approximate those in the floating-point implementation. To evaluate this performance, we calculate the SNR of approximation subband signals. The SNR function is defined as SNR (42) where number of input samples; ideal subband output; subband output in an integer implementation. With the designed filterbanks, the following five implementation methods are applied to three-level wavelet packet decomposition of a received DS-CDMA QPSK spread baseband signal in a frequency-selective fading channel with the spreading factor SF and the channel model M.1225 [26] , [27] . 1) Floating-point implementation with the structure as in (19) . 2) Direct fixed-point implementation with the structure as in (19) . The lattice coefficients are quantized. 3) Lifting implementation with the structure as in (19) two integer implementation methods have nearly the same approximation as the direct fixed-point implementation with the structure as in (19) , whereas both of them preserve the perfect reconstruction property of the filterbank. Compared with the them, the CORDIC-based implementation has poor approximation performance for several wordlengths. The SNR in the CORDIC-based implementation is nonmonotonic with respect to the wordlength. The reason is that the approximation accuracy of the rotation angles is not always improved with one more bit. Moreover, with the same wordlength , the implementation cost of the CORDIC-based method is higher then other two methods. The lifting implementation has the lowest cost. At each stage of the lattice structure, the CORDIC algorithm needs real additions and shift operations. Suppose that there are and nonzero bits in the bit representation of the two lifting coefficients and in (27) (or and in (31)) and nonzero bits in the bit representation of the lattice coefficient or in (39). Statistically, the number of the nonzero bits in an integer representation is half of the wordlength . At the th stage, the lifting implementation needs real additions and shift operations, and the fixed-point implementation with the new structure as in (40) needs real additions and shift operations.
V. CONCLUSION
The theory and structure of two-channel complex-valued filterbanks and wavelets with orthogonality and symmetry properties have been investigated. Conditions for orthogonality and symmetry and regularity of wavelets are presented. A complete and minimal lattice structure is developed. Based on the lattice structure, we can design the filterbank and wavelets with arbitrary length and arbitrary order of regularity. Furthermore, two efficient integer implementation methods are proposed. Both of them can preserve the perfect reconstruction property of the filterbank.
