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Abstract
We revisit the problem of testing for multivariate reflected symmetry about an
unspecified point. Although this testing problem is invariant with respect to full-rank
affine transformations, among the hitherto few proposed tests only the test studied in
[12] respects this property. We identify a measure of deviation ∆ (say) from symmetry
associated with the test statistic Tn (say), and we obtain the limit normal distribution
of Tn as n → ∞ under a fixed alternative to symmetry. Since a consistent estimator
of the variance of this limit normal distribution is available, we obtain an asymptotic
confidence interval for ∆. The test, when applied to a classical data set, strongly rejects
the hypothesis of reflected symmetry, although other tests even do not object against
the much stronger hypothesis of elliptical symmetry.
Keywords: Test for reflected symmetry; fixed alternatives; affine invariance; weight-
ed L2-statistic; elliptical symmetry
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1 Introduction
Testing for symmetry of a univariate distribution about a specified or unspecified point
has been a topic of intensive research, see e.g., Section 3 of [20]. In the multivariate case,
this problem is more complex, since different notions of symmetry are available. Among
these are, in increasing order of specialization, reflected (diagonal) symmetry, spherical
symmetry, and elliptical symmetry, see, e.g., [16] for an account on the importance
of the assumption of symmetry and a survey on these concepts and corresponding
goodness-of-fit tests.
In this paper, we consider testing for reflected symmetry. To be specific, let
X,X1,X2, . . . be a sequence of independent and identically distributed (i.i.d.) d-
dimensional random (column) vectors, defined on some common probability space
(Ω,A,P), and assume d ≥ 1. Thus, the univariate case is deliberately not excluded
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in what follows. Writing
D
= for equality in distribution, the problem is to test the
hypothesis
H0 : X − µ D= µ−X for some (unknown) µ ∈ Rd, (1.1)
of reflected (diagonal) symmetry about an unspecified point, against general alterna-
tives.
The technically less demanding problem of testing for reflected symmetry about a
specified point has been considered in [1] and, in the special case d = 2, in [5] and
[7]. For distributions concentrated on the unit circle, the hypothesis ”X
D
= −X” is
called circular reflective symmetry, see [13] and the references therein. Symmetry of a
bivariate distribution about a given line is studied in [14].
Notice that if a test of H0 rejects the hypothesis of reflected symmetry, it is forced
to also reject the stronger hypotheses of spherical or elliptical symmetry. Thus, any
test of H0 is in this sense a ”necessary test” for spherical or elliptical symmetry, and
even for multivariate normality.
There is a further basic issue inherent in the testing problem (1.1). SupposeX−µ D=
µ−X, and let A be a regular (d× d)-matrix and b ∈ Rd. Then
AX + b− (Aµ+ b) D= Aµ+ b− (AX + b).
This means that the problem of testing for reflected symmetry about an unspecified
point is invariant with respect to full rank affine transformations of X. As a con-
sequence, any genuine test of H0 based on X1, . . . ,Xn should respect this property.
Hence, if Tn = Tn(X1, . . . ,Xn) is a test statistic based on X1, . . . ,Xn, we should have
affine invariance of Tn, i.e.,
Tn(AX1 + b, . . . , AXn + b) = Tn(X1, . . . ,Xn)
for each nonsingular A ∈ Rd×d and b ∈ Rd. Although there are a few attempts to tackle
the problem (1.1) (see [23], [9], [18], [19] and Section 2.1 of [16]), none of the proposed
test statistics is affine invariant. It is the purpose of this paper to revisit the test of
Henze, Klar and Meintanis [12]. This test is affine invariant for the testing problem
(1.1), easy to use, consistent against general alternatives, and it is able to detect
alternatives that approach the hypothesis at the rate n−1/2. We sum up these (and
more) properties in Section 2. In Section 3, we consider a fixed alternative distribution
to H0 and identify a measure of deviation ∆ (say) from symmetry associated with
the test statistic of [12]. Moreover, we prove that the test statistic has a limit normal
distribution. In Section 4, we present a consistent estimator of the variance of this limit
distribution, which yields an asymptotic confidence interval for ∆. Section 5 presents
two examples, whereas Section 6 applies the test to a data set from a health survey of
paint sprayers in a car assembly plant. For the sake of readability, most of the proofs
are deferred to Section 7.
2 The HKM-test
The test of Henze et al. [12] – henceforth termed the HKM-test – rejects H0 for large
values of the test statistic
Tn,a =
∫
Rd
 1√
n
n∑
j=1
sin
(
t⊤Yn,j
)2 exp (−a‖t‖2) dt,
2
where a > 0 is some fixed parameter. Here, ⊤ denotes transposition of vectors and
matrices, ‖ · ‖ is the Euclidean norm in Rd,
Yn,j = S
−1/2
n (Xj −Xn), j = 1, . . . , n, (2.1)
are the scaled residuals of X1, . . . ,Xn, and Xn = n
−1
∑n
j=1Xj , Sn = n
−1
∑n
j=1(Xj −
Xn)(Xj−Xn)⊤ denote the sample mean and the sample covariance matrix ofX1, . . . ,Xn,
respectively. The matrix S
−1/2
n is the unique symmetric square root of S−1n . To ensure
the almost sure invertibility of Sn, we make the basic tacit assumptions that the dis-
tribution of X (henceforth abbreviated by PX) is absolutely continuous with respect
to Lebesgue measure, and that n ≥ d+ 1, see [6].
An alternative representation of Tn,a is
Tn,a =
pid/2
2nad/2
n∑
i,j=1
[
exp
(
− 1
4a
‖Yn,i − Yn,j‖2
)
− exp
(
− 1
4a
‖Yn,i + Yn,j‖2
)]
,
which is amenable to computational purposes. Notice that Tn,a is a function of the
Mahalanobis angles and distances Y ⊤n,iYn,j = (Xi−Xn)⊤S−1n (Xj −Xn), i, j = 1, . . . , n,
and is thus affine invariant (see also Section 2 of [11]). Besides, it is not necessary to
compute the square root of S−1n .
A further representation of Tn,a is
Tn,a =
n(2pi)d
4
∫
Rd
(
f̂n,a(x)− f̂n,a(−x)
)2
dx, (2.2)
where
f̂n,a(x) =
1
n
n∑
j=1
1
(2pia)d/2
exp
(
−‖x− Yn,j‖
2
2a
)
(2.3)
is a nonparametric kernel density estimator of f with Gaussian kernel (2pi)−d/2e−‖x‖
2/2
and bandwidth a.
Some more light on the role of a is cast by the relation
lim
a→∞
96
npid/2
ad/2+3Tn,a = 2bn,1 + 3bn,2. (2.4)
Here, the limit is elementwise on the underlying probability space, and
bn,1 =
1
n2
n∑
i,j=1
(
Y ⊤n,iYn,j
)3
, bn,2 =
1
n2
n∑
i,j=1
Y ⊤n,iYn,j ‖Yn,i‖2 ‖Yn,j‖2
denote empirical multivariate skewness in the sense of Mardia [15] and Mo´ri et al. [17],
respectively. Thus, for large values of a, the test statistic Tn,a, apart from a scaling
factor, is approximately a linear combination of two measures of skewness. In the
univariate case bn,1 and bn,2 coincide, and (2.4) specializes to give
lim
a→∞
96
n
√
pi
a7/2Tn,a = 5
 1
n
n∑
j=1
(
Xj −Xn
sn
)32 ,
where s2n = n
−1
∑n
i=1(Xi −Xn)2.
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If E‖X‖4 <∞, we have
Tn,a
D−→
∫
Rd
W2(t) exp (−a‖t‖2)dt,
under H0, where
D−→ denotes convergence in distribution, and W is some centred
Gaussian process in the Hilbert space L2 = L2
(
R
d,Bd, exp
(
−a ‖t‖2
))
of (equivalence
classes of) measurable functions f : Rd → R that are square integrable with respect to
the measure exp
(
−a ‖t‖2
)
dt.
Under a triangular array Xn,1, . . . ,Xn,n, n ≥ d+1, of row-wise i.i.d. random vectors
with density
fn(x) = f0(x)
(
1 +
h(x)√
n
)
, x ∈ Rd,
where f0 is a density symmetric about 0, and h is a bounded measurable function
satisfying
∫
Rd
h(x)f0(x)dx = 0, we have
Tn,a
D−→
∫
Rd
(W(t) + s(t))2 exp (−a‖t‖2)dt,
where
s(t) =
∫
Rd
[
sin
(
t⊤x
)
− t⊤ψ(t)x
]
h(x)f0(x) dx, ψ(t) =
∫
Rd
cos(t⊤x)f0(x) dx.
Hence, the test has positive asymptotic power against contiguous alternatives that
approach the null hypothesis at the rate n−1/2.
Since both the finite-sample and the limit null distribution of Tn,a depend on the
unknown distribution of X, the test is carried out as permutation test. To this end,
let U1, U2, . . . be a sequence of i.i.d. random variables, independent of X1,X2, . . ., such
that P(Uj = 1) = P(Uj = −1) = 1/2. Conditionally on Yn,j = yj, j = 1, . . . , n, let
Zj = Ujyj, j = 1, . . . , n and put Zn = n
−1
∑n
j=1 Zj . [12] shows that the permutation
statistic
TPn,a =
∫
Rd
(WPn (t))2 exp(−a‖t‖2) dt,
which is based on the so-called permutation process
WPn (t) =
1√
n
n∑
j=1
Uj
{
sin(t⊤yj)−
(
1
n
n∑
k=1
cos(t⊤yk)
)
t⊤yj
}
,
takes the form
TPn,a =
pid/2
2ad/2n
n∑
i,j=1
[(
2 +
‖Zn‖2
2a
−
{
1 +
(Zi − Zj)⊤Zn
2a
}2)
exp
(
−‖Zi − Zj‖
2
4a
)
+
(
‖Zn‖2
2a
−
{
1 +
(Zi + Zj)
⊤Zn
2a
}2)
exp
(
−‖Zi + Zj‖
2
4a
)]
.
Moreover, the limit distribution of TPn,a under H0 is the same as that of Tn,a for almost
all sample sequences X1,X2, . . . . Under a fixed alternative distribution satisfying
4
E‖X‖2 < ∞ (which, in view of affine invariance, is assumed to have zero expectation
and unit covariance matrix), we have
lim
n→∞
P(Tn,a > c
P
n,a(α)) = 1,
where cPn,a(α) denotes the (1−α)-quantile of the distribution of the permutation statis-
tic TPn,a. Since
lim inf
n→∞
Tn,a
n
≥
∫
Rd
(
E[sin(t⊤X)]
)2
exp
(−a‖t‖2) dt (2.5)
almost surely (see display (5.1) of [12]), we have limn→∞ Tn,a = ∞ almost surely if
the distribution of X is not reflected symmetric. In view of the fact that cPn,a(α) is
bounded in probability almost surely, the test based on Tn,a is consistent against any
such alternative distribution.
To carry out the test in practice, one generatesM independent pseudo-random vec-
tors (U1, . . . , Un), where U1, . . . , Un are i.i.d. with a uniform distribution on {−1,+1},
and calculates the corresponding realizations TPn,a(j), 1 ≤ j ≤ M (say), of the per-
mutation statistic TPn,a. The hypothesis H0 is rejected at level α, if the value of Tn,a
exceeds the empirical (1 − α)-quantile of TPn,a(j), 1 ≤ j ≤ M . In Section 5 we used
M = 100000, and the p-values given in Table 3 are based onM = 1000 pseudo-random
vectors.
3 Behavior under fixed alternatives
In this section, we assume that E‖X‖4 < ∞ and that the distribution of X is not
symmetric. In view of affine invariance we further assume without loss of generality
that E[X] = 0 and E[XX⊤] = Id, where Id stands for the unit matrix of order d. In
what follows,
R(t) = E
[
cos(t⊤X)
]
, I(t) = E
[
sin(t⊤X)
]
, t ∈ Rd, (3.1)
denote the real and the imaginary part of the characteristic function of X, respectively.
The first result shows that the almost sure lower bound of Tn,a/n figuring in (2.5)
is the stochastic limit of Tn,a/n.
Theorem 3.1. We have
Tn,a
n
P−→ ∆,
where
∆ =
∫
Rd
I(t)2 exp
(−a‖t‖2) dt. (3.2)
Interestingly, there is an alternative expression for the measure of distance ∆ from
symmetry figuring in (3.2).
Theorem 3.2. We have
∆ =
1
4ad
∫
Rd
(
E
[
exp
(
−‖x−X‖
2
2a
)
− exp
(
−‖ − x−X‖
2
2a
)])2
dx. (3.3)
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To state a result on the limit distribution of Tn,a under fixed alternatives, it will be
convenient to introduce the Rd-valued functions
C(t) = E
[
X cos
(
t⊤X
)]
, S(t) = E
[
X sin
(
t⊤X
)]
t ∈ Rd. (3.4)
Theorem 3.3. Under the assumptions stated at the beginning of this section, we have
√
n
(
Tn,a
n
−∆
)
D−→ N (0, σ2) ,
where
σ2 = 4
∫
Rd
∫
Rd
K(s, t) I(s)I(t) exp
(−a(‖s‖2 + ‖t‖2)) dsdt (3.5)
and
K(s, t) = E
[
sin
(
s⊤X
)
sin
(
t⊤X
)]
− I(s)I(t)− R(t)t⊤S(s)− R(s)s⊤S(t)
+R(s)R(t)s⊤t− 1
2
t⊤E
[
sin
(
s⊤X
)
XX⊤
]
C(t) +
1
2
I(s)t⊤C(t)
−1
2
s⊤E
[
sin
(
t⊤X
)
XX⊤
]
C(s) +
1
2
I(t)s⊤C(s)
+
1
2
s⊤R(s)E
[
Xt⊤XX⊤
]
C(t) +
1
2
t⊤R(t)E
[
Xs⊤XX⊤
]
C(s)
+
1
4
{
C(s)⊤E
[
XX⊤st⊤XX⊤
]
C(t)− s⊤C(s)t⊤C(t)
}
, s, t ∈ Rd.
Proof. We use Theorem 1 of [2], with I(t) corresponding to z(t) in that paper.
Putting
Wn(t) :=
1√
n
n∑
j=1
(
sin
(
t⊤Yn,j
)
− I(t)
)
, t ∈ Rd,
we will show that Wn(·) D−→ W (·) in L2, where W (·) is a centred Gaussian random
element of L2 having covariance kernel K(s, t) figuring in the statement of Theorem
3.3. Denoting by 〈·, ·〉 the inner product in L2 and observing that, with I(·) defined in
(3.1),
√
n
(
Tn,a
n
−∆
)
= 2〈Wn, I〉+ 1√
n
‖Wn‖2L2 ,
the continuous mapping theorem yields 〈Wn, I〉 D−→ 〈W, I〉 as well as ‖Wn‖2L2
D−→
‖W‖2L2 , whence √
n
(
Tn,a
n
−∆
)
D−→ 2〈W, I〉.
The distribution of 2〈W, I〉 is the required normal distribution N(0, σ2). The proof of
Wn(·) D−→ W (·) will only be sketched since it closely parallels the proof of Theorem
3.1 of [12]. Let
W n(t) :=
1√
n
n∑
j=1
(
sin
(
t⊤Xj
)
+ t⊤∆n,j cos(t
⊤Xj)− I(t)
)
,
W ∗n(t) :=
1√
n
n∑
j=1
(
sin
(
t⊤Xj
)
− I(t)− t⊤R(t)Xj − 1
2
t⊤
(
XjX
⊤
j − Id
)
C(t)
)
,
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where ∆n,j is given in (7.2). Since Wn = (Wn −Wn) + (W n −W ∗n) +W ∗n , the main
steps of the proof are to show
∥∥Wn −Wn∥∥L2 = oP(1), ∥∥Wn −W ∗n∥∥L2 = oP(1) and
W ∗n
D−→ W in L2. The details are omitted. Notice that the convergence W ∗n D−→ W
follows from the Lindeberg–Le´vy type central limit theorem in separable Hilbert spaces
(see, e.g., [4]) since the summands comprising W ∗n are i.i.d. centred random elements
of L2.
4 Estimation of σ2
Theorem 3.3 paves the way to an asymptotic confidence interval for ∆ provided that
a consistent estimator σ̂2n = σ̂
2
n(X1, . . . ,Xn) of the variance σ
2 figuring in (3.5) is
available. Since Theorem 3.3 requires E(X) = 0 and E(XX⊤) = Id, we base such an
estimator on the empirically standardized data defined in (2.1), where we put Yj = Yn,j
for the sake of brevity in what follows. Moreover, let w(s, t) = exp
(−a(‖s‖2 + ‖t‖2)).
Such an estimator is
σ̂2n = 4
∫
Rd
∫
Rd
Kn(s, t) In(s)In(t)w(s, t) dsdt. (4.1)
Here, Kn(s, t) is the empirical version of K(s, t) figuring in the statement of Theorem
3.3. This version originates from K(s, t) by replacing the functions R(·), I(·), C(·) and
S(·) defined in (3.1) and (3.4) with their respective empirical counterparts
Rn(t) =
1
n
n∑
j=1
cos
(
t⊤Yj
)
, In(t) =
1
n
n∑
j=1
sin
(
t⊤Yj
)
,
Cn(t) =
1
n
n∑
j=1
Yj cos
(
t⊤Yj
)
, Sn(t) =
1
n
n∑
j=1
Yj sin
(
t⊤Yj
)
, t ∈ Rd,
and doing the same with each of the five explicitly designated expectations figuring in
the definition of K(s, t). Thus, for example, E
[
sin
(
s⊤X
)
sin
(
t⊤X
)]
is replaced with
n−1
∑n
j=1 sin(s
⊤Yj) sin(t
⊤Yj) etc. To give an expression of σ̂
2
n that does not involve
any integration an is thus amenable to computational purposes, we put
ρ1(u, v) :=
∫
Rd
sin(u⊤t) sin(v⊤t) exp(−a‖t‖2) dt,
ρ2(u, v) :=
∫
Rd
t cos(u⊤t) sin(v⊤t) exp(−a‖t‖2) dt, u, v ∈ Rd.
These integrals can be evaluated to give
ρ1(u, v) =
1
2
(pi
a
)d/2(
exp
(
−‖u− v‖
2
4a
)
− exp
(
−‖u+ v‖
2
4a
))
,
ρ2(u, v) =
1
4a
(pi
a
)d/2(
(v − u) exp
(
−‖v − u‖
2
4a
)
+ (v + u) exp
(
−‖v + u‖
2
4a
))
.
Notice that the function ρ2 takes values in R
d. Letting
Vn,r :=
1
n2
n∑
i,j=1
ρr(Yi, Yj), V n,r(y) :=
1
n
n∑
ℓ=1
ρr(y, Yℓ), y ∈ Rd, r ∈ {1, 2},
Σn :=
1
n2
n∑
i,k=1
ρ1(Yi, Yk)YiY
⊤
i , Γn :=
1
n2
n∑
i,ℓ=1
ρ2(Yi, Yℓ)Y
⊤
i ,
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a computationally feasible expression for σ̂2n is given as follows.
Proposition 4.1. We have
σ̂2n =
4
n
n∑
j=1
V n,1(Yj)
2 − 4V 2n,1 − 8
1
n
n∑
j=1
V n,1(Yj)Yj
⊤Vn,2 + 4∥∥Vn,2∥∥2
−4 tr
Σn
 1
n
n∑
j=1
V n,2(Yj)Y
⊤
j
+ 4Vn,1 1
n
n∑
j=1
Y ⊤j V n,2(Yj)
+4V ⊤n,2
 1
n2
n∑
j,k=1
YjY
⊤
j YkY
⊤
j V n,2(Yk)

+
1
n
n∑
j=1
(
Y ⊤j ΓnYj
)2
−
(
1
n
n∑
i=1
Y ⊤i V n,2(Yi)
)2
.
The next result shows that σ̂2n defined in (4.1) is a consistent estimator of σ
2 defined
in (4.1).
Theorem 4.2. Under the standing assumptions, we have
σ̂2n
P−→ σ2.
The proof is extremely tedious but in principle straightforward. A similar problem
was encountered in [8] in the context of estimating the variance of the limit normal
distribution of the BHEP test for multivariate normality under a fixed alternative
distribution. Details are given in Section 7.
5 Example
Suppose that PX is the normal mixture
X
D
= TY1 + (1− T )Y2,
where T, Y1, Y2 are independent, P(T = 1) = p = 1 − P(T = 0), 0 ≤ p < 1, Y1 D=
N(e1, Id − p1−pe1e⊤1 ) and Y2
D
= N(−p/(1− p)e1, Id − p1−pe1e⊤1 ), where e1 = (1, 0, . . . , 0)⊤
is the first canonical unit vector in Rd. In view of T 2 = T and independence, we have
E(X) = E(T )E(Y1) + (1− E(T ))E(Y2) = 0,
E(XX⊤) = E(T )E(Y1Y
⊤
1 ) + (1− E(T ))E(Y2Y ⊤2 ) = Id.
The addition Theorem for the sine function gives
sin(t⊤X)
D
= sin(T t⊤Y1) cos((1− T )t⊤Y2) + cos(T t⊤Y1) sin((1− T )t⊤Y2),
and conditioning on T it follows that
I(t) = E[sin(t⊤X)] = pE[sin(t⊤Y1)] + (1− p)E[sin(t⊤Y2)].
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Writing t = (t1, . . . , td)
⊤, we have
t⊤Y1
D
= N
(
t1, ‖t‖2 +
(
1− 2p
1− p − 1
)
t21
)
,
t⊤Y2
D
= N
(
−pt1/(1 − p), ‖t‖2 +
(
1− 2p
1− p − 1
)
t21
)
.
Since the characteristic function of the normal distribution N(µ, σ2) is exp(iξµ −
σ2ξ2/2), ξ ∈ R, it follows that
I(t) = exp
−‖t‖2 +
(
1−2p
1−p − 1
)
t21
2
(p sin t1 − (1− p) sin( pt1
1− p
))
.
Thus
∆ = p2
∫
Rd
sin2(t1) exp
(
−(1 + a)‖t‖2 −
(
1− 2p
1− p − 1
)
t21
)
dt
+(1− p)2
∫
Rd
sin2
(
pt1
1− p
)
exp
(
−(1 + a)‖t‖2 −
(
1− 2p
1− p − 1
)
t21
)
dt
−2p(1− p)
∫
Rd
sin(t1) sin
(
pt1
1− p
)
exp
(
−(1 + a)‖t‖2 −
(
1− 2p
1− p − 1
)
t21
)
dt.
Since
∫∞
−∞ exp(−(1 + a)ξ2) dξ =
√
pi/(1 + a), the computation of ∆ boils down to the
calculation of integrals of the type∫ ∞
−∞
sin(αξ) sin(βξ) exp(−γξ2)dξ =
√
pi
2
√
γ
(
exp
(
−(α− β)
2
4γ
)
− exp
(
−(α+ β)
2
4γ
))
,
where α, β ∈ R and γ > 0. After tedious but straightforward calculations, one obtains
∆ =
(
pi
a+ 1
)(d−1)/2√ pi
γa
[
p2
2
(
1− exp
(
− 1
γa
))
+
(1− p)2
2
(
1− exp
(
− p
2
(1− p)2γa
))
= −p(1− p)
(
exp
(
− (1− 2p)
2
4(1− p)2γa
)
− exp
(
− 1
4(1− p)2γa
))]
,
where γa = a+ (1− 2p)/(1 − p).
Using the above normal mixture with p = 0.25 and p = 0.4 in the case d = 1, we
investigated whether the estimator Tn,a/n of ∆ is useful for practical purposes. Since
the normal mixture exhibits fairly weak asymmetry, we studied the performance of
Tn,a/n also on centered Exp(1) distributed samples, which represent a much stronger
degree of asymmetry. To obtain a reasonable conclusion, we computed the underlying
values of ∆ and σ2 for the latter distribution by means of numerical integration.
Regarding the choice of the parameter a, note that small values of a implicate bigger
values for both ∆ and Tn,a/n, and likewise for σ
2 and σ̂2n. To bypass computational
inaccuracies and to avoid negative values of σ̂2n that sometimes show up in small sample
sizes, we used mainly small values for a, which seems to have no disadvantages at all.
Nevertheless, the qualitative behavior of the estimates is similar if the sample size is big
enough. To see the effect of a, the outcome of the simulation study is displayed in Table
1 for the case a = 0.01 and in Table 2 for the case a = 0.1. In these tables, the normal
mixtures with p = 0.25 and p = 0.4 are denoted by N1 and N2, respectively, and the
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centered standard exponential distribution is denoted by E. For each combination of
the sample size n, the parameter a and the underlying distribution, we performed 1000
simulations and computed the sample mean of Tn,a/n (denoted by ∅Tn,a/n) and the
sample variance σ̂2n (denoted by ∅σ̂
2
n) as estimates of ∆ and σ
2, respectively. Thereby
we calculated an approximation for the 95% confidence interval and observed how
often the interval contained ∆. The average number per 100 samples can be seen in
the columns called ”estimated α”. Furthermore, we noted the total number of negative
estimates for σ2 as ”σ̂2n < 0” and the relative mean squared error of Tn,a/n, i.e.
1
1000
∑1000
j=1 (
Tn
n −∆)
∆
,
as ”relative MSE”. In Table 1, the true values of ∆ are ∆ = 0.01039 for N1, ∆ =
0.05062 for N2 and ∆ = 0.55771 for E. Furthermore, the value of σ2 is 3.0409 for the
distribution E.
n ∅Tn,a/n ∅σ̂
2
n σ̂
2
n < 0 estimated α relative MSE
N1 40 0.1945 1.4770 1 93.7 4.3572
80 0.1022 0.6431 1 96.6 1.0978
100 0.0846 0.4946 0 96.3 0.7377
250 0.0391 0.1986 0 97.9 0.1221
500 0.0240 0.1211 0 98.0 0.0344
N2 40 0.2355 1.9090 1 97.0 1.0283
80 0.1465 1.0602 0 98.4 0.3180
100 0.1300 0.9362 0 98.2 0.2428
250 0.0798 0.6020 0 97.7 0.0579
500 0.0641 0.5073 0 95.9 0.0218
E 40 0.7120 6.2629 0 98.4 0.2087
80 0.6442 5.1665 0 97.2 0.1095
100 0.6244 4.9267 0 97.7 0.0771
250 0.5866 4.5024 0 97.2 0.0288
500 0.5726 4.3538 0 96.8 0.0134
Table 1: Estimated values based on 1000 samples of the distributions N1, N2 and E,
a = 0.01.
In Table 2, the true values of ∆ are ∆ = 0.00713 for N1, ∆ = 0.02889 for N2
and ∆ = 0.29080 for the centered standard exponential distribution E. For the latter
distribution, the value of σ2 is σ2 = 0.8875.
As each table indicates, the desired properties can also be seen in practical ap-
plications. Even for small sample sizes the computed intervals maintain the nominal
level, and the estimator Tn,a/n quantifies the departure from symmetry for fixed a.
Furthermore, the relative mean squared error decreases drastically as the sample size
increases.
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n ∅Tn,a/n ∅σ̂
2
n σ̂
2
n < 0 estimated α relative MSE
N1 40 0.0436 0.1452 14 95.6 0.4535
80 0.0240 0.0800 6 98.0 0.1104
100 0.0220 0.0733 3 98.0 0.0895
250 0.0130 0.0422 2 95.3 0.0213
500 0.0100 0.0327 1 91.5 0.0087
N2 40 0.0614 0.2721 24 95.0 0.1897
80 0.0488 0.2086 11 92.1 0.0791
100 0.0475 0.2066 3 91.9 0.0694
250 0.0344 0.1554 1 92.1 0.0188
500 0.0321 0.1491 0 93.2 0.0153
E 40 0.3052 0.9429 1 91.9 0.0190
80 0.3026 0.9135 0 94.0 0.0113
100 0.2994 0.9028 0 94.7 0.0084
250 0.2949 0.8679 0 95.5 0.0033
500 0.0294 0.8541 0 95.2 0.0017
Table 2: Estimated values based on 1000 samples of the distributions N1, N2 and E,
a = 0.1.
6 A real data example
We consider a data set that originated from a health survey of paint sprayers in a car
assembly plant. This data set, which is given in [21], contains 103 observations, each
consisting of 6 variates, namely:
1. haemoglobin concentration,
2. PCV packed cell volume,
3. white blood cell count,
4. lymphocyte count,
5. neutrophil count,
6. serum lead concentration.
As is a common procedure for haematological data (see e.g., [21]), we applied a
logarithmic transformation to each of the variates 3. - 6., since these exhibit skewed
distributions. Royston [21] first investigated whether the transformed data arises from
a normal distribution. Since three observations seem to be outliers, they were removed.
By applying a multivariate generalization of the Shapiro–Wilk test for univariate nor-
mality, Royston deduced that the 6-dimensional data showed significant departures
from normality, although such a conclusion could not be drawn for any of the bivariate
marginal distributions.
From an application of a covariance-matrix based Wald-test to the transformed full
data set, Schott [22] arrived at the same result. Since a test for elliptical symmetry,
applied to the same data set, gave a p-value of 0.11, Schott argued that it is not
unreasonable to assume that the sample originates from an elliptical distribution.
Using a Chi-square type statistic for testing for elliptical symmetry, Batsidis et
al. [3] even obtained a p-value larger than 0.9 and thus did not find any evidence
for rejecting the hypothesis of elliptical symmetry. The latter findings are in stark
contrast to the results that originate when applying the HKM-test to the full data set.
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Fig.1: Scatterplots haemoglobin concentration - neutrophil count (left)
and PCV packed cell volume - serum lead concentration (right)
Astonishingly, the test rejected the hypothesis of central symmetry with a p-value of
7 · 10−5 using a = 1. Taking a = 0.5, a = 2 and a = 4 leads to p-values of a similar
magnitude. Since central symmetry is a necessary condition for elliptical symmetry,
we can also strongly reject the hypothesis of elliptical symmetry of the 6-variate full
data set.
To investigate whether the declared outliers are responsible for rejecting symmetry,
we removed these outliers (observations 21, 47 and 52 in the data set given in [21])
and applied the HKM-test. Again taking a = 0.5, a = 1, a = 2 and a = 4, we
obtained p-values of magnitude 10−3. Consequently, also the remaining data exhibit
strong asymmetry.
We finally addressed the question whether any bivariate combination of the 6-
dimensional logarithmically transformed data (without outliers) is compatible with
the hypothesis of reflected symmetry. Looking at the two plots in Figure 1, both
combinations seem to be equally symmetric or rather skew. However taking a = 1 we
obtained the p-values given in Table 3. Apparently, the desired 5% level of significance
is only exeeded for the combinations ‘haemoglobin concentration - white blood cell
count’ and ‘haemoglobin concentration - neutrophil count’. Consequently there is no
evidence of departure from symmetry for the right-hand combination in Figure 1,
whereas the left-hand one is certainly skew.
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p.c.v. w.b.c. count l. count n. count s.l. con.
haem. con. 0.158 0.027 0.227 0.028 0.111
p.c.v. 0.252 0.694 0.531 0.699
w.b.c. count 0.164 0.076 0.286
l. count 0.732 0.381
n. count 0.645
Table 3: p-values of the bivariate HKM-test with parameter a = 1
7 Proofs
Proof of Theorem 3.1. Putting
T˜n,a =
∫
Rd
 1√
n
n∑
j=1
sin
(
t⊤Xj
)2 exp (−a‖t‖2) dt,
we have
T˜n,a
n
=
∥∥∥∥∥∥ 1n
n∑
j=1
sin
(
•⊤Xj
)∥∥∥∥∥∥
2
L2
,
where ‖ · ‖L2 denotes the norm in L2. The strong law of large numbers in Banach
spaces yields
lim
n→∞
∥∥∥∥∥∥ 1n
n∑
j=1
sin
(
•⊤Xj
)
− E
[
sin
(
•⊤X
)]∥∥∥∥∥∥
2
L2
= 0
P-almost surely, whence
lim
n→∞
T˜n,a
n
= ∆ (7.1)
P-almost surely. Since∣∣∣∣∣∣ 1n
n∑
j=1
sin
(
t⊤Xj
)
+
1
n
n∑
j=1
sin
(
t⊤Yn,j
)∣∣∣∣∣∣ ≤ 2,
it follows that
|T˜n,a − Tn,a|
n
≤ 2
∫
Rd
∣∣∣∣∣∣ 1n
n∑
j=1
sin
(
t⊤Xj
)
− 1
n
n∑
j=1
sin
(
t⊤Yn,j
)∣∣∣∣∣∣ exp (−a‖t‖2) dt.
Putting
∆n,j = Yn,j −Xj = S−1/2n (Xj −Xn)−Xj , (7.2)
the inequalities | sin a− sin b| ≤ |a− b| and |t⊤z| ≤ ‖t‖ · ‖z‖ give
|T˜n,a − Tn,a|
n
≤ 2
 1
n
n∑
j=1
‖∆n,j‖
∫
Rd
‖t‖ exp(−a‖t‖2) dt.
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Writing tr(A) for the trace of a square matrix A, we have
1√
n
n∑
j=1
‖∆n,j‖2 =
√
n tr
(S−1/2n − Id)2 1n
n∑
j=1
XjX
⊤
j

−2X⊤nS−1/2n
√
n(S−1/2n − Id)Xn +
√
nX
⊤
nS
−1
n Xn
and
√
n(S−1/2n − Id) = −
1
2
√
n
n∑
j=1
(XjX
⊤
j − Id) +OP(n−1/2),
see p. 9 of [10]. Since E‖X‖4 <∞ implies √n(S−1/2n − Id) = OP(1), it follows that
1√
n
n∑
j=1
‖∆n,j‖2 = oP(1). (7.3)
In view of (7.1) and the Cauchy-Schwarz estimate
1
n
n∑
j=1
‖∆n,j‖ ≤
 1
n
n∑
j=1
‖∆n,j‖2
1/2 ,
we have
1
n
n∑
j=1
‖∆n,j‖ = oP(1), (7.4)
and the proof is completed.
Proof of Theorem 3.2. Denote the right-hand side of (3.3) by ∆˜. From (2.2)
we have
Tn,a
n
=
(2pi)d
4
∫
Rd
(
f̂n,a(x)− f̂n,a(−x)
)2
dx.
We show limn→∞ E[Tn,a/n] = ∆˜ and limn→∞V(Tn,a/n) = 0. Since a constant stochas-
tic limit is uniquely determined, the assertion follows. Fubini’s theorem gives
E
[
Tn,a
n
]
=
(2pi)d
4
∫
Rd
E
[(
f̂n,a(x)− f̂n,a(−x)
)2]
dx.
Using (2.3) and expanding the round bracket, we obtain
f̂n,a(x)
2 =
1
(2pia)d
1
n2
n∑
i,j=1
exp
(
−‖x− Yn,i‖
2
2a
)
exp
(
−‖x− Yn,j‖
2
2a
)
.
Taking expectations, symmetry arguments, the inequality exp(−ξ) ≤ 1, ξ ≥ 0, almost
sure convergence of Yn,j to Xj for fixed j, dominated convergence and independence
yield
lim
n→∞
E
[
f̂n,a(x)
2
]
=
1
(2pia)d
E
[
exp
(
−‖x−X‖
2
2a
)]2
.
The other terms are treated similarly, and thus limn→∞ E[Tn,a/n] = ∆˜. To prove
limn→∞ V(Tn,a/n) = 0, start with(
Tn,a
n
)2
=
∫
Rd
∫
Rd
(
f̂n,a(x)− f̂n,a(−x)
)2 (
f̂n,a(y)− f̂n,a(−y)
)2
dxdy
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and use the techniques indicated above to show that limn→∞ E[(Tn,a/n)
2] = ∆˜2. Hence
limn→∞V(Tn,a/n) = 0, and the assertion follows.
Proof of Proposition 4.1. Starting with (4.1), the proof follows from straight-
forward but tedious calculations and symmetry arguments using∫∫
1
n
∑
j
sin(s⊤Yj) sin(t
⊤Yj) In(s)In(t)w(s, t) dsdt =
1
n3
∑
j,k,ℓ
ρ1(Yj , Yk)ρ1(Yj , Yℓ)
=
1
n
∑
j
V n,1(Yj)
2,
∫∫
I2n(s)I
2
n(t)w(s, t) dsdt =
 1
n2
∑
j,k
ρ1(Yj , Yk)
2 = V 2n,1,
∫∫
Rn(t)t
⊤Sn(s)In(s)In(t)w(s, t) dsdt =
 1
n2
∑
j,k
ρ1(Yj, Yk)Yj
⊤1
n2
∑
i,ℓ
ρ2(Yi, Yℓ)

=
1
n
∑
j
V n,1(Yj)Yj
⊤Vn,2,
∫∫
Rn(s)Rn(t)s
⊤t In(s)In(t)w(s, t) dsdt =
∥∥∥ 1
n2
∑
i,k
ρ2(Yi, Yk)
∥∥∥2 = ‖Vn,2‖2,
∫∫
t⊤
1
n
∑
i
sin(s⊤Yi)YiY
⊤
i Cn(t)In(s)In(t)w(s, t) dsdt
=
1
n4
∑
i,j,k,ℓ
ρ1(Yi, Yk)Y
⊤
i YjY
⊤
i ρ2(Yj, Yℓ) = tr
Σn
 1
n
∑
j
V n,2(Yj)Y
⊤
j
 ,
∫∫
In(s)t
⊤Cn(t)In(s)In(t)w(s, t) dsdt =
 1
n2
∑
i,k
ρ1(Yi, Yk)
 1
n2
∑
j,ℓ
Y ⊤j ρ2(Yj, Yℓ)

= Vn,1
1
n
∑
j
Y ⊤j V n,2(Yj),
∫∫
s⊤Rn(s)
1
n
∑
j
Yjt
⊤YjY
⊤
j Cn(t)In(s)In(t)w(s, t) dsdt
=
 1
n2
∑
i,ℓ
ρ2(Yi, Yℓ)
⊤ 1
n3
∑
j,k,m
YjY
⊤
j YkY
⊤
j ρ2(Yk, Ym)

= V ⊤n,2
 1
n2
∑
j,k
YjY
⊤
j YkY
⊤
j V n,2(Yk)
 ,
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∫∫
Cn(s)
⊤ 1
n
∑
j
YjY
⊤
j st
⊤YjY
⊤
j Cn(t) In(s)In(t)w(s, t) dsdt =
1
n
∑
j
(
Y ⊤j ΓnYj
)2
,
and
∫∫
s⊤Cn(s)t
⊤Cn(t) In(s)In(t)w(s, t) dsdt =
 1
n2
∑
i,k
Y ⊤i ρ2(Yi, Yk)
2 .
Here, summation is from 1 to n for each of the indices, and each integral is over Rd.
Proof of Theorem 4.2. The first observation is the following: Put
σ̂2n,0 = 4
∫
Rd
∫
Rd
K0n(s, t) I
0
n(s)I
0
n(t)w(s, t) dsdt,
where K0n(s, t) originates from K(s, t) by replacing the functions R(·), I(·), C(·) and
S(·) with their respective ’estimator-free’ empirical counterparts
R0n(t) =
1
n
n∑
j=1
cos
(
t⊤Xj
)
, I0n(t) =
1
n
n∑
j=1
sin
(
t⊤Xj
)
,
C0n(t) =
1
n
n∑
j=1
Xj cos
(
t⊤Xj
)
, S0n(t) =
1
n
n∑
j=1
Xj sin
(
t⊤Xj
)
, t ∈ Rd,
and do the same with each of the five explicitly designated expectations figuring in the
definition ofK(s, t). Hence E
[
sin
(
s⊤X
)
sin
(
t⊤X
)]
is replaced with n−1
∑n
j=1sin(s
⊤Xj)
sin(t⊤Xj) etc. It is then straightforward to see that
σ̂2n,0
P−→ σ2. (7.5)
For example, apart from the factor 4, the contribution of the first summand of the
representation of K(s, t) to σ2 is
J :=
∫∫
E
[
sin(s⊤X) sin(t⊤X)
]
I(s)I(t)w(s, t) dsdt
(say). For the empirical version
Jn =
∫∫
1
n
∑
i
sin(s⊤Xi) sin(t
⊤Xi) I
0
n(s)I
0
n(t)w(s, t) dsdt
(say), Fubini’s theorem gives
E(Jn) =
1
n3
∑
i,j,k
∫∫
E
[
sin(s⊤Xi) sin(t
⊤Xi) sin(s
⊤Xj) sin(t
⊤Xk)
]
w(s, t) dsdt.
If all indices are different, then, by symmetry and independence, the expectation be-
neath the integral sign is E[sin(s⊤X) sin(t⊤X)]I(s)I(t). Since the case that at least two
of the three indices coincide is asymptotically negligible, we have limn→∞ E(Jn) = J .
Likewise, limn→∞V(Jn) = 0 and thus Jn
P−→ J . Since the other terms can be treated
similarly, (7.5) follows.
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The much more difficult part of the proof is to show
σ̂2n − σ̂2n,0 P−→ 0. (7.6)
In view of the definitions of σ̂2n and σ̂
2
n,0, this boils down to prove∫∫ (
Kn(s, t)In(s)In(s)−K0n(s, t)I0n(s)I0n(s)
)
w(s, t) dsdt
P−→ 0.
To this end, we have to consider each term of the various summands comprisingKn(s, t)
and compare this with the corresponding term in K0n(s, t). As an example, we choose
the empirical versions of the first summand of K(s, t) that involves moments of X
which, apart form the minus sign and the factor 1/2, is t⊤E[sin(s⊤X)XX⊤]. Putting
Ln(s, t) = t
⊤ 1
n4
∑
j,k,ℓ,m
sin(s⊤Yj)YjY
⊤
j Yk cos(t
⊤Yk) sin(s
⊤Yℓ) sin(t
⊤Ym),
L0n(s, t) = t
⊤ 1
n4
∑
j,k,ℓ,m
sin(s⊤Xj)XjX
⊤
j Xk cos(t
⊤Xk) sin(s
⊤Xℓ) sin(t
⊤Xm),
we have to prove ∫∫ (
Ln(s, t)− L0n(s, t)
)
w(s, t) dsdt
P−→ 0.
Notice that ∫∫
Ln(s, t)w(s, t) dsdt =
1
n4
∑
j,k,ℓ,m
D(Yj , Yℓ)E(Yj , Yk, Ym),
where
D(Yj, Yℓ) =
∫
sin(t⊤Yj) sin(s
⊤Yℓ) exp(−a‖s‖2) ds,
E(Yj , Yk, Ym) =
∫
t⊤YjY
⊤
j Yk cos(t
⊤Yk) sin(t
⊤Ym) exp(−a‖t‖2) dt.
Likewise, ∫∫
L0n(s, t)w(s, t) dsdt =
1
n4
∑
j,k,ℓ,m
D(Xj ,Xℓ)E(Xj ,Xk,Xm),
where
D(Xj ,Xℓ) =
∫
sin(t⊤Xj) sin(s
⊤Xℓ) exp(−a‖s‖2) ds,
E(Xj ,Xk,Xm) =
∫
t⊤XjX
⊤
j Xk cos(t
⊤Xk) sin(t
⊤Xm) exp(−a‖t‖2) dt.
It follows that ∫∫ (
Ln(s, t)− L0n(s, t)
)
w(s, t) dsdt = Kn,1 +Kn,2,
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where
Kn,1 =
1
n4
∑
j,k,ℓ,m
(
E(Yj , Yk, Ym)− E(Xj ,Xk,Xm)
)
D(Yj, Yℓ),
Kn,2 =
1
n4
∑
j,k,ℓ,m
E(Xj ,Xk,Xm)
(
D(Yj , Yℓ)−D(Xj ,Xℓ)
)
.
We first prove Kn,2
P−→ 0. Putting
cν :=
∫
‖t‖ν exp(−a‖t‖2) dt, ν ∈ {1, 2},
the fact that | cos(t⊤Xk) sin(t⊤Xm)| ≤ 1 and the Cauchy-Schwarz inequality yield
|E(Xj ,Xk,Xm)| ≤ c1 ‖Xj‖2 ‖Xk‖.
Since sin(t⊤Yj) = sin(t
⊤Xj) + ξjt
⊤∆j , where |ξj| ≤ 1 (and likewise for sin(t⊤Yℓ)), the
Cauchy-Schwarz inequality gives
|D(Yj , Yℓ)−D(Xj ,Xℓ)| ≤
∫ (‖t‖(‖∆j‖+ ‖∆ℓ‖) + ‖t‖2‖∆j‖‖∆ℓ‖)e−a‖t‖2dt
= c1 (‖∆j‖+ ‖∆ℓ‖) + c2‖∆j‖‖∆ℓ‖.
We therefore have
|Kn,2| ≤ 1
n4
∑
j,k,ℓ,m
c1‖Xj‖2‖Xk‖
(
c1(‖∆j‖+ ‖∆ℓ‖) + c2‖∆j‖‖∆ℓ‖
)
.
Since n−1
∑n
j=1 ‖Xj‖ν = OP(1) if ν ∈ {1, 2, 3, 4} (recall the assumption E‖X‖4 < ∞)
and
1
n
n∑
j=1
‖Xj‖2‖∆j‖ ≤
 1
n
n∑
j=1
‖Xj‖4 · 1
n
n∑
j=1
‖∆j‖2
1/2 ,
Kn,2
P−→ 0 follows from (7.3) and (7.4).
As for Kn,1, first notice that |D(Yj, Yℓ)| ≤ c1 and thus
|Kn,1| ≤ c1
n4
∑
j,k,ℓ,m
|E(Yj , Yk, Ym)− E(Xj ,Xk,Xm)|.
Next, we have
YjY
⊤
j Yk = XjX
⊤
j Xk + ∆˜j,k,
where
∆˜j,k = Xj∆
⊤
j Xk+XjX
⊤
j ∆k+Xj∆
⊤
j ∆k+∆jX
⊤
j Xk+∆j∆
⊤
j Xk+∆jX
⊤
j ∆k+∆j∆
⊤
j ∆k.
Therefore,
E(Yj , Yk, Ym)− E(Xj ,Xk,Xm)
=
∫
t⊤XjX
⊤
j Xk
(
cos(t⊤Yk) sin(t
⊤Ym)− cos(t⊤Xk) sin(t⊤Xm)
)
e−a‖t‖
2
dt (7.7)
+
∫
t⊤∆˜j,k cos(t
⊤Yk) sin(t
⊤Ym)e
−a‖t‖2dt.
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Since
‖∆˜j,k‖ ≤ ‖Xj‖‖∆j‖‖Xk‖+ ‖Xj‖2‖∆k‖+ ‖Xj‖‖∆j‖∆k‖+ ‖∆j‖‖Xj‖‖Xk‖
+‖∆j‖2‖Xk‖+ ‖∆j‖‖Xj‖‖∆k‖+ ‖∆j‖2‖∆k‖,
the inequality | cos(t⊤Yk) sin(t⊤Ym)| ≤ 1 and the same reasoning as above show that
1
n4
∑
j,k,ℓ,m
∣∣∣∣ ∫ t⊤∆˜j,k cos(t⊤Yk) sin(t⊤Ym)e−a‖t‖2dt∣∣∣∣ = oP(1).
Regarding the term figuring in (7.7), we have
| cos(t⊤Yk) sin(t⊤Ym)− cos(t⊤Xk) sin(t⊤Xm)| ≤ ‖t‖(‖∆k‖+ ‖∆m‖) + ‖t‖2‖∆k‖‖∆m‖,
and it follows by the same reasoning as above that
1
n4
∑
j,k,ℓ,m
∣∣∣∣ ∫ t⊤XjX⊤j Xk(cos(t⊤Yk) sin(t⊤Ym)−cos(t⊤Xk) sin(t⊤Xm))e−a‖t‖2dt∣∣∣∣ = oP(1).
Consequently, Kn,1 = oP(1). Since all the other summands comprising Kn and K
0
n can
be tackled in the same way, (7.6) follows.
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