Abstract: A nonlocal convection-diffusion model is introduced for the master equation of Markov jump processes in bounded domains. With minimal assumptions on the model parameters, the nonlocal steady and unsteady state master equations are shown to be well-posed in a weak sense. Then the nonlocal operator is shown to be the generator of finite-range nonsymmetric jump processes and, when certain conditions on the model parameters hold, the generators of finite and infinite activity Lévy and Lévy-type jump processes are shown to be special instances of the nonlocal operator.
Introduction
This work is motivated by nonsymmetric jump processes of finite range; a general model for their description is a nonlocal convection-diffusion equation introduced in [21] and further analyzed in [19, 39, 40] . This paper extends the results of [19] to infinite activity processes and to a broader class of jump processes; moreover, it studies both the steady and unsteady state equations in bounded domains.
Convection-anomalous diffusion problems are often modeled through a nonlocal diffusion operator, e.g., a fractional Laplacian term, added to a local convection term involving standard differential operators. In the stochastic process community, such models are referred to as diffusion processes with (deterministic) drift. In this work, we treat nonlocal convection combined with nonlocal diffusion models. The main contribution is the analysis of a general class of nonlocal convection-diffusion problems. With minimal assumptions on the parameters, we prove that the nonlocal equations are well-posed, generalizing the results in [19] to singular and not necessarily positive kernels. The case of negative kernel functions has no link with stochastic processes; see [34] where a class of sign-changing kernels is analyzed. We also provide the basis for the analysis of a large class of stochastic processes confined to bounded domains; in fact, we show that for non-negative kernel functions the convection-diffusion operator is the generator of a Markov jump process and that the corresponding master equation has a unique solution.
Standard probabilistic methods analyze the strong form of the equations governing the process; instead, we treat an associated variational problem. To the best of our knowledge, the use of variational methods is a non-conventional probabilistic approach and we are not aware of other works that prove that the master equation of a general Markov jump process is well-posed in a weak sense. Our approach allows us to prove the well-posedness of the problem using classical arguments of the variational theory and makes Galerkintype numerical methods (e.g., the finite element methods) naturally suitable for numerical approximation. While the variational formulation provides (optimal) energy estimates, improving such estimates requires a regularity result for the nonlocal convection-diffusion equations, a current topic of research.
As opposed to local classical models, nonlocal models allow for discontinuities in the solution. In a nonlocal model, the interactions between points can occur at a finite distance, whereas in the local case they occur only due to contact. The need for nonlocality in modeling stochastic processes comes from the possibility of having jumps in the sample path; this occurs, e.g., in Lévy jump processes whereas it does not occur in a Brownian process for which sample paths are continuous.
Nonlocal symmetric diffusion models have been widely used and studied not only in the field of stochastic processes but, more generally, in image analyses [9, 27, 28, 31] , machine learning [35] , kinetic equations [6, 30] , phase transitions [7, 26] , nonlocal heat conduction [8] , and a linearized peridynamic model for mechanics [38] . Their analysis has been improved by a recently developed nonlocal vector calculus that provides tools that allow one to study nonlocal equations in a similar manner as one studies the associated local partial differential equations. The nonlocal vector calculus, which is a nonlocal counterpart of the classical vector calculus, was introduced in [18] (see also [2, 29] ) and applied to volume-constrained nonlocal diffusion problems in [17] . Moreover, several numerical methods for nonlocal diffusion equations with volume constraints have been introduced; see, e.g., [1, 11, 13-16, 19, 20, 22, 37, 41, 42] .
Nonsymmetric diffusion is used to describe nonsymmetric jump processes; we mention the works by Meerschaert and collaborators [5, 32, 33] where the equations are set either in free space or in bounded domains with boundary conditions. Ervin and Roop [23] consider the variational form of the equations introduced by Meerschaert in a bounded domain; they also prescribe boundary conditions. In their work, they do not provide a stochastic interpretation of the process underlying the equation and limit their analysis to operators associated to infinite activity processes with infinite variation (see [12] for the classification of jump processes). Felsinger et al. [25] also analyze the variational formulation of the diffusion equations; they consider integrable and non-integrable, symmetric and nonsymmetric kernels. Their work is similar to, yet substantially different from what is presented in this paper. In fact, they do not provide any stochastic interpretation and, in general, the operators treated in [25] are not generators of stochastic processes unless further conditions (that ensure the conservation of probability) on the kernels are prescribed. Different assumptions on the model parameters still yield the well-posedness of the steady state equation for a large class of kernels (several examples are provided in [25, Section 6] ); in particular, they do not allow the kernels to take on negative values nor allow the nonlocal interactions to be infinite. Andreu and collaborators [3] consider the strong form of nonsymmetric diffusion equations to which they prescribe volume constraints; their analysis is limited to integrable, positive, and translation invariant kernels. In this work, we consider a more general class of operators and we augment the nonlocal equations with volume constraints; this choice is motivated by the fact that the sample path is not continuous. Instead, as discussed in [10] , with probability 1 the jump diffusion never touches the boundary. Furthermore, prescribing volume constraints is a key assumption made to prove that the problem is well-posed.
It is important to point out that nonsymmetric diffusion, whether local or nonlocal in nature, is not a source of convection or, synonymously, drift [33] . It merely skews the probability density so that it is not centered but the mean position does not change in time. Thus, nonlocal convection and diffusion should, in general, be independently defined. This is analogous to what is done when one defines a local convectionnonlocal diffusion model by adding a standard differential equation convection term to a nonlocal diffusion term.
In the remainder of this section, we introduce the notation used throughout the paper. In Section 2, we introduce the nonlocal operator and the steady-state nonlocal convection-diffusion equation. Using standard variational arguments and the nonlocal vector calculus, we prove that the weak solution of the problem exists, is unique, and depends continuously on the data. Then, using a Fredholm alternative argument, we are able to prove well-posedness with fewer assumptions than those used for the variational approach. In Section 3, we treat the time-dependent problem and show that it is well-posed in a weak sense. In Section 4, we provide an interpretation of the problem in terms of stochastic processes and show that the nonlocal convectiondiffusion equation evolves the probability density of a general Markov jump process.
Notation
In this subsection, the notation of the nonlocal vector calculus used throughout the paper is introduced. For an extensive introduction to that calculus, see [18] . The action of the nonlocal divergence operator
where ν(x, y), α(x, y) : ℝ n × ℝ n → ℝ n with α anti-symmetric, i.e., α(x, y) = −α(y, x). The action of the oper-
where u : ℝ n → ℝ is a given mapping. In [18] , this operator is shown to be the formal adjoint of D and thus is a nonlocal analog of the negative of the classical gradient operator. Let Lu : ℝ n → ℝ denote the nonlocal operator defined as 
Note that μ(x, y) ⋅ α c (x, y) is antisymmetric. We also have that
the operator L has the explicit form
This nonlocal operator (and the associated time-dependent problem treated in Section 3) have been analyzed in [19] for integrable kernel functions and for α c (x, y) = α d (x, y). We assume that α d and α c are kernels with compact support, i.e., for i = d or c,
where λ i , i = d or c, are positive constants and
Note that, in general, γ is not radial nor translation invariant.
Let Ω ⊂ ℝ n denote a bounded open domain. The interaction domain I Ω ⊂ ℝ n corresponding Ω is defined as
i.e., I Ω consists of points outside of Ω that interact with points inside of Ω. For i = d or c, we define the two nonlocal energy semi-norms, nonlocal energy spaces, and nonlocal volume-constrained energy spaces by
respectively. We assume that the energy norm |||v||| d satisfies the nonlocal Poincaré inequality
We refer to C p as the Poincaré constant. This property holds for a large class of kernel functions; see, e.g., [17 
We also assume that
This assumption is reasonable because, as is the case for local partial differential operators, solution operators for nonlocal diffusion problems effect greater smoothing compared to those for nonlocal convection problems. In [18] , one can find additional results that we make use of such as a nonlocal integration by parts formula and nonlocal first and second Green's identities. Also, for simplicity, henceforth we will use the notation
The Steady State Problem
In this section, we show that the weak form of the nonlocal convection-diffusion problem is well-posed. Using standard arguments of the classical variational theory, we prove two well-posedness results; their combination provides a weighted sufficient condition on the model parameters, which ensures the existence and uniqueness of a solution. Then we rely on a Fredholm alternative argument [4] to prove a more general result.
Variational Formulation of the Nonlocal Convection-Diffusion Problem
Consider the steady state nonlocal convection-diffusion problem
Using the nonlocal Green's first identity (see [18, Section 4.3] ) yields
Then a weak formulation of (2.1) is given by the following:
Define the bilinear form
for all u, v ∈ V d and the linear functional 
has a unique solution u * ∈ V d . Furthermore, this solution satisfies the a priori estimate
Proof. The bilinear form a(u, v) can be rewritten as
where the first equality follows from an application of the nonlocal integration by parts formula (see [18, Section 4.2] ) to the second term in (2.3), and the last equality follows from the homogeneous volume constraint imposed on v(x). The assumptions on Θ imply that
We next consider the second term in (2.7):
where we exploited the antisymmetry of the second integrand and that
Thus, we have
Thus we have shown that the bilinear form a( ⋅ , ⋅ ) is coercive on V d × V d . Next, we show the continuity of a( ⋅ , ⋅ ). We have
where the last inequality follows from the Poincaré inequality and from
The continuity of the linear functional G( ⋅ ) follows easily from
Having 
i.e., u * (x) depends continuously on the data.
This theorem covers the case D c μ = , that is, the nonlocal counterpart of ∇ ⋅ v = , where v(x) denotes the velocity field of the convection term v ⋅ ∇u in a partial differential equation. This is a very common assumption in local convection-diffusion problems. In Theorem 2.1, we use the assumption that ‖D c μ‖ ∞ is bounded by a constant depending on C p and Θ; this is a condition on a weighted average of μ. A different approach for showing the coercivity of a( ⋅ , ⋅ ) leads to different assumptions that involve the spectral properties of the model parameters.
Note that if μ(x, y) ⋅ α c (x, y) is singular, (2.9) should be interpreted in a principal value sense. Let x be the point where the singularity occurs; we have
μ(x, y) ⋅ α(x, y) c dy. 
Proof. The only thing that we need to show is the coercivity of a( ⋅ , ⋅ ) using the assumptions on Θ and μ. The continuity of a( ⋅ , ⋅ ) and G( ⋅ ) follow from the same arguments as in Theorem 2.1. Equations (2.7) and (2.8) imply that
We have that
We next have
Collecting the last two results, we have that
where C coer is positive by assumption. Then the results of the theorem are obtained from the Lax-Milgram theorem as for Theorem 2.1.
If we rewrite (2.8) as ω
where the weight ω is in [ , ], we obtain a weighted condition on μ that coincides with C p ‖D c μ‖ ∞ ≤ ϑ when ω = , and with ϑ/m < C p C λ when ω = .
Application to kernels related to the fractional Laplacian. 
.
If Θ(x, y) = I, where I denotes the identity tensor, and μ(x, y) = μ (y−x) |y−x| for some constant μ, we have that
Note that the first term here is merely a truncated fractional Laplacian operator.
Under the assumptions made on Θ(x, y) and μ(x, y), it is known that for α d and α c given by (2.11) we have that so that for n = or , the function α c (x, y) is integrable for all s c ∈ ( , ); for n = , it is integrable only for s c ∈ ( , ).
Fredholm Alternative
With the help of the nonlocal calculus and the use of standard variational arguments, i.e., the Lax-Milgram theorem, Theorems 2.1 and 2.2 provide sufficient conditions on the parameters so that problem (2.6) is wellposed. However, by using an argument based on the Fredholm alternative theorem [4] , a more general result can be achieved; the steps in our proof are based on the approach utilized in [34] for symmetric, translation invariant, sign-changing kernels. We assume that the energy space
. First, we rewrite the nonlocal convection vector as μ = μ +Ĉμ, for μ,μ : ℝ n × ℝ n → ℝ n andĈ ∈ ℝ, so that the operator L :
where the vector μ is chosen so that the bilinear form associated with L :
is a perturbation of L such that the bilinear form associated with L is not necessarily coercive. If u is a solution of (2.6), we have that
Thus, in operator form, we can write 
To see this, consider the following:
From (2.13) it follows that for the weakly convergent sequence {u j } to in V d , the sequence {Lu j } converges strongly to 0 in L (Ω), thusL :
K is a compact operator whose eigenvalues, denoted by k j , form a countable set. We can now apply the Fredholm alternative theorem and state the following result. 
The Time-Dependent Problem
We consider the following time-dependent function spaces: for T > ,
We then formulate the time-dependent nonlocal convection-diffusion problem as
A weak formulation of problem (3.1) is given by: given g ∈ L ( , T; V
and, for all v ∈ V d and for almost every t ∈ ( , T],
Using the previously introduced notation, (3.2) is equivalent to
where ( ⋅ , ⋅ ) Ω denotes the L inner product over Ω. When a( ⋅ , ⋅ ) is coercive and continuous and G( ⋅ ) is continuous, this weak formulation is well-posed. However, the weak coercivity of a( ⋅ , ⋅ ), which requires weaker assumptions on μ (see Theorem 3.2 below), is also a sufficient condition for the well-posedness of (3.3); see [24] .
Lemma 3.1. If ‖D c μ‖ ∞ < ∞, then the bilinear form a( ⋅ , ⋅ ) is weakly coercive.
Proof. Equation (2.10) implies that 
where K coer ∈ {C coer , C coer }.
Proof. The weak coercivity and the continuity of a( ⋅ , ⋅ ) and the continuity of G( ⋅ ) imply the existence and uniqueness of a solution u * ∈ L ( , T; V d ) (see [24] ). Then (3.5) follows from arguments entirely similar to those used in the classical theory of partial differential equations [36] .
Relation to Markov Processes
In the previous sections, the kernel function γ is allowed to take on negative values. However, when the nonlocal equation is associated with a jump process, γ denotes the jump rate; thus, here we make the assumption that γ :
Let X t denote a jump process conditioned on X ∈ Ω that is absorbed at any time t for which X t ∈ I Ω . For a non-negative initial condition u (x) such that
and g = , the nonlocal system (3.1) over Ω × ( , ∞) describes the evolution of the probability density for the process X t with jump rate γ ≥ , i.e.,
We refer to (3.1) as the master equation for the jump process. The condition on u ensures that X ∈ Ω and the homogeneous volume constraint ensures that the process does not re-enter the domain, i.e., it is absorbed if it exits the domain. The first integrand of L in (1.4) represents the rate γ(y, x) dx to dx from y given the probability u(y, t) dy, whereas the second integrand represents the rate γ(x, y) dy to dy from x given the probability u(x, t) dx. The difference in these two rates gives the rate of change of the probability u(x, t) dx; the assumption on g implies that at steady state the rates are equal.
Because X t+t ὔ for t ὔ > only depends on X t , we see that the process X t is Markov; thus, the nonlocal convection-diffusion operator L is the generator of a Markov process. Also, because γ is a nonsymmetric kernel with compact support, the nonlocal jumps are, in general, not symmetrically distributed and have finite length. We refer to such a process as a finite range nonsymmetric Markov jump process, a generalization of a continuous-time Markov chain over the state space Ω. This observation leads to a particle tracking method for realizing the process; see [19, Section 5.1] .
The paper [19] demonstrates that for processes governed by the master equation (3.1) with integrable kernels, the probability is conserved over Ω; this statement holds regardless of whether γ is integrable or not.
Exit-Time Problem for the Jump Markov Process
The solution of the evolution equation (3.1) for the probability density in bounded domains allows us to solve the exit-time problem for jump processes. We introduce the random variable τ := inf t > , X t ∈ I Ω : X ∈ Ω that denotes the first exit time of X t from Ω. Its probability distribution is given by
The expected exit time from Ω is given by the expected value of the random variable τ:
The paper [12] establishes that, for symmetric infinite and finite activity Lévy jump processes, the expected exit time is finite as long as the initial condition is square integrable. Following the same argument, we show that such a statement holds also for the expected exit time of the Markov jump process associated with the master equation (3.1) , provided that the bilinear form in (3.3) is coercive and that the initial condition is such that u ∈ L (Ω). 
where
Proof. Consider the weak formulation (3.3) for g = :
For K coer ∈ {C coer , C coer }, the coercivity of a( ⋅ , ⋅ ) implies that
By the Cauchy-Schwarz inequality, we have
i.e., the probability of remaining in Ω decreases exponentially in time. Then, for C τ = |Ω|/c τ , inequality (4.2) is obtained by integrating both sides of (4.3) in time.
Special Cases of the Nonlocal Operator
When certain conditions on the nonlocal diffusion and convection parameters hold, the nonlocal convectiondiffusion operator is the generator of Lévy or Lévy-type processes. For a Lévy measure ϕ, the generator of a Lévy jump process in ℝ n is defined as (see [33] )
If ϕ is an integrable Lévy measure, G is the generator of a finite activity jump process; if ϕ is singular, G is the generator of an infinite activity jump process. In the latter case, G has to be interpreted in a principal value sense, i.e.,
In words, for a singular Lévy measure ϕ, the generator of the Lévy process is the limit as ε → of the generator of a compound Poisson process P ε . Assuming that ϕ(dy) = ϕ(y) dy and splitting the integral, we have 4) where the advection term is such that
Consider now the operator L. If we assume that α d , α c , Θ, and μ are translation invariant over ℝ n and not necessarily of compact support, we may then rewrite (1.4) as
and because
regardless of whether or not γ(y − x) = γ(x − y) holds, we have
When γ is a Lévy measure, comparing (4.4) and (4.5), we see that G is an instance of L and advection. As a matter of fact, G can generate only a small class of jump processes; for example, as soon as we confine the process to a bounded domain, the jump rate is not translation invariant, and therefore G cannot be the generator. As an example, consider the Lévy jump rate γ l (x − y); when the process is confined to Ω, the jump rate becomes γ c (x, y) = γ l (x − y)1(x ∈ Ω ∪ I Ω )1(y ∈ Ω ∪ I Ω ). In this case, the more general form (1.4) is required. Another class of processes of interest consists in those whose jump rate (not necessarily symmetric nor translation invariant) satisfies Moreover, condition (4.6) can be interpreted as an intrinsic property of the nonlocal convection vector. In fact, from (2.9) we see that the following relations are equivalent: Thus, that μ is nonlocally divergence free is a statement on the flux density, i.e., the probability flux from Ω into I Ω must be zero. We also mention that, for certain kernel functions, the operator L in (1.4) is equivalent to a class of fractional differential operators; see [15] where the equivalence between the nonlocal operator L and the fractional Laplacian (−∆) s is analyzed for all s ∈ ( , ), and see [17] where, for symmetric and translation invariant kernel functions, the authors show the equivalence of L and the fractional operators introduced in [32] . Using the nonsymmetric kernel in (1.3), even more general fractional operators associated with nonsymmetric diffusion can be represented as special instances of L; this topic is the subject of our current research.
Note. An earlier version of this paper appeared as Report SAND 2014-2584J, Sandia National Laboratories, NM, 2014. 
