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Abstract
We study the Pade´ approximations of first and second kinds of families of so-called Lerch functions.
They can be efficiently determined by using ideas of Riemann and Chudnovsky on the monodromy of rigid
systems of differential equations. In addition, we give some applications to diophantine approximations.
c⃝ 2012 Published by Elsevier B.V. on behalf of Royal Dutch Mathematical Society (KWG).
Re´sume´
Dans cet article on e´tudie les approximants de Pade´ de premie`re et de seconde espe`ce des familles de
fonctions de Lerch. Ces approximants peuvent eˆtre determine´s de manie`re effective en utilisant les ide´es
de Riemann et de Chudnovsky sur la monodromie des syste`mes rigides d’e´quations differentielles. Nous
appliquons ces ide´es a` l’e´tude de certaines approximations diophantiennes.
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1. Introduction
The aim of this article is devoted to a better understanding of many constructions of
effective rational approximations to solutions of some linear hypergeometric functions from the
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perspective of the monodromy theory. In particular, we give concrete examples of Riemann’s
ideas [23] rediscovered by Chudnovsky in [8,9] of the notion of Riemann’s module.
(In a modern language, this notion is known as “Fuchsian local system”).
We apply this theory to generalize results concerning the simultaneous rational approximations
of polylogarithmic functions given in [21,15,10,28] and we effectively construct the system of
Pade´ or Pade´ type approximants of first and second kind at z = ∞ of the family S defined for
1 ≤ k ≤ q by the Lerch’s functions
Φk(x, z) =
∞
n=1
(1/z)n
(n + x)k . (1.1)
The Lerch’s function admits as special cases the polylogarithmic
Lik(1/z) = Φk(0, z) =
∞
n=1
(1/z)n
nk
(defined here at z = ∞) and the Hurwitz zeta-function ζ(k, x) = Φk(x, 1).
Our approach gives exactly the same results given by Rivoal in [24] but the main ideas to obtain
effective Pade´ approximants for the Lerch functions are completely different. To obtain as in [15],
almost without calculations such explicit rational approximations, we solve in this particular
case a “Riemann–Hilbert problem”: Given the subset, S = {0, 1,∞} of P1(C) and given local
numerical data of rank q + 1 on Z := P1(C) \ S we are asked to explicitly construct and analyze
the behavior of Fuchsian differential equations that give rise to the given local system.
When the local system has no accessory parameters, that is, when it is “rigid” according to the
terminology of Katz [17], the Fuchsian differential equation is unique and we obtain a Pade´ or
Pade´-type linear form as a special case of the so-called contiguity relations for a local system of
rank at most q + 1 over C(z).
As in the polylogarithmic case [15], we show that if we consider non-negative integers
n, σ0, σ1, σ∞ satisfying
σ∞ + σ0 + σ1 = q(n + 1). (1.2)
Then for 0 6 k 6 q there exists polynomials Ak(z) not all trivial of degree at most n such the
following functions R∞(z), R0(z), R1(z) analytic at z = ∞, 0, 1 satisfy
R∞(x, z) := A0(z)+
q
k=1
Ak(z)Φk(x, z) = O(1/z)σ∞ (1.3)
R0(x, z) := A0(z)+
q
1
(−1)k+1 Ak(z)

Φk(−x, 1/z)+ (−1)
k
xk

= O(z)σ0 (1.4)
R1(x, z) :=
q
1
Ak(z)z
x log(1/z)k−1/(k − 1)! = O(z − 1)σ1 (1.5)
R∞(x, z) is the analytic branch at z = ∞ of a ‘multiform function’ which gives rise to a local
system of rank at most q + 1 over C(z).
For 1 6 k 6 q , q(n + 1) is the number of coefficients of the polynomials Ak(z). We prove that
if the relation (1.2) is satisfied then it coincides with Fuchs relation and the Riemann P-scheme
related to R∞(z) which encodes the Pade´ or Pade´-type approximations of the Lerch’s functions
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is given by
P

0 ∞ 1
σ0 σ∞ σ1
x −n − x 0
x −n − x 1
...
...
...
x −n − x q − 2
x −n − x q − 1

z

. (1.6)
If, θ denotes the differential operator z ddz , the family of hypergeometric differential equations is
completely determined by this P-scheme and is given by
(θ − σ0)(θ − x)q − z(θ + σ∞)(θ − n − x)q = 0
whose one of the particular solutions at the singular point z = 0 is the ‘quasi-polynomials’
zx Aq(z) where Aq(z) is the hypergeometric polynomial
Aq(z)=q+1 Fq
−n,−n, . . . ,−n, σ∞ + x
1, 1, . . . , 1, 1+ x − σ0
 z . (1.7)
One particular analytic solution at z = ∞ of this hypergeometric differential equation is
R∞(x, z) which can be written up to a normalization constant
(1/z)σ∞ q+1 Fq

σ∞ + σ0, σ∞ + x, . . . , σ∞ + x
σ∞ + n + x + 1, . . . , σ∞ + n + x + 1
 1/z .
The polynomial Aq(z) and, for 1 6 j 6 q − 1, the other polynomials A j (z), are completely
determined (within the same multiplicative constant) by application of the Frobenius method.
To determine this constant, we can use a partial fraction expansion of the remainder R∞(x, z)
or monodromy of the integral representation of R∞(x, z). This gives almost without calculation
the Pade´ or the Pade´ type approximation of the Lerch’s and the Polylogarithmic function, (see
also [24]). In particular the polynomial is well-poised if and only if 2x ∈ Z.
In the Section 5, using the derivation with respect to the parameter x , we give a new
construction for simultaneous rational approximations for particular linear combinations of
Φk(x, z), p 6 k 6 p + q. In particular, this yields the Ape´ry’s construction for simultaneous
rational approximations of ζ(2) and ζ(3), [11,5,20,6,22].
This method gives also the Pade´ approximations of the second kind for the family
Φ1(x, z), . . . ,Φk(x, z).
(Recall that using orthogonal polynomials, Hata [12] proved a lower bound in the values of these
functions).
These constructions allow us to give many arithmetic applications.
If we suppose that z = 1, σ0 = r + 1, σ∞ = 1 and q(n + 1) > r + 2 as, A1(1) = 0, applications
of Theorem 1 give Rivoal’s formulas [24] for ‘simultaneous asymptotic expansion’ of the family
(ζ(2, x), . . . , ζ(q, x)).
In particular, setting, q = 2, q = 3, σ∞ = 1, σ0 = n, σ1 = n + 1, Beukers [5] used these Pade´’s
relations to obtain new proofs of Calegari’s theorems [7] of the irrationality of 2-adic ζ(2), 2-
and 3-adic ζ(3). (For another application in the p-adic case, see [4]).
In the last section, we mention without proof some other consequences of these constructions.
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For instance, using Nesterenko’s lemma [19], it is possible to give simultaneous diophantine
approximation of
Φ1(x, P/Q), . . . ,Φq(x, P/Q)
where P/Q ∈ Q∗.
For x = 0, z = 1, the assumption σ1 > n + 1, (and a little modification of the relation (1.4))
yields in the well-poised case, proofs of Ball–Rivoal’s results about simultaneous diophantine
approximations of ζ(3), ζ(5), . . . , ζ(q − 1) [3,25] and for x = −1/2, z = −1, diophantine
properties of numbers related to Catalan’s constants.
Throughout this paper, we fix the branch cut of log z to be (−∞, 0] so that the argument of a
complex variable is between −π and π .
2. Pade´ approximants at infinity
We remind the reader the definitions of the Hermite–Pade´ problem at z = ∞. Let q be a
positive integer, fk(z), (1 ≤ k ≤ q) be an analytic function in some neighborhood of z = ∞ in
the Riemann sphere P1(C) given by the expression
fk(z) =
∞
n=1
a(k)n (1/z)
n .
We set
S = {1, f1(z), f2(z), . . . , fq(z)}. (2.1)
There are two kinds of rational approximations than can be used.
Definition 1 (Approximations of the First Kind). Let (d1, d2, . . . , dq) be a q-uple of positive
integers, and let
{A0(z), A1(z), . . . , Aq(z)} (2.2)
be a system of polynomials with degAi (z) ≤ di , 1 ≤ i ≤ q are of degrees at most di . Put
R∞(z) := A0(z)+ A1(z) f1(z)+ · · · + Aq(z) fq(z). (2.3)
If Ord∞R∞(z) ≥ σ := qk=1(dk + 1), (2.3) is called Hermite–Pade´ approximation of the first
kind of weights (d1, d2, . . . , dq) at infinity.
Here, σ denotes to the number of the coefficients of Ak(z) to be determined.
Theoretically, σ is the best possible order at infinity for R∞(z) but uniqueness (up to a
multiplicative constant) is not always ensured.
Remark 1. Note that deg A0(z) ≤ min1≤k≤q dk − 1 is automatically determined as the
polynomial part of the corresponding series.
The second one is called Pade´ approximations of the second kind.
Definition 2 (Approximations of the Second Kind). Let r1, r2, . . . , rq ≥ 0 be integers. We put
now N =qj=1 r j .
Hermite–Pade´ approximation of the second kind at infinity to the family { f1(z), f2(z), . . . , fq(z)}
consists of finding a polynomial QN (z) not ≡ 0 of degree6 N and polynomials PN , j (z) ∈ C[z]
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of degrees at most N − 1 satisfying the interpolation conditions
R j (z) = QN (z) f j (z)− PN , j (z). (2.4)
Ord∞R j (z) ≥ r j + 1.
The polynomials PN , j (z) are also automatically determined as the polynomial parts of the
corresponding series.
3. Differential hypergeometric equations
Let α ∈ C, we define the Pochhammer symbol (α)n by (α)0 = 1 and if n ≥ 1, (α)n =
α(α + 1)(α + 2) · · · (α + n − 1).
Given ai , b j , the power series
q+1 Fq

a0, a1, . . . , aq
b1, b2, . . . , bq
 z = ∞
n=0
q
j=0
(a j )n
q
j=1
(b j )n
zn
n! (3.1)
is called the hypergeometric series.
Provided that no denominator bi is a non-positive integer, the series coefficients are finite and the
series converge absolutely in an open disk |z| < 1.
Moreover if ℜd > 0, where
d =
q
k=1
bk −
q
k=0
ak, (3.2)
converges on |z| = 1.
This power series is the holomorphic solution at 0 of the following differential equation of order
q + 1
Hyp((a)i , (b)i )
(θ(θ + b1 − 1)(θ + b2 − 1) · · · (θ + bq − 1)
− z(θ + a0)(θ + a2) · · · (θ + aq))y(z) = 0 (3.3)
where θ := z ddz .
The natural domain of definition of the solutions of the ordinary differential equation (ODE) is
the Riemann-sphere P1(C).
The ODE Hyp((a)i , (b)i ) has only 0, 1,∞ as regular singular points and q+1 Fq can be
continued to a holomorphic function on Z = P1(C)−{0, 1,∞}, which is generally multivalued.
In fact, the solutions of Hyp((a)i , (b)i ) define a (q + 1)-dimensional space of multivalued
functions or a local Fuchsian system.
To its q + 1 dimensional space of solutions (comprising multivalued analytic functions on X ),
we associate a symbol called RiemannP-scheme, [16,1] (also calledP-symbol) which indicates
the location of the singular points, and the exponents relative to each singularity.
The equation Hyp((a)i , (b)i ) is free of accessory parameters and the Riemann-P-scheme that
encodes this equation is
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P

0 ∞ 1
0 a0 0
1− b1 a1 1
1− b2 a2 2
...
...
...
...
...
...
1− bq aq d

z

. (3.4)
The power series f (z) = q+1 Fq(z) given by (3.1) belongs to the zero exponent at z = 0 and
satisfies f (0) = 1.
The columns of this P-scheme list the local exponents associated to the singular points of the
equation Hyp((a)i , (b)i ).
The q + 1 exponents of the singularity z = 1 are (0, 1, 2, . . . , q − 1, d) for d given by (3.2).
The main point is that at z = 1 there exists q holomorphic linearly independent solutions of
Hyp((a)i , (b)i ).
This result is very important and is characteristic of the hypergeometric ODE.
When d ∈ Z, one solution at z = 1 is in general logarithmic i.e. can be written
ψ(z) = u(z)+ (1− z)d [v(z) log(1− z)+ w(z)] (3.5)
where u(z) is a polynomial of degree at most q − 1 and v resp w are analytic functions at the
singular point z = 1.
Now, thanks to an fundamental study of Levelt [18], which generalizes Riemann’s, we can say
that if an Fuchsian ODE, H of order q + 1 which has singularities 0, 1,∞ and no others, has in
a neighborhood of the singularity z = 1q linearly holomorphic independent solutions then, this
ODE is a hypergeometric ODE Hyp((a)i , (b)i ).
The numbers a0, a1, . . . , aq; 1− b1, . . . , 1− bq; 0, 1, . . . , q − 1, d are called (Levelt) exponents
at the regular singular points z = ∞, z = 0 and z = 1.
4. Local system and construction of Pade´ approximation
4.1. Monodromy of the Lerch functions
Let us consider
Φk(x, z) =
∞
n=1
1
(n + x)k (1/z)
n
which can also be written using hypergeometric series
Φk(x, z) = 1z(x + 1)k k+1 Fk

x + 1, x + 1, . . . , x + 1, 1
x + 2, x + 2, . . . , x + 2
 1/z .
This Lerch’s function is a holomorphic solution of the non-homogeneous-Euler equation
(θ − x)k(Φk(x, z)) = (−1)
k+1
1− z (4.1)
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or the Fuchsian differential equation A of order k + 1,
A : (θ(θ − x)k − z(θ + 1)(θ − x)k)(Φk(x, z)) = 0. (4.2)
The indicial equations at z = 0, z = ∞, z = 1 of (4.1) give the following exponents:
At z = 0, (0, x, x, . . . , x)
At z = ∞, (1,−x,−x, . . . ,−x)
At z = 1, (0, 1, 2, . . . , k − 1, k − 1).
This last exponent k − 1 is related to a logarithmic solution as in the formula (3.5).
A basis of solutions of the Eq. (4.2) at z = ∞ is
(Φk(x, z), (1/z)−x , (1/z)−x log(1/z), . . . , (1/z)−x (log(1/z))k−1). (4.3)
A basis of solutions at z = 0 is
Φk(−x, 1/z)+ (−1)
k
xk
, zx , zx log z, . . . , zx (log z)k−1

. (4.4)
(If x = 0, we have to modify the basis of solutions at z = 0).
We find, (Lik(z) + (−1)k(log z)k, 1, log z, . . . , (log z)k−1) for more details in the ‘polyloga-
rithmic case’ (see [15]).
A basis of solutions at z = 1 is
(zx , zx log z, . . . , zx (log z)k−1, log(z − 1)(zx (log z)k−1))+ u(z). (4.5)
Here, u(z) denotes an analytic function at z = 1.
Now analytic continuation of Φk(z) along loops γ1 and γ0 based in a vicinity of z = 0 resp z = 1
gives monodromy.
In particular, the following solution log(z − 1)(zx (log z)k−1) + u(z) gives the monodromy
along γ1.
Remark 2. The following integral formula gives the analytic continuation of the Lerch’s
function.
If z ∉ [0, 1],
Φk(x, z) = 1
(k − 1)!
 1
0
t x · (log(1/t)k−1)
z − t dt. (4.6)
Let us consider the cases z = 1 and k > 2. The change of variable t = e−u gives
ζ(k, x) = 1
(k − 1)!
 ∞
0
uk−1e−ux
eu − 1 du
whose asymptotic expansion is
ζ(k, x) =
∞
n=0

n + k − 1
n + 1

Bn/x
n+1. (4.7)
Here Bn are the Bernoulli numbers.
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4.2. Pade´ approximations of the family (Φ1(x, z), . . . ,Φq(x, z))
In this section, x and z denote complex numbers such |z| ≤ 1. We apply the same method
as [15] to find the Pade´ approximations of the family.
S := {1,Φ1(x, z), . . . ,Φq(x, z)}.
Using for 1 ≤ k ≤ q monodromy for the functions Φk(x, z), it is easy to show that the functions
belonging to S are C(z) linearly independent. We can now formulate our main result if x ≠ 0.
Theorem 1. Let σ0, σ1, σ∞ be non-negative integers such that
σ0 + σ1 + σ∞ = q(n + 1)
and we suppose that x ∉ Z60, then there exists polynomials A0(z), A1(z), . . . , Aq(z), not all
trivial, of degree at most n such that
(1) R∞(x, z) = A0(z)+ A1(z)Φ1(x, z)+ · · · + Aq(z)Φq(x, z) = O(1/z)σ∞
(2) R0(x, z) =q1(−1)k+1 Ak(z)(Φk(−x, 1/z)+ (−1)kxk )+ A0(z) = O(z)σ0
(3) R1(x, z) =q1 Ak(z)zx log(1/z)k−1/(k − 1)! = O(z − 1)σ1 .
Moreover, the polynomials Ak(z) are determined uniquely up to a constant factor.
Assuming the normalization Aq(0) = 1, we have
R∞(x, z) = C∞(n)(1/z)σ∞ q+1 Fq

σ∞ + σ0, σ∞ + x, . . . , σ∞ + x
σ∞ + n + x + 1, . . . , σ∞ + n + x + 1
 1/z (4.8)
where the analytic normalization’s constant is:
C∞(n) = (−1)σ∞+σ0−1Γ (σ∞ + σ0)Γ (1+ x − σ0)Γ (σ∞ + x)
Γ (σ∞ + x)q(n!)q
Γ (σ∞ + x + n + 1)q
which yields the Euler’s integral formula:
R∞(x, z) = (−1)
(σ∞+σ0−1)zσ0
σ∞+x−1
σ∞+σ0−1
 
[0,1]q
q
k=1
tσ∞+x−1k (1− tk)n
(z − t1t2 · · · tq)σ∞+σ0 dt1 · · · dtq . (4.9)
The differential equation related to R∞(x, z) is the hypergeometric equation
(θ − σ0)(θ − x)q − z(θ + σ∞)(θ − n + x)q = 0. (4.10)
The polynomial Aq(z) =nj=0 c(q)( j)z j related to this normalization is hypergeometric:
Aq(z) = q+1 Fq
−n,−n, . . . ,−n, σ∞ + x
1, 1, . . . , 1, 1+ x − σ0
 z .
The other polynomials are given by the classical Frobenius method of derivation with respect to
a parameter. Ince [16, pp. 400–402]. For 1 5 k 5 q,
Ak(z) =
n
j=0
dq−k
dtq−k
(c(q)( j + t))|t=0z j .
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Proof. Let us consider:
R∞(x, z) =
q
k=1
Ak(z)Φk(x, z)+ A0(z). (4.11)
Let σ∞, σ1, σ0 be non-negative integers such that σ∞ + σ0 + σ1 = q(n + 1).
Linear algebra shows that we can construct polynomials A1(z), . . . , Aq(z) of degrees at most n
such that
(1) R∞(x, z) = O(1/z)σ∞
(2) R0(x, z) =q1(−1)k+1 Ak(z)(Φk(−x, 1/z)+ (−1)kxk )+ A0(z) = O(z)σ0
(3) R1(x, z) =q1 Ak(z)zx log(1/z)k−1/(k − 1)! = O(z − 1)σ1 .
(The conditions (2) and (3) are conditions concerning the ‘analytic branches’ of analytic
continuations of R∞(x, z) at z = 0 and z = 1).
As Φk(x, z) = O(1/z), the number of required equations is σ∞ + σ1 + σ0 − 1, the number
of coefficients of the polynomials being q(n + 1) = σ∞ + σ1 + σ0.
The coefficients of A0 follow directly from (A1, A2, . . . , Aq), (see the Remark 1).
Since for 0 6 k 6 q , we can write, (x − θ)k(Φq(x, z)) = Φq−k(x, z), then, as suggested by the
referee, it is convenient to introduce the operator
L = (z − 1)A0(z)(x − θ)q +
q
k=1
Ak(z)(x − θ)q−k .
Note that L(Φq(x, z)) = R∞(x, z). Let B the operator of minimal order which annihilates
R∞(x, z). It turns out this order is q + 1. As f runs through the solutions of the differential
equation A, given by (4.2), the images L( f ) run through the full set of solutions of B(y) = 0.
Let us look at the solutions of B around the point z = ∞.
A basis of solutions of A, at z = ∞ being given by
Φq(x, z), zx (log z)q−1, . . . , zx (log z)2, zx (log z), zx .
Then, the image L(Φq(x, z)) corresponds to a local exponent σ∞ plus possibly a non-negative
integer. The other solutions give rise to q local exponents −x − n plus possibly a non-negative
integer. (If the degree of some Ak(z) turns out to be lower than n for example).
In particular, the function L(Φq(x, z)) is a solution of B of order q + 1.
The sum of the local exponents of B at z = ∞ is σ∞ − q(x + n)+ n∞ where n∞ ∈ Z>0.
The local solutions around ofA at z = 0 areΦq(−x, 1/z)+ (−1)kxk and the q-functions zx log(z)k ,
k = 0, 1, . . . , q − 1.
The image of this basis by L(Φq(−x, 1/z)) + (−1)kxk = R0(x, z) contributes to a local exponent
σ0 plus possibly a non-negative integer.
The images of the other solutions under L give rise to q local exponents x plus possibly a non-
negative integer.
The sum of local exponents of B at z = 0 is σ0 + qx + n0 where n0 ∈ Z>0.
The local solutions of B around z = 1 are the images under L of
zx , zx log z, . . . , zx (log z)k−1
and the images under L of (log z)q−1 log(1− z)+ u(z).
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The image of (log z)q−1 log(1− z)+ u(z) has the form
L(log(z)q−1zx ) log(1− z)+ v(z)
where v(z) is an analytic function at z = 1. Since, L(log(z)q−1zx ) = R1(x, z), they give rise to
the local exponents 0, 1, . . . , q − 1, σ1 plus possibly non-negative integers.
The sum of the local exponents of B around z = 1 thus reads
σ1 + q(q − 1)/2+ n1
with n1 ∈ Z>0.
According to Fuchs’s relation for a Fuchsian differential equation of order q + 1, we have
s

−q(q + 1)/2+

q
ρk(s)

= −q(q + 1)/2.
Here

k ρk(s) denotes the sum of exponents at singular points s.
(A term in the summation would be zero if s were a regular points.) For an apparent singularity
the term is a positive integer.
Let us denote by na the total contribution by an apparent singularity for the equation B. Fuchs’s
relation applied to B reads
σ∞ + σ0 + σ1 − q(x + n)+ qx + q(q − 1)/2
+ n∞ + n0 + n1 + na − 3q(q − 1)/2 = −q(q − 1)/2.
We obtain
σ∞ + σ0 + σ1 − qn + n∞ + n0 + n1 + na − q = 0.
Using now σ∞ + σ0 + σ1 = q(n + 1), we get n∞ + n0 + n1 + na = 0. This gives
n∞ = n0 = n1 = na = 0.
In particular, we can conclude that there do not exist apparent singularities.
A very important paper of Levelt [18] shows that B is hypergeometric.
We thus obtain the hypergeometric Riemann scheme which encodes all the Pade´ relations related
to this study:
P

0 ∞ 1
σ0 σ∞ σ1
x −n − x 0
x −n − x 1
...
...
...
...
...
...
x −n − x q − 1

z

. (4.12)
This shows that the quasi-polynomial Aq(z)zx satisfies also B. Now, to obtain without
calculation, the hypergeometric polynomial Aq(z) given by the formula (4.11), we just consider
zxPwhereP is the above RiemannP-scheme. Since we have agreed to normalize by Aq(0) = 1,
that gives,
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Aq(z)=q+1 Fq
−n,−n, . . . ,−n, σ∞ + x
1, 1, . . . , 1, 1+ x − σ0
 z .
We can now obtain the polynomials A1(z), . . . , Aq−1(z) by use of Frobenius method, [16].
To find the Riemann scheme of the remainder, we consider the map z → 1/z in the previous
Riemann scheme. This yields,
(1/z)σ∞P

0 ∞ 1
0 σ∞ + σ0 σ1
−σ∞ − x − n σ∞ + x 0
...
...
...
−σ∞ − x − n σ∞ + x q − 2
−σ∞ − x − n σ∞ + x q − 1

1/z
 . (4.13)
This also gives at z = ∞ without calculation, the holomorphic ‘branch’ R∞(x, z), (defined
within a multiplicative constant). One finds,
R∞(x, z) = (1/z)σ∞ q+1 Fq

σ∞ + x, σ∞ + x, . . . , σ∞ + x, σ∞ + σ0
σ∞ + x + n + 1, . . . , σ∞ + n + x + 1
 1/z . (4.14)
This normalization’s constant will depend of the integrals formula (4.7) chosen for the remainder
R∞(z).
In the following we shall always choose c∞(n) such that analytic continuation of c∞(n)R∞(z)
gives a polynomial Aq(z) that satisfies Aq(0) = 1 (see (4.11)). 
4.3. Computation of the polynomial Aq(z)
The knowledge of this particular solution of the hypergeometric differential equation will
show that the polynomials which are known up to the same multiplicative constant C∞(n) will
be completely determined.
As in [24], we can obtain the polynomials Aq(z) and the constant c∞(n) by use a partial fraction
decomposition of the hypergeometric power series (4.8) written with Pochhammer symbol.
Suppose for the moment that x ≠ 0. We can write:
R∞(x, z) = (1/z)σ∞−1

n!q
Γ (σ∞ + σ0)
∞
k=1
(k)σ∞+σ0−1
(σ∞ − 1+ x + k)qn+1
(1/z)k

. (4.15)
This formula can be rewritten with K = k + σ∞ − 1
R∞(x, z) = n!
q
Γ (σ∞ + σ0)
∞
K=σ∞−1
(K + 1− σ∞)σ∞+σ0−1
(K + x)qn+1
(1/z)K . (4.16)
As, (K + 1 − σ∞)σ∞−1 = 0 if K = 1, 2, . . . , σ∞ − 1 and since for Pochhammer symbol we
have (a)u+v = (a)u(a + v)v then,
R∞(x, z) = n!
q
Γ (σ∞ + σ0)
∞
K=1
(K + 1− σ∞)σ∞−1(K )σ0
(K + x)qn+1
(1/z)K . (4.17)
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By partial fraction expansion, we obtain for K = 1, 2, . . . , σ∞ − 1,
n!q
Γ (σ∞ + σ0)
(K + 1− σ∞)σ∞−1(K )σ0
(K + x)qn+1
=
q
s=1
n
j=0
C j,s(x)
(K + x + j)q . (4.18)
As, only the polynomial Aq(z) must be computed, it is sufficient to determine C j,q(x). We find
C j,q(x) = n!
q
Γ (σ∞ + σ0)
(− j − x + 1− σ∞)σ∞−1 · (− j − x)σ0
(− j)qn+1
.
But, n!q
(− j)qn+1
= (−1)nq

n
j
q
, and
(− j − x + 1− σ∞)σ∞−1 · (− j − x)σ0 =
Γ (− j − x) · Γ (− j − x + σ0)
Γ (− j − x + 1− σ∞) · Γ (− j − x) .
Now, Euler’s reflection formula gives the coefficient of degree j for the polynomial Aq(z)
(−1)σ∞+σ0−1 Γ (x + σ∞)
Γ (σ∞ + σ0)Γ (1+ x − σ0) (−1)
nq

n
j
q (x + σ∞) j
(x + 1− σ0) j
which gives,
c∞(n) = (−1)σ∞+σ0−1 Γ (x + σ∞)Γ (σ∞ + σ0)Γ (1+ x − σ0) = (−1)
σ∞+σ0−1

σ∞ + x − 1
σ∞ + σ0 − 1

.
Remark 3. Since, the formula (4.9) can also is a particular solution of an hypergeometric
differential equation, it can be written as an iterated integral therefore, by variation of the
homologies in the iterated integrals (4.9), we can give now another solution which, perhaps is
more in the spirit of the present paper.
4.3.1. Multidimensional residue and computation of polynomials
Since a particular solution of the differential equation (4.10) can be written using the following
integral
R˜∞(x, z) = zσ0
 1
0
· · ·
 1
0
q
k=1
tσ∞+x−1k (1− tk)n
(z − t1t2 · · · tq)σ∞+σ0 dt1 · · · dtq . (4.19)
As for 1 6 k 6 q, analytic continuation along γ1 gives
Φk(x, z)→ Φk(x, z)+ 2iπ zx (log(1/z))k−1
then R˜∞(x, z) gives:
R˜∞(x, z)+ 2iπ · zx c∞(n)
×

A1(z)+ A2(z)(log(1/z))+ · · · Aq(z) (log(1/z))
q−1
(q − 1)!

, (4.20)
here the hypergeometric polynomial Aq(z) is given by the formula (4.8) and for 1 6 k 6 q − 1,
the polynomials Ak(z) are those of the Theorem 1.
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The computation of this above expression depends of the deformation of the cycle γ1 when this
path cuts the segment [0, 1].
Suppose now that the point z crosses the cut (1,+∞) in the plane of tq , and describes a complete
circuit about Cq = zt1 · · · tq−1.
In the plane of tq , the singular point t˜q = z/t1 · · · tq−1 describes a circuit in the same sense about
tq = t˜q .
The new form of the solution of the above integral solution is now found by deforming the
contour of integration so that it never passes through a singular point of the integrand.
The segment [0, 1] becomes a path composed by a segment [0, 1 − ϵ] composed with a line
segment [1−ϵ, t˜q−ϵ], a small circle C(t˜q , ρ) and the line segment [t˜q+ϵ, z], (Picard–Lefschetz
Principle).
Let us set the above path as γ˜1, then (4.19) gives
zσ0
 1
0
· · ·
 1
0

γ˜1
q
k=1
tσ∞+x−1k (1− tk)n
(z − t1t2 · · · tq)σ∞+σ0 dt1 · · · dtq
= 2iπ · zx c∞(n)

A1(z)+ A2(z)(log(1/z))+ · · · Aq(z) (log(1/z))
q−1
(q − 1)!

.
We continue along cycles γ0, . . . γ
q−1
0 i.e by an integration along closed the q − 1 circles of
radius ρ to obtain the value of C∞(n)Aq(z).
Hence, this polynomial is obtained by the calculation of an iterated integral which in this case is
a multidimensional residue. This gives
Aq(z) = (−1)σ0+σ∞−1zσ0
×
q−1
k=1

|tk |=ρ
t x−1−σ0k (1− tk)ndt1 · · · dtq−1
×

|tq−z/t1t2···tq−1|=ρ
tσ∞+x−1q (1− t)n
tq − zt1···tq−1
σ0+σ∞ dtq .
If we put:
E =

|tq−z/t1t2···tq−1|=ρ
tσ∞+x−1q (1− t)n
tq − zt1···tq−1
σ0+σ∞ dtq
then, we easily find
E = 2iπ zx−σ0

n
k=0
(−1)qk

σ∞ + x + k − 1
σ∞ + σ0 − 1
n
k
q
zk/(t1 · · · tq−1)x+k+1−σ0

.
Now, as
|tk |=ρ
t−(k+1)k (1− tk)ndtk = (−1)k
n
k

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gives
(2iπ)q !c∞(n) q+1 Fq
−n,−n, . . . ,−n, σ∞ + x
1, 1, . . . , 1, 1+ x − σ0
 z zx
where
c∞(n) = (−1)σ∞+σ0−1 Γ (x + σ∞)Γ (σ∞ + σ0)Γ (1+ x − σ0) = (−1)
σ∞+σ0−1

σ∞ + x − 1
σ∞ + σ0 − 1

.
As the analytic continuation of the integral R˜∞(x, z) given by (4.20) yields the ‘additive term’
(2iπ)q Aq(z)zx , this proves (4.10) for x ≠ 0.
4.4. Applications to simultaneous rational approximations of Hurwitz-zeta functions ζ(2, x),
ζ(3, x), . . . , ζ(q, x)
Applications of these formulas give the Rivoal’s Theorem 1 [24] but with other normaliza-
tion’s constants.
For instance, if we choose as normalization’s constant
c∞(n) = (−1)σ∞+σ0−1

σ∞ + x − 1
σ∞ + σ0 − 1

(4.21)
the remainder is given by R˜∞(z) and for 1 6 k 6 q, the new polynomials are A˜k(z) =
c∞(n)Ak(z). In particular, for z = 1, σ0 = r, σ∞ = 1, we can verify that If q(n + 1) >
r + 2, then A1(1) = 0. Hence, we obtain ‘simultaneous asymptotic expansions’ of the family
ζ(2, x), . . . , ζ(q, x), with
R∞(x, 1) = (−1)
q
x+n+1
n
q q+1 Fq  r + 1, x + 1, . . . , x + 1n + x + 2, n + x + 2, . . . , n + x + 2
 1 ,
and for 1 6 k 6 q, A˜k(1) ∈ Q [x],
A˜q(1) =
n
k=0
(−1)qk+r
n
k
q  x + k
r

.
Rivoal in [24] proved that for 0 6 k 6 q, A˜k(1) ∈ Q [x].
The more interesting case which gives applications in the p-adic case [5,24,4] is obtained for
z = 1, q = 2, σ∞ = 1, σ0 = n.
Since for σ1 = n, A1(1) = 0 then
R∞(1) = A2(1)ζ(2, x)+ A0(1)
Formula (4.7) for k = 2 yields
ζ(2, x) =
∞
n=0
Bn x
−(n+1).
It is not a convergent series but an asymptotic series at x = ∞, [24,22].
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Considering formula (4.6) for z = 1. We use the change of variable t = 1− u to show that
ζ(2, x) =
∞
n=1
n!
n2(x + 1)n
[22].
R∞(x, 1) = 1
x+n+1
n
2 3 F2  n + 1, x + 1, x + 1n + x + 2, n + x + 2
 1
A2(1) =
 x
n

3 F2
−n,−n, 1+ x
1, 1+ x − n
 1 .
Using Pfaff–Saalschu¨tz identity (Corollary (3.3.5) in [1]), we can verify the formula
A2(1) = 3 F2
−n, x, 1+ n
1, 1
 1
used by Beukers in [5] to prove the irrationality of 2-adic ζ(2).
5. Derivation with respect to a parameter and generalization of Ape´ry’s construction
We put
Ψk(x, z) = Φk(x, z)z−x =
∞
n=1
1
(n + x)k z
−n−x
then Φk(x, z)z−x satisfies
(z − 1)θk(Ψk(x, z)) = (−1)k z−x .
Setting,
Ψk,p(x, z) = 1p!
∂ p
∂x p
(Φk(x, z)z−x )
L0(z) = 1 and for j ≠ 0, L j (z) = (log(1/z)) jj ! , we obtain,
Ψk,p(x, z) =

p
j=0

k + j − 1
j

Φk+ j (x, z)L p− j (z)

z−x .
We set,
Ψ˜k,p(x, z) =
p
j=0

k + j − 1
j

Φk+ j (x, z)L p− j (z). (5.1)
Lemma 1. Ψ˜k,p(x, z) is a solution of the Fuchsian differential equation of order k + p + 1
(Ck) : (θ p+1(θ − x)k − z(θ + 1)p+1(θ − x)k)(Ψ˜k,p(x, z)) = 0. (5.2)
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Proof. We consider, Ψ˜k,p(x, z) = zxΨk,p(x, z). Application to the p-fold derivation with
respect to x gives
(z − 1)θk(z−x Ψ˜k,p(x, z)) = (−1)k z−x (log(1/z))p.
We apply the differential operator θ p+1 to obtain
θ p+1(z − 1)zxθk(z−x )(Ψ˜k,p(x, z)) = θ p+1((z − 1)zx (θ − x)k z−x )(Ψ˜k,p(x, z))
which gives
θ p+1((z − 1)(θ − x)k)(Ψ˜k,p(x, z)) = 0
but, if A(z) denotes an analytic function, then
θ p+1(z A(z)) = z(θ + 1)p+1(A(z))
and which easily gives the differential equation (Ck). In particular these differential equations
are hypergeometric and (5.2) gives easily the exponents.
At z = 0: (0, 0, . . . , 0  
p
, x, x, . . . , x  
q+1
).
A basis of solutions at z = 0 is
Ψ˜q,p(−x, 1/z)+ (−1)
k
xk
, . . . , Ψ˜q,0(−x, 1/z)
+ (−1)
k
xk
; zx , zx log z, . . . , zx (log z)k−1

. (5.3)
At z = ∞: (1, 1, . . . , 1  
p
,−x,−x, . . . ,−x  
q+1
).
If we put, Ψ˜q,0(x, z) = Φq(x, z), a basis of solutions of the equation Cq at z = ∞ is
Ψ˜q,p(x, z), Ψ˜q,p−1(x, z), . . . , Ψ˜q,0(x, z);
(1/z)−x , (1/z)−x log(1/z), . . . , (1/z)−x (log(1/z))k−1

. (5.4)
At z = 1: (0, 1, 2, . . . , p + q − 1, p + q − 1).
A basis of solutions at z = 1 is
(zx , zx log z, . . . , zx (log z)p+q−1, log(z − 1)(zx (log z)p+q−1)+U (z)). (5.5)
Here, U (z) denotes an analytic function at z = 1.
This last exponent p + q − 1 is related to a logarithmic solution as in the formula (3.5). 
5.1. Applications to Pade´ approximation
Suppose that for 0 6 j 6 p the non-negative numbers (σ ( j)∞ , σ ( j)0 ) where, σ
(0)∞ = σ∞, resp
σ
(0)
0 = σ0 satisfy for 1 6 j 6 q, σ ( j)∞ 6 σ ( j−1)∞ , resp σ ( j)0 6 σ ( j−1)0 and,
p
j=0
(σ
( j)∞ + σ ( j)0 )+ σ1 − p = q(n + 1). (5.6)
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Linear algebra shows that for 1 6 j 6 p and 0 6 k 6 q , there exists polynomials
A0, j (z), A˜0, j (z), Ak(z) of degrees at most n which satisfy C :
R∞, j (x, z) = A˜0, j (z)+
q
k=1
Ak(z)

k + j − 1
j

Φk+ j (x, z) = O(1/(z)σ
( j)∞ )
R0, j (x, z) = A˜0, j (z)+
q
1
(−1)k+1 Ak(z)

k + j − 1
m

×

Φk+ j (−x, 1/z)+ (−1)
k+ j
xk+ j

= O(zσ ( j)0 )
R1(x, z) =
q
1
Ak(z)z
x log(1/z)k−1/(k − 1)! = O(z − 1)σ1 .
The construction use the method of Theorem 1, namely, consider the operator L(θ) of order
p + q + 1
L(θ) = (z − 1)

p
j=0
A˜0, j (z)(−θ) j (x − θ)q

+
q−1
k=1
Ak(z)(x − θ)q−k . (5.7)
Indeed, for 0 6 j 6 q , we have (x − θ)q−k(Ψ˜q,p(x, z)) = Ψ˜k,p(x, z) and
(−θ) j (z − 1)(x − θ)q(Ψ˜q,p(x, z)) = (−θ) j (L p(z)) = L p− j (z).
We can verify that
L(θ)(Ψ˜q,p(x, z)) = R∞,p(x, z); L(θ)(Ψ˜q,p(−x, 1/z)) = R0,p(x, z)
and L(θ)(Lq−1(z)zx ) = R1(x, z)zx . Now, the construction of C which annihilates (5.7) is the
same as in the Theorem 1. We write the images of the basis given by the Lemma 1 and if the
relations (5.6) and C are satisfied, we compute the exponents of the differential operator C as in
the proof of Theorem 1. Application of Fuchs relation show that these local exponents are those
given by the local data and that C is also without apparent singularities. These verifications allow
to construct the equation C whose Riemann P-scheme is given by the following theorem:
Theorem 2. The Riemann P-scheme related to C.
P

0 ∞ 1
σ
(p)
0 σ
(p)∞ 0
σ
(p−1)
0 σ
(p−1)∞ 1
...
...
...
σ
(0)
0 σ
(0)∞ p − 1
x −n − x p
x −n − x p + 1
...
...
...
x −n − x q + p − 1
x −n − x σ1

z

. (5.8)
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Here, this P-scheme is composed of p rows which begin with ‘σ0’ and q rows which begin with
‘x’. If we set,
ω(t1, t2, . . . , tq , z) =
q
k=1
tσ∞+x−1k (1− tk)n
(z − t1t2 · · · tq)σ∞+σ0−1 ,
we can choose as integral representation for the remainders, R∞,k(x, z).
R∞,k(x, z) = (−1)
(σ∞+σ0−1)zσ0
σ∞+x−1
σ∞+σ0−1

×

[0,1]q
ω(t1, t2, . . . , tq , z)(log(t1t2 · · · tq))k
(z − t1t2 · · · tq) dt1 · · · dtq . (5.9)
As in the proof of Theorem 1 this gives the polynomial Aq(z).
In particular, when 0 6 k 6 p, σ (k)∞ = σ∞, σ (k)0 = σ0, we find Aq(z) =
p+q+1 Fp+q

σ∞ + x, . . . , σ∞ + x,−n, . . . ,−n
−σ0 + 1+ x, . . . ,−σ0 + 1+ x, 1, . . . , 1
 z . (5.10)
In this formula, the number of −n resp 1+ x − σ0 on the rows is q.
The remainder R∞,1(x, z) is (within a multiplicative constant) (1/z)σ∞×
q+p+1 Fq+p

σ∞ + x, . . . , σ∞ + x, σ∞ + x, σ∞ + σ0, . . . , σ∞ + σ0
σ∞ + x + n + 1, . . . , σ∞ + n + x + 1, 1, . . . , 1
 1/z . (5.11)
Likewise, the number of σ∞ + x resp σ∞ + x + n + 1 on the rows is q .
The other remainders are obtained by use of Frobenius method (derivation with respect to the
parameter x) (i.e. for the exponent x which also gives the integral formula (5.11)). The other
polynomials are also obtained by Frobenius method of derivations with respect to a parameter t ,
(i.e. for the exponent 0) as in the proof in Theorem 1.
5.2. ‘Ape´ry’s type’ rational approximations of Hurwitz’ zeta functions
Using, (5.11), we obtain a generalization given by Vasilyev [27] of ‘Beukers’ of integral.
Suppose that σ1 > 1, i.e. A1(1) = 0, since
log(t1t2 · · · tq)
1− t1t2 · · · tq = −
 1
0
dtq+1
(1− t1t2 · · · tq)tq+1 .
If we set for s > 2, Qs(t1, t2, . . . , ts) = 1 − (1 − t1t2 · · · ts)ts+1 then for z = 1 we obtain the
following relation
A˜0,p(1)+
q
k=2
Ak(1)

k + p − 1
p

ζ(k, x)
= (−1)
(σ∞+σ0−1)
σ∞+x−1
σ∞+σ0−1
 
[0,1]q
ω(t1, t2, . . . , tq , 1)
(1− t1t2 · · · tq)
p+q
s=q
Qs(t1, t2, . . . , ts)
dt1 · · · dtq .
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For x = 0, q = 2, p = 2,
σ (0)∞ = σ (1)∞ = n + 1; σ 00 = σ 10 = 0, σ1 = 1
we obtain the famous rational simultaneous approximation of Ape´ry [2] and Huttner [15] for
ζ(2) and ζ(3).
For z = 1,p = 1, σ (1)∞ = σ (2)∞ = 1; σ (1)0 = σ (2)0 = n, applications of Theorem 1 yields
A˜4(1) =
 x
n
2
4 F3
 −n,−n,−n, 1+ x
1, 1+ x − n, 1+ x − n
 1 .
Whipple formulas (see Theorem 3.3.3 of [1]), yields
A˜4(1) = 4 F3
−n,−x, 1+ n, 1+ x
1, 1, 1
 1 (5.12)
( A˜4(1) ∈ Q [x] of degree 2n.) The remainder R∞(x, 1) is
1
x+n+1
n
2 ∂∂x

4 F3

n + 1, n + 1, x + 1, x + 1
n + x + 2, n + x + 2, 1
 1 .
Formula (4.7) for k = 3 gives
ζ(3, x) = 1
2
 ∞
n=0
(n + 1)Bn/xn+2

.
Since, A˜3(1) = 0, we also obtain diophantine approximations of the asymptotic power series of
ζ(3, x), namely
A˜4(1)
ζ(3, x)
2
− A˜0(1) = R∞(x, 1) = O(x−2n−1).
This formula was used also by Beukers [5] in the proof of the irrationality of 2- and 3-adic ζ(3)
(see also Prevost [22]). In particular, this also gives for x = n Ape´ry’s formulas.
6. Pade´ approximation of the second kind
We can apply the previous section to obtain explicit results about Pade´ approximations of the
second kind. The arithmetic applications of this section will appear in another paper.
In 1990 Hata [12], using Hermite–Pade´ approximations of the second kind proved a lower bound
for linear forms in the values of the functions Φk(x, z). The previous study permits us to give
a new proof for Hata’s formulas concerning simultaneous rational approximations of Lerch’s
functions Φ(k, x).
As for the simultaneous approximations of the family
Li1(z), Li2(z), . . . , Liq(z),
given in [15,14], we can use this method for the construction of new differential equations to give
the simultaneous rational approximations of the Lerch function.
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We consider
Φ1(x, z) =
∞
n=1
(1/z)n+x
n + x
and for k ≥ 1,
Ψk(x, z) = 1k!
∂k(Φ1(x, z))
∂xk
· zx .
For q = 1, p > 1, we obtain simultaneous approximations of second kind of Φk(x, z).
Suppose, degA1(z) = N , σ k∞ = rk + 1, σ k0 = 0. If,
N =
p
k=1
rk .
Fuchs relation is satisfied and the Riemann P-scheme related to A1(z) is
P

0 ∞ 1
x r1 + 1 0
x r2 + 1 1
...
...
x rp + 1 p − 1
x −N − x σ1

z
 . (6.1)
Frobenius method to solve this differential equation shows that these numbers must satisfy the
assumption r1 ≥ r2 ≥ · · · ≥ rp ≥ 0, [16, pp. 369–370].
The polynomial related to A1(z) (up to a constant factor) is
p+1 Fp
−N , r1 + 1+ x, . . . , rp + 1+ x
1+ x, 1+ x, . . . , 1+ x
 z . (6.2)
We consider now the derivation’s operator D = ddz , since we have the following relation
z1−a Dk zk+a−1 = ((θ + a + 1) · · · (θ + a + k))/(a)k,
putting,
S(k, x, z) = z−x Dk zk+x/k!,
we obtain:
A1(x, z) = 1r1!r2! · · · rp!

p
k=1
(Srk ,x,z)(1− z)N

. (6.3)
From A1(z), we construct a normalized polynomial QN (x, z) such that QN (x, z) ∈ Z[z], which
gives
QN (x, z) =
(1+ x)r1 · · · (1+ x)rp
r1! · · · rq ! ·p+1 Fp
−N , r1 + x + 1, . . . , rp + x + 1
1+ x, 1+ x, . . . , 1+ x
 z
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which can also be written,
QN (x, z) =
N
k=0
(−1)k

N
k
 p
j=1

x + r j + k
r j

zk . (6.4)
As by (4.6) if, z ∉ [0, 1],Φk(x, z) = 1(k−1)!
 1
0
t x ·(log(1/t)k−1)
z−t dt . We can also write the
polynomials Pk(x, z) as
Pk(x, z) = 1
(k − 1)!
 1
0
QN (x, z)− QN (x, t)
z − t t
x (log(1/t))k−1dt
and the remainders:
Rk(x, z) = 1
(k − 1)!
 1
0
QN (x, t)
z − t t
x (log(1/t))k−1dt.
Since, integrating rk by parts yields:
Rk(x, z) =
 1
0
trk+x (1− t)N
(z − t)rk+1 (log(1/t))
k−1dt. (6.5)
6.0.1. Applications
If x = 0, z = −1, as Lik(−1) = (1 − 12k−1 )ζ(k) we obtain simultaneous rational
approximations of
1, log 2, ζ(2), . . . , ζ(q).
If x = −1/2, z = −1, q = 2s, we obtain simultaneous rational approximations of
1, π, β(2), . . . , β(2s).
(Recall that G = β(2) is the Catalan’s constant).
7. Arithmetic applications
In this section, we show that the general method developed in this paper gives some arithmetic
applications. It is not our purpose to study and try to give arithmetic ameliorations of many results
obtained by cited authors. We mention without proofs consequences of this construction.
7.1. Arithmetic nature of Φk(x, P/Q)
We assume that q > 2, x ∈ Q, 0 < x = α/β < 1 and we only consider the case σ0 = 0. We
suppose that z = P/Q, z ≠ ±1, and we set, σ∞ = un + u0.
We define the following classical arithmetic constants:
µ(β, K ) = βK

p prime |β
p[(K/p−1)],
as usual, we will denote by dn the least common multiple of 1, 2, . . . , n.
For 1 6 k 6 q , we shall put Dn = dqn+1µ(β, u(n + 1)) (a denominator of the polynomials
Ak(z)).
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We put
R1(P/Q) =

uu
(u + 1)u+1
q  1
(|P/Q| + 1)u

;
R2(P/Q) =

uu
(u + 1)u+1
q  1
(|P/Q| − 1)u

∆ = eqµ(β, u)
α1 = log(Q ·∆ · R2(P/Q)) and α2 = log(Q ·∆ · R1(P/Q))
ξ0 = 1, ξ1 = Qn DnΦ1(x, P/Q), . . . , ξq = Qn DnΦq(x, P/Q).
These explicit rational approximations given by the Theorem 1 and the use of an important
Nesterenko’s lemma [19], yield the following application:
Theorem 3. We assume that z = P/Q satisfies Q∆ · R1(P/Q) < 1 then,
dimQSpan(ξ0, ξ1, . . . , ξq) ≥ log(δ)− log(α1)log(δ)− log(α1)+ log(α2)
with
α1 = Q∆R1(P/Q)
α2 = Q∆R2(P/Q)
δ = Q∆2q(1+ |P|/Q)u .
Remark 4. (a) If, |P/Q| → ∞ then dimQSpan(ξ0, ξ1, . . . , ξq) → q + 1.
As an application of this theorem, we can also obtain the results of [13] (see for instance the
Theorems 2 and 3 of [13]).
(b) If σ∞ = q(n+ 1), we are in the Pade´’s case but as R∞(1) = ∞, it is not possible to compute
Pade´ approximations at z = 1.
7.2. The well-poised case
Let us recall that
Definition 3. A power series
q+1 Fq

a0, a1, . . . , aq
b1, b2, . . . , bq
 z
is said to be well-poised if the parameters can be paired so that
a0 + 1 = a1 + b1 = · · · = aq + bq .
This series is said very well-poised if it is well-poised and a1 = a0/2.
If the hypergeometric equation is well-poised then Eq. (3.3) [15] implies that to any solution
F(z) of H = 0, the function z−a0 F(1/z) is also a solution.
It is proved in [15] that for 1 6 s 6 q there exist polynomials As(z) such that As(z) =
(−1)q−s As(1/z). Moreover the polynomial Aq(z) is the holomorphic solution of H = 0 at
z = 0.
(For the other results related to rational approximations in the well-poised case, see [15]).
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We assume that σ∞ + x + 1+ x − σ0 = 1− n i.e. for a0 = n + 2x ,
σ0 = σ∞ + n + 2x, (7.1)
the well-poised case is obtained iff 2x ∈ Z.
As in [15], we find that for 0 6 j 6 q, zn A j (1/z) = (−1)q(n+1)+ j+1 A j (z). In particular
A j ((−1)q) = (−1)q+ j+1 A j ((−1)q),
therefore
A j ((−1)q) = 0 i f j ≡ q [2] . (7.2)
7.2.1. The polylogarithmic case
If, x = 0 and σ0 > n + 1 the above proof does not work. (If we use the relation 2 of the
Theorem 1 we can prove that Aq(z) ≡ 0 and the order of B is q). It is proved in [15] that the
rank of the local system over C [z] related to formula (4.8) for x = 0.
R∞(0, z) = C∞(n)(1/z)σ∞ q+1 Fq

σ∞ + σ0, σ∞, . . . , σ∞
σ∞ + n + 1, . . . , σ∞ + n + 1
 1/z (7.3)
is q. Indeed, it is a consequence of relations between contiguous functions or so-called ‘step-up’
and step-down operator in the left ideal of the ring of differential equations generated by the
system of differential hypergeometric equation. Namely, if we put m = σ0 − (n + 1),we have
R∞(0, z) = (−1)
m
(σ∞)m
zm
dm
dzm
(S∞(0, z))
where
S∞(0, z) = C∞(n)z−σ∞ q Fq−1

σ∞, σ∞, . . . , σ∞
σ∞ + n + 1, . . . , σ∞ + n + 1
 1/z .
Now, S∞(0, z) is exactly the remainder of the Pade´-approximant of (1, Li1(1/z), . . . , Liq−1
(1/z)), i.e.
S∞(0, z) =
q−1
j=1
Pj (z)Li j (1/z)+ P0(z)
Here,
Pq−1(z) = q Fq−1
−n,−n, . . . ,−n, σ∞
1, . . . , 1
 z .
In fact, formula (7.3) is used to guess the remainder R∞(0, z) which is used in [3]. In the well-
poised-case, considering (7.3) we suppose that, σ∞+σ0 = 2σ∞+n+1. The Pade´ type problem
can be seen as a ‘contiguity relation’ at z = ∞ between the analytic branches
R∞(0, z), Liq−1(1/z), Liq−2(1/z), . . . , Li1(1/z), 1
i.e. there exists polynomials Bq−1(z), Bq−2(z), . . . , B0(z) of degree at most n such that
R∞(0, z) =
q−1
j=1
B j (z)Li j (1/z)+ B0(z)
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(i.e. the family of all functions contiguous to (7.3) has dimension q over C[z]). Here, we find that
c∞(n) = (−1)σ∞+σ0−1 and
C∞(n) = (−1)σ∞+σ0−1 Γ (σ∞)
q(n!)q
Γ (σ∞ + n + 1) .
As these polynomials are invariant by analytic continuation and monodromy, we can conclude
that if we use the notations of the Theorem 1, Bq−1(z) = Aq(z) and that for 1 6 j 6
q − 1, Bq− j j (z) = Aq− j+1(z). For more details, see [15].
For arithmetic applications, we can suppose that q is even,
σ∞ = rn + 1, σ0 = 1+ (r + 1)n, σ1 = (q − 2r)n + (q + 1),
these above assumptions show that the integral (4.13) converges.
As, σ1 > 1, A1(1) = 0, (7.2) yields that if k is even then for 2 6 k 6 q − 1, Ak(1) = 0.
R∞(0, 1) = A0(1)+ A3(1)ζ(3)+ · · · + Aq−1(1)ζ(q − 1).
As, (rn)!((r+1)n)!
n!2r+1 Aq−1(z) ∈ Z[z], multiplication by
(rn)!((r+1)n)!
n!2r+1 dqn gives a linear form with
coefficients in Z. Application of Nesterenko’s lemma, [19], gives Rivoal’s theorem [3,15].
7.2.2. Well-poised case and Diophantine approximations of numbers related to Catalan’s
constant
For k > 2, we put
β(k) =
∞
n=1
(−1)n−1
(2n − 1)k = 2
kΦk(−1/2,−1). (7.4)
We can use the Theorem 1 to give simultaneous rational approximations of the family
(1,Φ1(−1/2, z), . . . ,Φq(−1/2, z)).
If we assume that σ1 > n + 1 then for k odd, Ak(−1) = 0, the previous study gives for q even a
linear form related to the Catalan’s constant. Our method does not show that the rank of the local
systems is q − 1, nevertheless if q is even this gives almost the same result as in [25]. Indeed, as
R∞(−1/2, z) = A0(z)+ A2(z)Φ2(−1/2, z)+ · · · + Aq(z)Φq(−1/2, z), (7.5)
if we put σ∞ = rn, σ0 = (r + 1)n i.e. v = u + 1, w = (q − 2r)n + q, then, for q > 3,
multiplication by ( (2rn)!n!r )
2dqn gives a linear form with coefficients in Z for the even beta values
β(2), β(4), . . . , β(q), (see also [25]).
r∞(−1) =
q/2
k=1
a2k(n)2−2kβ(2k)+ a0(n).
Remark 5. Using derivation with respect to the parameter x with
σ (k)∞ = N + 1, σ (k)0 = N + n + 1, σ1 = q(n + 1)− 1− 2pN
(well-poised-case), yield the same kind as Sorokin’s results [26], i.e, that there exists an effective
positive constant p0 such that for any odd natural number p > p0 and an even natural number
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q > 100p log p there is at least one irrational number among the numbers
β(p + 1), β(p + 3), β(p + 5), . . . , β(p + q − 1).
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