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Résumé
Cet article aborde l’estimation de pose basée modèle (ou
localisation de caméra). Nous proposons une approche di-
recte qui considère l’image comme un tout. Pour cela, nous
exploitons une mesure de similarité, l’information mutuelle
qui mesure la quantité d’information partagée par deux si-
gnaux, ou par deux images, dans notre cas.
L’avantage de cette mesure de similarité est de permettre
de traiter des images de différentes modalités, en parti-
culier, des images réelles et des images de synthèse. De
plus, cette mesure gère les occultations et les changements
d’illumination.
Les résultats avec des séquences d’images de synthèse
(benchmark) et réelles, en caméra statique ou mobile, dé-
montrent la robustesse de la méthode par rapport aux per-
turbations et la capacité de notre méthode à faire des esti-
mations de pose stables et précises.
Mots Clef
Estimation de pose, suivi visuel, information mutuelle
Abstract
This paper deals with model-based pose estimation (or
camera localization). We propose a direct approach that
considers the image as a whole. For this, we consider a
similarity measure, the mutual information. Mutual infor-
mation is a measure of the quantity of information shared
by two signals (or two images in our case).
The advantage of this similarity measure is to be able to
deal with different image modalities. In particular one can
consider a similarity between real and synthetic images.
Furthermore, it can handle occlusions and illumination
changes.
Results with synthetic (benchmark) and real image se-
quences, with static or mobile camera, demonstrate the ro-
bustness of the method with respect to perturbations and
the ability of our method to produce stable and precise pose
estimations.
Keywords
Pose estimation, visual tracking, mutual information
1 Introduction
Estimer la pose d’un objet, et le suivre, est critique pour
de nombreuses applications en robotique telles que la lo-
calisation, la navigation, le positionnement, etc. La vision
artificielle, dans ces contextes, présente un grand potentiel
puisque les images apportent une information très riche sur
l’environnement. Le problème d’estimation de pose d’objet
est alors équivalent à la localisation de caméra. L’objectif
de ce travail est de concevoir une nouvelle méthode d’esti-
mation de pose de caméra.
La localisation de caméra a été très étudiée dans les der-
nières décennies. L’estimation de structure à partir du mou-
vement (SFM) avec optimisation par ajustement de fais-
ceaux [29, 20] ou, dans la communauté robotique, la lo-
calisation et la cartographie visuelles simultanées (vS-
LAM) [16, 18, 28], sont des approches usuelles pour es-
timer la pose, relative ou non, de la caméra. Ces approches
reconstruisent l’environnement et estiment simultanément
la position de la caméra mais a besoin de faire une boucle
pour corriger la dérive. Enfin, l’odométrie visuelle est une
autre technique permettant de retrouver la pose relative de
la caméra [7] mais les estimations dérivent irrémédiable-
ment.
Cependant, si un modèle 3D de l’environnement est déjà
connu par le robot, les problèmes d’exploration et de fer-
meture de boucle sont évités. Dans [26], il a été montré que
l’utilisation d’informations 3D sur l’environnement assure
une meilleure précision dans l’estimation de pose. Cette
information 3D rend l’estimation de pose de caméra, em-
barquée sur une plateforme mobile, précise et sans dérive,
si le robot se déplace près de marqueurs référencés [11], ou
même geo-référencés [13].
Depuis quelques années, de plus en plus de modèles 3D
de villes ou d’environnements urbains sont disponibles. Le
présent travail est réalisé dans le contexte du projet City-
VIP de l’Agence Nationale de la Recherche (ANR) dans le
cadre duquel l’Institut Géographique National (IGN) a nu-
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mérisé les rues et les bâtiments du XIIime arrondissement
de Paris (Fig. 1(a)). Ainsi, nous avons pour objectif d’ex-
ploiter ce modèle 3D texturé pour localiser un véhicule par
la vision, c’est-à-dire estimer la pose de la caméra dans
la scène virtuelle en combinant les informations apportées
par l’image réelle (Fig. 1(b)) et le monde virtuel (Fig. 1(c)),
dans une approche multi-modale.
L’estimation de pose basée modèle est un problème abordé
depuis plusieurs années en travaillant avec divers types de
primitives : les points [21, 19], les droites [15], leur combi-
naison [25] ou encore des modèles 3D filaires [8]. Ces tra-
vaux ont exploité des primitives géométriques mais seuls
certains autres travaux prennent en compte l’information
photométrique explicitement dans l’estimation de pose et
le suivi. Certains d’entre eux associent des primitives géo-
métriques et photométriques [14, 24]. La primitive pho-
tométrique (les intensités de l’image) peut être considé-
rée directement pour estimer l’homographie et ensuite la
position relative entre l’image courante et celle de réfé-
rence [4]. Une approche plus récente propose d’estimer une
telle transformation en utilisant une approche fondée sur la
théorie de l’information. Dans [9], l’information mutuelle
partagée par un modèle plan texturé et des images acquises
par la caméra est utilisé pour estimer une homographie (et
ensuite une transformation 3D). Nous proposons de géné-
raliser ce dernier travail aux modèles 3D en général, définis
par un maillage, puisque c’est une manière courante en vi-
sion par ordinateur ou en synthèse d’images, de représen-
ter une scène virtuelle. Par conséquent, ce travail formule
(a)
(b) (c)
FIGURE 1 – (a) Le modèle 3D texturé du XIIime arrondis-
sement de Paris, (b) une image réelle acquise dans une rue
et (c) la vue de synthèse correspondante.
le problème d’estimation de pose comme la maximisation
de l’information mutuelle partagée par une image réelle et
une vue virtuelle rendue à partir d’une pose donnée.
La suite de l’article est organisée en trois parties princi-
pales. Premièrement, la formulation générale de l’estima-
tion visuelle de pose basée modèle en un problème d’op-
timisation non linéaire est introduit dans la partie 2. En-
suite, dans la section 3, la maximisation de l’information
mutuelle pour optimiser la pose est détaillée. Enfin, les ré-
sultats illustrent, dans les parties 4 et 5, le comportement
de la méthode d’optimisation, sa précision et sa robustesse,
avant de conclure.
2 Définition du problème d’estima-
tion de pose
L’estimation de pose est considérée dans ce travail comme
un problème d’optimisation non linéaire. Par conséquent,
pour une nouvelle image acquise par la caméra, la pose est
calculée en minimisant l’erreur entre les mesures réalisées
dans l’image et la projection d’un modèle 3D de la scène
pour une pose donnée. Puisque le mouvement de la caméra
entre deux images est supposé faible, la pose obtenue pour
l’image précédente est une bonne initialisation de la pose
pour la nouvelle image. Le problème d’initialisation se re-
trouve seulement pour la première image acquise par la ca-
méra. Ce problème est plus du ressort de la détection, de
l’appariement et de la reconnaissance, et est en dehors de
l’objet de cet article.
2.1 Estimation de pose basée primitive géo-
métrique
L’estimation visuelle de pose est particulièrement connue
à travers les approches basée primitives géométriques. Le
but est, à partir d’une pose initiale arbitraire, que la ca-
méra atteigne la pose désirée r∗, telle que r est une re-
présentation vectorielle de la pose à six degrés de liberté
(r = [tX , tY , tZ , θX , θY , θZ ]). r∗ doit satisfaire certaines
propriétés mesurées dans les images. En considérant s(r),
la projection de la scène 3D pour la pose r, la méthode
d’optimisation est conçue de manière à ce que l’erreur
entre s(r) et s∗ (l’observation dans l’image) soit minimale.
Le problème d’optimisation peut alors être écrit :
r̂ = arg min
r
‖s(r)− s∗‖. (1)
Le modèle 3D est classiquement fait de primitives géomé-
triques comme les points, les droites, etc. Dans ce cas, le
problème principal est de déterminer dans chaque image
les correspondances entre la projection du modèle et les
primitives extraites de l’image s∗, mais aussi de suivre ces
primitives dans chaque image.
Les erreurs ou les imprécisions du suivi bas niveau en-
gendrent des erreurs importantes dans le processus de suivi.
2.2 Estimation de pose directe
Pour éviter ces problèmes de suivi et d’appariement de pri-
mitives géométriques, et aussi la perte de précision que ces
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approchent introduisent, d’autres formulations qui utilisent
les images comme un tout doivent être proposées. Notons
que des approches directes ont été largement étudiées pour
le suivi 2D ou l’estimation de mouvement [3, 4]. Dans ces
approches, l’idée est de minimiser directement l’erreur, la
somme des carrés des différences (ou SSD), entre la région
de référence d’une image I∗ et l’image courante I transfé-
rée dans l’espace de la région de référence en utilisant un
modèle de mouvement donné (généralement une homogra-
phie).
Théoriquement, en admettant qu’un modèle 3D de la scène
soit disponible, ce procédé peut se transposer à celui de
l’estimation de pose. En effet, dans ce cas, la pose peut
être déterminée en minimisant l’erreur entre l’image ac-
quise par la caméra I∗ et la projection de la scène pour une
pose donnée I(r). La fonction de coût peut s’écrire sous la
forme :
r̂ = arg min
r
∑
x
(I(r,x)− I∗(x))2 . (2)
Dans l’équation (2), I(r) peut être obtenu en utilisant
un moteur de rendu (comme OpenGL). Ce modèle vir-
tuel, même tapissé de textures photoréalistes est rendu par
un quelconque moteur 3D et l’image obtenue n’est autre
qu’une image de synthèse. Par conséquent, même si la
fonction de coût de l’équation (2) ne comporte pas de suivi
ou d’appariement de primitives, les variations d’illumina-
tion ou les occultations ont un grand impact sur la fonction
de coût engendrant l’échec du suivi visuel.
Nous proposons de formuler un autre critère d’optimisa-
tion qui compare directement et entièrement les images
courante et désirée. Plutôt que d’utiliser une fonction de
coût basée SSD, nous définissons une fonction d’aligne-
ment entre les deux images : l’Information Mutuelle (MI)
entre I(r) et I∗ [27, 30]. La fonction MI est une mesure de
la quantité d’information partagée par deux images. Quand
la fonction MI est maximale, les deux images sont reca-
lées. La mesure de similarité MI a été utilisée dans des
travaux de recalage [30] et plus récemment pour suivre
des plans dans des séquences d’images [9]. Cette primitive
s’est montrée robuste au bruit, aux réflexions spéculaires et
même à différentes modalités entre l’image de référence et
la courante. Cette dernière caractéristique est particulière-
ment intéressante dans notre travail puisque nous voulons
aligner une vue de synthèse sur une image réelle.
Notons, de plus, que l’estimation de pose et l’asservisse-
ment visuel sont des problèmes duaux [8] et qu’en asser-
vissement visuel, les approches directes utilisant un critère
de type SSD [6] ou MI [10] se sont montrées très efficaces
et ont inspiré ce travail.
Nous proposons alors une extension significative de [9, 10]
au cas de l’estimation de pose basée modèle non plan et au
suivi.
3 L’information mutuelle sur SE(3)
Comme abordé en section 2, les fonctions de coût plus ou
moins classiques (eq. (1) et (2)) doivent être reformulées.
L’objectif est de réaliser le recalage du modèle par rapport à
l’image et cela peut être formulé comme l’optimisation de
l’information mutuelle partagée par l’image de référence
I∗ et la projection du modèleM. Si γ est l’ensemble des
paramètres intrinsèques de la caméra (focale et point prin-
cipal) et r sa pose, le problème d’estimation peut s’écrire
de la façon suivante [22] :
r̂ = arg max
r
MI (I∗, Iγ (M, r)) . (3)
L’image Iγ (M, r) est le résultat de la projection du mo-
dèleM à la pose donnée r. Par une approximation de Tay-
lor au premier ordre de la fonction MI à la pose courante
r, le lien entre la variation de l’information mutuelle et la
variation de la pose est exprimé. L’incrément à appliquer à
la pose est ensuite obtenu par une méthode d’optimisation
de type Newton.
Pour résoudre cette fonction, un modèle 3D texturé de l’ob-
jet à suivre est nécessaire et doit être projeté pour chaque
pose de caméra r. Pour générer les images du modèle 3D,
nous avons utilisé OpenGL comme moteur de rendu 3D et
plus particulièrement la librairie Ogre3D [1]. OpenGL per-
met non seulement de générer des images de synthèse mais
aussi des images de profondeur. Plus précisément, on ob-
tient une image où chaque pixel contient la coordonnée en
Z du point 3D projeté en ce pixel. C’est particulièrement
intéressant puisque le Z de chaque point visible apparaît
dans la matrice jacobienne liant les variations de l’infor-
mation mutuelle et de la pose (cf. 3.3).
3.1 L’information mutuelle
La fonction MI est définie à partir de l’entropie H de deux
images I et I∗ et leur entropie jointe :
MI(I, I∗) = H(I) +H(I∗)−H(I, I∗) (4)
Les entropies H(I) et H(I∗) et l’entropie jointe H(I, I∗)
sont une mesure de variabilité d’une, respectivement de
deux, variable aléatoire I, respectivement I et I∗. Pour
H(I), si i sont les valeurs possibles de I(x) (i ∈ [0, Nc]
avec Nc = 255) et si pI(i) = Pr(I(x) = i) est la densité
de probabilité de i, alors l’entropie au sens de Shannon,
H(I), d’une variable discrète I est donnée par :
H(I) = −
Nc∑
i=0
pI(i) log(pI(i)). (5)
D’une manière similaire, on a l’expression de l’entropie
jointe :
H(I, I∗) = −
Nc∑
i=0
Nc∗∑
j=0
pII∗(i, j) log(pII∗(i, j)). (6)
3.2 Optimisation de pose basée information
mutuelle
Il est bien connu que les rotations et les translations de la
caméra sont corrélées, avec, par exemple, et de manière
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évidente, pour une translation selon l’axe des X et une ro-
tation autour des Y . Par conséquent, une simple optimisa-
tion par descente de gradient utilisant la direction donnée
par la jacobienne de l’image liée à l’information mutuelle
ne fournirait pas une estimation précise de l’optimum de
la fonction MI. Alors, une technique d’optimisation du se-
cond ordre de type Newton est nécessaire.
En utilisant une approximation de Taylor au premier ordre
de la fonction de similarité MI, à la pose courante rk dans
un schéma d’estimation non linéaire de pose donne :
MI(rk+1) ≈ MI(rk) + LTMIr˙∆t. (7)
∆t est le laps de temps nécessaire pour transformer rk en
rk+1 en utilisant la variation de la pose r˙ (qui peut être vue
comme la vitesse de la caméra virtuelle v = r˙). La pose
est mise à jour grâce à e[v], l’application exponentielle sur
SE(3) :
rk+1 = e
[v]rk. (8)
LMI (éq. (7)) est la jacobienne de l’image (ou la matrice
d’interaction dans un contexte d’asservissement visuel [5])
liée à la fonction MI, c’est-à-dire la matrice liant la varia-
tion de la fonction MI et la variation de la pose. Cela mène
à :
LTMI(rk+1) ≈ LTMI(rk) +HMI(rk)v∆t, (9)
où HMI(rk) est la matrice d’interaction de la matrice d’in-
teraction MI : la matrice hessienne de la fonction MI, par
abus de notation. Le but est de maximiser l’information
mutuelle alors nous voulons que le système atteigne la pose
rk+1 pour laquelle la variation de la fonction MI par rap-
port à la variation de la pose soit nulle : LMI(rk+1) = 0.
En fixant ∆t = 1 dans l’équation (9), sans perte de géné-
ralité, l’incrément approché qui mène à une variation nulle
de MI est :
v = −H−1MI(rk)LTMI(rk). (10)
A la manière de [9], dans le but d’avoir une bonne estima-
ton de la hessienne après convergence, plutôt qu’utiliser la
hessienne H−1MI(rk), nous utilisons H
∗−1
MI estimée à la pose
désirée r∗ (H∗
−1
MI = H
−1
MI(r
∗)) :
v = −H∗−1MI LTMI. (11)
LMI est la matrice d’interaction liée à la fonction MI cal-
culée à la position courante rk. Bien entendu, la pose op-
timale r∗ est inconnue mais la matrice hessienne à l’opti-
mum H∗
−1
MI peut être estimée sans connaître r
∗, en posant
Z = Z∗ (cf. fin de la partie 3.3) puisque les poses consé-
cutives sont proches.
3.3 La matrice d’interaction de l’informa-
tion mutuelle
Sachant les expressions de l’entropie et de l’entropie jointe
(éq. (5) et (6)), la fonction MI (éq. (4)) se développe en :
MI(I, I∗) =
∑
i,j
pII∗(i, j) log
(
pII∗(i, j)
pI(i)pI∗(j)
)
. (12)
A partir de l’équation (12) et de simplifications permises
par la règle de dérivation en chaîne [12], l’expression de la
matrice d’interaction LMI et de la hessienne HMI sont :
LMI =
∑
i,j
LpII∗
(
1 + log
(
pII∗
pI∗
))
(13)
et HMI =∑
i,j L
T
pII∗LpII∗
(
1
pII∗
− 1pI∗
)
+HpII∗
(
1 + log
(
pII∗
pI∗
))
,
(14)
où l’ensemble des valeurs possibles a été omis par souci de
clarté. La mesure MI impose le calcul complet de la ma-
trice hessienne (pas d’approximation comme c’est généra-
lement le cas avec les primitives plus conventionnelles) [9].
Pour respecter les conditions de dérivation de la fonction
MI, les probabilités pI(i) sont interpolées par des fonctions
B-splines, notées φ dans un souci de clareté. Ainsi, la for-
mulation analytique finale de pI(i), qui peut être considé-
rée comme un histogramme normalisé, devient :
pI(i) =
1
Nx
∑
x
φ
(
i− I¯(x)) , (15)
où les valeurs possibles de niveau de gris sont mainte-
nant I¯(x) ∈ [0, Nc − 1]. Par conséquent, cette formulation
permet aussi la réduction du nombre d’entrées de l’his-
togramme [23] afin de réduire la dimensionnalité du pro-
blème mais aussi de lisser le profil de la fonction de coût
MI [10].
Ainsi, à partir de l’expression de la probabilité jointe :
pII∗(i, j, r) =
1
Nx
∑
x
φ(i− I¯(x, r))φ(j − I¯∗(x)), (16)
on déduit ses variations par rapport à la pose de la ca-
méra, c’est-à-dire la matrice d’interaction (éq. (13)) et la
hessienne (eq. (14)) :
LpII∗ (i,j,r) =
1
Nx
∑
x
Lφ(i−I¯(x,r))φ(j − I¯∗(x))(17)
HpII∗ (i,j,r) =
1
Nx
∑
x
Hφ(i−I¯(x,r))φ(j − I¯∗(x)).(18)
La variation de φ s’obtient par la règle de dérivation en
chaine :
Lφ(i−I¯(x,r)) = −
∂φ
∂i
LI¯ (19)
Hφ(i−I¯(x,r)) =
∂2φ
∂i2
LTI¯ LI¯ −
∂φ
∂i
HI¯. (20)
En admettant une scène lambertienne, au moins pour de
faibles déplacements, la matrice d’interaction de l’inten-
sité d’un point LI¯ et sa matrice hessienne HI¯ sont obtenus
par [6] :
LI¯ = ∇I¯ Lx (21)
HI¯ = L
T
x∇2I¯ Lx +∇xI¯ Hx +∇y I¯ Hy, (22)
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où ∇I¯ = (∇xI¯,∇y I¯) sont les gradients de l’image, ∇2I¯
sont les gradients des gradients de l’image et Lx est la
matrice d’interaction d’un point qui lie son déplacement
dans le plan image normalisé à la vitesse de la caméra. Hx
et Hy sont les matrices hessiennes des deux coordonnées
d’un point par rapport à la vitesse de la caméra. La matrice
d’interaction Lx est donnée par [5] :
Lx =
[−1/Z 0 x/Z xy −(1 + x2) y
0 −1/Z y/Z 1 + y2 −xy −x
]
.
(23)
La matrice d’interaction dépend à la fois de la position
(x, y) du point dans le plan image normalisé et de sa pro-
fondeur Z dans le repère caméra. Z est obtenu à partir du
rendu fait par le moteur 3D de notre modèle 3D texturé, en
utilisant le Z-buffer traditionnel, pour chaque point.
Les matrices hessiennes Hx et Hy du point sont données
dans [17] mais ne sont pas rappelées ici à cause de la taille
des matrices.
Pendant le processus itératif de l’optimisation, la caméra
virtuelle se déplace, conduisant au changement de profon-
deur de chaque point. Les matrices d’interaction et hes-
sienne changent alors à chaque itération. La connaissance
de Z∗ est nécessaire (éq. (11)), alors on admet que la
profondeur des points entre les poses courante et désirée
sont assez similaires et on pose Z∗ = Z, puisque les poses
consécutives sont proches. Ainsi, à convergence, l’estima-
tion de H∗ sera précise.
L’algorithme présenté en figure 2 résume tous les proces-
sus de l’estimation de pose et le suivi basés information
mutuelle.
I* 
ri=0 
3D engine 
entropy 
joint entropy 
entropy 
gradients 
IZ 
I 
Z 
Jacobian 
computation 
pose 
increment 
ri+1 
FIGURE 2 – Synoptique de l’algorithme d’estimation de
pose basé information mutuelle. Le processus boucle jus-
qu’à ce que l’information mutuelle partagée par I et I∗ soit
stable.
4 Résultats de simulation
Notre méthode d’estimation de pose basée information mu-
tuelle a été évaluée sur une séquence d’images de synthèse.
Un jeu de données d’un benchmark de TrakMark [2] est
utilisé pour cela (Fig. 3). Le jeu de données “Conference
Venue Package 01” est utilisé et le mouvement de caméra
dans la séquence de référence est composé de translations
3D, et de rotations selon l’axe X et l’axe Y de la caméra.
(a) image 0 (b) image 725
FIGURE 3 – Images pour l’évaluation de l’estimation de
pose basée information mutuelle en simulation.
Notre algorithme a réussi à retrouver les poses de la ca-
méra tout au long de la séquence de test de 1210 images. La
précision d’estimation est évaluée aussi bien dans l’image
qu’en 3D par la suite.
Les différences d’images, entre les images de références
du jeu de données et les images obtenues aux poses op-
timales calculées par notre méthode, sont un bon moyen
d’évaluer qualitativement les poses estimées. Les diffé-
rences d’images doivent être grises quand les deux images
sont identiques. La figure 4 présente quelques différences
d’images en plusieurs endroits le long de la trajectoire.
Puisque nos images virtuelles ne sont pas rendues à l’aide
du même moteur 3D que celui utilisé par TrakMark pour
générer les jeux de données, certaines propriétés de rendu
(filtrage de texture, couleurs, etc) sont différentes. C’est
pourquoi les différences d’images ne sont pas parfaitement
grises à convergence. Notons cependant que malgré ce pro-
blème, le recalage réussit. Ce succès est dû à la mesure
d’information mutuelle qui est robuste à de tels problèmes,
tandis que les fonctions de coût plus classiques, comme la
SSD, ne le sont pas.
Après avoir évalué les résultats qualitativement dans les
images, l’évaluation des estimations est faite quantitative-
ment en 3D. La trajectoire estimée est extrêmement proche
de la vérité terrain qui est incluse dans un volume de
5m×8m×0.7m (cf. les erreurs en translation et en rotation
de la figure 5). L’erreur en translation est la norme de la dif-
férence entre la translation référence et l’estimée. L’erreur
en rotation est calculée comme suit, en considérant R∗ la
matrice de rotation de la vérité terrain et R l’estimée :
1. calcul de la matrice de “différence” de rotation
Rd = R
∗RT
(a) différence 0 (b) différence 725
FIGURE 4 – Différence entre les images de références et
les images optimales.
RFIA 2012 Lyon, 24-27 janvier 2012
2. décomposition deRd en un axe et un angle de rotation
à l’aide de la formule de Rodrigues
3. L’erreur en rotation entre la vérité terrain et l’estima-
tion est la valeur absolue de cet angle
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FIGURE 5 – Erreurs d’estimation en (a) position et en (b)
orientation sur toute la séquence, par rapport à la vérité ter-
rain.
5 Résultats expérimentaux
5.1 Validation sur une “boîte de thé”
La première évaluation sur images réelles est menée avec
une caméra statique, dans le champ de vue de laquelle une
boîte est déplacée avec un mélange de translations et de ro-
tations. Les faces de la boîte ont été scannées pour tapisser
de textures de modèle 3D. La boîte réelle, dans la séquence,
présente une illumination différente du modèle avec aussi
des réflexions spéculaires et des occultations partielles avec
les doigts. Malgré ces perturbations, le suivi est un succès
tout au long des 500 images de la séquence. La figure 6
présente trois extraits de la séquence d’images avec, pour
chaque, l’image réelle, l’image de synthèse à la pose opti-
male et le z-buffer nécessaire au calcul de la partie géomé-
trique de la matrice d’interaction (éq. (23)).
Les différences d’images de la figure 6 permettent d’éva-
luer la qualité du suivi puisque nous n’avons pas de vérité
terrain pour cette expérimentation. Notons cependant que
le modèle virtuel est parfaitement aligné avec la boîte réelle
dans l’image, quelqu’en soit l’orientation.
Comme il a été mentionné au début de l’article, le but du
travail est de réaliser un suivi et une estimation de pose
directs, et non pas la détection et la mise en correspon-
dance. Ainsi, pour la première image de la séquence, la
pose initiale de l’objet est manuellement déterminée ou de
façon semi automatique en cliquant sur quatre sommets de
la boîte, puis en faisant une estimation de pose classique.
Cette pose initiale déterminée manuellement est générale-
ment plus éloignée de l’optimale que dans le processus de
suivi où la pose initiale pour une nouvelle image est l’opti-
male pour l’image précédente. Dans cette expérimentation,
la pose initiale manuelle est distante de 2.5cm et 3.3o de
l’optimale. Il est intéressant d’observer l’évolution de la
fonction MI en fonction des itérations de l’optimization de
la pose (Fig. 7) puisqu’elle est lisse et atteint de façon lo-
garithmique sa valeur maximale.
(a) image 0 (b) image 322 (c) image 471
(d) synthèse 0 (e) synthèse 322 (f) synthèse 471
(g) profondeur 0 (h) profondeur 322 (i) profondeur 471
(j) différence 0 (k) différence 322 (l) différence 471
FIGURE 6 – Suivi d’une boîte de thé dans 500 images. (a-
c) Trois images sur lesquelles (d-f) la vue de synthèse est
recalée, avec l’information du Z de chaque pixel de l’objet
obtenu à partir du (g-i) buffer (tampon) de profondeur. Pour
évaluer la précision du suivi, la différence entre les images
réelle et de synthèse est calculée (j-l).
5.2 Application à la localisation de véhicule
Un autre objectif de notre méthode d’estimation de pose
basée information mutuelle est d’estimer la pose d’une ca-
méra en mouvement, embarquée sur un véhicule, en utili-
sant ses images (Fig. 8) et un modèle 3D texturé de la ville
dans laquelle la voiture est conduite. Contrairement à l’ex-
périmentation de la boîte de thé où aucune vérité terrain
n’est disponible, on peut superposer la trajectoire estimée
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FIGURE 7 – (a) Evolution de l’information mutuelle en
fonction des itérations pour la première image de la sé-
quence. (b) La pose initiale est distante de 2.5cm et 3.3o
de l’optimale.
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(a) (b) (c)
FIGURE 8 – Exemples d’images de la séquence du XIIime
arrondissement de Paris avec occultations des bâtiments
par des gens et par des voitures en mouvement ou non (voir
aussi Fig. 1). (c) montre un cas où l’algorithme diverge à
cause d’une occultation trop importante (75% de l’image)
par rapport au modèle, par un store et une camionnette.
sur la vue satellite de la ville pour évaluer la précision d’es-
timation (Fig. 9). Le fait que la trajectoire estimée soit bien
alignée avec la rue et bien au centre (rue à sens unique)
montre la stabilité et la précision des poses estimées, en dé-
pit des occultations des bâtiments par les voitures (Fig. 1(b)
et 1(c)), les changements d’illumination, les vibrations de
la camera ou le virage au début de la séquence (en bas à
gauche de la figure 9).
6 Conclusion et travaux futurs
Nous avons abordé une nouvelle méthode de suivi visuel
direct et d’estimation de pose impliquant la mesure d’in-
formation mutuelle partagée par deux images : une image
réelle de référence et une vue virtuelle évoluant à mesure
que la pose est optimisée, en maximisant l’information mu-
tuelle. La difficulté a été de réussir à lier la variation de la
mesure d’information mutuelle à la variation de la pose de
la caméra ou de l’objet. Les résultats montrent, en simula-
tion comme dans les conditions réelles, en particulier avec
une caméra embarquée sur une voiture, que la méthode est
robuste et très précise.
L’implémentation actuelle a cependant l’inconvénient de
ne pas être temps-réel avec environ quatre secondes de trai-
tement pour chaque image. Cependant, une implémenta-
tion en multi-résolution avec un schéma incrémental de ni-
veau de transformation, tout cela implémenté sur GPU peut
réduire considérablement le temps de traitement. Nous al-
lons aussi aborder le problème de modèle 3D texturé d’une
faible qualité dans nos prochains travaux.
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