A medium-access control (MAC) roto owl for schemes desiened so far increase the number of channels I .
I. INTRODUCTION
One of the challenges in the design of multihop ad hoc network is medium access control (MAC). When there is a single channel, an effective class of MAC protocols are based on a combination of carrier sensing, control packets (RTS-CTS), and busy tones. In such protocols as MACAW 131, DBTMA [4] , and FAM.4 (51, a node may transmit only if the cuntrol pzket carrying the request for trammission is acknowledged by the intended receiver. The dynamic scheduling (in time) enables an efficient utilization of channel resources.
MAC protocols employing spread-spectrum signaling have also garnered considerable attention [SI, 171, 181. For spread spectrum ad hoc networks, it. is possible (and often desirable) that multiple spreading codes are used. This adds the code dimension to the medium access control problem where multiple channels can be allocated to different users. If the spreading sequences have good cross correlat,ion properties, contention on one channel does not affect transmission on the other channels. Thus, a protocol can be set up in a-hich the exposed nodes and the hidden nodes may also transmit without destroying ongoing data transmissions. For spread-spectrum ad hoc networks with multiple channels, the issue of efficiency of spectral utilization arises. Because the number of available channels in spread spectrum networks is related to the available bandwidth, one needs to allocate channels efficiently in the sense that the throughput normalized by the bandwidth is mauimized.
While the number of codes to be used in a network can be predetermined, the number of potential users is often unknown. This makes it necessary to have a MAC scheme that allocates channels in a dynamic fashion, and at the same time, avoids problems associated with hidden/expused terminals. Unfortunately, sprea.d-spectrum " required in accordance with either the size of the network IS], [7] : or the length of the data-packet 181.
In this paper, we propose a new MAC protocol for multihop spread-spectrum ad hoc networks. For a fixed number of channel (spreading codes), the MAC protocol, referred to as Dynamic Channel Allocation (DCA), allocates channels on-demand. Using a Combination of RTS-CTS messaging, a query packet, and a busy tone, DCA is a colliion-free MAC protocol with higher normalized throughput than that of existing techniques. Without assuming perfect orthogonality of codes, DCA is also the first MAC protocol where the channel assignment is done on the hasis of the interference modeled at the receiver. We show that this scheme of channel allocation with interference detection ensures the perfect reception of data-packets under ideal conditions.
xETWORK MODEL ASD PERFORMANCE MEASCRE

A . The Model
We use the protocol model definition for the neighborhood of a node. Thus, each node within a fixed radius ( R ) of the transmitter is assumed to be contained in its neighborhood and can listen to the transmitter. The relationship is dual: a node is not aff'kted by any transmission that originates outside its neighborhood. The assumption of k e d transmission power is implicit to the model. The coverage areas for the nodes are represented by the circles centered at the respective nodes.
We asume M + 1 distinct spreading codes available for transmission, one of which is reserved for transmission of control sequences and the rest for data. The ad hoc network consists of N nodes where N can be much larger than M + 1. Nodes are half duplex and can tune to only one channel at any given time. In addition, nodes also have a frequency generatorlreceiver that may he used to transmit/reecive a monotone on a preset frequency. The monotone is used to specify a busy signal during packet reception. Issues related to routing are not considered. It is assumed that the nodes either know the routing tables a priori or the range of communication involves only neighboring nodes.
Transmission time is slotted, and the transmissions are packet synchronized. The data is broken up into minipackets that are tI'anSmitted in succession, with each minipacket requiring one time-slot. The RTS and the CTS packets are assumed to be less than one half mini-packet in length such that a RTS-CTS packet exchange between any two nodes in the network may be completed in a single Since the number of codes in the system that satisfy the constraints on multi-access interference is proportional to the spreading gain, the absolute performance cannot be inferred simply by observing the raw network throughput. The netmrork throughput is expected to increase with an increase of spreading gain and hence we introduce the concept of normalized throughput for comparison of different
The network throughput (I?) is defined as the average number of packets successfully received in one time-slot over the network when in steady state. The spreading gain (C) is the ratio of the chip rate to the symbol rate of a spread-spectrum signal. Then the normalized chroughput (q) can be defined as the ratio of the network throughput to the spreading gain, protocols.
conventional exposed terminal and hidden terminal prohlems in the multi-channel scenario. The solution proposed here is the transmission of the Query hy any node that intends to transmit a data packet.
The Query is a known data-packet and this is a deterministic interference that may he estimated. Once a datatransmission is scheduled using the RTS-CTS exchange, the transmitter sends out the Query on the selected channel. In response to contention caused by the Query, if any, any receiver may transmit a busy tone. The busy tone is a sinusoid sent on an out-of-band frequency, and intimates the transmitter that the channel is in use. A Query is successful only if no busy tone is heard by the transmitter. This represents the case that no exposed terminal is receiving and no hidden terminal is transmitting on the selected channel. A node may transmit only if ics Query is successful.
With the introduction of the Query, in each time-slot, all the nodes may be classified into the following 4 states:
. Idle (or Backlogged) state: Nodes that are not engaged in uacket receDtion or transmission.
. Query state: Nodes that get scheduled and are transmitting the Querv in the curIent time-slot, For simplicity, in all the subsequent discussions the spread-
ing gain is taken to he equal to the total number of codes available to the system and the protocol efficiencies are compared against their normalized throughput.
. &a state: Nodes involved in transmission or reception of data packets, only nodes in the D~~,~ State successfu~~y transmit data over the network.
DYNAMIC CHANNEL ALLOCATION
Locked state: An extra state t,hat tracks nodes involved in data-oacket collisions. This occurs due to a mis-detection Our objective is to develop a protocol that can optimize of the Query and shall he been discussed in greater detail the throughput between the nodes in the network. The in the next section. operational issues are the scheduling of transmissions and the assignment of channels to the nodes. A demand-driven B. The Protocol dynamic allocation of channels is proposed.
The Dynamic Channel Allocation protocol is defined below Dynamic Channel Allocation relies on the assignment and has been illustrat& in ~i~, 1, pig, 2 and ~i~, 3.
Of One Of the availab1e to the nodes that get . Any idle node (e.g. A) t.hat has a packet to transmit for packet exchange are, establish a communication by broadcasting an RTS on the Scheduling: For a successful transmission, there should be common channel at the beginning of the mini-slot (~i~. 2 only one transmitter attempting to transmit to a node, and and ~i~, 3).
any such transmission must he destined to an idle node. . The R T~ contains the following information: the desti. This is effected by the transmission of the RTS-CTS on nation ,,ode (B) identifier, the trmsrrlitting node (A) iden.
the control channel. Since the channel is a collision channel tifier, channel (4) on which the data will and multiple transmissions on the same channel result in follow, The channel (9) may he random]y from the packet collision, the RTS-CTS ensures proper scheduling set of channels.
of the transmissions.
. to be available only if no node in the neighborhood of the . In the next mini-slot, A transmits a Query on the seintended receiver is transmitting on that channel, and no lected channel. The Query is successful if no busy tone is other node in the neighborhood of the intended transmitter generated (Fig. 2) . is receiving on that channel. These are, respectively, the The busy tone is generated in two possible cases: schdded transmit. Thus, the two hasic requirements to any of its immediate neighbors (e.g. B) attempts to the -By the intended receiver, B, if the Queried channel is already in use ( Fig. 1.h) -By the contended receiver, D, if the selected channel is already in use (Fig. 1.c) If A receives a busy tone on the busy-tone frequency, (cases b or c) it aborts transmission on the channel and reverts to the Idle state (Fig. 3) . If A does not receive a busy tone on the busy-tone frequency, it moves to the Data state and begins transmission of the data packet from the time-slot that follows (Fig. 2) .
. At the end of the data transmission interval, which is an intcgral numbcr of mini-slots, both .4 and B reset to the Idle state. vicinity of the receiver. This results in a packet collision at the receiver and it is unable to detect either packet. The receiver and the corresponding transmitted are assumed to he in the Locked state. The throughput of node-paim in the Locked state is zero. Transition of node-pairs from the Locked state to the Data state would depend on the coding scheme used and the higher layers. Without imposing any additional constraints, we assume that the pair remains in the Locked state till the end of the current data-packet transmission, after which thcy rwct to the Idle state. Folse-alam: The False-alarm is less damaging, since it merely results in the node A aborting the transmission of the data-packet and reverting back to the Idle state. A retransmission is attempted in accordance with the protocol. This too, would lead to a decrease in the throughput of the network.
The two events are inversely proportional to each other, thus the optimization of the throughput requires an analysis of the receiver operating characteristics. We've shown that For an a level receiver (i.e. probability of Falsealarm P, = a), the power of the detector, at a signal-to-noise ratio of SNR is given by, 
C. Optimal Detection of Query
In the presence of noise and multi-access interference, the detection of the Query is not perfect and is contingent on the operating characteristics of the receivers. At every receiver, the interference due to the Query may be missed or a false alarm be raised in response to a Query that doea not interfere. This results in a probabilistic model for the acceptance of the Query.
Missed-detection: In the case of a Missed-detection, there are two nodes transmitting on the same channel within the
IV. RESULTS AND SIMULATIOXS
The maximum throughput of DCA is pronc to the operating characteristics of the detector for the Query. Peak throughput depends on both the probability of Falsealarm as well as Missed-detection. Each receiver may pick up its operating point based on it's individual requirements. For simplicity, however, we assume that all receivers operate at the same point on the ROC. The throughput then relates to the ROC as shown earlier in figure 4. Once the system SNR is computed at the receiver, the threshold of the detector is set at the point on the ROC curve that maximize6 the throughput.
A comparison of three schemes, MACA-CT, CHMA, and DCA, is made for a Wly connected 20 node network carrying data-packets geometrically distributed in length and with a mean length of 10 mini-packets. The number of data-channels depends on the protocol. For DCA, we randomly choose 5 data-channels. MACA-CT has 20 channels, determined by the sizc of the network. For CHMA, this number would have to be greater than the largest data-packet in the network, which is infinity. We compare against the normalized throughput of Modified-CT which illustrates the hest case performance of CHMA for a channel hopping sequence that is twice as long as the length of the average data-packet length [13].
The normalized throughput of the 3 protocols are plotted in figure 5. The Query detector for DCA is assumed to be operating at 2dB SNR.
Also, from figure 6, the normalized throughput appears to monotonically decreahing beyond the addition of the first fens codes. The best case performance is for systems with 2 to 4 data-channels. The results are not totally surprising since one might expect the control channel to be the bottle neck as more channels are made available for Data. Increasing the available number of channels does not yield to a proportionate increase in data traffic. Interestingly, performance of DCA is superior till the number of cbannels equals 8. Fixed channel allocation schemes would yield better throughput than DC.4 if more channcls might bc made available.
All the above analysis are for a fully connected single hop scenario. Modeling of a multi-hop network is difficult. However, our simulations confirm the applicability of the protocol to multi-hop networks and its superiority over existiug protocols for the few different topologies tested. It is interesting to note the structural dependence on the requirement of the number of spreading codes for the other Node network with average data-packet length of 10 mini-packets protocols. In case b, MACA-CT can he designed using a minimal of 11 data codes by taking advantage of spatial separation. For either situation, CHMA would still require as many channels as the maximal data-packet length. Both problems can he avoided by a dynamic allocation of channels.
The parameters used in the simulations are identical to those used previously. We consider 5 data-channels with one common control channel. Mean data-packet length is 10 slots, with a geometric distribution. Nodes have a single packet buffer. The network throughput is recorded with a constant probability of packet arrival (p).
As can be seen, for case h, since the contention neighborhood is much smaller, the throughput of DCA is significantly greater that that for a fully connected network of the same si2.e. Also the gains of DCA over MACA-CT are clearly visible.
Thus, in the context specified, DCA is superior to the other protocols and offers significant advantage. The penalty is the increased complexity of the receiver and the need for proper parameter selection. These could either be set apriori or kept variant, dependent on the network load.
V. CONCLUSIONS
Medium access control is a critical issue in ad hoc networks. One of the biggest stumbling block remains the proper scheduling of hidden and exposed terminals in the absence of a centralized contention resolution scheme. Contention of data-packets occurs at the receivers and hence, proper scheduling of data-packets requires the propogation of the contention information from the receivers to the transmitters. This is particularly interesting for multichannel ad hoc networks since the contention information can also be used in channel allocation.
In multi-channel ad hoc networks, the channel assignment has conventionally been regarded as a sep:irate issue and isolated from the MAC. The spreading gain and consequent loss in the data-rate are most.ly overlooked.
Our objective here ha5 heen to propose a MAC protocol for multkhannel ad hoc networks based on the feedhark of channel contention at the receiver. A channel is selected for transmission only if it does not cause any contention at any of the receivers in the neighborhood. The protocol is proposed in Section ID.
The salient features of the protocol include, introduction of an optimal detector and busy tone mechanism to propogate channel contention information to the transmitters in thc network, and channel allocation as a part of the MAC. This results not only in a tighter reuse of channels oT' er a multi-hop network but also makes the spreading gain independent of the size of the neighborhood.
The throughput of the protocol is presented in section W. Our analysis and simulations reveal that the network throughput is a convex fbction of the spreading codes, data-packet length and the probability of transmission. The operating chreshold of the Query detection also has significant impact on the network throughput. Proper s e lection of network parameters is crucial in order to maximize the throughput.
Performance of the system for different parameters is analyzed in section V. It is Seen that DCA is superior to other protocols. DCA also manages to reduce the dependence of the protocol on the network topology thus being more versatile.
