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In the solid mechanic community, the finite element method is widely used to simulate the 
mechanical or thermal response of materials and structures. In most cases, conforming meshes are 
used to discretize the simulated geometry. However, this traditional method is not efficient in the 
analysis of complex microstructures, since the shape of most microstructures is quite irregular. 
Creating a conforming mesh with good element quality requires a tremendous amount of time and 
effort. Furthermore, conventional meshing techniques typically yield a large number of elements, 
thereby increasing the computational cost of the analysis. 
In this work, a structured non-conforming mesh generation process is proposed and 
demonstrated for the analysis of heterogeneous materials with complex microstructures using a 
NURBS-based Interface-enriched Generalized Finite Element Method (NIGFEM) developed in 
Prof. Geubelle’s group over the past few years. The NIGFEM relies on structured meshes that do 
not conform to the material interfaces, and uses NURBS (Non-Uniform Rational B-Spline)-based 
enrichments of the finite element approximation in the elements intersected by the material 
interfaces. These enrichments capture the key features of the solution along the material interfaces 
(e.g., C0 or C-1 continuity) and provide a very accurate description of the interface geometrical 
features. 
The proposed meshing method uses an octree structure to subdivide the computational 
domain iteratively. At each iteration, the topology relation between nodes, edges, and surfaces 
within the subdivided elements are calculated and classified into different types. A set of 
hierarchical mesh refinement rules are defined to continuously divide the element if they meet 
specific criteria. To accurately capture the material interfaces that falls inside the structured mesh 





NURBS-based structured mesh can largely reduce the number of elements without sacrificing the 
accuracy of discretization. The method is particularly attractive for the computational analysis of 
real microstructures captured through X-ray tomography, as the micro-CT images are converted 
into a set of NURBS representations of the material interfaces using a set of steps also described 
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Chapter 1: Introduction 
 
The simulation of the thermal or structural response of heterogeneous materials with 
complex microstructures has long been a topic of interest to the computational solid mechanics 
community. To improve the accuracy of the computational model, one approach is to convert 
directly digital images into computational model. There are numerous methods to generate digital 
data including micro-computed tomography (micro-CT), scanning electron microscopy (SEM), 
and magnetic resonance imaging (MRI).  
The first step for the conversion from digital data to numerical simulation is to extract the 
geometry and properties that determine the boundaries from the digital images in a step usually 
referred to as image segmentation. The results from the segmentation process, i.e., the geometrical 
description of the microstructure, are then used to generate a finite element discretization, together 
with the material properties and boundary conditions, so that the numerical simulation can be 
performed. Critical aspects of this step involve ensuring a minimal loss of information and 
achieving efficiency in the generation of the numerical discretization from geometry model, as 
indicated in (Legrain et al., 2011).  
A lot of work has been done in the past two decades in this area and numerous approaches 
have been proposed to realize the conversion from images to computational models. One of these 
methods is the image-based finite element method originally proposed in (Keyak et al., 1990) for 
the computational analysis of bone structure. Another popular approach is the voxel-based finite 
element scheme, which relies on meshes built automatically by converting each material-labeled 
voxel into a structured hexahedral mesh grid. This method is attractive due to its simplicity and 




computational cost. Furthermore, as shown in (Qian et al., 2010), the method tends to generate 
jagged representations of material interfaces, thereby introducing high local stress oscillations 
(Guldberg et al., 1998). 
Another approach is based on unstructured mesh that conform to the material interfaces 
(Lee et al., 2014; Wang, 2007). This method can accurately capture the geometrical details. 
However, when the microstructure involves complex material interfaces, this approach is tedious 
and far from robust (Zhang et al., 2010). Further, it often leads to meshes containing degenerate 
(Lee et al., 2014; Wang, 2007) and poorly shaped elements with high aspect ratios (Young et al., 
2008). 
Many research projects have focused on improving the robustness and accuracy of these 
methods, and some of these improvements are now included in commercial image processing and 
mesh generation software such as SimpleWare and Amira (Youssef et al., 2007; Madi et al., 2007). 
Many of these methods rely on the marching cube algorithm (Lorensen and Cline, 1987), which 
creates a polygonal representation of constant density surfaces from a 3D array of data. Although 
it tends to improve the resulting mesh quality, this technique also leads to very large finite element 
discretization. 
To address this issue and move the complexity from computational geometry to the finite 
element formulation, generalized forms of the finite element method (FEM) have been developed 
over the past two decades to avoid the need of conforming mesh: the eXtended FEM (XFEM), the 
Generalized FEM (GFEM), the unfitted FEM (Hansbo and Hansbo, 2002), and the CutFEM 
(Burman et al., 2015). These methods are mostly developed to simplify the complexity of mesh 
generation and to enable the finite element analysis (FEA) to handle discontinuous problems with 




to solve the re-meshing issue in the simulation of crack propagation (Belytschko and Black, 1999; 
Moës et al., 1999). The method has been used to model cracks in heterogeneous media (de Borst, 
2008), material holes, and inclusions (Sukumar et al., 2001). The XFEM has also been coupled 
with other techniques such as level sets to improve its efficiency. The GFEM was first introduced 
in (Strouboulis et al., 2000, 2001) and was applied to simulate the problems with complex 
microstructures, with the interfaces defined as a 1D or 2D meshes independent of the 
computational mesh. This method was further extended to 3D elasticity problems by Duarte and 
Kim (2008). GFEM-based approaches have been successfully used in problems with weak 
discontinuities, with many research efforts devoted to the identification of the new enrichment 
functions. 
 The present study focuses on mesh generation issues associated with a recently developed 
GFEM referred to as Interface-enriched Generalized Finite Element Method or IGFEM (Soghrati 
et al., 2012; Soghrati and Ahmadian, 2015). This method is based on the framework of GFEM and 
use a Lagrangian basis as enrichment. Recently, it has been extended to NURBS-based Interface-
enriched Generalized Finite Element Method or NIGFEM (Safdari et al., 2015, 2016; Tan et al., 
2015), where Non-Uniform Rational B-Splines or NURBS (Rogers, 2000) are employed as 
enrichment functions in the framework of IGFEM. NURBS are widely used in Computer-Aided 
Design (CAD) to represent complex geometries. By direct incorporating the NURBS 
representation into the elements intersected by the material interfaces, the NIGFEM greatly 
simplifies the mesh generation process while providing similar accuracy and convergence 
properties as those of conventional FEM based on conforming meshes. This method has been 
developed on simple geometries modeled with a single NURBS surface. Extending the method to 





In this study, we discuss the procedures of direct conversion from micro-CT images to the 
NURBS-based finite element model of heterogeneous materials. In Chapter 2, the mathematical 
foundation of NURBS formulation is presented, and the steps involved in the processing of micro-
CT images are also discussed. In Chapter 3, the NIGFEM formulation for linearly elastic boundary 
value problems is provided. The implementation steps of the NIGFEM, including the construction 
of the NURBS-based enrichment functions, and the associated numerical integration are discussed 
as well. The detailed mesh generation procedures are provided in Chapter 4, together with the 
criteria and realization of hierarchical mesh refinement. Chapter 5 is dedicated to a highlight of 
the capabilities of the presented method, including the description of an application problem solved 
by the NIGFEM. Chapter 6 summarizes the important features of the method and provides 















Chapter 2: NURBS and Micro-CT Image Processing 
 
The conversion of micro-CT images to finite element model usually involves two steps: (i) 
the extraction of the geometrical information from digital image data, which includes image 
processing, and (ii) the finite element model generation based on the extracted geometrical 
information. This chapter focuses on the first step. To successfully generate the NURBS-based 
finite element model, the original NURBS patches that describe the geometrical boundaries are 
needed, thus the NURBS surface representation of the material interfaces needs to be derived from 
the image data. In this chapter, we start with a brief introduction to NURBS, and then discuss the 
process of NURBS-based surface reconstruction. 
 
2.1 Brief Introduction to NURBS 
 
Non-Uniform Rational B-Splines or NURBS are one of the most common and powerful 
methods adopted by the computer-aided design (CAD) community to represent complex curves, 
surfaces and volumes. For completeness, we provide hereafter a brief review of NURBS 
formulation based on (Piegl and Tiller, 1997; Rogers, 2000). A univariate NURBS curve is defined 
by  
𝐶(𝜉) =
∑ , ( )  
∑ , ( )  
 ,                (2.1) 
where 𝑷  are the control points, 𝑤  are the weights (𝑤   > 0), and 𝑁 ,  are the B-spline basis 
functions.  p denotes the polynomial degree and n the number of basis functions (and also number 





Figure 1: (a) A NURBS curve with 6 control points 𝑃  .  (b) A NURBS surface with 6×5 control points. 
 
The basis functions are evaluated at ξ, which takes values in the interval of a knot vector. 
A knot-vector is a set of n + p + 1 non-decreasing real numbers representing coordinates in a 
parametric space. The interval of knot vector is arbitrary, but it is commonly normalized to [0,1]. 
A knot vector is said to be open if its first and last knot values are repeated p + 1 times as  
Ξ = {0, … ,0, ξ , . . . , ξ , 1, . . . ,1}.    (2.2) 
Open knot vectors are often adopted by CAD systems. The interval [ξ , ξ ) is called a knot span. 
B-spline basis functions are defined recursively as  
𝑁 , (𝜉) =
1    𝜉 ≤ 𝜉 < 𝜉
0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,            (2.3) 
and  
𝑁 , (𝜉) =
  
  
𝑁 , (𝜉) +
  𝑁 , (𝜉), (𝑝 > 0).  (2.4) 
Note that the support of 𝑁 ,  is limited to the interval [ξ , ξ ] and 𝑁 , = 0 outside this interval. 
In general, 𝑁 ,  is 𝐶 -continuous when there are no repeated knots in its interval of support and, 








than their compact support and controllable continuity, the most notable properties of B-spline 
basis functions are their non-negativity (𝑁 , (ξ) ≥ 0), partition of unity (∑ 𝑁 , (ξ) = 1), and 
linear independence. NURBS curves inherit all the continuity properties of their bases.  
 
 
Figure 2: (a-b) A quadratic NURBS curve constructed by seven control points, and its B-spline basis 
functions 𝑁 , (𝜉)(𝑖 = 1 … 7).  (c-d) A bi-quadratic NURBS surface constructed by 6×6 control 
points and one of its basis functions corresponding to 𝑷 , . (e) A bi-quadratic/linear NURBS 
volume constructed by 4x4x2 control points. (Safdari et al., 2016) 
 
A quadratic NURBS curve and its corresponding basis functions are depicted in Figures 2a 
and 2b, respectively. Note that 𝐶 -continuity in the curve at 𝑷  directly results from the 
discontinuity of its corresponding B-spline basis function 𝑁 ,  which is dictated by the multiplicity 
of the underlying knot vector at ξ = ξ = 3/4. Further, this k = 2 (k = p) multiplicity also requires 




beginning and the end of the knot vector requires the curve to (i) interpolate the initial and final 
control points and (ii) start and end at these points (𝐶 -continuity). Key properties of NURBS 
curves include their convex hull (the NURBS curve lies within the convex hull of its control points), 
affine covariance (the transform of a NURBS curve only needs to be applied to its control points), 
and variation diminishing (a NURBS curve cannot cross a line more times than its control polygon).  
Higher-order NURBS geometries also inherit most of the properties of the NURBS curves. 
A NURBS surface is defined by taking two knot vectors and a bidirectional (n × m) control net 
𝑷 ,  through  
𝑺(𝜉, 𝜂) = ∑ ∑ 𝑅 ,
( , )(𝜉, 𝜂)𝑷 , ,       (2.5)  
where 𝑅 ,
( , ) basis is a tensor product between two sets of pth and qth-order piecewise B-spline 
basis functions 
𝑅 ,
( , )(𝜉, 𝜂) =
, ( ) , ( ) ,  
∑ ∑ , ( ) , ( ) ,  
 .      (2.6) 
Some of the properties of 𝑅 ,
( , ) are their local support [ξ , ξ ) × [η , η ), non-negativity 
and the partition of ∑ ∑ 𝑅 ,
, (𝜉, 𝜂) = 1 for all (ξ, η) ∈ [0, 1] × [0, 1]. A sample bi-quadratic 
NURBS surface and one of its basis functions are shown in Figures 2c and d, respectively. 
Similarly, a NURBS volume (or solid) is a subset of ℝ  which includes surfaces and internal points 
of an object. A NURBS volume is a tri-variate parametric representation constructed from a tri-
directional mesh (n × m × l) of control points 𝑷 , ,  and three knot vectors by  
𝑽(𝜉, 𝜂, 𝜁) = ∑ ∑ ∑ 𝑅 , ,
( , , )(𝜉, 𝜂, 𝜁)𝑷 , , ,   (2.7) 
where the 𝑅 , ,
( , , ) basis function is again defined by taking the tensor product between three sets 





( , , )(𝜉, 𝜂, 𝜁) =
, ( ) , ( ) , ( ) , ,  
∑ ∑ ∑ , ( ) , ( ) , ( ) , ,  
.  (2.8) 
Again, 𝑅 , ,
( , , ) preserves all of the properties of univariate and bivariate B-spline basis functions 
as well as compact support [ξ , ξ ) × [η , η ) × [ζ , ζ ), non-negativity, and partition 
of unity. In the interior of the cuboid [ξ , ξ ) × [η , η ) × [ζ , ζ ) , for a knot value 
(ξ , η , ζ ) with multiplicity 𝑘 , 𝑘 , and 𝑘 , respectively, all partial derivatives of 𝑅 , ,
( , , ) exist up 
to order (p − 𝑘 , q − 𝑘 , r − 𝑘 ). A sample bi-quadratic/linear (p = q = 2, r = 1) NURBS volume 
is shown in Figure 2e.  
 A key property of NURBS is their flexibility to represent singular features of a geometry, 
including geometric singularities like sharp corners. For example, the sharp corner in the geometry 
shown in Figure 2e is created by superposing a number of control points. This property of NURBS 
is very useful in representing complex geometric features. In the current work, NURBS surfaces 
are used to represent material interfaces and NURBS volumes are used to describe subspaces of 
an element traversed by a material interface.  
 
2.2 NURBS-based Surface Reconstruction 
 
After scanning the structure of interest with micro-CT, we can derive the slice by slice 
information saved in a stack of cross section images. These images constitute the starting point of 
this project. A variety of software can be used to visualize and analyze the data, including Amira, 
Matlab, ImageJ, and XMController. In this work, we adopted Amira as the tool to process and 
reconstruct the 3D geometric model. The images are loaded into Amira for visualization of the 




Due to the existence of noise coming from machine operations, the image noise is first reduced in 
Amira. The ortho-slice module tool in Amira allows the visualization of scalar data fields (2D 
images) from 3D image volumes by extraction of the x-y, y-z, or x-z plane slices out of the volume. 
These data values are mapped to color or gray levels typically in the form of an external color map 
(gray scale or physics are most commonly used in this work). For the grayscale color map, the 
black region is assumed empty while the white region contains the material.  
However, the existence of a gray region can have an influence on the boundary surface 
reconstruction. To convert all the figures into binary mode, a threshold value is required to set each 
particle to a value 0 or black color. A single global threshold value may not be appropriate in some 
local neighborhood areas of an image. This is especially true in large images due to the non-
uniform contrast across the image, where it becomes difficult to classify pixels as foreground or 
background based on pixel intensity (Chandrakala and Dev, 2016). For this reason, Otsu’s 
thresholding was implemented (Figure 3). This frequently used automatic threshold method finds 
the global optimal threshold value that maximizes the between-class variance, which is equivalent 
to minimizing the within-class variance defined as  
𝜎 = ∑ 𝑤 𝜎  ,     (2.9) 
where 𝑤  is the gray level probability distributions for the two classes of pixel image segmentation, 
𝜎  denotes the class variances, and M represents the two different classes, i.e., above or below the 
threshold (2 classes). The details of Otsu’s method are beyond the scope of this thesis and further 
details can be found elsewhere (Otsu, 1979). An illustration of the outcome of this image 






Figure 3: (Left) MATLAB example grey-level image. (Right) Otsu’s thresholding. Images from 
“MATLAB and Image Processing Toolbox Release 2016a”. 
 
Once the interesting features in a 3D image volume have been segmented, a polygonal 
surface model is created by surface mesh generation, resulting in a large number of flat triangular 





Figure 4: (a) Ortho-slices view of center slice in x, y and z directions.  (b) Same slices show the 
effect of reducing noise. (c) Performed Otsu’s local threshold method, convert grayscale images 
to binary. Micro-CT data courtesy of Dr. Joseph Gonzalez. 
 
 Another tool used in this work for image processing is Geomagic Studio. Starting from the 
output of last step, the polygonal surface model is imported in Geomagic. After a careful inspection 
of the structures of interest, the properties of surfaces can be easily edited, by smoothing, 
remeshing, filling, and other operations. A commonly adopted step to ensure the high quality and 
to reduce the computational cost is to smooth the spike area and only leave the crucial features to 






surface better or to change the number and size of the triangles by a given scale factor. The filling 
tool checks for non-compatibility in the model and automatically fills the holes by polygons.   
Once the polygon editing is finished, a precise description of the surface is required to 
generate the NURBS representation. The more regular shape of the NURBS patches, the easier the 
mesh generation process. If a satisfactory contour and patch distribution cannot be automatically 
generated, an option is to sketch contours directly on the 3D models. Another option consists in 
going back to the previous step and resizing or redistributing the polygons. Figures 5 and 6 present 
two examples of geometric data processed with Amira and Geomagic. 
The major goal of processing in Geomagic, is to simplify the complexity of real structures, 
reduce the number of polygons, and finally derive a set of compatible well-fitted NURBS surfaces. 





Figure 5: (a) Polygonal surface model of a Si tube battery, processed in Amira. (b) A cropped region 
of Si tube battery. (c) Same model of cropped region processed in Geomagic with 72466 triangles, 
after removing the corner particles and reducing the number of triangles. (d) NURBS surface with 







Figure 6: (a) Four parallel wavy microchannels embedded in a glass/epoxy composite. (b) One 



















Chapter 3: NIGFEM 
 
3.1 NIGFEM Formulation 
 
In this section, we present a brief overview of the NIGFEM formulation for linear 
elastostatics problems. More details about the formulation are provided in (Safdari et al., 2015, 
2016). We are interested in solving a 3D structural problem defined over the domain Ω =
∪  Ω ⊂ ℝ , ∩ Ω = ∅  with outward normal vector 𝐧, where 𝑁  is the number of disjoint 
subdomains Ω  (𝑖 = 1,2, . . . , 𝑁 )  and with the boundary ∂Ω  which is composed of two 
complementary subsets Γ  and Γ  over which traction 𝐭 and displacement 𝐮 are prescribed. We 
assume that the material interfaces are defined by 𝐒 = ∪ 𝐒 ⊂ ℝ  and satisfy ∩ 𝐒 = ∅ , 
where 𝑁  is the number of interfaces, and the normal vector on each material interface 𝐒  is 
denoted by 𝐧 . The strong form of elasto-static equilibrium states 
𝛁 ⋅ 𝝈 + 𝐛 = 𝟎  in    Ω,
𝝈 = 𝐂: 𝜺,
𝜺 = 𝛁 𝐮,
                                                           (3.1) 
where 𝐮 is the displacement field, 𝝈 and 𝜺 denote the stress and strain tensors, respectively, 𝐂 is 
the elasticity tensor, 𝐛 is the body force vector, and 𝛁  is the symmetric gradient operator. The 
essential and natural boundary conditions are defined by 
𝐮 = 𝐮    on    Γ ,
𝝈 ⋅ 𝐧 = 𝐭    on    Γ ,
                                                            (3.2) 
where 𝐮 and 𝐭 are prescribed displacements and tractions, respectively. For the problem of interest, 
for which perfect (non-failing) interfaces are assumed, the interface conditions involve continuity 
of the displacement field and of the interface tractions, which takes the form  





with [.] denoting the jump symbol that indicates discontinuity of a physical quantity. The weak 
form of the problem consists in finding an approximate displacement field 𝐮𝒉  taken from the 
solution approximation space 𝒮  such that 
𝛁𝑤 ⋅ 𝝈 𝜺𝒉 𝑑Ω = ∫ 𝑤 𝒃𝑑Ω + 𝑤 𝐭𝑑Γ ,                                  (3.4) 
where 𝑤  is the weight functions taken from the test space 𝒱 . We discretize the weak form into 
its equivalent finite element form using 𝑁  finite elements ( Ω ≅ Ω = Ω ). The finite 
element solution to the weak statement is obtained by 
𝐮𝐡(𝐱) = ∑ 𝑁 (𝐱)𝐮 ,                                                  (3.5) 
where 𝑁 (𝐱) are the basis functions, 𝑛  is the number of nodes in each element and 𝐮𝐢 denote the 
vector of nodal values. The NIGFEM utilizes a non-conforming mesh for which some of the 
elements are traversed by material interfaces. To capture the weak discontinuity (𝐶 ) of the 
displacement solution along material interfaces, the solution field in each element intersected by 
an interface is locally augmented by a series of extra degrees of freedom 𝜶  and enrichment 
functions 𝜓 (𝐱) as 
𝐮𝐡(𝐱) = 𝑁 (𝐱)𝐮 + 𝜓 (𝐱)𝜶 ,                         (3.6) 
in which 𝑛  and 𝑛  are the number of enrichment functions along the two parametric directions 
of the NURBS surface that represents the material interface (Figure 7).  
It should be noted that the enrichment functions  𝜓 (𝐱) are only used in elements traversed 
by material interfaces. The solution in all other elements is described by the conventional finite 




additional degrees of freedom 𝜶  used in NIGFEM are introduced along the material interface. 
The use of NURBS as basis functions for enrichment allows NIGFEM to capture geometrically 
complex material interfaces, with the number of enrichment functions (𝑛 = 𝑛 × 𝑛 ) dictated 
by the level of complexity of the material interfaces. 
 
Figure 7: NURBS-based enrichment functions associated with the four control points defining a 
curved interface intersecting a quadrilateral element. (Safdari et al., 2015) 
 
3.2 NIGFEM Enrichment and Integration 
 
In its 3D implementation, NIGFEM uses structured linear hexahedral elements as the 
background mesh and represents the material interface geometry with 2D NURBS surfaces 
(Safdari et al., 2016). To construct enrichment functions for each element traversed by a material 
interface, the hexahedron is decomposed into two, three or four disjoint subspaces represented by 
3D NURBS. In the next step, enrichment functions are constructed from linear combination of the 
basis functions of these 3D NURBS subspaces. Depending on the relative configuration of each 
interface with respect to a traversed element, the process of enrichment functions construction 




obtained. For standard elements, a numerical integration with a conventional Gauss quadrature is 
used. For enriched elements, we use patch-wise integration scheme (Safdari et al., 2016), in which 
integration is performed in the parametric space of the children NURBS elements to take advantage 








































Chapter 4: Mesh Generation 
 
This chapter describes in detail the mesh generation process for NIGFEM analysis, i.e., the 
procedure of building NURBS-based finite element model. The whole process includes five steps 
represented schematically in Figure 8. The first step consists in importing the geometry after image 
processing and creating mesh grids. The second step involves intersecting the hexahedral mesh 
grid with the 3D representation of the material interfaces and identifying the elements locating 
completely inside and outside the inclusions. The third step involves establishing the topology 
relations between the material phases and the mesh, and classifying the enriched elements based 
on the number of intersections with the material interfaces. For the NIGFEM elements with 
topology too complex to be described accurately, a hierarchical mesh refinement is applied in the 
fourth step until the complexities are eliminated. In the final step, the NURBS representation of 
the material interfaces are approximated and incorporated in the finite element formulation of the 
enriched elements. To estimate the accuracy of the approximate representation of the material 
interfaces in a given NIGFEM element, a r-square value is evaluated for the NURBS curve 
approximation and the elements with lower r-square values are reprocessed in the mesh refinement 
stage. 
Once the NURBS surfaces are successfully constructed and the hanging nodes associated 
with the hierarchical mesh refinement are identified, the finite element problems can be solved 
using the NIGFEM solver developed by Dr. Masoud Safdari. All the procedures described in this 
chapter have been implemented in C++ and involve open source libraries like SINTEF Spline 
Library (SISL) in C. The NURBS and kdtree toolboxes in Matlab are also used to read, plot, 






Figure 8: Flowchart of mesh generation process. 
 
4.1 Creation of the Structured Mesh  
After the image is processed using the steps described in Chapter 2, two types of files with 
the geometry information are generated. The first one, referred to hereafter as ‘the triangle file’, is 
the polygonal surface model, which contains the triangulation of the material interfaces and the 




contains the NURBS surfaces that describe the material interfaces. A set of MATLAB and C++ 
codes have been developed to access the information contain in these two files, and a MEX 
function is used as an interface between the two environments. An example of imported geometric 
models in MATLAB is shown in Figure 9. 
 
Figure 9: (a) Surface of one rocket propellant particle, with different color showing multiple 
NURBS patches. (b) Triangulation of the same geometry, showing the very large number of 
triangles needed to represent the material interface. (c) Zoomed view of the polygon faces 
showing the normal vectors to the triangulated surface. 
 
To detect the regions internal and external to the inclusion, the STL file with the list of 
triangles is also required, as the normal vectors associated with the triangulation allow to determine 
the elements that are completely inside or outside of the inclusion.  
A structured hexahedral mesh is then created across the domain of 3D geometry. Every 
grid element can be considered as a 3D hexahedral finite element with six rectangular faces, twelve 
edges, and eight corner points. The ultimate goal of the pre-processing tool to be developed in this 
work is thus to derive the accurate finite element formulation for each hexahedral element, 






The density of the structured grid in the three directions is adjustable by specifying the 
number of elements on each direction. To ensure that the mesh to be created fully contains the 
microstructure, the structured grid is set to be larger than the inclusions, thereby allowing at least 
one layer of empty elements along the six boundaries. Due to the ability of the NIGFEM to 
approximate complex shapes accurately and provide a good accuracy of the solution with relatively 
coarse meshes, the initial discretization is chosen to be relatively coarse, as shown in Figure 10. 
 
Figure 10: Initial structured grid used to capture a solid propellant particle 
 
4.2 Detection of Enriched Elements  
 
In this step, we detect the elements that are completely outside and inside the inclusions, 
and the enriched intersected by the material interfaces. For the enriched elements, two cases are 
possible. The most common case is that the hexahedral element intersects with the material 
surfaces. These intersections between the NURBS patches and the six rectangular faces of the 
element can be detected using an open source NURBS C-library. The second, more complex case 
corresponds to the situation where the inclusion is fully contained inside the hexahedral element, 




To perform the detection of the enriched element, we apply a kd-tree structure to create a 
tree for evenly spaced sampling points on the NURBS patches, thereby enabling fast range and 
nearest-neighbor searches. For each element, if there exists at least one sample point inside the 
element volume, the element is labeled as enriched. To accurately capture all the enriched elements, 
a reasonable density of sampling points is necessary. If the sampling points are not distributed 
finely enough across the region, many enriched elements will not be captured, thereby introducing 
an undesirable discontinuity in the generated mesh. 
After all enriched elements are detected, the remaining elements are either completely 
inside or outside of the inclusions. The STL file including the faces and normal vectors of the 
triangles describing the material interfaces and orientations are used to distinguish between inside 
and outside elements. For each triangle on the interface, the three vertices define a flat surface and 
the normal vector points to the space outside of the inclusion. Our first goal is to find the nearest 
triangle for each element, defining the distance between an element and a triangle as the distance 
between element center and the triangle’s centroid. Applying a nearest-neighbor search, the nearest 
surface triangle can be found for each element center. To determine whether the element is located 
inside or outside a given inclusion, we compute the dot product between the 3D vector from the 
element center to the nearest triangle centroid and the normal vector of the nearest triangle, which, 
as indicated earlier, points to the outside of the inclusion. If an element is located inside the 
inclusion, the angle between the two vectors is acute and the dot product between the two vectors 
is positive. Similarly, if an element is located outside the inclusion, the angle between the two 





    
Figure 11: (a) A 2D illustration of elements detection for a hollow sphere. Blue arrows denote the 
normal vectors for triangle faces, and red arrows denote the vectors from element center to the 
nearest triangle centroid. One element is located in the hollow region of the sphere and the other 
inside the sphere. The dot product of two vectors (red and blue arrows) is positive for the element 
inside the sphere, and negative for the element in the hollow region. (b) Application of the method 
to a 3D hollow sphere, the detected hexahedral elements locating inside the material shown in 
the right figure. 
 
4.3 Element Classification 
 
Based on the number of intersections with the material interfaces, a hexahedral element 
can be of seven different types, labeled hereafter from Type 0 to Type 6 (Figure 12). A Type 0 
element has a material interfaces fully contained inside it, and thus no face is intersected by the 
NURBS or NURBS patches describing the material interface. A Type 1 element has only one face 
intersected by the material interface, and the intersection curve is a closed curve. A Type 2 element 
has one edge and the two adjacent faces intersected. A Type 3 element has three adjacent faces 
intersected. Similarly, elements of Types 4 to 6 are shown in Figure 12.  It should be noted that 
elements of Types 3 to 6 can also be associated with the intersection of the hexahedral element 








Figure 12: Examples of ‘single cut’ for each type of elements. From left to right and top to bottom, 




Figure 13: Examples of hexahedral elements intersected by more than one interface. (a) Type 4 
element with two three-sided interfaces. (b) Type 5 element with two three-sided interfaces. (c) 
Type 6 element with one three-sided and one four-sided interfaces. 
 
 




4.4 Hierarchical Mesh Refinement 
 
In the standard finite element method, mesh refinement is usually performed near material 
interfaces and around small or critical features like holes or sharp edges. In the NIGFEM, the 
material interfaces captured with structured mesh and NURBS-based enrichment functions, 
making it possible to approximate a complex geometry with a relatively coarse structured mesh. 
However, a series of complexities need to be taken into considerations and some enriched elements 
require some level of refinement. 
The first set of complex enriched elements needing refinement are the Type 0, Type 1 and 
Type 2 elements as these elements have too few boundary information for the intersections: a 
NURBS surface construction requires at least four boundary curves. Type 3 elements can still be 
handled because their missing fourth curves can be modeled as an infinite small curve passing 
through the same control points. 
The second set of complex cases occurs when an element intersects with more than one 
material interface (Figure 13). This case is particularly common among Type 5 and Type 6 
elements, and it usually happens when two NURBS patches are very close to each other, or one 





Figure 14: (a) Type 1 element with closed intersection curve on one face. (b) Type 2 element with 
NURBS surface intersects the same edge twice. (c) Two intersections occur in the same element. 
(d) Type 3 element with more than one intersection curve on the same face. 
 
The third set of complex cases includes the following two situations: a) The intersection 
curves cut the same edge more than once; and b) more than one intersection curve exists on the 
same element face (Figure 14d).  
To address these geometric complexities, a hierarchical mesh refinement is implemented. 
All the elements that cannot be handled directly for NURBS construction are decomposed 
recursively until all the complexities are removed. Since the method in this work focus on 3D 
meshes, the octree data structure is applied to track geometrical information near the material 
interfaces (Legrain, 2011). The elements with complexities are decomposed into eight equal-size 







Figure 15: (a) Octree decomposition on an hexahedral element.  b) In the 2D case, all adjacent 
enriched elements need to be in the same level of refinement. The same rule applies in the 3D 
case. 
 
If only a portion of total elements are refined, hanging nodes will arise when adjacent 
elements are not at the same level of refinement, as also reported in other GFEM/XFEM studies 
(Tabarraei and Sukumar, 2008; Byfut and Schröder, 2012; Fries, 2011). Based on the formulation 
and implementation of NIGFEM, two adjacent enriched elements (i.e., intersected by a material 
interface) must have the same level of refinement. The flowchart below (Figure 16) shows the 
procedure of mesh refinement, leading to a finer mesh close to the interfaces. Figure 17 presents 






Figure 16: Flowchart of the mesh refinement process. 
 
 
Figure 17: Four elements are refined by two levels of subdivision until all complex cases are 
eliminated and a NURBS surface is generated for each element. Type 3 elements are colored in 




4.5 NURBS Construction 
 
At the completion of the mesh refinement procedure described in the previous section, the 
structured grid is composed of elements of Type 3 to Type 6. We now turn our attention to the 
construction of the NURBS surface for each enriched element, which requires a good 
approximation of the four boundary NURBS curves.  
As described earlier, a NURBS curve is defined by a set of control points, a knot vector, a 
degree and a set of weight. Assuming that the mesh is fine enough and that each enriched element 
involves a relatively simple material interface with a low curvature, a low-order NURBS curve is 
sufficient to approximate the intersection curve between element face and the material interface 
surface. Therefore, a second-order (3rd degree) spline curve is adopted in this work. For simplicity, 
all NURBS weights are set to 1. To satisfy the compatibility requirements, control points at both 
ends are fixed with the two intersection points between element edges and material interfaces, 
leaving the middle control points to be defined. With the help of the NURBS library, a set of 
intersection points between material interfaces and element face can be identified. The problem 
now becomes that of a global curve interpolation to a set of point data on each element face.  
Since multiple NURBS patches can intersect the same element face, the number of 
intersection curves could be larger than one, generating multiple intersection point sets for each 
curve. The picture below shows an example of a single element face intersected by five NURBS 
patches, generating five curve segments possibly defined in different directions. To sort all the 
curves into correct order, the endpoints of each curve are extracted to a point set. By comparing 
the location of the four element edges and the location of points in the point set, the points located 




edge, we find the next segment by a straightforward nearest-neighbor search and repeat this 
process until all segments are connected.  
 
 
Figure 18: An element face with five intersection curves colored in blue and green, with red arrows 
showing the direction of each curve based on the order of points in the point sets. 
 
 
After sorting the point set {𝑸 }, k = 0, …, n, we aim to derive a pth-degree NURBS 
curve, whose equation is defined with the (𝑛 + 1) × (𝑛 + 1) system of linear equations: 
𝑸 = 𝑪(?̅? ) = ∑ 𝑁 , (?̅? )𝑷 ,    (4.1) 
where ?̅?  is a parameter value assigned to each sample point 𝑸 , and 𝑷  are the n+1 unknown 
control points. To solve for the control points, we still need to know the parameter values ?̅?  and 
an appropriate knot vector 𝑈 = {𝑢 , … , 𝑢 }. Assuming that the parameter lies in the range 𝑢 ∈





The first method, the equally spaced method, consists in simply calculating equally spaced 
parameters from 0 to 1 based on the total number of points, as described by (4.2). This method 
however can produce erratic shapes (such as loops) when the data is unevenly spaced. 
?̅? = 0,               ?̅? = 1, 
?̅? = ,               𝑘 = 1, … , 𝑛 − 1.    (4.2) 
The second method, referred to as the chord length method, calculates the parameter values 
based on the chord length between consecutive sample points. It initially finds out the total chord 
length d using (4.3), and then determines the parameters based on a recursive relationship, with 
the initial parameter starting from 0 and the final parameter ending at 1 (4.4). This is the most 
widely used method as it yields a good parameterization to the curve.  
𝑑 = ∑ |𝑸 − 𝑸 |.        (4.3) 
?̅? = ?̅? +
|𝑸𝒌 𝑸𝒌 𝟏|         𝑘 = 1, … , 𝑛 − 1    𝑎𝑛𝑑    ?̅? = 0, ?̅? = 1. (4.4) 
The third method, called the centripetal method, is a newer method (Lee, 1989) that gives 
better results when the data includes sharp turns. This method uses the same equations as the chord 
length method for the calculation of d and the parameters as described by (4.3) and (4.4).  
Knots can be equally spaced, that is, 
 𝜇 = ⋯ = 𝜇 = 0,   𝜇 = ⋯ = 𝜇 = 1,                                        (4.5) 
𝜇 =
𝑗
𝑛 − 𝑝 + 1
     𝑗 = 1, … , 𝑛 − 𝑝. 
However, this method is not recommended, and the following technique of averaging is applied: 








This method combines the distribution of the parameter points with the knots. Furthermore, using 
the combined equations (4.4) and (4.6) to compute ?̅?  leads to a system which is positive definite 
and banded with a half-bandwidth less than p. This means that the system can be readily solved 
by Gaussian elimination without pivoting.  
The chord length method is adopted in this work to compute the parameters. Once the 
parameters and knots are computed, the next step is to find the control points. With the parameters 
and knots precomputed, the problem for the unknown control points can be converted to a curve 
fitting problem using least square fit. To ensure the fitted curves on all faces of an element can 
connect with each other on the edges, we need the curve to pass exactly through the two end points, 
but approximately through the interior points. Since we are aiming for a second-order NURBS 
curve, the minimum number of control points needed to describe the curve is four. With the two 
end points specified, the two middle control points need to be specified. For a B-spline curve of 
degree p, we need m+1 knots, where m=n+p+1. If the curve is clamped, these knots are 𝜇 =
⋯ = 𝜇 = 0,   𝜇 = ⋯ = 𝜇 = 1. More precisely, the first p+1 and last p+1 knots are 0's and 
1's, respectively. The remaining n-p knots can be uniformly spaced or chosen properly to achieve 
some desired conditions. To approximate second-order curve (p=2) with four control points (n=3), 
seven knots are required. Of these seven, the first three and last three knots are 0's and 1's, 
respectively. Thus, the single unknown internal knot can be calculated using equation (4.6),  𝜇 =
 (𝑢 + 𝑢 ). Therefore, a set of basis functions from zero to second degree can be well defined 
with known parameter and knots.  
To evaluate the variance between the fitted curve and sample points, a r-square value 
between from 0 to 1 is computed, with 1 indicating a perfect fit. This r-square value will also be 




one additional level of refinement is performed within the element, as well as its adjacent boundary 
elements. Given a set of m sample points, we seek a pth-degree curve 
𝑪(?̅? ) = ∑ 𝑁 , (?̅? )𝑷         𝑢 ∈ [0,1],                                        (4.7) 
where 𝐐𝟎 = 𝐂(0) and 𝐐𝐦 = 𝐂(1) as the curve passes exactly through the two endpoints. The 
remaining 𝐐𝐤 are approximated by minimizing the squared distance function defined in equation 
(4.8) with respect to the unknown control points:    
𝑓 = ∑ |𝐐𝐤 − 𝐂(?̅? )| .                                               (4.8)                                             
Since the fitted curve generally does not pass exactly through all the sample points 𝐐𝐤 , the 
summation of distance between all sample points and fitted curve is defined as 
𝐑𝐤 = 𝐐𝐤 − 𝑁 , (?̅? )𝐐𝟎 − 𝑁 , (?̅? )𝐐𝐦,         𝑘 = 1, … , 𝑚 − 1.                     (4.9) 
Then 𝐐𝐤 in (4.8) can be substituted in the expression of 𝐑𝐤 + 𝑁 , (?̅? )𝐐𝟎 + 𝑁 , (?̅? )𝐐𝐦 given 
by (4.9). Expanding equation (4.8), we have 
𝑓 = |𝐐𝐤 − 𝐂(?̅? )| = 𝐑𝐤 + 𝑁 , (?̅? )𝐐𝟎 + 𝑁 , (?̅? )𝐐𝐦 − 𝑁 , (?̅? )𝑷  
= 𝐑𝐤 − 𝑁 , (?̅? )𝑷  
= [𝐑𝐤 ∙ 𝐑𝐤 − 2 𝑁 , (?̅? )𝐑𝐤 ∙ 𝑷 + ( 𝑁 , (?̅? )𝑷 ) ∙ ( 𝑁 , (?̅? )𝑷 )].   
Then the equation becomes a function of the unknown control points 𝐏𝐢. To minimize the distance 
between the sample points and the fitted curve, we set derivatives of  𝑓 with respect to all the 
unknown points equal to zero as 
𝜕𝑓
𝜕𝑷




which implies that 
( 𝑁 , (?̅? )𝑁 , (?̅? ))𝑷 = 𝑁 , (?̅? )𝐑𝐤. 
Finally, the equation becomes a linear equation of n-1 unknowns 𝑷 , … , 𝑷 ,  
(𝑁 𝑁)𝐏 =  𝐑,                                                        (4.10) 
where N denotes the (𝑚 − 1) × (𝑛 − 1) matrix of scalars, R is the vector of (𝑛 − 1) points. The 
unknown P then can be solved with Gaussian elimination. More details about how to perform the 
least square approximation can be found in The NURBS Book (Piegl and Tiller, 1997). An example 
of the fitted curve with four control points for a Type 4 element is shown below.  
 
Figure 19: (a) A Type 4 element with four fitted NURBS curve, each curve is governed by four 
control points colored in red. (b) The red curves describe the approximated NURBS curves, while 
the blue curves describe the original intersection curves. For each fitted curve, an r-square value 
is calculated to quantify the accuracy of the approximate representation of the material interfaces. 
   
Once all the curves are approximated successfully, Type 3 and Type 4 elements are ready 





in the same element must share the same endpoints and elements should share the same NURBS 
curve on adjacent faces. Bilinear blended Coons surfaces are then constructed using the four 
boundary NURBS curves to ensure that the new NURBS surface pass exactly through the 
approximated boundaries. For Type 3 elements, only three NURBS curves can be approximated 
from intersection points, while the fourth curves can be modeled with four same control points. 
The NURBS toolbox function ‘nrbcoons’ in Matlab is used here for Coons patches construction. 
This function requires the control points of the four curves to be introduced in a specific sequence 
and opposite curves need to have the same orientation in parametric space (Figure 20 (a)). Any 
wrong orientation of the curve or sequence will lead to an inverted NURBS surface, as illustrated 
in Figure 20 (b). The creation of NURBS surface for Type 3 and Type 4 elements is shown in 
Figure 21.  
 
Figure 20: (a) The expected orientation of the four NURBS curves. b) A NURBS surface constructed 







Figure 21: (a) Curve approximation for Type 3 and Type 4 elements.  (b) Associated Coons surface 
approximations. 
 
However, Type 5 and Type 6 elements cannot be handled by the four edge Coons surface 
directly.  One more step is needed to separate each of the 5-edge and 6-edge surfaces into two 
smaller pieces. A supporting curve is calculated by intersecting the element with a cutting plane. 
The supporting curve connects two nonadjacent corner points of the original multi-edge surfaces. 
In this way, the 5-edge surface can be separated into one 3-edge surface and one 4-edge surface, 
and the 6-edge surface can be separated into two 4-edge surfaces. Finally, Type 5 and Type 6 
elements are also ready for surface construction using Coons patches. The NURBS surface 
formation for Type 5 and Type 6 elements is illustrated in Figure 22.  
 






Chapter 5: Application 
 
One of the main applications of the NIGFEM is the mesoscale analysis of heterogeneous 
materials with complex internal microstructures. In this section, the NIGFEM is used to study a 
representative structural problem. The models of the microstructure are constructed directly from 
micro-CT scanning images of a Tn tube battery shown in Figure 23, and some solid propellant 
material shown in Figure 25a. 
5.1 Mesh Generation 
 
Starting from the micro-CT images of a Tn tube battery, the image processing steps 
discussed in Section 2.2 are applied, leading to a cropped region with 5 complex shape particles, 
consisting of 121 NURBS patches each shown in different colors (Figure 23a). To make the most 
of the structured mesh grid of IGFEM and hierarchical mesh refinement method, the initial 
discretization is coarse with 12X12X12 hexahedral elements. 
 
Figure 23: (a) A cropped region of Tn tube battery with 5 particles described by a set of NURBS 
patches and an initial 12×12×12 grid.  (b) Computed NURBS-based discretization after hierarchical 





Due to the complexity and relative proximity of the inclusions, the hierarchical mesh 
refinement described in Section 4.4 is applied. Elements that require further refinement are 
detected using an octree-based strategy. Two levels of refinements need to be used in this problem 
to satisfy the requirements associated with the NURBS approximation. Finally, the domain is 
discretized into 11,345 elements, including 4,455 enriched elements, 1,814 internal elements, and 
5,076 external elements. The size of the smallest element would correspond to that of a much finer 
48X48X48 initial grid, however starting with that much finer initial grid would lead to 110,592 
elements. The mesh is fine enough for the NURBS surfaces to represent the material interfaces 
accurately. The surfaces are classified into four types (Types 3 to 6) and generated based on the 
method discussed in Section 4.5 (Figure 23b).  
To further illustrate the meshing scheme, a smaller region with two particles consisting of 
73 NURBS patches is shown in Figure 24a. The initial discretization is composed of 10 hexahedral 
elements on each direction, and one level of refinement is adopted to satisfy the requirements of 
mesh generation (Figure 24b). The final mesh grid contains 3,101 elements, with 1,179 enriched 







Figure 24: (a) A cropped region of Tn tube battery with 2 particles with an initial grid of density 
10×10×10.  (b) Computed NURBS-based discretization after hierarchical mesh refinement. 
Another example is a cropped region from rocket propellant material including one particle, 
consisting of 23 NURBS patches (Figure 25a). The computed NURBS-based discretization is 
composed of 17 hexahedral elements in each direction (Figure 25b), and the final mesh grid 
contains 4,913 elements, with 1,293 enriched elements, 1,899 elements completely inside the 





Figure 25: (a) A cropped region of solid propellant material with one particle consisting of 23
NURBS patches describing the material interfaces. (b) Computed NURBS-based discretization 





 To further illustrate the capability of this meshing scheme, more example regions involving 
single particles in a rocket propellant material are tested. Their geometry and finalized 
discretization are shown below. 
 
Figure 26: (a) Cropped region of solid propellant material with one particle consisting of 395 
NURBS patches describing the material interfaces, discretized in a grid of density 10x10x10. (b) 
The reconstructed NURBS surfaces for all enriched elements. (c) Cropped region of solid propellant 
material with one particle consisting of 492 NURBS patches describing the material interfaces, 
discretized in a grid of density 5x5x5. 







5.2 Structural Analysis 
 
 In this section, we present a structural problem based on a single particle example from 
solid propellant material described in the previous section. The problem consists of a nonconvex 
shape particle Ω  embedded in a surrounding material Ω ∪ Ω = Ω, with the Young’s moduli 
𝐸 = 72𝐺𝑃𝑎, 𝐸 = 2.4𝐺𝑃𝑎 , and the Poisson’s ratios 𝑣 = 0.22, 𝑣 = 0.34 . The boundary 
conditions are described schematically in Figure 27. 
 
 
Figure 27: Linear elasticity problem setup. 
Once the NIGFEM analysis is completed, the results are post processed. The displacement and 














Figure 28: (a) Displacement and (b) von Mises stress contour plots. 
The second example to analyze is the region including two particles from Tn tube battery. 
The problem domain consists of two nonconvex shape particles Ω  embedded in a surrounding 
material Ω ∪ Ω = Ω . Similar with the first example, the domain is fixed vertically and 
horizontally on the bottom face and one vertical face respectively, and the domain is subject to an 
uniaxial tension loading. The problem is submitted to the NIGFEM solver, and the displacement 
contour and stress contour are shown below. From the displacement contour, we can tell the 
elements close to the left boundary has minimum displacement, and right side has the maximum 
value, as expected from the applied boundary conditions. 
 














Chapter 6: Conclusions and Future Work 
 
6.1 From micro-CT to NIGFEM 
 
 
In this thesis, the process of generating 3D non-conforming meshes for NURBS-based 
Interface-enriched Generalized Finite Element Method (NIGFEM) structural analysis of 
heterogeneous materials has been presented. As NURBS are utilized to augment the finite element 
approximation and minimize geometric errors, the NIGFEM is well suited for problems with 
complex geometrical features, for which the use of conforming meshes is both time consuming 
and inefficient. A range of tools based on a set of commercial packages (Amira, Geomagic and 
Matlab) used to perform 3D model reconstruction from X-ray tomographic images of 
heterogeneous materials has been described, leading to an accurate NURBS-based representation 
of the material interfaces. 
A set of computational tools have been developed to create the non-conforming mesh 
compatible with the NIGFEM, including a hierarchical mesh refinement strategy introduced to 
resolve geometrical complexity and to improve the computational efficiency of the structural 
analysis.  Several meshing applications based on images taken from a Tn tube battery material, 
and rocket propellant material have shown the ability and the efficiency of the mesh generation 
method to capture heterogeneous materials with complex-shape inclusions. The results of linear 










6.2 Suggested Future Work 
 
 One potential avenue for future work involves the use of parallel processing for the non-
conforming mesh generation. After an initial coarse mesh grid is defined, parallel processing could 
greatly speed up the detection of the enriched elements, the classification of the element types, and 
the NURBS surface reconstruction process. 
More work can also be done to improve the efficiency of the mesh refinement process. It 
is known that subdivision can help reduce the degrees of freedom, but octree method used in this 
work is not efficient for complex NURBS interfaces. Since the even subdivision of a hexahedral 
elements into eight similar sub-elements cannot always resolve the complex cases in parent 
element, multiple levels of subdivision are usually required. To reduce the levels of subdivision 
and accelerate the mesh generation process, a method based on dividing an element into two sub-
elements was proposed by Prof. Har-Peled. Instead of always dividing the complex element evenly 
into eight hexahedral elements, two hexahedral sub-elements obtained through uneven subdivision, 
with the location of subdivision determined by a plane sweep algorithm. Another technique can be 
used to augment the subdivision plane identification is the slicer used in 3D printing. A slicer 
program can convert a model in STL format to detailed data on each plane slice, such as bounding 






Figure 31: (a) An element with one edge intersects twice is divided into two. (b) An element 
intersected by two curves is unevenly divided into two. (c) Line sweep algorithm used to identify 
the location of the division based on the number of intersections for different element types. 
           
Another interesting idea to accelerate the mesh refinement process is to merge adjacent 
elements, instead of keep subdividing them. For some elements with complex intersections, we 
can zoom out and treat the element with its adjacent elements as one combined element, as the 
combined element may have a normal intersection that can be more easily handled (Figure 32). 
This method could be especially useful in regions with low-curvature NURBS surfaces.  
 
 
Figure 32: Four elements with complex intersections are refined after three levels of subdivision, 
yielding the NURBS surface approximations shown in the right figure. However, considering the 
four elements as a single element would lead to a simpler Type 4 element, with the interface 





Finally, it would also be interesting to investigate if machine learning algorithms could 
help predict the mesh grid information based on the geometry, such as finding the best element 
size with minimum number of elements that need further refinement. This approach would involve 
some challenges, however, such as identifying which features could be related to the objective, 
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using namespace std; 
/* For a second order curve, basis function from 0 order to 2nd order are needed. */ 
/* The 0 order basis function*/ 
void basisFunc0(int pntnumber, double para0, double knots0[], double *value0)/* output 
save at int* value*/ 
{ 
    if (knots0[pntnumber]<=para0&&para0<knots0[pntnumber+1]){ 
        *value0=1; 
    } 
    else *value0=0; 
 
    return; 
} 
 
/* The 1st order basis function*/ 
void basisFunc1(int label1, double para1, double knots1[], double *value1)/* output save 
at int* value*/ 
{ 
    double a,b; 
    double m=0; 
    double n=0; 
    basisFunc0(label1, para1, knots1, &a); 
    basisFunc0(label1+1, para1, knots1, &b); 
     
    if (knots1[label1+1]-knots1[label1]){ 
        m=(para1-knots1[label1])*a/(knots1[label1+1]-knots1[label1]); 
    } 
    if (knots1[label1+2]-knots1[label1+1]){ 
        n=(knots1[label1+2]-para1)*b/(knots1[label1+2]-knots1[label1+1]); 
    } 
    *value1=m+n; 
 
    return; 
} 
 
/* The 2nd order basis function*/ 
void basisFunc2(int label2, double para2, double knots2[], double *value2){ 
    double a, b; 
    double m=0; 
    double n=0; 
  
    basisFunc1(label2, para2, knots2, &a); 




    if (knots2[label2+2]-knots2[label2]){ 
        m=(para2-knots2[label2])*a/(knots2[label2+2]-knots2[label2]); 
    } 
    if (knots2[label2+3]-knots2[label2+1]){ 
        n=(knots2[label2+3]-para2)*b/(knots2[label2+3]-knots2[label2+1]); 
    } 
    *value2=m+n; 
 
    return; 
} 
/*Purpose: To calculate a B-spline curve interpolating 2 end points. 
 *          approximate with 2 middle points. 
 *          Generate knots and control points for 2nd order 4 control points curve. 
 * 
 * 
 * Input: 
 *        idata - Array (length idim*numofdata) containing the data points 
 *                 to be approximated. 
 *        idim   - The dimension of the space in which the points lie.if 3 reduce it to 
2. 
 *        numofdata - Number of data points. 
 * 
 * 
 * Output: 
 * 




void findCoefs(double idata[],int idim, int numofdata, double coefs[]){ 
    int numdata=numofdata; 
    if(numdata<4) 
        numdata=6; 
    double data[3*numdata]; 
    double knots[]={0,0,0,0.5,1,1,1}; 
/*The definitions below work for 3D case;*/ 
//    int dim[2];/* Define the useful 2 dimension numbers,useful for 3d;*/ 
//    int reducedim=0;       /* For 3d:find out the dimension that needs to be 
eliminated;1,2 or 3*/ 
    
    if (idim<3){ 
        printf("\n%s", "The dimension should be at least 3."); 
    } 
    else if(idim==3){ 
         
        printf("\n%s", "Enter curve approximation for random 3d space."); 
 
        if(numofdata<4){ 
    
            data[0]=idata[0]; 
            data[1]=idata[1]; 
            data[2]=idata[2]; 
            data[15]=idata[3*numofdata-3]; 
            data[16]=idata[3*numofdata-2]; 
            data[17]=idata[3*numofdata-1]; 
            double xincre=(data[15]-data[0])/5; 
            double yincre=(data[16]-data[1])/5; 




    
            for(int count=1;count<5;count++){ 
     
                data[3*count]=data[0]+count*xincre; 
                data[3*count+1]=data[1]+count*yincre; 
                data[3*count+2]=data[2]+count*zincre; 
            } 
 
        } 
        else{ 
         
            for(int i=0;i<3*numofdata;i++){    
    
                data[i]=idata[i]; 
            } 
        } 
    } 
     
/* Starts to compute parameter value for each data point, using chord length method. */ 
    double para[numdata]; 
    double dist[numdata-1]; 
    double sum=0; 
    para[0]=0;         /*0 for start point,1 for end point.*/ 
    para[numdata-1]=1; 
     
    for(int j=0;j<numdata-1;j++){ 
   
        dist[j]=sqrt(pow(data[3*j+3]-data[3*j],2)+pow(data[3*j+4]-data[3*j+1], 
2)+pow(data[3*j+5]-data[3*j+2], 2)); 
//        cout<<"the distance between points:"<<dist[j]<<endl; 
        sum+=dist[j]; 
    } 
     
    for(int k=1; k<numdata-1;k++){ 
   
        para[k]=para[k-1]+dist[k-1]/sum; 
    } 
/* Finished calculating for parameter values. */ 
// Calculate the unknown knot value 
    knots[3] = (para[1]+para[2])/2; 
/* Build for N transpose * N: a 2 by 2 matrix. N is a (n_data-2) x 2 matrix, calculated 
from basis functions. */ 
    double Nbasis[(numdata-2)*2]; 
    double Nsquare[4]={0}; 
     
    for(int i=0; i<numdata-2;i++){ 
   
        basisFunc2(1, para[i+1], knots, &Nbasis[i]); 
        basisFunc2(2, para[i+1], knots, &Nbasis[i+numdata-2]); 
 
        Nsquare[0]+=pow(Nbasis[i], 2); 
        Nsquare[1]+=Nbasis[i]*Nbasis[i+numdata-2]; 
        Nsquare[3]+=pow(Nbasis[i+numdata-2],2); 
    } 
    Nsquare[2]=Nsquare[1]; 
/* Test for N transpose*N matrix; */ 
 




//     printf("\n%s%3f","Test for N.N matrix 1,2:",Nsquare[2]); 
//     printf("\n%s%3f","Test for N.N matrix 2,1:",Nsquare[1]); 
//     printf("\n%s%3f","Test for N.N matrix 2,2:",Nsquare[3]); 
 
 /* Compute for R vectors. */ 
    double Rk[(numdata-2)*3]; 
    for(int i=0;i<numdata-2;i++){ 
   
        double p0, p3; 
        basisFunc2(0, para[i+1], knots, &p0); 
        basisFunc2(3, para[i+1], knots, &p3); 
        Rk[i]=data[3*i+3]-data[0]*p0-data[3*numdata-3]*p3; 
        Rk[i+numdata-2] = data[3*i+4]-data[1]*p0-data[3*numdata-2]*p3; 
        Rk[i+2*numdata-4] = data[3*i+5]-data[2]*p0-data[3*numdata-1]*p3; 
         
    } 
    double R[6]={0}; 
    for(int i=1; i<numdata-1; i++){ 
   
        double m1, m2;/* m1,m2 respective to 2nd and 3rd control points(label 1 & 2).*/ 
        m1=m2=0; 
        basisFunc2(1, para[i], knots, &m1); 
        basisFunc2(2, para[i], knots, &m2); 
        R[0]+=m1*Rk[i-1];  /* x1 */ 
        R[1]+=m2*Rk[i-1];  /* x2 */ 
        R[2]+=m1*Rk[i+numdata-3]; 
        R[3]+=m2*Rk[i+numdata-3]; 
        R[4]+=m1*Rk[i+2*numdata-5]; 
        R[5]+=m2*Rk[i+2*numdata-5]; 
 
    } 
/*Test for R vectors. */ 
//  
//      printf("\n%s%3f","Test for R vectors x1:",R[0]); 
//      printf("\n%s%3f","Test for R vectors y1:",R[2]); 
//      printf("\n%s%3f","Test for R vectors z1:",R[4]); 
//      printf("\n%s%3f","Test for R vectors x2:",R[1]); 
//      printf("\n%s%3f","Test for R vectors y2:",R[3]); 
//      printf("\n%s%3f","Test for R vectors z2:",R[5]); 
  
 /* Solve for linear equations, derive coordinates. Cramer's rule is applied. */ 
    double det = Nsquare[0]*Nsquare[3]-Nsquare[1]*Nsquare[2]; 
    double P[6]; /* P matrix to store coordinates of the 2 middle control points. */ 
    if(det){ 
         
        P[0] = (R[0]*Nsquare[3]-R[1]*Nsquare[2])/det; /* x for first point*/ 
        P[1] = (R[1]*Nsquare[0]-R[0]*Nsquare[1])/det; /* x for second point*/ 
        P[2] = (R[2]*Nsquare[3]-R[3]*Nsquare[2])/det; 
        P[3] = (R[3]*Nsquare[0]-R[2]*Nsquare[1])/det; 
        P[4] = (R[4]*Nsquare[3]-R[5]*Nsquare[2])/det; /* Z for first point*/ 
        P[5] = (R[5]*Nsquare[0]-R[4]*Nsquare[1])/det; /* Z for second point*/ 
         
    } 
    else{ 
   
        printf("\n%s","Determinent is 0,failed to solve for control points."); 
        double multi[2]; 




        multi[1] = Nsquare[1]/Nsquare[0]; 
         
        P[0] = (R[0]*multi[0]-R[1])/(Nsquare[0]*multi[0]-Nsquare[1]); 
        P[1] = (R[0]*multi[1]-R[1])/(Nsquare[2]*multi[1]-Nsquare[3]); 
        P[2] = (R[2]*multi[0]-R[3])/(Nsquare[0]*multi[0]-Nsquare[1]); 
        P[3] = (R[2]*multi[1]-R[3])/(Nsquare[2]*multi[1]-Nsquare[3]); 
        P[4] = (R[4]*multi[0]-R[5])/(Nsquare[0]*multi[0]-Nsquare[1]); 
        P[5] = (R[4]*multi[1]-R[5])/(Nsquare[2]*multi[1]-Nsquare[3]); 
         
    
    } 
         
/* Test for 2 middle points coords.*/ 
/* 
*    printf("\n%s%3f","The first middle points x:",P[0]); 
*    printf("\n%s%3f","The first middle points y:",P[2]); 
*    printf("\n%s%3f","The second middle points x:",P[1]); 
*    printf("\n%s%3f","The second middle points y:",P[3]); 
*/  
    double control[idim*4]; 
     
 
    printf("\n%s\n","Dimension is 3, start to give value to output."); 
    control[0] = idata[0]; 
    control[1] = idata[1]; 
    control[2] = idata[2]; 
    control[9] = idata[3*numofdata-3]; 
    control[10] = idata[3*numofdata-2]; 
    control[11] = idata[3*numofdata-1]; 
 
            
    for(int q=1; q<3; q++){ 
        control[3*q] = P[q-1]; 
        control[3*q+1] = P[q+1]; 
        control[3*q+2] = P[q+3]; 
    } 
        
    for(int out=0; out<idim*4; out++){ 
        coefs[out] = control[out]; 
 
    } 
    printf("\n%s", "Finish curve approximation."); 
    return; 
} 
 
#endif /* defined(_) */ 
