Machine learning provides new techniques to investigate phase transitions in physics. Here, we propose an iterative methodology to find the critical temperature for the two-dimensional Ising model based on machine-learning techniques. Making use of dimension-reduction algorithm, we obtain the incipient phase boundaries and labels for some samples which would be used by a convolutional neural network to find the critical temperature in an iterative manner. During the finding process, the newly labelled samples would be put in the training set and the phase boundaries would be updated toward each other. Meanwhile, the average of the boundaries would converge to the theoretical value. We also compare the relation between the capability of recognition of the convolutional neural network and magnetic susceptibility near the critical point. This work not only offers a methodology to explore unexplored phase transitions for statistical models but also put forward the motivation to study the deep connections between statistical physical models and neural networks. arXiv:1808.01731v2 [cond-mat.dis-nn] 9 Aug 2018
I. INTRODUCTION
Classifying phases for condensed matter models benefits the understanding about physical phenomena. However this usually be formidable due to the exponentially large Hilbert space. With the advancing of current computational power and the amelioration of algorithms, machine learning has provide novel avenues to accomplish such tasks of classification [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
In machine learning, the 'learners' usually deal with samples represented by points in the feature space. Finding the hypersurfaces which divide the representative points into different groups may benefit the analysis, merely analytical efficiency may be reduced due to the redundant information. Fortunately, dealing with the characteristic information would be conducive to improve the efficiency. The linear dimension-reduction technique-principal component analysis (PCA), is frequently adopted in machine-learning tasks to reduce redundant information and compress data [12] [13] [14] . Inspired by the application of this technique in clustering tasks, it has been applied to identifying the phase transitions and the order parameters from the configurations of the classical Ising model [7] [8] [9] [10] [11] .
Different to PCA, there are neural networks which need to be trained by samples with correct labels before they are adopted to recognize new samples. During the training, the parameters of a network are optimized with respect to a cost function to learn the key characteristic patterns of training samples. This tool has been demonstrated on investigating Ising model [1, 2], studying strongly correlated fermions [3, 15] , and exploring the fermion-sign problem [16] . Topological states can also be learned by artificial neural networks. For example, by introducing quantum loop topography, a fully connected neural network can be trained to distinguish the Chern * E-mail: lbfu@gscaep.ac.cn insulator and the fractional Chern insulator from trivial insulators [4] . Similarly, the phase boundary between the topological and trivial phases can be identified by feedforward neural network [5] . Neural network can also be trained to learn the discrete version of the winding number formula from the set of Hamiltonians for topological band insulators [6] . There is study focuses on the mapping between variational renormalization group and restricted Boltzmann machines [17] . Quantum-inspired tensor networks has been applied to multi-class supervised learning tasks and demonstrated by using matrix product states to parameterize models [18] . An artificial neural network trained on entanglement spectra of individual states of a many-body quantum system can be used to determine the transition between a many-body localized and a thermalized region [19] . The highly accurate classification power of fully connected and convolutional neural networks are examined for the Ising model along with the application of convolutional neural network for the classification task of XY model [20] . Unsupervised and supervised machine learning tools have been sequentially applied to find and characterize the phase diagram for a liquid-gas transition [21] . These works indicate the validity of neural networks in exploring statistical models.
In this work, we propose an iterative scheme to find the critical temperature for statistical models accurately with high confidence. In this proposal, clustering algorithms provide the phase scenarios versus temperature just by checking the raw configurations. Taking phases as labels, the incipient labels and phase boundaries can be identified. Then taking the spin configurations above as incipient training set, we employ a convolution neural network (CNN) [22, 23] to recognize the samples with temperatures close to the labelled region. Once the samples were recognized by the CNN with high accuracy, they would be added into the training set to be used to train the CNN in the next recognition iteration. Meanwhile the phase boundaries would be updated by the temperatures of the newly labelled spin configurations; If the samples can not be identified by the CNN, the samples with temperatures closer to the labelled region will be checked. Iterating the procedure of recognizing and updating, the region where the critical temperature locates in would shrink and the mean value of the phase boundaries would converge to the analytical value T c ≈ 2.269 (in units of coupling energy between nearest-neighbor spins) [24] . This analytical value offers the benchmark to check validation of our proposal. Monte Carlo technique is applied to providing the spin configurations at various temperatures, which obey the Boltzmann distribution at thermal equilibrium [25] [26] [27] .
Starting from samples with correct labels, the performance of this proposal mainly depends on the capability of recognition of the CNN. This capability can be indicated by the number of training iterations cost until the CNN be capable to identify the spin configurations with high accuracy. With the CNN adopted in this work, considering magnetic susceptibility is directly related to the spin configurations, we compare the capability of recognition with the power law of magnetic susceptibility in the vicinity of the critical temperature at last.
Following in Sec. II, we introduce the classical twodimensional Ising model. In Sec. III, we use principal component analysis to separate the model into two phases and specify the region containing the critical temperature. In Sec. IV, we show the procedure that starts from the results of principal component analysis to train a convolution neural network to find the critical point in an iterative manner. In Sec. V, we compare the recognition capability of the CNN with the magnetic susceptibility near the critical temperature. Finally we conclude in Sec. VI.
II. TWO-DIMENSIONAL ISING MODEL
In this work, we consider the widely studied prototypical two-dimensional Ising model on square lattice [24, 28] with L sites on each dimension and the total number of spins N = L × L. The Hamiltonian for this model with vanishing external magnetic field reads:
(1)
The coupling energy J between nearest-neighbor spins is set as the energy unit in this work. The dipole spins s ij(kl) take +1 = ↑ or −1 = ↓ on the lattice sites, and ij, kl denote the pairs of the nearest-neighbor sites in two orthogonal dimensions with periodic boundary conditions. This model undergoes a thermal phase transition at temperature T c = 2J/ln(1 + √ 2) ≈ 2.269 with Boltzmann constant k B = 1 in this work [24] . This corresponds to an abrupt change of some statistical quantities or their derivations, like the magnetic susceptibility and specific heat at the critical temperature. Three input spin configurations generated by Monte Carlo method at different temperatures are displayed in Fig. 1 . In this work, only such spin configurations are used to find the critical temperature. This model offers the benchmark to check the performance of the proposal to find the critical point.
III. DETERMINING THE INCIPIENT TRAINING SET
Firstly, the linear dimension-reduction techniqueprincipal component analysis (PCA), is adopted to assign labels (low-or high-temperature-phase) to some spin configurations. Meanwhile the incipient phase boundaries which confine the critical temperature are identified. Secondly, starting from these results, the supervised machine learning tool-convolutional neural network (CNN), would be adopted to find the critical temperature in an iterative manner. During the iterating process, if samples were assigned labels by the CNN, they would be added into the training set, meanwhile the phase boundaries would be updated by the temperatures of the newly labelled samples; If not, samples with temperatures closer to the labelled region would be recognized. The details are given in the following.
A. Principal component analysis
Spin configurations can be represented by points in a high dimensional feature space with the spin values of the configuration sites as the coordinates. Thus it is desirable to find a simpler or more accessible representation which maintains as much information of the set of large spin configurations as possible. The linear dimensionreduction technique-principal component analysis [12] [13] [14] , will be employed to extract salient fluctuation characteristic patterns for the samples and to compress them into a reduced space. The phase transition can be reflected by the distribution behavior of the representative points. This provides labels for the incipient training samples used by a CNN to find the critical temperature. (b) 
B. Results of principal component analysis
When PCA is applied to the stacks of Ising configurations at various temperatures, the most significant variations of the distribution of the samples versus temperature can be reflected by the representative points embedded in the reduced space. The distribution would indicate the phase transition of this model to some extent.
The principal components in PCA can be obtained by singular value decomposition (SVD). While SVD reads V = U ZW T , the singular values are the diagonal elements of Z which are usually arranged in descending order and normalized by dividing their summation [13, 14] . V is a vertical stack of n flattened spin configurations in the form of S m = (s 11 , ..., s ij , ..., s LL ) m with means of columns subtracted at a temperature region. The principal components are leading columns of V W = U Z. Equivalently, principal components can also be obtained by analyzing the eigen-decomposition of the covariance matrix V T V /(n − 1) [13, 14] . The phase transition of this model can be reflected by the clustering behavior of the representative points in the dimension-reduced space as in Fig. 2 (a) .
As shown by the inset in Fig. 2 (a) , while there is no more than one obvious dominant component (corresponding to the maximal singular value), two leading principal components are enough to reflect the behavior of distribution. Vanishing of the dominant principal component means there is no direction on which the samples distribute with obvious fluctuations than the others. The dominant component vanishes at the temperature slightly larger than T c which may result from the information loss during this dimension-reduction treatment.
We will see that this is coincident with the bias result of PCA to reflect the critical temperature bellow.
Being projected to the space spanned by the two principal components as in Fig. 2(a) , a spin configuration and its spin-flipped counterpart (spins flip: ↑ ↓) distribute centrosymmetriccally about the origin when analyzed together by PCA. It can be assumed that the samples with temperatures T /J < 1 and those T /J > 4.5 can be divided into two different phases with high confidence.
Those with temperature T /J ∈ (1, 4.5) distribute with large fluctuations which coincides with that the characteristic patterns of the spin configurations are too similar to distinguish them into which phase easily. This inspires us to conjecture that the phase transition can also be reflected by calculating the variance of the distribution of the representative dots in Fig. 2 (a) . Thus we make use of the quantity:
to confirm the division of phases. V P CA 1(2) (T /J) denotes the variance for the first (second) coordinate of the representative dots at T /J. Corresponding to distribution of the dots, f P CA v (T /J) is shown as a function of T /J in Fig. 2 (b) . The peak of f P CA v (T /J) divides the samples into two phases. Since magnetic susceptibility χ(T /J) relates directly to the spin configurations [29, 30] , we conjecture that the behavior of f P CA v (T /J) versus temperature may be correlated to χ(T /J). However the peak of f P CA v (T /J) deviates from T c , while the peak of χ (T /J) = 260χ(T /J) locates at this critical temperature. This may result from that some information is lost in PCA which coincides with the confluent behavior of the singular-value curves in the inset in Fig. 2 (a) .
According to the results of PCA above, the critical temperature locates in the region T /J ∈ (1, 4.5) but not identified exactly. T /J = 1 and T /J = 4.5 act as the incipient boundaries for the two phase, respectively. Thus the samples with temperature T /J ∈ (0, 1) are assigned low-temperature-phase label, and those with T /J > 4.5 are assigned high-temperature-phase label. Taking these samples as incipient training set for a convolutional neural network, we show the iterative procedure to find the critical temperature bellow. 3 . The the schematics of the workflow to find the critical temperature and the convolutional neural network adopted in this work. PCA is employed to obtain the incipient phase boundaries and the labels for the training set used by the CNN; In the first convolutional layer of the CNN, the size of the convolutional kernels are set according to that of the training samples. The initial weights and biases are set with a small amount of values to prevent zero gradients. The number of input channels is based on the color channels of the input samples. Padding needs to be set both in convolutional operations and max-pooling operations. The kernel size of the second convolutional times the one in the first convolutional layer equals the number of spins on one dimension of the lattice in this work. The output of the second max-pooling operation should first be flattened to match the size of the fully connected layer following. The output of the second fully connected layer passes to the softmax operation to construct the cross entropy function. At last, the Adma algorithm is employed to minimize the cost function. We make the learning rate depend on the training iterations.
We should remark here that PCA plays the necessary but not critical role in terms of the finding result. It can be replaced by the other tools. For example, non-linear unsupervised learning methods can also play the role to determine the incipient phase boundaries [21, 31] . One may also apply clustering algorithms like K-Means [32] , Density-based spatial clustering of applications with noise [33] , Expectation-Maximization Clustering [34] , Agglomerative Hierarchical Clustering [35] , and so on to do the same work.
IV. ITERATIVE PROCEDURE TO FIND THE CRITICAL TEMPERATURE
Based on the results of PCA, the critical temperature locates in the region where the label is uncertain. The performance of the finding procedure mainly depends on the capability of learning of the CNN.
A. The convolutional neural network CNN acts as a smart learner to extract the characteristic patterns of samples with labels of supervision [36, 37] . In this work, the spin configurations with similar characteristic patterns can be recognized as in one phase by the CNN with high accuracy (confidence). We elaborate the workflows to find the critical temperature and the learning process of the CNN in Fig. 3 with details in the caption. Since the CNN play the essential role in the finding procedure, we first show the workflow of one training iteration for the CNN: Samples at T /J → Convolutional operation-1 → ELU activation operation → Max pooling → Convolutional operation-2 → ELU activation operation → Max pooling → Fully connected operation-1 → ELU activation operation → Dropout operation → Fully connected operation-2 → Softmax operation → Constructing cross entropy function → Applying Adam algorithm to minimize cross entropy cost function. Then we give the brief instruction to the operations in the CNN.
As a prototype of neural networks to recognize images, the CNN takes advantage of the feature-map mechanism to extract the characteristic patterns of input set [38] . The critical convolutional layer of CNN finishes the convolution operation by multiplying the corresponding pixels in a filter window of the input sample with the kernels which slide passing across the input sample until all the pixels are visited, and biases are generally added. The weights and biases of kernels are shared during the convolution operation which reduces the amount of parameters. To make the network be capable to extract more kinds of features, several filters are usually adopted. To extract more complex characteristics and improve the capability of recognition, deeper neural networks are recommendable candidates. These layers offers abstract inputs for next operations.
After the convolution operation, Exponential Linear Unit (ELU) defined as:
is employed as the activation function [39] . Compared to the prevalent activation function Rectified Linear Unit (ReLU) [40] , ELU has negative values which pushes the mean of activations closer to zero. This decreases the bias shift effect which benefits to speeding up learning with lower computational complexity [39] . Besides, the novel activation function: Swish performs better than ReLU for a number of scenes, and may be intriguing to be investigated in comparison with ReLU and ELU [41] . Max pooling operation converts high resolution samples to lower resolution counterparts. This operation reduces the amount of computation, and maintains the most important information in a compact form. It not only makes feature detection more robust to scale and orientation changes but is also beneficial to avoid overfitting. We do not exclude the probability to apply other pooling versions such as mean pooling or L2-norm pooling to be capable to perform well [42] . Fully connected layer is adopted to purify the information for next classification operations. Dropout is adopted not only to reduce overfitting but also to make the network less sensitive to small variations of input samples, and improves the generalization of this network. This can be done by setting the values of some randomly chosen neurons in the network to be zero [43] . Softmax is used as a generalization of sigmoid function to represent a probability distribution. Finally, Adam algorithm is employed to minimize the cross entropy cost function with respect to the labels of the training set [44] . We employ TensorFlow to implement the CNN in this work [45] . The workflow to find the critical temperature and the results are give in the following.
B. Workflow to find the critical temperature
The sketch of the workflow to find the critical temperature is shown in Fig. 3 . Starting from the results of PCA, the details are listed bellow.
Step-1: T low boundary , T high boundary and T m = (T low boundary + T high boundary )/2 (in units of J) are used to denote the low-temperature-phase boundary, hightemperature-phase boundary, and the average for the boundaries, respectively. Taking the samples labelled by PCA as the training set, we train the CNN until it can distinguish the whole training set with accuracy more than a high threshold S 1t within the number of S 1n training iterations;
Step-2: If
Step-1 is fulfilled, we use the trained CNN to recognize the number of S 2m samples at temperature T m . If T m is judged to 'low-temperature phase (or high-temperature phase)' with accuracy larger than 0.5, we further check the number of S 2mm samples at temperature T mm = (T low boundary + T m )/2 (or T mm = (T high boundary + T m )/2); While Step-1 is not fulfilled, we purge the added samples in the last iteration and roll T mm back to the last value to continue the recognition process from
Step-1;
Step-3: If the test samples at temperature T mm are recognized with accuracy more than a high threshold S 3t , we label the samples at temperature T mm 'lowtemperature-phase label (or high-temperature-phase label)' and put newly labelled samples into the training set to be used firstly to train the CNN in the next recognition iteration. Meanwhile we update the T low boundary = T mm (or T high boundary = T mm ); Else, we update T mm = (T low boundary + T mm )/2 (or T mm = (T high boundary + T mm )/2 ) and carry out the procedure in this step until T mm is assigned a label with the threshold of accuracy S 3t . Then go to
Step-1 to begin the next recognition iteration.
When T low boundary and T high boundary approach T c , considering the discussion in Sec. III, the CNN may be unable to distinguish the samples easily at T mm in
Step-3. Fortunately, in Step-1, the threshold of recognition S 1t is set high to correct this mistake. When the T mm is incorrectly classified in Step-3, the CNN in the next Step-1 can not be trained to reach the recognition threshold S 1t within the number of S 1n training iterations. Large S 1n is necessary to train the CNN but too large value may lead to overfitting. The results for the finding procedure are shown by examples in Fig. 4 .
C. Result of the finding procedure
Based on the results of PCA, samples with T /J ∈ (0, 1) and T /J ∈ (4.5, 5.5) are assigned 'low-temperature-phase label' and 'high-temperature-phase label' respectively to be used as incipient training samples of the CNN. Then according to the iterative procedure from
Step-1 to
Step-3, the evolution of the phase boundaries as a function of the number of iterations from
Step-1 to Step-3 are shown by examples in Fig. 4 . It can be seen that with the increasing of the iterations, the gaps between the phase boundaries would shrink and the average values of Step-1 to Step-3. 1000 incipient samples labelled by PCA are evenly distributed over 20 equidistant points in temperature region (0,1) and in (4.5,5), respectively. T low boundary = 1, T high boundary = 4.5 and Tm = (T low boundary + T high boundary )/2 incipiently. During the training, batchsize=91 with learning rate varies as 0.001 × 0.99 k where k denotes the number of training iterations; S1t=0.9, S1n=0.9 in Step-1, S2m=100, S2mm=100 in Step-2, and S3t=0.99 in Step-3. In the first convolutional layer, 32 convolutional kernels of size 4 × 4 are used, with strides=1 in two sliding directions. The initial weights are set with a small amount of random values with standard deviation of 0.1 and bias=0.1. The number of input channels is one since one single color channel is enough to distinguish the spin orientations. 'SAME' padding are chosen both in convolutional operations and max pooling. Max pooing takes 2 × 2 window, and strides equals 2 to do subsampling. 64 convolutional kernels are adopted in the second convolutional layer with the same setting of initial weights, bias, and padding to the first one. The initial weights and bias of the two fully connected layers are set same to those of convolutional layers above. There are 1024 nodes in both fully connected layers. 0.5 probability of zeroing is set for the dropout operation.
the phase boundaries would converge to the theoretical critical temperature T c ≈ 2.269 in these examples. The temperature gap between the boundaries evolves to a finite value for certain lattice size, and for larger lattice, the gaps become less at the same terminated iteration number. Namely, the larger spin configurations benefit the precision of the finding procedure.This also reflects the limitation of the CNN in learning the characteristic patterns of this two-dimensional Ising model. Further works may be valuable to study the relations between such limitations of recognition and neural networks.
V. THE CAPABILITY OF RECOGNITION OF THE CONVOLUTIONAL NEURAL NETWORK
From the work above, when the phase boundaries approach the critical temperature T c ≈ 2.269, the CNN seems blurred to distinguish which phase the samples belong to between the boundaries. It can be interpreted that the difference between the extracted characteristic patterns by the CNN is too tiny. For the same CNN, we conjecture that this capability of recognition may be linearly related to the magnetic susceptibility χ(T /J) which is related directly to the spin configurations. Thus we compare the capability of recognition of the CNN with χ(T /J) from analytical results [29, 30] versus tempera- Fig. 4 (c) ) versus temperature in the vicinity of the critical temperature on two sides. R(T /J) denotes the average of 160 training iterations cost until the CNN is capable to recognize 100 test samples with the accuracy more than 0.98, and ξ(T /J) denotes the linear function of R(T /J). The temperature range T /J ∈ (0.032, 4.569) is evenly discretized into 100 temperature nodes with 50 spin configurations on each node to offer the training set. The 100 test samples are randomly selected from 1000 samples at each temperature node which are not contained in the training set. As comparison, the results of the analytical results for magnetic susceptibility χ(δt) is also shown, here δt = |T /J − Tc|. In the vicinity of the critical temperature, the magnetic susceptibility χ(δt) ≈ c0±δt −7/4 +c1±δt −3/4 +O(1) [29, 30] . Here the subscript +(−) stands for that T /J → Tc from above (below), and c0+ ≈0. ture in Fig. 5 . The capability of recognition is indicated by the average of R(T /J) which is the number of training iterations cost until the CNN is able to recognize the samples with high accuracy at T /J. We adjust R(T /J) as ξ(T /J) = aR(T /J) + b near T c , where a and b are the linearly regulative factor and bias, respectively. On both sides of T c , when the boundaries approach the critical temperature as shown in Fig. 5 (b) , a lot of cases occur that the CNN can not recognize the samples in this region with high accuracy. This limitation along with the asymptotic gaps for large iterations in Fig. 4 may both reflect the limitation of this CNN in recognizing the characteristic patterns of this Ising model. Only in temperature regions as shown in the dashed-edge rectangles in Fig. 5 (a) and (c), R(T /J) can be linearly adjusted to match χ(T /J) well.
The map between χ(T /J) and the performance of the CNN is elusive due to the complexity of the network. Complex relation between R(T /J) and χ(T /J) may exist but deep investigations are needed. Even R(T /J) is not adjusted to match magnetic susceptibility in the whole temperature range very well, this work brings the motivation to investigate scaling law near critical points by means of machine learning techniques, including various CNNs with different structures and parameters, auto encoder, restricted Boltzmann machine and so on [37] . Such investigations may help one get insight into physical systems.
VI. CONCLUSION
We have proposed an iterative methodology employing dimension-reduction algorithm-principal component analysis (PCA), to assign labels for incipient training samples which would be employed by the machine learning tool-convolutional neural network (CNN), to find the critical temperature for the classical two-dimensional Ising model. Starting from the results of PCA, we propose the scheme to pick the temperatures at which the samples be tried to be labelled by the trained CNN. Once the samples are labelled with high accuracy, they would be added into the training set and the corresponding phase boundaries would be updated by their temperatures. Along with the procedure of recognizing and updating, the boundaries of the phases would evolve toward each other, and the average of them would converge to the theoretical value. We find that with the same conditions, larger lattice benefits the finding performance. At last we show that in a temperature region near the critical temperature, the capability of recognition of the CNN can be linearly mapped to magnetic susceptibility well. This may inspire one to investigate scaling laws by machine learning, and the general connections between statistical models and neural networks. With the same methodology, PCA and the CNN can be replaced by other machine-learning tools with similar functions, and may also perform well.
