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ABSTRACT
Planets residing in circumstellar habitable zones (CHZs) offer our best opportunities to test hypothe-
ses of life’s potential pervasiveness and complexity. Constraining the precise boundaries of habitability
and its observational discriminants is critical to maximizing our chances at remote life detection with
future instruments. Conventionally, calculations of the inner edge of the habitable zone (IHZ) have
been performed using both 1D radiative-convective and 3D general circulation models. However, these
models lack interactive three-dimensional chemistry and do not resolve the mesosphere and lower ther-
mosphere (MLT) region of the upper atmosphere. Here we employ a 3D high-top chemistry-climate
model (CCM) to simulate the atmospheres of synchronously-rotating planets orbiting at the inner
edge of habitable zones of K- and M-dwarf stars (between Teff = 2600 K and 4000 K). Specifically, we
present the first simultaneous 3D investigation of climate, photochemistry, and circulation on moist
and runaway greenhouse atmospheres. Simulations are conducted for planets with N2-O2-H2Ov-CO2-
dominated atmospheres around a range of stellar spectral types with self-consistent stellar spectral
energy distribution (SED)-orbital period relationships. While our IHZ climate predictions are in good
agreement with GCM studies, we find noteworthy departures in simulated ozone and HOx photochem-
istry. For instance, climates around inactive stars do not typically enter the classical moist greenhouse
regime even with high (& 10−3 mol mol−1) stratospheric water vapor mixing ratios, which suggests
that planets around inactive M-stars may only experience minor water-loss over geologically significant
timescales. In addition, we find much thinner ozone layers on potentially habitable moist greenhouse
atmospheres, as ozone experiences rapid destruction via reaction with hydrogen oxide radicals. Using
our CCM results as inputs, our simulated transmission spectra and secondary eclipse thermal emission
spectra show that both water vapor and ozone features of these atmospheres could be detectable by
instruments NIRSpec and MIRI LRS aboard the James Webb Space Telescope. Our work indicates
that simultaneous constraints on the UV emission of low-mass stars and the orbital properties of their
attending planets, in conjunction with coupled physical-chemical numerical modeling, will be critical
to understanding the habitability and observational prospects of rocky exoplanets.
Keywords: astrobiology – planets and satellites: atmospheres – planets and satellites: terrestrial planets
1. INTRODUCTION
For the first time in human history, it is possible to
find and characterize nearby rocky and potentially hab-
Corresponding author: Howard Chen, NASA Future Investigator
howard@earth.northwestern.edu
itable worlds. Recent discoveries of Proxima Centauri
b, the TRAPPIST-1 system, and LHS 1140b (Anglada-
Escude´ et al. 2016; Gillon et al. 2017; Dittmann et al.
2017) show that remote examination of small rocky plan-
ets is within reach. Tidally-locked planets, such as
these, are expected to be common (∼15%) in circum-
stellar habitable zones (CHZs) of low-mass stars (Tarter
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et al. 2007; Dressing & Charbonneau 2015) − systems
that are especially amenable to spectroscopic observa-
tion due to their high transit frequency, low star-to-
planet brightness contrasts, prolonged main sequence
lifetimes, and abundance in both the solar neighborhood
and the projected Transiting Exoplanet Survey Satel-
lite (TESS) sample (Henry et al. 2006; Barclay et al.
2018). Indeed, TESS has already found small and Earth-
sized planets transiting cool stars (e.g., Vanderspek et al.
2019; Dragomir et al. 2019). Upcoming characterization
efforts by the James Webb Space Telescope, ground-
based 30-meter extremely large telescopes, and direct
imaging missions will likely attempt to detect habitabil-
ity indicators (e.g., N2, H2Ov) and/or biosignatures (O2,
O3, CH4, N2O, CO2; Sagan et al. 1993) on these K- and
M-dwarf systems. Indeed, atmospheric characterization
of increasingly smaller planets (Rp . 4 R⊕) is already
underway (e.g., Wakeford et al. 2017; Benneke et al.
2019).
Future target selection and characterization efforts
will benefit from improved understanding of and con-
straints on CHZ boundaries. Earliest estimates of the
CHZ made use of energy balance models (EBMs) (Hart
1979), which established the dependence of HZ widths
on stellar spectral type. Follow on studies, using 1D
radiative-convective models, identified two boundaries
of the inner habitable zone: one defined by the onset
of a water-enriched stratosphere and another defined by
a radiative equilibrium threshold (Kasting et al. 1984;
Kasting 1988). These early simulations assumed a fully
saturated troposphere with a fixed moist adiabatic lapse
rate and static clouds. Subsequently, Kasting et al.
(2015) found that as the absorbed stellar flux increases,
the stratosphere moistens and warms significantly which
could allow water vapor to efficiently escape to space.
Other studies, also using 1D models, provided additional
insights, finding for example, that CHZ widths could
change according to atmospheric composition and/or at-
mospheric pressure (e.g., Vladilo et al. 2013; Zsom et al.
2013; Ramirez & Kaltenegger 2017).
In more recent years, idealized and state-of-the-art es-
timates of the CHZ have utilized 3D general circulation
models (GCMs) to place physics-based constraints on
CHZ boundaries (e.g., Abe et al. 2011; Yang et al. 2014;
Way et al. 2016). GCM predictions improved upon 1D
model projections by way of explicit simulation of large-
scale circulation and key climate system feedbacks. For
instance, incorporation of atmospheric dynamics into
models of slowly-rotating planets resulted in climatic be-
haviors that can only be resolved in 3D, e.g., substellar
cloud formation and convergence caused by changes in
the Coriolis force (Yang et al. 2013; Kopparapu et al.
2016; Way et al. 2018). Follow-up studies, using similar
GCMs, found that habitable planets around M-dwarf
stars have moist stratospheres despite mild global mean
surface temperatures (e.g., Fujii et al. 2017; Kopparapu
et al. 2017). These results stood in contrast to pre-
vious inverse modeling approaches with 1D radiative-
convective models (e.g., Kasting 1988), where a surface
temperature of 340 K was deemed the threshold for the
classical “moist greenhouse” regime.
Despite these advances, exoplanet GCM studies have
traditionally not accounted for photochemical and at-
mospheric chemistry-climate interactions − components
recently found by both 1D (Lincowski et al. 2018; Koza-
kis et al. 2018) and 3D models (Chen et al. 2018) to be
critical for habitability and biosignature prediction. The
addition of photochemistry to prognostic atmospheric
models allows for interactions between high energy pho-
tons and gaseous molecules. This often leads to the
breaking of molecular bonds and creation of free radi-
cals and ions, which have significant impacts on atmo-
spheric composition and associated habitability. Deter-
mination of water loss, in particular, requires knowl-
edge of where water vapor photodissociation occurs in
the mesosphere and lower thermosphere (MLT), and is
dependent on dynamical, photochemical, and radiative
processes. To simulate the speciation, reaction, and
transport of various gaseous constituents (e.g., H2Ov)
and their photochemical byproducts (e.g., H, H2), cou-
pled 3D chemistry-climate models (CCMs) are needed.
CCMs are able to simulate photochemically important
species such as ozone, allowing for prognostic assess-
ments of chemistry-climate system feedbacks. As ozone
is primarily derived from molecular oxygen, prognostic
ozone calculations enable consideration of O2-rich atmo-
spheres with active oxygenating photosynthesis on the
surface. Lastly, CCMs simulate a number of chemical
species, and thus provide a rich tapestry for calculating
transmission spectra, compared to the simplified atmo-
spheric compositions generally considered in GCMs.
Critically, interactive simulation of photochemistry
and atmospheric chemistry requires a high model-top
(i.e., a model whose atmosphere reaches into the mid-
thermosphere (∼150 km)), as highly energetic photons
initially and primarily interact with a planets upper
atmosphere. While most radiatively active species are
stable against dissociation in the troposphere, species
become vulnerable to photolysis above the tropopause
and to photoionization above the stratopause and
mesopause. Apart from key dissociative processes
in the MLT region, high-top atmospheric dynamics
are also important as they influence the transport of
gaseous molecules. Vertical velocity in the vicinity of
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the tropopause is not an isolated process, but influ-
enced by momentum sources in the stratosphere and
lower thermosphere (Holton et al. 1995). Further, mean
meridional circulation of the lower stratosphere, which
can affect the distribution of chemical tracers, is driven
primarily by the drag provided by planetary and grav-
ity wave momentum deposition in the stratosphere and
mesosphere (Haynes et al. 1991; Holton et al. 1995;
Romps & Kuang 2009). A high model-top is therefore
essential to simulate chemical interactions and their
associated dynamical processes in the MLT region.
Based on conventional theory, endmembers of habit-
ability are represented by (i) icehouse-CO2-rich climates
at the outer edge of the habitable zone (OHZ) and (ii)
moist greenhouse climates at the inner edge of the hab-
itable zone (IHZ). In this study, we use a 3D high-top
CCM to investigate the latter regime, namely the moist
greenhouse limits of IHZ planets orbiting M-dwarf stars.
The paper is organized as follows: In Section 2, we de-
scribe our model and experimental setup. In Section 3,
we present and analyze our results. Section 4 discusses
implications of our results, caveats, and relevance to ob-
servations. Finally, Section 5 summarizes key findings,
provides concluding remarks, and suggests next step.
2. MODEL DESCRIPTION & NUMERICAL SETUP
We employ the National Center for Atmospheric Re-
search (NCAR) Whole Atmosphere Community Cli-
mate Model (WACCM) to investigate the putative at-
mospheres of rocky exoplanets. WACCM is a 3D global
CCM that simulates interactions of atmospheric chem-
istry, radiation, thermodynamics, and dynamics. We
set the Community Atmosphere Model v4 (CAM4) as
the atmosphere component of WACCM. CAM4 uses na-
tive Community Atmospheric Model Radiative Trans-
fer (CAMRT) radiation scheme (Kiehl & Ramanathan
1983), the Hack scheme for shallow convection (Hack
1994), the Zhang-McFarlane scheme for deep convection
(Zhang & McFarlane 1995), and the Rasch-Kristjansson
(RK) scheme for condensation, evaporation and precip-
itation (Zhang et al. 2003). For a complete model de-
scription see Neale et al. (2010) and (Marsh et al. 2013).
WACCM includes an active hydrological cycle and
prognostic photochemistry and atmospheric chemistry
reaction networks. The chemical model is version 3 of
the Modules for Ozone and Related Chemical Tracers
(MOZART) chemical transport model (Kinnison et al.
2007). The module resolves 58 gas phase species includ-
ing neutral and ion constituents linked by 217 chem-
ical and photolytic reactions. The land model is a
diagnostic version of the Community Land Model v4
with the 1850 control setup including prescribed surface
albedo, surface CO2, vegetation, and forced cold start.
The oceanic component is a 30-meter deep thermody-
namic slab model with zero dynamical heat transport
and no sea-ice. Even though a fully dynamic ocean is
ideal, Yang et al. (2019a) recently demonstrated that
the inclusion of such does not significant impact the cli-
mate of moist greenhouse IHZ planets. Furthermore, the
presence of significant North-South oriented continents
minimizes the effects of ocean heat transport on tidally
locked worlds (Yang et al. 2019a; Del Genio et al. 2019).
WACCM includes a number of improved and ex-
panded high-top atmospheric physics and chemical com-
ponents. Processes in the MLT region are based on
the thermosphere-ionosphere-mesosphere electrodynam-
ics (TIME) GCM (Roble & Ridley 1994). Key pro-
cesses included are: neutral and high-top ion chemistry
(ion drag, auroral processes, and solar proton events)
and their associated heating reactions. In terms of at-
mospheric dynamics, WACCM allows the emergence of
gravity waves (important for governing large-scale flow
patterns and chemical transport) by orographic sources,
convective overturning, or strong velocity shears (Neale
et al. 2010). Molecular diffusion via gravitational sep-
aration of different molecular constituents (Banks &
Kockarts 1973) is an extension to the nominal diffu-
sion parameterization in CAM4. Below 65 km (local
minimum in shortwave heating and longwave cooling),
WACCM retains CAM4s radiation scheme. Above 65
km, WACCM expands upon both longwave (LW) and
shortwave (SW) radiative parameterizations from those
of CAM3 and CAM4 (Collins et al. 2006). WACCM uses
thermodynamic equilibrium (LTE) and non-LTE heat-
ing and cooling rates in the extreme ultraviolet (EUV)
and infrared (IR)(Fomichev et al. 1998). In the SW
(0.05 nm to 100 µm; Lean 2000; Solomon & Qian 2005),
radiative heating and cooling are sourced from photon
absorption, as well as photolytic and photochemical re-
actions. To our knowledge, we are the first to apply
these models and modules in the context of exoplanets.
We configure the described model components to sim-
ulate the atmospheres of tidally-locked (trapped in 1:1
spin-orbit resonance) planets across a range of stellar
spectral energy distributions, bolometric stellar fluxes,
and planetary rotation periods (Table 1). We construct
stellar spectral energy distributions (SEDs) using the
PHOENIX synthetic spectra code (Husser et al. 2013)
assuming stellar metallicities of [Fe/H] = 0.0, alpha- en-
hancements of [α/M] = 0.0, surface gravities log g =
4.5, and stellar effective temperatures (Teff) of 2600 K
(TRAPPIST- 1-like), 3000 K (Proxima Centauri-like),
3300 K (AD Leo-like), and 4000 K (late K-dwarf). All
synthetic stellar SEDs are assumed to be in states of
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Table 1. Summary of Experiments Performed in this Study
Name Teff L∗ M∗ Fp Pp Ts H2Ov H Tth Bond Albedo
(K) (L) (M) (F⊕) Earth days (K) (mol mol−1) (mol mol−1) (K)
09F26T 2600 0.000501 0.0886 0.9 4.43 268.36 2.95e-06 4.01e-06 341.90 0.32
10F26T 2600 0.000501 0.0886 1.0 4.11 282.39 4.22e-06 3.68e-06 314.14 0.23
12F26T 2600 0.000501 0.0886 1.2 3.58 runaway - - - -
10F30T 3000 0.00183 0.143 1.0 8.53 270.39 4.99e-06 3.70e-06 337.27 0.37
11F30T 3000 0.00183 0.143 1.1 7.91 278.76 7.52e-06 3.87e-06 329.97 0.33
12F30T 3000 0.00183 0.143 1.2 7.41 runaway - - - -
10F33T 3300 0.00972 0.249 1.0 23.13 266.73 4.63e-06 3.70e-06 333.57 0.45
15F33T 3300 0.00972 0.249 1.5 16.23 284.33 2.61e-04 5.47e-06 342.75 0.46
16F33T 3300 0.00972 0.249 1.6 15.46 297.75 2.05e-03 1.22e-04 343.39 0.47
17F33T 3300 0.00972 0.249 1.7 14.77 runaway - - - -
10F40T 4000 0.0878 0.628 1.0 69.39 265.76 2.66e-06 3.69e-06 319.54 0.78
17F40T 4000 0.0878 0.628 1.7 47.64 282.88 3.40e-04 6.23e-06 330.04 0.53
19F40T 4000 0.0878 0.628 1.9 43.87 301.41 1.18e-02 7.27e-05 342.75 0.55
20F40T 4000 0.0878 0.628 2.0 42.22 runaway - - - -
19FSolarUVa 4000 0.0878 0.628 1.9 43.87 303.38 1.30e-02 1.05e-03 409.62 0.51
19FADLeoUVb 4000 0.0878 0.628 1.9 43.87 315.29 9.65e-02 7.45e-02 382.15 0.45
Note—Summary of model initial conditions and simulated results pertinent to habitability. Values presented are: effective tem-
perature of host star (Teff), luminosity of host star in solar units (L∗), mass of host star in solar units (M∗), incident flux on the
planet’s dayside relative to Earth’s annual average incident flux (i.e., 1362 W m−2; Fp), rotation period of the planet in Earth
days (Pp), simulated global-mean surface temperature (Ts), simulated water vapor mixing ratio at 0.1 mbar (H2Ov), simulated
model-top thermospheric hydrogen mixing ratio (H), and simulated thermospheric temperature at 100 km altitude (Tth). Bolded
experiments indicate “IHZ limit” simulations, which are the focus of discussion in Section 3.2. aSimulation with input stellar SED
modified by swapping out the UV bands (λ < 300 nm) of the fiducial star and replacing it with 2× Solar UV from Lean et al.
(1995). bAD Leonis UV data from Segura et al. (2005).
quiescence. The corresponding rotation periods obeys
Kepler’s 3rd law, as in Kopparapu et al. (2016), which
is given by:
Pyears =
[(
L∗/L
Fp/F⊕
)3/4]
(M∗/M)
1/2
(1)
where L/L is the stellar luminosity in solar units,
Fp/F⊕ is the incident stellar flux in units of present-
Earth flux (1360 W m−2), and M/M is the stellar mass
in solar units.
We set the mass and radius of all our simulations to
those of present-day Earth. We set the orbital param-
eters (obliquity, eccentricity, and precession) to zero.
We use present Earths continental configuration and to-
pography, which is a reasonable starting point as fully
ocean-covered planets are unlikely to support an active
climate-stabilizing carbon-silicate cycle and allow build-
up of O2 (Abbot et al. 2012; Lingam & Loeb 2019). We
place the substellar point stationary over the Pacific at
180o longitude and turn off the quasi-biennial oscillation
forcing in all simulations, as this prescription is based
on observations of Earth.
We assume initially Earth-like preindustrial surface
concentrations of gases N2 (0.78 by volume), O2 (0.21),
CH4 (7.23×10−9), N2O (2.73×10−9), and CO2 (2.85×
10−4). The existence of an O2-rich atmosphere implies
active oxygenating photosynthesis on the surface. H2Ov
and O3 are spatially and temporally variable gases but
are initialized at preindustrial Earth values. The sur-
face atmospheric pressure is 101325 Pa (1013.25 mbar).
We use the native broadband radiation model of CAM4
and do not include new absorption coefficients as done
in Kopparapu et al. (2017) due to the extensive effort
required to derive new coefficient values for CH4, N2O,
and other IR absorbers included in the chemical trans-
port model, which is beyond the scope of this work.
WACCM simulations are run at horizontal resolutions
of 1.9◦×2.5◦ (latitude by longitude) with 66 vertical lev-
els, model top of 6 × 10−6 hPa (150 km), and a model
timestep of 900 seconds. We increase the total stellar
flux by intervals of 0.1 Fp/F⊕ and modify the rotation
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period according to Equation 1. We follow previous
work (Yang et al. 2014; Kopparapu et al. 2016) and as-
sume that the maximum flux for which a planet can
maintain thermal equilibrium, i.e., top of atmosphere
(TOA) radiation balance, defines the incipient stage of
a runaway greenhouse. We refer to climatically-stable
(i.e., in thermal equilibrium) simulations as converged
simulations, while those that are climatically unstable
(i.e., out of thermal equilibrium) are deemed to be in
incipient runaway states. With the exception of Figure
1, all converged simulations have been run for 30 Earth
years of model time and the results presented here are
averaged over the last 10.
Note that our model simulation naming convention
(Table 1) follows from simulated stellar flux and effective
temperature: XXFYYT, where XX represents the total
stellar flux (relative to the Earths) and YY represents
the effective temperature of the host star. For instance,
13F26T represents an experiment in which the stellar
flux is set to 1.3 F⊕ and the host star has an effective
temperature of 2600 K.
3. RESULTS
We present the first simultaneous 3D investigation of
climate and atmospheric chemistry in temperate, moist
greenhouse, and incipient runaway greenhouse atmo-
spheres on synchronously-rotating planets. The results
section is structured as follows: First, we examine the
onset of runaway greenhouse conditions in our simula-
tions. Next, we discuss moist greenhouse conditions and
their associated climatic and chemical properties. We
then investigate isolated changes in stellar spectral type
and bolometric stellar flux. Specifically, we analyze the
effects of shifted stellar SEDs, increased incident stel-
lar flux, and UV radiation on our results. Next, we
show prognostic water vapor and hydrogen mixing ra-
tios and discuss new escape rates calculated with inter-
active chemistry. Lastly, we present simulated atmo-
spheric transmission spectra and secondary eclipse ther-
mal emission spectra using our CCM results as inputs
and discuss their observational implications.
3.1. Climate Behaviors in Runaway Greenhouse States
Runaway greenhouse states are energetically unstable
climate conditions in which the net absorption of stel-
lar radiation exceeds the ability of water vapor rich and
thus thermally opaque atmospheres to emit radiation
to space, as described by the Simpson-Nakajima limit
(Nakajima et al. 1992). A subset of our simulations
reaches this runaway threshold, which we define as the
innermost boundary of the HZ. We illustrate incipient
runaway behavior and contrast it with a climatically-
stable case by providing timeseries of TOA radiation
balance and surface temperature from three representa-
tive simulations, initialized from the same climatic state,
i.e., global-mean surface temperature (Ts) of ∼291 K
(Figure 1). From this initial state, simulations diverge,
largely according to the intensity of stellar flux and cloud
development. For example, in the climatically-stable
15F33T simulation (Figure 1, red curves), the TOA radi-
ation balance begins negative, but stabilizes about zero
as the day-side cloud fraction initially decreases, but
then oscillates near 95% coverage. This radiation bal-
ance allows the global-mean Tsto stabilize at 283 K. In
contrast to this climatically stable pathway, “incipient
runaway greenhouse” (Wolf et al. 2019) conditions are
simulated for planets at both lower (12F26T) and higher
(20F40T) stellar fluxes around late M-dwarf (12F26T)
and late K-dwarf (20F40T) stars. In the 20F40T simula-
tion, the planet rapidly transitions into an incipient run-
away greenhouse state as the stellar flux is sufficiently
high that it causes the collapse of the substellar cloud-
albedo shield (Figure 1, gold curves). No equilibrium Ts
is achieved in this simulation. Similarly, in the lower flux
12F26T case (Figure 1, blue curves), the global-mean Ts
does not achieve an equilibrium. Initially global-mean
Ts decreases similar to 15F33T, but the higher rotation
rate reduces the dayside cloud shield, allowing the TOA
radiation imbalance to turn positive, which leads to the
incipient stage of a runaway thermal state
3.2. Climate and Chemistry at the IHZ: Temperate &
Moist Greenhouse States
While runaway greenhouse states delineate the opti-
mistic IHZ, both temperate and moist greenhouse cli-
mates may be situated at or near the IHZ limit. In
this study, we are primarily interested in the chemistry
and climatic conditions habitable planets located at the
IHZ. To identify this boundary, four host star type simu-
lations were run with incremental (0.1 Fp/F⊕) increases
in stellar flux (Table 1). Simulations not pushed into
the incipient runaway state described in Section 3.1, i.e.,
simulations with flux 0.1 Fp/F⊕ less than runaway con-
ditions, define our “IHZ limit” cohort: 10F26T (tem-
perate), 11F30T (temperate), 16F33T (moist green-
house), and 19F40T (moist greenhouse). Temperate at-
mospheres have low, Earth-like stratospheric water va-
por content (typically . 1×10−5 mol mol−1) and global-
mean Ts below 285 K (Table 1). Moist greenhouse at-
mospheres emerge when the stratospheric H2Ov mixing
ratio are sufficiently high, i.e., & 3 × 10−3 mol mol−1
such that water-loss via diffusion-limited escape could
occur at a geologically significant rate in the thermo-
sphere (Kasting 1988). If the water-loss is sufficiently
slow (i.e., & 5 Gyrs), then rapid desiccation of a planets
6 Chen, H., Wolf, E. T., et al.
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Figure 1. Temporal evolution of radiative energy balance (a) and surface temperatures (b) of three representative simulations
(12F26T, 20F40T, and 15F33T) across model time of 20 Earth years. Simulations 12F26T and 20F40T progress to incipient
runaway greenhouse states due to dissipation of substellar clouds and water vapor greenhouse feedbacks, while 15F33T maintains
a stable climate by way of the cloud-stabilizing feedback. Dashed curves represent dayside-mean cloud fraction for the specified
simulation.
oceans is prevented and its surfaces can remain habit-
able.
Amongst our simulations, only IHZ limit climates
around early-to-mid M-dwarfs (Teff = 3300 and 4000 K)
meet the moist greenhouse criterion (Figure 2b, 16F33T
and 19F40T). Simulations around these stars but with
lesser stellar flux, i.e., 15F33T and 17F40T, do not
achieve sufficient stratospheric H2Ov to place them in
the moist greenhouse regime (Figure 2b). Simulations
16F33T and 19F40T have stratospheric H2Ov mixing
ratios of 2.05 × 10−3 and 1.179 × 10−2 mol mol−1 re-
spectively (Table 1), yet their global mean Ts does not
exceed 310 K (Figure 2a), which indicates that the sur-
face may be habitable despite the high stratospheric wa-
ter vapor content. Temperate IHZ limit climates (ex-
periments 10F26T and 11F30T) simulated around late
M-dwarfs (Teff = 2600 and 3000 K) do not enter the
moist greenhouse regime with incremental (0.1 Fp/F⊕)
increases in stellar flux (Figure 2, red and gold). In-
stead, they abruptly transition into incipient runaway
greenhouse states (e.g., 12F26T; Figure 1, blue curve).
Similar conclusions were reached by Kopparapu et al.
(2017) using CAM4 with updated H2Ov absorption co-
efficients but excluding interactive chemistry.
We demonstrate differences in climate and chemistry
amongst the IHZ limit simulations across the four host
star types by showing contour plots of surface tempera-
ture, high cloud fraction, upper atmospheric wind fields,
TOA outgoing longwave radiation (OLR), and ozone
mixing ratios averaged between 10−4 and 100 mbar (Fig-
ure 3). These results exhibit the convolved effects of
stellar SED, incident flux, and planetary rotation, as all
three parameters are correlated. Following Chen et al.
(2018), we define a metric to assess the day-to-nightside
gas mixing ratio contrasts:
rdiff =
rday − rnight
rglobe
(2)
where rday is the dayside hemispheric mixing ratio mean,
rnight the nightside mean, and rglobe the global mean.
The degree of anisotropy is loosely encapsulated in this
parameter, which is shown in Figures 3 and 8 and will
be discussed throughout the paper.
Substantial differences in surface temperature distri-
butions can be found amongst the four IHZ limit sim-
ulations. With increasing stellar Teff , day-to-nightside
Ts gradients decrease (Figures 3a-d). This is caused by
increased day-to-nightside heat redistribution at higher
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Figure 2. Simulated global mean surface temperature (a), stratospheric water vapor mixing ratios (mol mol−1) (b), and
thermospheric hydrogen mixing ratios (mol mol−1) (c) for all climatically-stable experiments plotted according to stellar spectral
type and incident stellar flux. IHZ limit simulations are given alphanumeric labels and blue shading in (b) indicates the classical
moist greenhouse regime. Color indicates the effective temperature of the host star. Note overlapping results at Fp = 1.0F⊕.
incident fluxes. Consistent with previous GCM stud-
ies that exclude interactive chemistry (e.g., Kopparapu
et al. 2017), we find that on slowly rotating planets,
the weaker Coriolis force allows formation of optically
thick substellar cloud decks by way of buoyant updrafts
(Figures 3e-h). In addition, meridional overturning cells
expand to higher latitudes when the Rossby radius of
deformation approaches the diameter of the planet (del
Genio et al. 1993), which decrease the pole-to-equator
temperature gradient. These two consequences (i.e., for-
mation of dayside clouds and reduction of temperature
gradient) of slow rotation allow planets around early M-
dwarfs to maintain habitable climates at higher fluxes.
Atmospheric dynamics regulate cloud patterns, global
energy balance, and circulation symmetry of a planet.
In our simulations, reduced OLR coincides with loca-
tions of deep convective clouds as high clouds exhibit
a strong warming effect, and substantially reduce OLR
(Figure 3i-l). For slowly-rotating cases, substellar OLR
is decreased by the high opacity of substellar cloud decks
(Experiments 16F33T and 19F40T; Figure 3k-l), On the
other hand, simulations 11F26T and 12F30T (Figure 3i-
j) exhibit temperature peaks trapped in Rossby-gravity
waves caused by eastward momentum transport to the
equator (Matsuno 1966; Gill 1980). Indeed, we find
that lower rotation period planet atmospheres around
later M-dwarfs (lower Teff) lead to increased turbulent
flows, formation of midlatitude and super-rotating jet
streams, and greater day-to-nightside asymmetry (Fig-
ure 3i-j; see also Komacek & Abbot 2019). Importantly,
these dynamical transitions are largely responsible for
the changes in cloud formation, a key factor in regulat-
ing the efficiency of planetary albedo, surface tempera-
ture, and thermal equilibrium.
Differences in ozone chemistry between each IHZ limit
simulation highlight the interplay between transport,
photochemical, and photolytic processes. For instance,
day-to-nightside contrasts in ozone decrease in magni-
tude with increasing stellar Teff (from rdiff = −153%
down to −23.6%; Figure 3m-p). This is a consequence
of the enhanced dayside ozone destruction via recom-
bination limit by HOx (H + OH + HO2), catalytic re-
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Figure 3. Simulated global surface temperature (a-d), high cloud fraction (400 to 50 mbar) (e-h), TOA OLR (i-l) and
horizontal winds at 100 mbar (i, j) and 10 mbar (k, l), and stratospheric ozone mixing ratios vertically-averaged between 10−4
and 100 mbar (m-p) from the IHZ limit simulations around each stellar spectral type. Dashed lines indicate the terminators.
action with NOx (NO + NO2), and incident UV radi-
ation (280 < λ < 320 nm; UV-B). While the effects of
stellar host star type on photochemistry are notable in
the ozone distribution, they are more prominent when
enhanced UV activity is included, thus we save the ma-
jority of our discussion for Section 3.5.
3.3. Temperate Atmospheres: Effects of Changes in
Stellar SED
Host star spectral-type can influence attendant planet
atmospheres through differences in stellar SED and
planetary rotation period, as the latter two variables
are correlated through Kepler’s third law. Our coupled
CCM simulations demonstrate that the primary climatic
effects of different input stellar SEDs are changes in
greenhouse gas radiative forcing, while photochemistry
(e.g., driver of water photolysis) is not substantially im-
pacted.
The red-shifted spectra of low-mass stars have conse-
quences on climate and chemistry by way of an increased
water vapor greenhouse effect and reduction in dayside
cloud cover (Figure 4a-c). Specifically, greater IR ab-
sorption by atmospheres around stars with Teff = 2600
K and 3000 K increases both atmospheric temperature
and the amount of precipitable water, and decrease ra-
diative cooling efficiency aloft (Figure 4a and b, red
curve). Reduction in the efficiency of radiative cool-
ing and dayside cloud fractions lead to the water vapor
greenhouse effect offsetting that of cloud albedo, and re-
sults in higher Ts for 10F26T compared to simulations
around early M-dwarfs (Figure 4b). Moreover, potential
increased concentrations of other greenhouses gases such
as CH4 and N2O on late M-dwarf planets would also con-
tribute to increase Ts (Segura et al. 2005; Rugheimer
et al. 2015).
Further insight into the effects of different stellar SEDs
can be observed in the global-mean vertical profiles (Fig-
ure 4e-h). Below 10−2 mbar, atmospheric tempera-
ture increases monotonically with decreasing stellar Teff
(Figure 4e). This relationship exists because shortwave
absorption increases and Rayleigh scattering decreases
with the redness of the host star. Above 10−2 mbar,
however, the dependence of temperature on stellar Teff
is reversed due to the increasingly important role of O2
photodissociation by shortwave photons at higher alti-
tudes (Figure 4e). Both H2Ov shortwave heating and
strength of vertical advection increase with lower Teff
due to the higher NIR fluxes. At pressures less than
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Figure 4. Zonal profiles of mean meridional surface temperature (a), total cloud fraction (b), vertically-integrated precipitable
water (c), model-top H mixing ratios (mol mol−1) (d), and global-mean vertical profiles of atmospheric temperature (e), H2Ov
(f), O3 (g), and H mixing ratios (mol mol
−1) (h). We show simulations around stars with Teff =2600, 3000, 3300, 4000 K but
with the same total stellar flux Fp = 1.0F⊕. In the zonal profiles, the substellar point is over longitude 180◦.
10−4−10−5 mbar, temperatures rise rapidly (Figure 4e)
by way of thermospheric O2 and O absorption of soft X-
ray and EUV, while water vapor mixing ratios decline
due to photodissociation to H, H2, and OH (Figure 4f).
Ozone photochemistry is modulated by incident UV
flux, chemical reaction pathways, and ambient meteoro-
logical conditions (P , T ). Our predicted ozone mixing
ratios above 10−1 mbar decrease with decreasing stel-
lar Teff (Figure 4g). This behavior is largely due to the
increased photochemical removal of O1D by OH, which
limits recombination with molecular oxygen. OH de-
struction of ozone is maximized near the boundary layer
for the 10F26T experiment as increased surface temper-
atures (due to lower substellar albedos) leads to larger
H2Ov inventories. At pressure less than 10
−2 mbar,
ozone mixing ratios rise as mean free paths between
molecules increase dramatically with altitude.
Atmospheric hydrogen is primarily produced from the
photolysis of high-altitude water vapor. At temperate
conditions, H mixing ratios in both meridional and ver-
tical profiles (Figure 4d and Figure 4h) are not substan-
tially impacted by shifts in stellar SED, assuming qui-
escent stars. This is seen by the fact that all four sim-
ulations have close to zero H mixing ratios until ∼10−3
mbar, at which point they rise to ∼10−7 mol mol−1 (Fig-
ure 4h). Increased efficiency in water vapor photolysis
above the mesosphere is evidenced by the exponential
dependence of H mixing ratios on altitude. A transition
in H mixing ratios above 10−2 mbar is caused by the
rapid increase in water vapor photolysis rates and hence
stronger dependence on pressure altitude. We should
point out however, that the seemingly minor effects of
stellar SEDs stem from our choice of input SED-types.
The PHOENIX stellar model data (Husser et al. 2013)
we employed are inactive in the UV and EUV bands,
regardless of the spectral type. As many M-dwarfs are
active in the Ly-α line fluxes (115 < λ < 310 nm; France
et al. 2013), we next explore how changes in these as-
sumptions affect our findings (Section 3.5).
3.4. Moist Greenhouse Atmospheres: Effects of
Increasing Stellar Flux
Increasing stellar flux can affect both climatic and
photochemical variables. For instance, we find that both
atmospheric temperature and water vapor mixing ratios
increase monotonically with increasing incident flux as
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Figure 5. Zonal profiles of mean meridional surface temperature (a), total cloud fraction (b), vertically-integrated precipitable
water (c), model-top H mixing ratios (mol mol−1) (d), and global-mean vertical profiles of atmospheric temperature (e), H2Ov
(f), O3 (g), and H mixing ratios (h). Simulations use total stellar fluxes Fp = 1.0, 1.5, 1.8F⊕ and stellar Teff held fixed at 3300
K. In the zonal profiles, the substellar point is over longitude 180◦.
reported by previous studies (e.g., Kasting et al. 1984,
2015), whereas photochemically important species and
their derivatives such as ozone and hydrogen display
nonlinear behavior.
Water vapor concentrations and surface climate are
both strong functions of stellar flux. With increasing
stellar flux at fixed stellar SED (Teff = 4000 K) we find
that water vapor quickly becomes a major constituent
from the stratosphere (∼100 mbar) to the thermosphere
(5× 10−5 mbar). For example, total precipitable water
increases by a factor of 3 for every interval change of
incident flux (Figure 5c). However, the corresponding
surface temperature rises much more gradually, wherein
a change in stellar flux (from experiment 10F40T to
16F40T, or from Fp = 1.0 F⊕ to Fp = 1.6 F⊕) only
causes an average Ts increase of ∼30 K in the low-
latitude regions due to stabilizing cloud feedbacks (Fig-
ure 5a).
The rapid rise in water vapor mixing ratios in the up-
per atmosphere (& 1 mbar) can be attributed to positive
feedbacks between flux, H2Ov IR heating, and vertical
motion. H2Ov NIR absorption and cloud feedbacks are
amplified by increased stellar flux and incident IR. With
increased water vapor, the tropospheric lapse rate de-
creases and the moist convection zone expands. These
two shifts lead to displacement of the cold trap to higher
altitudes (Figure 5e) and thus more efficient H2Ov verti-
cal advection. Greater H2Ov vertical transport increases
its concentration in the upper atmosphere, increasing
the strength of greenhouse effect and atmospheric tem-
perature.
While we find considerable increases in H2Ov mixing
ratios in the stratosphere, the increase in surface tem-
peratures is less dramatic. For instance, in experiment
19F40T, the stratospheric water vapor mixing ratio has
reached 10−2 mol mol−1 (Figure 5f) yet the global-mean
surface temperature is still just 300 K (Figure 5e). This
result agrees with previous findings of the so-called hab-
itable moist greenhouse in which the stratosphere be-
comes highly saturated while the troposphere is stabi-
lized by optically thick clouds (Kopparapu et al. 2017).
In habitable moist greenhouse states (e.g., 19F40T; Fig-
ure 5e-h), surface habitability, to the first order, depends
on the rate of water escape from the upper atmosphere.
If water escape is sufficiently slow in these conditions,
then insofar as the surface climate remains stable, the
planet could host life on a timescale that raises the pos-
sibility of remote detection.
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Stellar flux can indirectly affect ozone photochemistry
via an increase in atmospheric water vapor dissociation
and changes in ambient conditions such as atmospheric
temperature. Vertical profiles of ozone show a mini-
mum in the ozone mixing ratio in the highest total in-
cident flux simulation (Figure 5g, 19F40T, red curve),
and a maximum for the simulations receiving the least
(Figure 5g, 10F40T, blue curve). The resultant thin-
ner ozone layer at high fluxes is caused by the increased
removal rate via photochemical reactions with dayside
HOx and NOx (primarily OH and NO species) for simu-
lation 19F40T. Reduction in ozone between the bound-
ary layer and altitude at 5.0 mbar is due to photochemi-
cal removal by OH, while the ozone maximum is shifted
to 1.0 mbar (Figure 5g, gold curve), indicating a change
in the location of highest gross ozone production rate.
Elevated water vapor mixing ratios lead to more
atomic hydrogen via photodissociation. At temperate
conditions, the most efficient altitude of water vapor
photolysis is 10−3 mbar, as implied by the H mixing
ratio shift (Figure 5h). With higher incident fluxes
however, e.g., 19F40T, the inflection of H mixing ra-
tios change with altitude indicating higher photodisso-
ciation efficiencies with height. Notably, we find that
our prognostic H mixing ratios are almost never twice
the amount of H2Ov, as assumed in previous GCM stud-
ies (e.g., Kasting et al. 1993; Kopparapu et al. 2013,
2017). This suggests that previous climate modeling
works on the moist greenhouse state have overestimated
water-loss rates. Lesser simulated H mixing ratios are
the result of a variety of processes, including the oxi-
dation of H by O2 and photochemical shielding by O3,
CH4, and N2O. In the next section we explore the depen-
dence of photochemistry on stellar UV radiation inputs.
With simulated hydrogen, we then provide revised cal-
culations of water loss and estimate the longevity of our
exoplanetary oceans.
3.5. Dependence on Stellar UV Activity
Stellar UV radiation can affect atmospheric chem-
istry, photochemistry, surface habitability, and based
on our findings, observability. Here, we investigate
the 3D effects of different stellar UV activity assump-
tions on tidally-locked planets with Earth-like atmo-
spheres. To test the effects of UV radiation we run
simulations in which the UV bands (λ < 300 nm) of
the fiducial Teff = 4000 K (experiment 19F40T) star are
swapped with those of (a) active VPL AD Leonis data
(19FADLeoUV; Segura et al. 2005) and (b) UV data
obtained by doubling the Solar UV spectrum (19FSo-
larUV; Lean et al. 1995). The baseline inactive 19F40T
and resultant higher UV spectra for each simulation is
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Figure 6. UV spectra (100-300 nm) of the inactive, 2×
Solar, and AD Leo stellar SED used as inputs for exper-
iments 19F40T, 19FSolarUV, and 19FADLeoUV. AD Leo
has greater UV fluxes shortward of 200 nm compared to 2×
Solar UV.
shown in Figure 8. Active stellar SEDs are joined with
the VIS/NIR portion of the spectra beyond 300 nm by
linearly merging the last UV datapoint with the first op-
tical (λ > 300 nm) datapoint in the PHOENIX stellar
model.
UV radiation may drive changes in atmospheric dy-
namics, in addition to atmospheric chemistry. With
changes in our fiducial late K-dwarf (Teff = 4000 K)
SED, we find increases in the vertical velocities at the
substellar point from 0.10 m s−1 (inactive star;), to 0.14
m s−1 (2× Solar UV), then to 0.18 m s−1 (AD Leo UV;
Figure 7a-c), indicating stronger ascent of substellar up-
drafts. In addition, horizontal and thus day-to-nightside
transport are enhanced as evidenced by the higher wind
velocities. While mesospheric zonally-averaged wind
speeds (at 1 mbar) forced by the quiescent M-dwarf are
modest ∼25 m s−1 (Figure 7a), equatorial winds driven
by elevated day-to-nightside temperature gradients can
reach as high as 60 m s−1 for the simulations forced by
the AD Leo UV SED (Figure 79c). Near-surface winds
converge toward the substellar point due to large-scale
updrafts in all three cases, but are not significantly al-
tered by changes in UV radiation (Figure 7d-f).
Global distributions of photochemically important
species and their byproducts are also affected by stel-
lar UV activity (Figure 8). Substellar updrafts (due to
radiative heating) of chemical constituents and antistel-
lar downdrafts (due to radiative cooling) should result
in higher ozone mixing ratios on the dayside. For the
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Figure 7. Simulated global wind velocity fields at 1.0 mbar (a-c) and at the surface (d-f) at three different stellar UV radiation
levels. Colored contours present simulated vertical velocities (in the z-direction) at the indicated height while vectors represent
the horizontal wind velocities.
simulations forced by the 2× Solar UV and AD Leo UV
SED (Figure 8b-c), this effect is heightened by increased
UV in the wavelengths responsible for ozone production
(shortward of 220 nm). In contrast, lower ozone produc-
tion rates on the quiescent simulation lead to reduced
dayside ozone (Figure 8a).
The amount of dayside OH and H is directly related to
the input UV, with chemical transport playing a small
role. With a higher UV radiation than that received by
the baseline, the OH distributions become increasingly
concentric (19FSolarUV: 19% and 19FADLeoUV: 201%;
Figure 8e-f) due to its short lifetime and the greater con-
tribution from water vapor photodissociation. In con-
trast at higher UV levels, H mixing ratio distributions
begin to lose their concentric shapes and reduced rdiff
(19FSolarUV: 32.9%, and 19FADLeoUV: 28.8%; Fig-
ure 8g-i). These different responses are explained by
the enhanced dispersal of H by atmospheric transport
as seen by the slight eastward shift of H mixing ratio
distribution in the AD Leo UV case (Figure 8i). In-
creased horizontal advection migrates the effects of en-
hanced dayside photolytic removal, reflected in the de-
creasing rdiff of hydrogen with greater UV input. Note
that our inactive stellar SEDs result in more reduced
dayside ozone than those reported by Chen et al. (2018),
which likely stems from the lack of a fully resolved
stratosphere-MLT region (e.g., Brewer-Dobson circula-
tion) in the low-top out-of-the-box version of CAM4.
These discrepancies in day-to-nightside chemical gra-
dients illustrate the need for model inter-comparisons
of exoplanetary climate predictions (e.g., Yang et al.
2019b).
Unsurprisingly, the three different UV radiation
schemes produce atmospheric temperature profiles that
are substantially different (Figure 9a). Elevated inci-
dent UV fluxes translate to higher shortwave heating
and thus atmospheric temperatures due to FUV and
EUV absorption by atomic and molecular oxygen. A
more energetic UV spectrum is also able to penetrate
more deeply into the atmosphere.
Apart from different thermal structures, we find or-
ders of magnitude differences in H2Ov, O3, and H mixing
ratio profiles (Figure 9b, c, and d)− indicating that stel-
lar activity can have strong ramifications for water loss
and atmospheric chemistry for moist greenhouse atmo-
spheres. Enhanced AD Leo EUV and UV induced short-
wave heating increases stratospheric and mesospheric
temperatures and water vapor mixing ratios (red curve;
Figure 9a and b). However, the altitude at which pho-
tolysis is maximized moves lower due to the more ener-
getic shortwave photons (Figure 9b). For ozone mixing
ratios, production outpaces destruction resulting in a
thicker ozone column for simulations around more ac-
tive stars (gold and green curves, Figure 9c), while the
upper ozone layers remain desiccated.
Finally, different input UV assumptions also alter the
altitude at which water vapor photolysis is most effi-
cient, which can determine the thermospheric H mixing
ratio and hence water escape rate. Without stellar ac-
tivity, the H mixing ratios remain low 7.27 × 10−5 mol
mol−1 (red curve, Figure 9d). With the inclusion of
stellar activity, both altered UV simulations are pushed
into the true moist greenhouse regime with H mixing
ratios of 1.04× 10−3 and 7.45× 10−2 mol mol−1 respec-
tively (gold and green curve, Figure 9d). This implies
that although planets around inactive stars may only
experience minor water loss, both active Solar and AD
Leo SEDs could cause attendant planets to suffer rapid
water loss.
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Figure 8. Simulated global ozone mixing ratio (a), OH mixing ratio (b), and H mixing ratio (mol mol−1) (c) at three different
levels of UV radiation: inactive, 2× Solar, and AD Leo. Ozone and OH mixing ratios are vertically averaged (column-weighted)
between 10−4 and 100 mbar. H mixing ratio values are reported at model-top (∼5 × 10−6 mbar). Note that each panel has a
unique color bar range.
AD Leo UV
2x Solar UV
inactive
Figure 9. Global-mean vertical profiles of atmospheric temperature (a), H2Ov (b), O3 (c), and H mixing ratios (mol mol
−1)
(d) at three different levels of UV radiation: inactive, 2× Solar, and AD Leo.
3.6. Prognostic Hydrogen & Ocean Survival Timescales
The ability of a given planet to host a viable habitat is
linked to the survivability of its ocean, i.e., the so-called
“ocean loss timescale”. Conventional estimates of the
ocean loss timescale have used 1D climate models and
GCMs that rely on prescribed H mixing ratios calculated
by doubling their model-top H2Ov. Here we reassess
previous estimates by using directly simulated H mix-
ing ratios and thermospheric temperature profiles drawn
from our CCM simulations. We find that our ocean sur-
vival timescales are substantially higher than previously
published estimates for quiescent stars, and are critically
dependent on the stellar activity level. We demonstrate
this by estimating water loss rates with Jeans diffusion-
limited escape scheme. While an over-simplification due
neglect of hydrodynamics, this first order estimate is
typically used to interpret climate model results of moist
greenhouse climates (e.g., Kasting et al. 1993; Koppa-
rapu et al. 2013, 2017; Wolf & Toon 2015). With our
prognostic hydrogen mixing ratios at each stellar SED
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Figure 10. Ocean survival timescale as a function of stellar
SED (Teff = 2600, 3000, 3300, 4000 K), UV activity (2×
Solar and AD Leo), and their corresponding global-mean Ts.
Our results suggest that only simulations around active M-
dwarfs enter the classical moist greenhouse regime as defined
by Kasting et al. (1993). Blue shading indicates timescales
less than the age of the Earth.
and incident flux combination (Figure 2), we can calcu-
late new escape rates of hydrogen (Hunten 1973):
Φ(H) ≈ bQH
H
(3)
where QH thermospheric hydrogen mixing ratio (model
top), H is the atmospheric scale height kt/mg, and b is
the binary Brownian diffusion coefficient given by:
b = 6.5× 107T 0.7thermo (4)
where Tthermo is the thermospheric temperature of the
atmosphere (taken at ∼100 km altitude).
We find that IHZ planets with Earth-like atmospheric
compositions experiencing water loss should be more re-
silient to desiccation than previously reported. For ex-
ample, all simulations around inactive stars have ocean
survival timescales well above 10 Gyr (Figure 10), even
for those with H2Ov mixing ratios above 3 × 10−3 mol
mol−1 (i.e., classical moist greenhouse). With realistic
UV SED however, the oceans are predicted to be lost
quickly (< 1 Gyr) via the molecular diffusion of H to
space. This result stands in contrast to previous esti-
mates using diagnostic H mixing ratios to calculate the
escape rates, finding much shorter ocean loss timescales
across all host star spectral types (see e.g., Figure 5 in
Kopparapu et al. 2017). Clearly, a careful assessment of
a stars activity level is critical for determining whether
planets around M-dwarfs will lose their oceans to space.
4. DISCUSSION
This study builds upon previous efforts to study plan-
ets at the IHZ, but with the added complexity of interac-
tive 3D photochemistry and atmospheric chemistry, and
by self-consistently simulating the atmosphere into the
lower thermosphere. Predictions of surface temperature,
atmospheric radiative properties, and the corresponding
incipient runaway greenhouse limits are in general agree-
ment with 3D climate models of various heritages (Yang
et al. 2013; Kopparapu et al. 2016; Fujii et al. 2017). The
inclusion of ozone radiative heating and cooling only has
small effects on the IHZ limit. However, our IHZ esti-
mates are closer in (to the respective host stars) than
other previous studies−differences stemming from in-
creased water vapor absorption (Kopparapu et al. 2017),
as well as improved CAM5 aerosol microphysics and
cloud treatment (Bin et al. 2018). Similarly, dispar-
ities between previous GCM calculations of the IHZ
(e.g., Wolf & Toon 2015 and Leconte et al. 2013a) can
be largely attributed to treatment of moist physics and
clouds (Yang et al. 2019b).
Our predictions of water loss and habitability impli-
cations show greater divergence from previous GCM
studies−an outcome that is not unexpected given differ-
ent initial atmospheric compositions and the addition of
model chemistry. For quiescent stars, model top H mix-
ing ratio predictions (hence water loss rates) presented
here are orders of magnitude lower than previous work
with simplified atmospheric compositions and without
interactive chemistry. Implications of our results are fa-
vorable to the survival of surface liquid water for planets
around quiescent M-dwarfs. For example, a recent study
of the temporal radiation environment of the LHS 1140
system suggest that the planet receives relatively con-
stant NUV (177− 283 nm) flux < 2% compared to that
of the Earth (Spinelli et al. 2019). Our results suggest
that LHS 1140b is likely stable against complete ocean
desiccation due to the low UV activity of the host star,
which bodes well for its habitability. Note however, that
since our WACCM simulations assume a hydrostatic at-
mosphere, escape of H2Ov is only roughly approximated.
For XUV-driven hydrodynamic escape around highly ac-
tive or young stars, water-loss rates can become much
more severe. Thus, further study is warranted examin-
ing stellar activity levels, including enhanced UV flux,
time-dependent stellar flares, and sun-like proton events,
and their roles in driving water-loss in habitable planet
atmospheres.
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In this study we focus solely on simulations with
Earth-like ocean coverage and landmass distributions.
However, water inventories vary with accretion and es-
cape history. If a planet is barren (i.e., without a sub-
stantial surface liquid water inventory), then moist con-
vection is inhibited and the water vapor greenhouse ef-
fect is suppressed. This can result in the delay of a
runaway greenhouse (Abe et al. 2011) and the onset of
moist bistability wherein surface water could condense
in colder reservoirs (Leconte et al. 2013b). These sce-
narios should be explored using fully coupled CCMs as
water availability could substantially affect photochem-
istry through the production of HOx family derivatives.
Similarly, we fix our substellar point over an ocean
basin and assume circular orbits locked in 1:1 spin-orbit
resonance. In reality, the substellar point and stel-
lar zenith angle could be nonstationary (Leconte et al.
2015) and planetary orbits could be eccentric without
the stabilizing influence of a gas giant (Tsiganis et al.
2005). Nonstationary solar zenith angles could affect at-
mospheric circulation by modulating efficiency of moist
convection, while eccentricity could drive planetary cli-
mate by as evidenced by Earths geological record (Hor-
ton et al. 2012). However, these considerations are ar-
guably secondary as existence of thermal tides are purely
theoretical and planets in the RV samples that have ec-
centricity greater than 0.1 are not common (Shen &
Turner 2008). Thus, we believe our simplification of
fixed substellar point and perfect circular orbit should
be valid for the majority of actual planetary systems.
Apart from surface climate, continued habitability is
contingent upon the formation and retention of an ozone
layer to shield excessive stellar UV-C (200 < λ < 280
nm) radiation and energetic particle bombardment. A
thin ozone layer is hazardous to DNA due to surface
exposure to high doses of UV radiation (e.g, O’Malley-
James & Kaltenegger 2017). Alternatively, UV radi-
ation may be critical in instigating complex prebiotic
chemistry (e.g., Ranjan et al. 2017). As our simulations
enter the moist greenhouse regime, we find that their
atmospheres have orders of magnitude lower ozone mix-
ing ratios than those in temperate climates (Figure 5g),
implying that the UV fluxes reaching the planetary sur-
face may be high and therefore potentially threatening
to surface life. Further, we find that both stellar UV ac-
tivity and efficiency of day-to-nightside ozone transport
could control the degree of UV flux penetration on the
dayside surface. Thus, future constraints on the width
of this complex life habitable zone (HZCL; Schwieter-
man et al. 2019) will need to evaluate its dependencies
on stellar flux, spectral type, and stellar activity, and
will benefit from the use 3D CCMs.
Ultimately, CCM predictions of planetary habitabil-
ity at the IHZ depend on the water accretion history
(Raymond et al. 2006), stellar XUV evolution (Luger &
Barnes 2015), orbital parameters (Kilic et al. 2017), and
the spatial distribution of surface water (Way et al. 2016;
Kodama et al. 2018). These considerations should be
investigated in a more extensive CCM-based parameter
space study (similar in spirit to e.g., Komacek & Abbot
2019) to better understand the climate, chemistries, and
habitability potentials of IHZ planets around M-dwarfs.
4.1. Observational Implications & Detectability
Follow-up characterization efforts by future instru-
ments will likely target planets around M-dwarfs. To
contextualize our CCM results within an observational
framework, we calculate transmission spectra, secondary
eclipse thermal emission spectra, and their simulated ob-
servations using the Simulated Exoplanet Atmosphere
Spectra (SEAS) model (Zhan et al. submitted). To com-
pute atmospheric spectra, we use a subset of our CCM
results: (i) Earth around the Sun, (ii) tidally-locked
planet around an M8V star (10F26T), (iii) tidally-locked
planet around a quiescent M2V star (19F40T), and
(iv) tidally-locked planet around an active M2V star
(19FADLeoUV). These simulations are chosen to illus-
trate the spectral feature differences between rapidly-
rotating planets (10F26T and Earth-Sun) and slowly-
rotating planets (19F40T and 19FADLeoUV). These
simulations also demonstrate the consequences of dif-
ferent stellar UV activity levels on the spectral shapes:
from low (10F26T and 19F40T) to mid (Earth-Sun), to
high (19FADLeoUV) UV inputs. Lastly, planets orbit-
ing late K-dwarfs, such as 19F40T, are argued to be at
an advantage over those around mid-to-late M-dwarfs
for biosignature potential (Arney 2019; Lingam & Loeb
2017, 2018), and thus our primary focus on the stellar
SED with Teff of 4000 K.
CCM inputs for the SEAS model include: simulated
temperatures and mixing ratios of gaseous constituents
(i.e., N2, CO2, H2Ov, O2, O3, CH4, and N2O), con-
verted to 1D vertical time-averaged profiles. Transmis-
sion spectra were generated using the terminator mean
values, while the emission spectra used the dayside-
mean. SEAS assumes the premise of clouds, rather than
using CCM results, in order to facilitate comparison
with previous work (Morley et al. 2013; Heng 2016). For
transmission, we explore three scenarios: uniform grey
cloud at 10 mbar with 1.0 opacity, uniform grey cloud at
100 mbar with 0.5 opacity, and no clouds. For thermal
emission, we assumed a 50% patchy grey cloud at 10
mbar with 0.5 opacity. These selections are made based
on the fact that the atmosphere molecular absorption
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(a)
(b)
(c)
(d)
Figure 11. Simulated atmosphere transmission spectra of synchronously-rotating planets around M-stars and an Earth-like
fast rotator around a Sun-like star (P = 24 hrs), showing apparent planet radius and transit depth as a function of wavelength
(µm). Simulated input data from CCM (i.e., experiments 10F26T, 19F40T, and 19FADLeoUV) are spatially averaged across
the terminators. We explore three cloud assumptions: uniform grey cloud at 100 mbar with 0.5 opacity (a), uniform grey cloud
at 10 mbar with 1.0 opacity (b), and no clouds (c and d). Also shown are simulated JWST observation with 1σ uncertainty bar
(black) at two integration times: 10 hr (a, b, c) and 100 hr (d). The simulated observation assumes the planet to be 2 pc away
from the observer, and the bin width of the telescope to be 1 µm at wavelength of 10 µm.
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path length for stellar radiation passing through the rim
of the planet atmosphere is ∼10× the molecular absorp-
tion pathlength for blackbody radiation traveling from
the surface of the planet. The system is assumed to be
2 pc from the observer. Future SEAS work will make
use of simulated clouds. The planet of consideration is
an Earth-sized and Earth mass planet.
Our simulated observations assume the use of a
JWST-like, 6.5 m telescope, and with 25% throughput
and an approximated noise multiplier of 50% which ac-
counts for potentially unknown stellar variability and/or
instrumental effects. While the spectral resolution of
JWST is R = 100 at 1 - 5 µm (NIRSpec) and R = 160
at 5 - 12 µm (MIRI), in practice this “high” resolution
(as compared to Hubble WFC3) is not prioritized for
detection/distinction of H2Ov and O3 molecules in exo-
planet atmospheres due to the unique and broad spectra
features these two molecules have (Zhan, et al. submit-
ted). Therefore, detection can be optimized by using
a larger bin width to increase the signal-to-noise ratio
(SNR) of the H2Ov and O3 molecules at the expense
of reducing the resolution just enough to distinguish
the molecules in consideration. We use the empirical
formula of:
ln = l0
(
λn
λ0
)m
(5)
where l0 is 0.1 µm and λ0 is 1 µm. i.e, the bin width ln,
at λn = 10 µm, is = 1 µm.
We find that the detection of H2Ov can be achieved
with high SNR confidence using NIRSpec. We also find
that O3 detection at the 9.6 µm window can potentially
reach an SNR of 3 using MIRI LRS for planets around
active stars (e.g., a Sun-like star or active M-dwarf). For
the transmission spectra (Figure 11a-d), we compare our
simulated results with those of Fujii et al. (2017) and
Kopparapu et al. (2017), and find that our CCM-SEAS
results are in agreement with the potential of character-
izing water vapor features between 5 and 8 µm. Slowly-
rotating planets orbiting the IHZ of M2V stars (e.g.,
19F40T and 19FADLeoUV) have moist greenhouse at-
mospheres and higher stratospheric water vapor content
(red curves in Figure 5), which raises their signals in
comparison to rapidly-rotating planets and stratospher-
ically dry planets (e.g., 10F26T). The strength of the
ozone feature at 9.6 µm is dependent on stellar spectral-
type and UV activity. Oxygenated-atmospheres around
active stars (i.e., Earth and 19FADLeoUV) should have
more pronounced ozone features due to increased ozone
production rates compared to their quiescent counter-
parts. We find that although the H2Ov features are
not significantly altered by stellar UV activity, the O3
features are. In addition, we test the effects of total inte-
gration time (10 hr vs 100 hr) on the predicted observa-
tions to explore the “most optimistic”” scenario (Figure
11). We find that detectability of the ozone feature is
substantially improved with a higher integration time
(Figure 11d).
For secondary eclipse thermal emission spectra (not
shown), we find that the 9.6 µm O3 feature is located
near the emission peak of the planet (∼300 K black-
body). Despite this finding, detection of this feature via
secondary eclipse could be challenging for Earth-sized
planets near 4000 K stars due to low SNR confidence.
Potentially low SNRs are a result of the constraints of
JWSTs cryogenic lifetime (necessary for mid-IR obser-
vations) of 5 years. Further, as the total number of
transit hours that can accumulate is less than 100, the
maximum achievable SNR confidence given our simula-
tion parameters would less than 3. For a super-Earth
(e.g. 1.75 R⊕) around a 2600 K star however, secondary
eclipse measurements of these features could be achiev-
able. Future CCM-SEAS studies will test this possibility
by modeling planets with greater radii.
5. CONCLUSION
In this study, we carried out numerical simulations
of climate and chemistries of tidally-locked planets with
a 3D CCM. Our results show that the maintenance of
ozone layers, water photodissociation efficiency, and the
onset of moist and incipient runaway greenhouse states
depend on the incident stellar flux, stellar spectral-type,
and importantly, UV radiation. We find that without
the use of 3D interactive chemistry, one cannot account
for the effects of dayside stellar UV injection that is
vitally important for a planet’s habitability and atmo-
spheric observability. As we employ the native CAMRT,
our predicted surface temperatures and incipient run-
away limits show general agreement with GCMs using
CAM (e.g. Yang et al. 2014 and Kopparapu et al. 2016).
Critically, we find that only climates around active
M-dwarfs enter the classical moist greenhouse regime,
wherein hydrogen mixing ratios are sufficiently high such
that water loss could evaporate the surface ocean within
5 Gyrs. For those around quiescent M-dwarfs, hydrogen
mixing ratios do not exceed that of water vapor. As
a consequence, we find that planets orbiting quiescent
stars have much longer ocean survival timescales than
those around active M-dwarfs. Thus, our results suggest
that improved constraints on the UV activity of low-
mass stars will be critical in understanding the long-
term habitability of future discovered exoplanets (e.g.,
in the TESS sample; Gu¨nther et al. 2019).
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Stellar UV radiation has pronounced effects on at-
mospheric circulation and chemistry. Our 3D CCM
simulations show that vertical and horizontal winds
in the upper atmosphere (∼1 mbar) are strengthened
with higher UV fluxes. Global distributions of O3,
OH, and H are the result of long-term averaged trade-
offs between dynamical, photolytic, and photochemi-
cal processes−resulting in substantially different day-to-
nightside contrasts with incident UV radiation. Thus,
coupling dynamics and photochemistry will be neces-
sary to better understand the spatial distributions and
temporal variability (e.g., Olson et al. 2018) of biogenic
compounds and their byproducts.
Using a radiative transfer model with our CCM re-
sults as inputs, we show that detecting prominent water
vapor and ozone features on M-dwarf planets during pri-
mary transits is possible by future instruments such as
the JWST (Beichman et al. 2014). However, secondary
eclipse observations are more challenging due to the low
SNR confidence.
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