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RÉSUMÉ : Dans ce papier nous nous intéressons à la robustesse des Systèmes Flexibles de Production Manufactu-
rière (SFPM) de type flow-shop à contraintes de temps de séjours. Le but est de gérer les perturbations influant le flux 
du produit. Les Réseaux de Petri P-temporels sont utilisés pour la modélisation des contraintes de temps. Une méthodo-
logie de construction d’une commande robuste générant les marges de robustesse passive et active est élaborée. La 
redondance de la robustesse locale entre passive et active nous amène à définir des chemins permettant la constatation 
de la robustesse globale de système. Dans ce but, un ensemble de définitions, de lemmes et un théorème sont engagés et 
affirmés par des exemples.
MOTS-CLÉS : Contraintes de temps, Modélisation, Redondance, Réseaux de Petri P-temporels, Robustesse, SFPM.
1. INTRODUCTION 
Les systèmes de production manufacturière sont soumis 
généralement à des perturbations qui influent implicite-
ment les sorties prescrites. La problématique de com-
mande robuste des systèmes à événements discrets est 
fréquemment rencontrée dans la littérature. La majorité 
de ces travaux s’intéresse à la robustesse des systèmes de 
production manufacturière à contraintes de temps (Bon-
homme et al., 2000), (Bonhomme, 2005), (Collart, 
1997), (Collart et al., 2003), (Jerbi et al., 2006), etc. Ces 
travaux ont montré que pour résoudre une telle problé-
matique, il faut définir et étudier au départ les exigences 
de qualités et de performances temporelles (taux de pro-
duction, temps de séjour des produits dans le système, 
etc.) pour la sortie du système. Le but est de développer 
ultérieurement le type de variations des paramètres du 
système. La modélisation de ces procédés nécessite de 
spécifier, pour chaque opération de processus de fabrica-
tion, un intervalle du temps de la durée autorisée.  
Vu la performance de l’outil des Réseaux de Petri en 
termes de modélisation des synchronisations, des paral-
lélismes, des conflits et des partages de ressources, cet 
outil est considéré comme une voie importante de re-
cherche pour la modélisation et l’évaluation de la robus-
tesse. Les Réseaux de Petri P-temporels sont pleinement 
exploités dans les travaux portant sur cette problémati-
que (Bonhomme et al., 2000), (Bonhomme, 2005), 
(Khansa et al., 1996), (Khansa, 1997), (Jerbi et al., 2006) 
etc.
C’est dans ce cadre que se situe l’étude que nous présen-
tons. Notre objectif est de développer une méthode per-
mettant l’interprétation de type de la robustesse globale 
de flux des produits dans les systèmes de production 
manufacturière de type flow-shop. L’idée sous-jacente 
est de développer des modèles locaux relatifs aux entités 
de système. Ceci permet le maintien de la robustesse 
modulaire de chaque sous-système afin de constater et 
générer la robustesse globale de système. 
Le papier comprend trois parties. Dans la première partie 
nous présenterons quelques définitions et notations
usuelles relatives à la robustesse des systèmes de produc-
tion manufacturière. En outre, un rappel sur les Réseaux 
de Petri P-temporels commandés sera présenté. En se-
cond lieu, nous présenterons notre modèle pour la géné-
ration de la robustesse modulaire de flux. Enfin, nous 
présenterons une méthodologie de conception des lois de 
commande d’un système entier. 
2. RÉSEAUX DE PETRI P-TEMPORELS POUR 
LA COMMANDE ROBUSTE 
2.1. Définitions et notions de la robustesse 
Commander un système de production, consiste à lui 
imposer un ensemble des lois de commande. L’objectif 
est de répondre aux besoins du marché. Les perturbations 
qui influent implicitement les sorties prescrites devront 
être prises en évidence. Ceci nécessite une commande 
robuste. En effet, la définition des intervalles de confor-
mité des paramètres de système doit toujours anticiper la 
phase de conception de la loi de commande cible.  
Définition 1 : Pour un système manufacturier, La robus-
tesse est définie comme son aptitude à conserver ses 
propriétés spécifiées face à des perturbations prévues ou 
imprévues (CORINE, 1996).  
Définition 2 : la robustesse passive répond au cas où 
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aucune modification dans la conduite n'est nécessaire 
pour que les propriétés spécifiées soient conservées en 
présence de variations (CORINE, 1996). 
Définition 3 : la Robustesse active correspond au cas où 
les propriétés spécifiées peuvent être maintenues, mais 
au prix d'un calcul total ou partiel de la conduite
(CORINE, 1996). 
En effet, la robustesse est la conséquence de deux élé-
ments intrinsèques qui sont le type de variations d’une 
part et la définition des qualités nécessaires pour la sortie 
du système d’autre part. Pour réagir aux perturbations, 
un système doit disposer de critères de décisions lui 
permettant de prendre en compte la notion de robustesse. 
La détermination de type de la robustesse fournit un cri-
tère de décision (Figure 1).  
Robustesse
passive
de la commande
(1)
Robustesse active
(2)
Paramétre de commande
Point de
fonctionnement
idéala a'b b'
Figure 1.  Marges de robustesses active et passive 
Les marges A = [a, a’] et B = [b, a[ ∪ ]a’, b’]  représen-
tent les degrés de liberté du procédé physique. Chaque 
paramètre de commande de type quantitatif ou qualitatif 
sortant de ces limites entraîne une violation du cahier des 
charges.  
(1) les propriétés spécifiées sont garanties sans aucun 
changement de la commande. Les valeurs a et a’ corres-
pondent à la robustesse passive. 
(2) les marges dynamiques sont modifiées mais le sé-
quencement demeure le même. Les valeurs b et b’ cor-
respondent à la robustesse active. 
2.2. Réseaux de Petri P-temporel commandé 
Un réseau de Petri P-temporel est un tuple <P, T, Pré, 
Post, M0, IS>. < P, T, Pré, Post, M0 > est un réseau de 
Petri marqué muni d’un marquage initial M0. IS est une 
application définie par (Khansa, 1997) :  
[ ] xxxxx ba0avecb,aISxp
)(Q0)(QP:IS
≤≤=→
∞∪×∪→ ++
ISx définit l’intervalle statique de temps de séjour d’une 
marque dans la place px ;
+Q est l’ensemble des nombres 
rationnels positifs. Une marque dans la place px ne parti-
cipe à la validation de ses transitions de sortie seulement 
si elle a séjourné au moins la durée ax dans cette place. 
Elle doit quitter la place px avant bx. Sinon, on dit que la 
marque est « morte» et ne participera plus à la validation 
des transitions.  
A l’état initial, l’intervalle associé aux marques est [0,∞[
et dès qu’une marque arrive dans une place par franchis-
sement d’une transition, elle prend l’intervalle associé à 
la place.
A un instant donné, l’état est défini par un doublet E = 
<M, G>, où :  
- M est une application du marquage, assignant à cha-
que place du réseau un certain nombre de mar-
ques )0)p(M,Pp( ≥∈∀ .
- G est une application temps de séjour qui associe à 
chaque marque k dans la place px un nombre réel 
k
xg où
k
xg
 est l’âge de cette marque (le temps écoulé depuis son 
arrivée dans la place pi ).
Soit [ax, bx] l’intervalle statique associé à la place px, une 
marque k peut participer à la validation des ses transi-
tions de sortie si et seulement si : 
1-  kxg n’est pas inférieur à ax : kxg ≥ ax
2- kxg n’est pas supérieur à bx : kxg ≤ bx
La marque k est morte quand son âge devient stricte-
ment supérieur à bx.
Définition 4: (Khansa, 1997)
Une transition ta est validée à partir de l’état E(M, G) si 
et seulement si: 
1- )t,p(éPr)p(m:tp axxax ≥°∈∀
:que  telleplace
cettedansmarques)t,p(éPrmoinsau  existeil,Pp-2 axx ∈∀
[ ]
.pplaceladanskmarqueladeâgel'est  θ
.pplacelaàassociéstatiqueintervallel'est  b,a
)t,p(éPr,...,3,2,1k
:où0))θamax(,0max()θbmin(
x
k
x
xxx
xx
k
xx
k
xx
=
≥−−−
Un RdP P-temporel commandé (RPC) est défini comme 
suit (Long et Descotes-Genon, 1993) : 
 RPC=(RP, , U, U0 ), avec :  
- RP est un RdP P-temporel décrivant le système en bou-
cle ouverte. 
-  est l’application de l’ensemble des transitions T de 
RP vers l’ensemble des opérations Γ :  : T → Γ ; avec 
T=TC∪TUC∪TO∪TUO ; où TC est l’ensemble des transi-
tions commandables, TUC est l’ensemble des transitions 
non commandables, TO est l’ensemble des transitions 
observables (la couche commande sait si elles sont tirées 
ou non sans aucun calcul) et TUO est l’ensemble des tran-
sitions non observables. 
- U est la commande externe sur les transitions de RP,
construite à partir des prédicats utilisant l’occurrence 
d’événements observables internes ou externes au sys-
tème : U : T → {0, 1} 
- U0 est la valeur initiale du vecteur des prédicats.  
Une transition est observable lorsque la couche de com-
mande connaît si une transition est tirable ou non, sans 
aucun calcul (Collart, 1997). Cela coïncide au cas où un 
capteur est localisé pour la détection directe de la fin ou 
du début d’une activité. 
Une transition t∈T est appelé « état validé » pour un 
291
MOSIM’08 – du 31 mars au 2 avril 2008 – Paris- France
marquage M, si elle est validée dans RP pour M. 
Une transition t est nommé « commande validée » (res-
pectivement « commande non validée») si U(t) = 1 (res-
pectivement U(t) = 0). Par définition, les transitions non 
commandables sont toujours « commande validée ». 
Remarque : dans le cadre de ce travail, nous utilisons 
les RdP à arcs inhibiteurs. 
3. MODÈLE POUR LA CONSTATATION DE LA 
ROBUSTESSE MODULAIRE 
Les systèmes considérés sont ceux automatisés de type 
flow shop. Un produit fini ne passe qu’une seule fois par 
chaque machine de transformation de matière afin d’être 
fini.  
Définition 5 : un circuit élémentaire de production Ci est 
défini comme un ensemble des machines ordonnées in-
fluant, directement ou indirectement, par la variation de 
leurs temps de production, une des spécificités du sys-
tème opérant.  
Nous considérons un système de production composé de 
n circuits élémentaires C1, C2, …, Cn. Chaque circuit Ci
comprend mi ressources.  
Nous désignons par RMi la robustesse modulaire de Ci
avec i∈ {1, 2, …, n}. 
Définition 6 : La robustesse modulaire est définie 
comme la capacité à maintenir localement les propriétés 
spécifiques d’un circuit élémentaire en présence de va-
riations ou d’incertitudes prévues ou imprévues dues à 
des perturbations internes ou externes afin de conserver 
la robustesse globale de système de production. 
Les spécificités temporelles que nous cherchons à main-
tenir sont :  
Tmi,j : le temps des transformations de matière pour une
machine j de Ci ; j ∈{1, 2, …, mi} 
Tcei : le temps de cycle pour un circuit élémentaire 
Tc : le temps de cycle nécessaire pour fabriquer un pro-
duit fini. 
Dans la suite de ce paragraphe, par l’exploitation de 
l’outil Réseaux de Petri P-temporels, nous prospecterons 
à proposer une modélisation qui permet la génération de 
la robustesse modulaire tout en redondant la robustesse 
des ressources entre passive et active. La priorité sera 
allouée à la robustesse passive vue qu’elle ne nécessite 
aucune modification dans la conduite. 
Considérons un circuit élémentaire Ci comprenant mi
ressources (machines) de transformation de matière Ri,1,
Ri,2, …, Ri,mi. La marge de robustesse passive (respecti-
vement de robustesse active) pour la ressource Ri,j  est 
définie par l’intervalle de temps Ipij=[api,j,bpi,j] (respecti-
vement Iaij= [aai,j, api,j[ ∪ ]bpi,j, bai,j]); avec api,j ≥ aai,j et 
bpi,j ≤ bai,j.
Vu que la fonction temps est monotone croissante et que 
nous ne nous intéressons, dans ce papier, qu’au problème 
flux, nous pouvons suggérer que Iaij= ]bpi,j, bai,j].
La modélisation d’une loi de commande modulaire ro-
buste relative à Ci répondant à notre objectif peut être 
présentée sous une forme primaire pyramidale. Le sque-
lette d’un tel modèle est formulé de Nspi structures de 
parallélisme, chacune est composée d’une transition et 
de deux places modélisant respectivement la robustesse 
passive et active. 
12Nsp mii −=                       (1)
Définition 7 : Nous désignons par −iP  (respective-
ment +iP ) la fonction déterminant les places modélisant la 
robustesse passive (respectivement active) des ressources 
appartenant au réseau qui modélise le circuit élémentaire 
Ci. 
−
iP et
+
iP sont définies comme suit : 
lll .k.i.k.ii..k.i
iii
Pp)p(Pp
EPP:P
=
→
−
−−
֏
Où : 
Pi : Ensemble des places du réseau modélisant Ci
−
iEP  : Ensemble des places du réseau modélisant la ro-
bustesse passive des ressources constituant le circuit 
élémentaire Ci.
+
iEP  : Ensemble des places du réseau modélisant la ro-
bustesse active des ressources constituant le circuit élé-
mentaire Ci.
lk,i,  : désigne l’indice de la lème structure de parallé-
lisme de la kème ressource de Ci ; l∈IN et k∈IN.
Définition 8 : Pc est nommé parcours de commande. Il 
est défini comme un chemin orienté qui relie, dans 
l’ordre, les transitions et les places marquées du réseau 
modélisant un circuit élémentaire C. 
Au cas de synchronisation des jetons séjournés aux pla-
ces modélisant un paramètre temporel d’une ressource 
Ri, nous supposons que seule la place qui a la plus petite 
borne supérieure de l’intervalle alloué serait, hypothéti-
quement, considérée marquée. Si, durant l’évolution du 
réseau modélisant Ci, toutes les places de Pc sont mar-
quées et les transitions de sortie relatives sont franchies, 
Pc serait appelé « marqué ». 
Notation 
Pci,q : parcours de commande numéro q de Ci ; q∈IN et  
q∈{1,…, mi2 }
PcPi,q : l’ensemble des places subordonnées de Pci,q et 
appartenant à −iEP
PcAi,q : l’ensemble des places subordonnées de Pci,q et 
appartenant à +iEP
lll .k.i.k.ii..k.i
iii
Pa)p(Pp
EPP:P
=
→
+
++
֏
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Les intervalles alloués aux deux places de la structure de 
parallélisme se repartissent comme suit : 
I’pij = [api,j, bpi,j]: intervalle attribué à la place qui modé-
lise la robustesse passive de Ri,j.
I’aij = [api,j, bai,j]: intervalle attribué à la place qui modé-
lise la robustesse active de Ri,j.
Lemme 1 : Soit Pci,q un parcours de commande marqué 
d’un circuit élémentaire Ci. Si (PcAi,q=∅) alors (Ci est 
robuste passivement). 
Preuve : Tant que : 
- toutes les ressources de Ci ont conservé leurs spécifici-
tés lors des opérations  de  transformation tout en respec-
tant les marges de robustesse passive 
- la marge de robustesse passive de chaque ressource est 
choisie au départ sous des contraintes globales traduisant 
la robustesse passive de Ci
⇒ La définition 2 est applicable. 
Lemme 2 : Soit Pci,q un parcours de commande marqué 
d’un circuit élémentaire Ci. Si (PcAi,q ≠ ∅) alors (Ci est 
robuste activement). 
Preuve : Tant qu’une (au moins) des ressources de Ci est 
robuste activement, les propriétés spécifiées de Ci ne 
peuvent être maintenues qu’au prix d'un calcul total ou 
partiel de la conduite.  
⇒ la définition 3 est applicable.  
Théorème 1 : il n’existe qu’un seul parcours de com-
mande Pci- accédant à la robustesse passive de Ci. Les 
autres accèdent à la robustesse active.
Définition 9 : Pci+ est nommé ensemble des parcours de 
commande robuste activement. Pour une structure modé-
lisant Ci composée de mi ressources, l’ensemble Pc+ est 
constitué de NPci+ parcours. 
12NPc mii −=
+
         (2) 
La figure 2 illustre la modélisation d’une loi de com-
mande robuste de C1 sous la forme pyramidale.  
C1 est composé de deux ressources dont les variations de 
temps de traitement de produit influent la grandeur spé-
cifique Tce1 d’un système opérant avec api,j ≥bai,j+1.
Notations: 
Pp1,j,s: place modélisant la robustesse passive de la sème
structure de parallélisme de la jème ressource de C1.
Pa1,j,s : place modélisant la robustesse active de la sème
structure de parallélisme de la jème ressource de C1.
I’p1,j: intervalle de temps de la place Pp1,j,s.
I’a1,j : intervalle de temps de la place Pa1,j,s.
P1  : place modélisant la disponibilité de la ressource 
R1,1.
P2 et P3 : places modélisant la disponibilité de la res-
source R1,2.
Principe de fonctionnement du Réseau de Petri de la
figure 2 : 
Suite au franchissement de transition t0, les places Pp1.1.1
et Pa1.1.1 se marquent chacune par un jeton. Si à t ≤ bp1,1
la transition tp1.1 s’est franchie, les places Pp1.2.1 et 
Pa1.2.1 seraient marquées et la ressource R1 serait consi-
déré robuste passivement. A partir de t > bp1,1, seulement  
la place Pa1.1.1 serait marqué. Le franchissement de la 
transition ta1.1 à t ≤ ba1,1 signifie que la ressource R1 est 
robuste activement.  
Sp1.2.1 et Sp1.2.2 ont le même principe de fonctionne-
ment.  
Figure 2. Redondance de la robustesse (structure pyramidale) ; api,j ≥bai,j+1
        Pp1.1.1 
I’p11=[ap1,1, bp1,1]
Pp1.2.1
I’p12=
[ap1,2, bp1,2]
       Pa1.2.1
 I’a12=
[ap1,2, ba1,2]
Pa1.2.2 
I’a12=
    [ap1,2, ba1,2]
     Pp1.2.2 
I’p12 = 
     [ap1,2, bp1,2]
tp1.1 ta1.1 
tp.p1.2 tp.a1.2 ta.p1.2 ta.a1.2 
t0
             Pa1.1.1 
I’a11= [ap1,1, ba1,1]
P1
I. P3 P2
Sp1.2.1 
Sp1.1.1 
Sp1.2.2 
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 P1 
P2P3
Pp1.2.1
I’p12=
[ap1,2, bp1,2]
       Pa1.2.1
 I’a12=
[ap1,2, ba1,2]
Pa1.2.2 
I’a12=
    [ap1,2, ba1,2]
     Pp1.2.2 
I’p12 = 
 [ap1,2, bp1,2]
tp.p1.2 tp.a1.2 ta.p1.2 ta.a1.2 
        Pp1.1.1 
I’p11=[ap1,1, bp1,1]
tp1.1 ta1.1 
t0
             Pa1.1.1 
I’a11= [ap1,1, ba1,1]
Psp1.1.1
Is11 =[0, +∞[
Psa1.1.1
Is11 =[0, +∞[
t1 t2
Pour cet exemple : 
{ }1.2.21.2.11.1.1i Pp,Pp,PpEP =−
{ }1.2.21.2.11.1.1i Pa,Pa,PaEP =+
Parcours de commande :
Pc1,1= (t0, Pp1.1.1, tp1.1, Pp1.2.1, tp.p1.2) ;
Pc1,2= (t0, Pp1.1.1, tp1.1, Pa1.2.1, tp.a1.2) ;  
Pc1,3= (t0, Pa1.1.1, ta1.1, Pp1.2.2, ta.p1.2) ;
Pc1,4= (t0, Pa1.1.1, ta1.1, Pa1.2.2, ta.a1.2). 
Nombre des parcours de commande active :
312NPc 2i =−=
+
Parcours de commande passive :
Pci- = {Pc1,1}
Parcours de commande active :  
Pci+= {Pc1,2, Pc1,3, Pc1,4}
Lemme 3 : Soit deux ressources Ri,j et Ri,j+1 d’un circuit 
élémentaire Ci, chacune ne traite qu’une seule pièce à la 
fois . Si (api,j < bai,j+1) alors (chaque place des structures 
de parallélisme modélisant la robustesse passive de Ri,j
(respectivement la robustesse active de Ri,j) devrait être 
obligatoirement suivie par une place Pspi,j,s (respective-
ment Psai,j,s) modélisant le stock des produits intermé-
diaire en attente). l’intervalle statique associé à Pspi,j,s et 
Psai,j,s est Isi,j =[0, +∞[ ; où l’indice i,j,s est associé à la 
sème structure de parallélisme de la jème ressource de Ci.
Preuve : Deux cas peuvent se présenter. 
- Premier cas : api,j ≥bai,j+1 
Quelque soit l’âge de marquage ti,j+1 de Pai.j+1.s, la marque 
de Pai.j.s ne serait jamais morte. 
- deuxième cas : api,j < bai,j+1
Si un jeton séjourne une date strictement supérieure à api,j
dans Pai.j+1.s, la marque de Pai.j.s serait morte à l’instant ti,j 
= api,j.
⇒ Pour api,j < bai,j+1 : des places modalisant le stock entre 
Pai.j.s et Pai.j+1.s sont indispensables. 
La figure 3 présente la modélisation d’une loi de com-
mande robuste du même système opérant avec            
api,j< bai,j+1.
La structure pyramidale proposée devient plus complexe 
lorsque le nombre des ressources d’un Ci est grand (pour 
mi=6 ; Nspi=32 et NPci+=63). La figure 4  propose  une  
structure  parallèle simplifiée et équivalente à la structure 
pyramidale.  
Notations 
Psp1.1.1 : place modélisant le stock intermédiaire entre R1,1 
et R1,2 si R1,1 est robuste passivement. 
Psa1.1.1 : place modélisant le stock intermédiaire entre 
R1,1 et R1,2 si R1,1 est robuste activement. 
   
Figure 3. Redondance de la robustesse (structure pyramidale) ; api,j < bai,j+1.
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Figure 4. Redondance de la robustesse (structure parallèle) 
4. GÉNÉRATION ET CONSTATATION DE LA 
ROBUSTESSE GLOBALE 
Les modèles développés ci-dessus permettent la consta-
tation et la génération de la robustesse modulaire par 
l’utilisation du principe de la redondance de la robus-
tesse des ressources entre passive et active. Dans ce qui 
suit, nous cherchons à développer un modèle qui traite la 
robustesse du système entier par la généralisation des 
propriétés et des principes de modélisation développés 
dans le paragraphe précédant.   
Lemme 4 : Soit un système automatisé de production S 
constitué de n circuits élémentaires. Si (∀ i∈{1, 2, …, 
n}, PcAi,q=∅) alors (S est robuste passivement). 
Preuve : Même raisonnement de la preuve de lemme 1. 
Lemme 5 : Soit un système automatisé de production S 
constitué de n circuits élémentaires. Si (il ∃ pour i∈{1, 2, 
…, n} au moins PcAi,q ≠ ∅) alors (S est robuste active-
ment). 
Preuve : Même raisonnement de la preuve de lemme 2. 
Ces lemmes peuvent être aussi pratiqués par les assem-
bleurs. La robustesse modulaire, pour ces systèmes, peut 
être conservée au niveau global par la mise en place de 
points de découplage.
Exemple  
Considérons un système automatisé de production com-
posé de trois circuits élémentaires C1, C2 et C3. C1 sert à 
fabriquer un premier produit semi-fini A. C2 permet la 
production d’un deuxième produit semi-fini B. C3 per-
met dans un premier lieu d’assembler A et B par une
ressource R3,1, puis d’effectuer une transformation mé-
canique par R3,2. C1 est composé de deux ressources de 
transformation en séries R1,1, R1,2 dont ba1,2>ap1,1. C2 est 
composée de deux ressources de transformation succes-
sives R2,1, R2,2 dont ap2,1≥ ba2,2. Finalement nous indi-
quons que ap3,1≥ ba3,2.
Le découplage de deux flux de A et B est garanti par une 
structure de synchronisation constituée de deux places 
PsC1 et PsC2 modélisant respectivement les deux stocks 
des produits A et B et d’une transition t2=P°sC1= P°sC2
(Figure 5).Pour que S soit robuste passivement, il faut 
que les parcours Pc1-, Pc2- et Pc3- soient marqués. 
        Pp1.1.1
  I’p11=
 [ap1,1, bp1,1]
tp1.1 ta1.1 
t0
Pa1.1.1 
     I’a11=
 [ap1,1, ba1,1]
      Pp1.2. 1 
    I’p12=
    [ap1,2, bp1,2]
Pa1.2.1
I’a12=
 [ap1,2, ba1,2]
P1
 P2 tp1.1 ta2.1 
       Pp1.1.1
  I’p11=
[ap1,1, bp1,1]
tp1.1 ta1.1 
t0
Pa1.1.1 
     I’a11=
 [ap1,1, ba1,1] P1
      Pp1.2.1 
    I’p12=
[ap1,2, bp1,2] Pa1.2.1
I’a12=
 [ap1,2, ba1,2]
 P2 tp1.1 ta2.1 
 Psp1.1.1
 Is11 = 
[0, +∞[
 Psa1.1.1
 Is11 = 
[0, +∞[
a)  api,j ≥bai,j+1 b)  api,j < bai,j+1
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Figure 5. Redondance de la robustesse d’un système de production (structure parallèle) 
5. CONCLUSION 
Une démarche de modélisation des lois de commande 
des  systèmes  automatisés  de production  de type  flow- 
shop s’appuyant sur l’utilisation des Réseaux de Petri P-
temporels commandés est présentée. Le principe de re-
dondance de  la  robustesse  est utilisé. Le  modèle décrit  
les contraintes sur les  paramètres  flux  tout en  intégrant 
les marges de la robustesse passive et active. Le but est 
de satisfaire le coté quantitatif du besoin de marché. 
La redondance de la robustesse locale entre passive et 
active nous amène à la définition des chemins assurant la 
robustesse modulaire des circuits élémentaires, d’où la 
Pp2.1.1
  I’p21=
  [ap2,1, bp2,1]
tp2.1 ta2.1 
t1
Pa2.1.1
     I’a21=
[ap2,1, ba2,1]
      Pp2.2.1 
    I’p22=
[ap2,2, bp2,2]
Pa2.2.1
I’a22=
 [ap2,2, ba2,2]
P3
 P4 tp2.1 ta2.1 
Pp3.1.1
  I’p31=
  [ap3,1, bp3,1]
tp3.1 ta3.1 
t2
Pa3.1.1
     I’a31=
[ap3,1, ba3,1]
      Pp3.2.1 
    I’p12=
[ap3,2, bp3,2]
Pa3.2.1
I’a32=
 [ap3,2, ba3,2]
P5
 P6 tp3.1 ta2.1 
       Pp1.1.1
  I’p11=
 [ap1,1, bp1,1]
tp1.1 ta1.1 
t0
Pa1.1.1
     I’a11=
[ap1,1, ba1,1] P1
      Pp1.2.1 
    I’p12=
[ap1,2, bp1,2] Pa1.2.1
I’a12=
 [ap1,2, ba1,2]
 P2 tp1.1 ta2.1 
 Psp1.1.1
 Is11 = 
[0, +∞[
 Psa1.1.1
 Is11 = 
[0, +∞[
PsC1 PsC2
296
MOSIM’08 – du 31 mars au 2 avril 2008 – Paris- France
constatation de la nature de robustesse du système entier.  
Nous prospectons, suite à cette proposition, à développer 
une méthode de construction des lois de commande per-
mettant l’interprétation de type de la robustesse globale 
des Systèmes de Production Manufacturière face à des 
perturbations temporelles (flux) et non temporelles (qua-
lité produit). 
L’évaluation de la robustesse des systèmes de production 
manufacturière par la surveillance des paramètres de la 
loi de commande peut être aussi évoquée à l’issue ce 
travail.
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