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Economic modelling involves the use of simplifying assumptions in an attempt to
abstract from the complexity of reality. In many cases economic models are
developed with a view to empirical testing, in fact the tenet of Positive Economics
would see empirical validation as the major determinant of a scientific approach to
modelling. However, the underlying assumptions of a theory are unlikely to be true,
but rather close approximations to reality. It may be that the underlying assumptions
of a theory are not themselves open to empirical test but that testable implications can
be drawn from them. Under such circumstances it is important that the implications of
a model are robust with respect to small variations in the model's underlying
assumptions. Without this property empirical testing of theories becomes impossible.
Many macroeconomic theories involve core assumptions which may be assumed to be
immune from testing either directly or indirectly, for example market clearing. In
addition, many include a range of peripheral assumptions derived either from the
theory, for example parameter constancy, or as part of an ad hoc addition to explain
the failure of a particular model, for example, jump-variables.
Econometric analysis is a frequent vehicle for the testing of economic hypotheses.  In
many cases it can be characterised as a four stage process involving, i) theoretical
modelling, ii) estimation, specification and evaluation, iii) inference and iv) forecasts
or policy prescriptions. In some cases stages i)-iii) are conflated into a single process
of modelling, estimation, specification and evaluation, particularly in the case of
measurement without theory or data-mining. More generally, however, the first stage
typically involves specification of the formal economic model of interest.   This will
normally involve a system of one or more equations or inequalities determined by a
set of exogenous or endogenous variables. Differences between models may arise due
to fundamentally different modelling paradigms, for example market clearing versus
non-market clearing or differences in specific auxiliary assumptions, for example
linear versus non-linear functional form. The second stage typically involves the
estimation of the parameters of the model. Here different estimation methods may
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lead to different results and therefore different inferences and conclusions relevant to
the economic theory. The choice of estimation method may be dictated by the form of
the model, for example instrumental variables or non-linear least squares.  In all cases
it is important that valid estimation methods are used and this will often require a full
understanding of the implications of the theory under investigation, for example,
many rational expectations models may imply moving-average representations   of the
error term which should be included in the estimation process. Furthermore, other
macroeconomic hypotheses involve unobservable variables which in an empirical
setting require measurement.  In this case estimation involves special problems arising
from the use of regressors 'generated ' from another equation. Valid inferences in
such models require valid estimation procedures. More generally, however, the
validity of the estimation procedure will be conditional upon the satisfaction of
specific assumptions. For example, the usefulness and reliability of model results
derived  from the linear regression model depend on assumptions regarding the
balance of a model (the order of integration of a variable or variables, the existence of
cointegration), the conditional mean (including the choice of knctional form, choice
of explanatory variables, consideration of lag structure and serial correlation), the
properties of the error term (homoskedasticity, no serial correlation, normality), and
stability of the parameters.  In most cases, therefore, the inferences drawn to test
specific theoretical hypotheses will be conditional upon satisfaction of a range of
auxiliary assumptions required  of the estimation process itsel f
Modern econometric modelling, however, generally involves interaction between
stages i) and ii) via the use of a specification search. This feature often arises because
economic theory frequently does not specify the dynamics of the model, the
appropriate functional form or other assumptions which fully define the parameter
space. Here the final econometric model from which inferences and possibly forecasts
are made is the result of the interaction of often vague and non-specific economic
theory and modifications arising from the results of preliminary econometric
estimation. One particularly important example of this interaction pursued in this
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thesis relates to assumptions made about the functional form of a relationship.
Consider, for example, macroeconomic models of the demand for money, although
the example generalises to many other areas of macroeconomics including
imporUexport demand, investment and consumption. The typical economic theory
says nothing about the (theoretical) functional form of the relationship, or in many
cases the expected size of estimated coefficients, which themselves depend on the
chosen functional form. In practice, econometric modellers have typically chosen
convenient functional forms such as linear in logarithms or used statistical methods to
try and 'discover' the underlying data generation process or DGP, from the particular
data set. Rarely are the models and hence results, evaluated against alternative,
competing models - rarely are alternative functional form implications considered.
The third stage generally involves the testing of economic models either in their
entirety or more generally certain specific inferences. This stage is often a multi-stage
process undertaken as part of the specification search in that refutation/invalidation of
assumptions/implications leads to a respecification of the underlying 'theoretical'
model. The final stage would often involve forecasts or policy prescriptions based
upon the test results. In other cases it may involve modifications of the underlying
theory in the light of empirical testing.
A common feature   of this thesis is an investigation into the formulation and more
specifically the estimation and testing of certain macroeconomic hypotheses.  The
robustness of specific macroeconomic model assumptions, implications and
inferences will be considered as will the consequences of certain departures from
assumptions made.
Chapter 2 ("Functional and Structural Breaks in the UK Demand for Money
Function: 1963-1979) utilises the Box-Cox family of power transformations  to
estimate the functional form of the demand for money in the United Kingdom.
Theoretical models of the demand for money derived from Keynes, Robertson,
Friedman, Tobin and Brainard although explicit about the nature of the endogenous
and exogenous variables give no guidance as to the functional form to be assumed.
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The 'normal' assumption made, usually for convenience, is of a log-log specification.
This has the advantage that short and long-run elasticities can be easily derived from
the estimated coefficients. However, it also constrains those elasticities to be
constant. Using the Box-Cox transformation in estimation, however, allows the data
to choose the 'optimal' functional form and also allows certain interesting but non-
optimal special cases, to be investigated for data-congruency.
Imposition of the 'wrong' functional form will not only affect the validity of
inferences drawn during estimation (particularly if constant elasticities are invalidly
imposed), but may lead to other estimation problems. The original use ofthe Box-Cox
transformation was an attempt to remove any non-normality (and possibly non-
constant variance) in the error structure of regression models. More generally,
imposing the 'wrong' functional form may induce serially correlated errors,
heteroskedasticity, parameter non-constancy or predictive failure. Therefore, on at
least two grounds, economic and statistical, it is crucial to utilise the best
approximation to the functional form ofthe DGP.
The first part of Chapter 2 develops the econometric properties of the Box-Cox
approach to the estimation of the Generalised Functional Form (GFF) approach to
modelling the demand for money. The second part considers the data and in
particular raises the likelihood of structural instability in the UK money demand data
following the introduction  of new legislation  in 1971 which  led  to a freeing  of
controls on bank lending and a large increase in the money stock. The novel and
interesting feature of this paper is raised in Section 3 where the notion of testing for
structural stability (i.e. parameter constancy), and functional stability (i.e. power
transformation parameter constancy), as separate hypotheses is developed.  The
rationale for the approach was an attempt to disentangle and therefore test whether
(apparent) structural change identified by, for example, Chow-type tests was actually
due to a change in the underlying parameters of interest, the B's, or was a consequence
of a change in the functional form ofthe relationship.
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The results discussed in Chapter 2 raise a number of novel interpretations of the
data.  Firstly in relation to the broad measure of the money Supply, the optimal
functional form is found to be statistically different from the limiting log and simple
linear cases. Secondly, the estimated function was found to exhibit both functional
and structural instabilities around the period 1972Q2 which coincides closely with the
introduction of the Competition and Credit Control legislation. More importantly,
however, the assumption of structural and functional stability over the full sample
period 1963Q3-1978Q4 would  lead to dramatically different inferences in relation  to
the key parameters namely, income and interest elasticities. Turning to the results for
M 1,   neither  the   log or simple linear functional forms were rejected   by the optimal
functional  form  and a structural break was identified  in  the data located at 1972Q4.
However, the relationship exhibits functional stability. As well as exhibiting
structural instability,   the  M 1   function is characterised by significant negative serial
correlation. The final part of Chapter 2 adds the Hendry and Mizon 'common-factor'
approach to the modelling strategy outlined in the previous sections. This addition
leads to the identification of a model which is strongly functionally stable and weakly
structurally stable.
In Chapter 3 ("Box-Cox Power Transformations and the Demand for Money
Functions in France, Germany, Italy and The Netherlands"), the GFF approach to
modelling the demand for money is applied to a range of European countries using
data for the period 1960QI - 1978Q4. The rationale for the work revolved around the
growing use of monetary control techniques during the 1970s and 1980s based upon
the assumed stability (and estimated income and interest elasticities) of the demand
for money function. In particular, much of the support for such a conclusion was
derived from US results where the financial environment differed greatly from the
European model. The Chapter, therefore, considers the robustness of the results on
functional form derived mainly form US data when applied to a range of alternative
data sets.
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The results presented as section 3 of Chapter 3 show that for Italy and France the
logarithmic functional form is found to be statistically identical to the GFF, however,
this was not the case for the simple linear form. This conforms with the results for the
US, but not the UK as discussed in Chapter 2. The results for Germany conform more
closely to the UK case where both log and simple linear functional forms are rejected
by the GFF. The German results on implied income elasticities also highlight the
dangers of utilising sub-optimal functional forms. In particular, the GFF results for
Germany imply a lower income and higher interest elasticity than for either the log or
linear special cases. The initial results for The Netherlands exhibit first-order serial-
correlation. Estimation correcting for this problem results in the log, but not the
linear, functional form being within the 95% confidence interval of the GFF.   The
section concludes by noting that serial correlation (in the linear case) may be
indicative of incorrect functional form - an implication raised at various points
throughout this thesis. The final section of Chapter 3 considers the stability of the
estimated functions using graphical methods rather than formal test procedures.
Based upon such methods, the results for all four countries exhibit stability.
Overall, therefore, Chapter 3 demonstrates the apparent lack of a single generic
functional form for the demand for money in different countries. The logarithmic
special case attracts some support, but is rejected by the GFF in the case of Germany.
Chapters 2 and 3 concentrate on the issue of functional form both in terms of
identification of the optimal form plus consideration of the robustness of results
derived from alternative specifications. In contrast to the other chapters the emphasis
of  Chapter 4 ("Fixed Money Growth Rules and the rate of Inflation", co-authored
with Donald George), lies with the first stage of modelling concentrating on the
consequences of alternative assumptions regarding the functional form of the model.
In particular, the consequences of linearisation of an inherently non-linear model are
investigated and the implications for tests of models of hyperinflation considered.   In
this Chapter the concept of robustness developed in our earlier work is utilised where
formally  the approach states that,   any property  of a  model  will  be  robust  if the  set  of
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parameter values for which it occurs is of strictly positive Lebesgue measure. The
property is used in the Chapter to show how many new classical macroeconomic
models typically violate the proposition. However, the main emphasis of the Chapter
is consideration of a model of hyperinflation based upon a variant of the Burmeister
and Dobell model of growth and inflation from which we develop a two-dimensional
non-linear dynamical system in terms of per capita real money balances and per capita
capital stock. The usual approach when analysing such a non-linear model is to
linearise it, often by implicit use of Hartman's Theorem. This theorem ensures that
the phase portrait of the linearisation is (in most cases) locally homeomorphic to the
phase portrait of the original system. However, as we show elsewhere in a powerful
critique  of some aspects of modern macroeconomic modelling techniques,  use  of this
theorem in the context of dynamic economic models involves considerable
difficulties, some of which are associated with the local nature of the equivalence.
Within the context of the hyperinflation model developed in this Chapter, we show
how the linearised version of the system  is a saddlepoint. Paths with initial conditions
lying on the stable branch will converge to equilibrium, all others exhibit divergence.
Convergence is generally achieved by the use of ad hoc jump-variables, in this case
prices, which are assumed to adjust infinitely fast to ensure conditions which lie on
the stable branch. However, we show how analysis of the global dynamics of the
system differ from the linearised case. In particular, globally the model has two
equilibria. In addition to the saddle-point, there is a stable equilibrium on the k axis.
We show how such an equilibrium is robust in that initial conditions away from the
equilibrium will typically involve convergence to the stable equilibrium.  In this sense
the saddle-point equilibrium (without jump-variables) is non-robust, while the other
(stable) equilibrium which emerges only when the global dynamics are considered, is
robust, generic and the only observable equilibrium. This powerful theoretical
argument which we have pioneered in our work is used in the second half of the
Chapter to consider certain properties of actual hyperinflations. In particular, we
consider the time paths of  the rate of change of prices and the rate of change of the
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money stock in six hyperinflations, namely, Argentina, Germany, Greece, Hungary,
Mexico and Uruguay. We show that the main testable implication ofthe global model
of hyperinflation is that inflationary bubbles may exist. Furthermore, if the stable
equilibrium is to be considered generic such bubbles should be a feature of real
hyperinflations. This is explicitly ruled-out by the saddle-point approach. Therefore, a
test of the force of the theoretical argument would involve testing for and locating
inflationary bubbles - periods when the rate of change of prices exceeds the rate of
growth of the money stock. Such an investigation found evidence of inflationary
bubbles in all six cases. The bubbles do not seem to last for long, but we suggest that
this is due to attempts by governments to control the hyperinflation by changing the
initial conditions of the economy to affect the inflationary trajectory followed.
Overall, the Chapter is a contribution to the issue of robust macroeconomic modelling
and acts as an adjunct to the econometric literature which considers robust estimation
results. It argues that robustness should be a feature explicitly incorporated into
theoretical models and that non-robust models should not be subject to empirical
testing.
The validity of tests of economic hypotheses often depends crucially upon the
chosen method of estimation. In Chapter 5 ("Econometric Issues in
Macroeconometric Models with Generated Regressors", co-authored with Michael
McAleer), emphasis is placed on the econometric issues raised  by the use of
unobserved variables in macroeconometric models. In particular, a range of
macroeconomic hypotheses were posited during the 1970s and 1980s which, based
upon rational expectation formation, suggested that 'surprises' would have different
effects to 'fully anticipated' variables.   The most influential of these hypotheses was
probably the new classical neutrality proposition which stated that only unanticipated
money growth affects real variables. However, other 'surprise' models were applied to
other cases, for example, consumption behaviour, exchange rate modelling, and
market efficiency.  The main problem facing all 'surprise' based models of this type is
that the main variable of interest is unobserved and is approximated as part of the
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estimation process. The aim of Chapter 5 is to demonstrate how different
approximation methods, derived from differing approaches to estimation affect the
validity of the results.   As such the Chapter considers the robustness of results to
different estimation approaches where the main economic example relates to tests of
the NCM neutrality proposition.
The first part of the Chapter considers the economic models which imply a role for
unobserved variables, whilst the second part analyses the econometric properties of
four possible estimation methods. The strengths and weaknesses of each are
considered with a special emphasis placed on conditions under which two-step
estimation will be efficient.  This work extends and generalises the seminal
contribution of Pagan and considers issues related to misspecification of the
expectations equation. The final section considers empirical generated regressor
models and reviews the validity of the reported results in the light of the theoretical
properties of the chosen estimation method, in particular, what can validly be inferred
from results based upon uncorrected two-step estimation?  As such, the robustness of
test results to the method of estimation is a central feature of this Chapter.   We are
able to show that under certain conditions, uncorrected two-step estimation will be as
efficient as using maximum likelihood. In particular, assuming the expectations
equation is correctly specified the current value of the surprise term will always be
efficiently estimated and under other quite strong conditions so will its lagged values.
However, we are also able to show that certain common diagnostic test results,
including Ramsey's RESET, Breusch-Godfrey serial correlation and variable addition
non-nested tests of the J and JA type, will be biased when estimation involves
uncorrected two-step. These general results should prove invaluable for researchers
working  in this area of applied econometrics.
The final Chapter ("Cointegration, Causality and Wagner's Law: A Test for Britain
1870-1913) considers the testing of a long standing macroeconomic hypothesis
regarding the relationship between economic growth and the growth of public sector
expenditure, within the context of cointegration and causality. The main emphasis of
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the Chapter is a demonstration of the potential for identifying 'spurious' causality.
Hence the robustness of certain macroeconomic claims, in this case relating to the
existence and direction of Granger-type causality, is the central feature of the
Chapter.
The first part of the Chapter considers the relationship between cointegration and
causality. In particular, drawing upon the Granger Representation Theorem I show
that cointegration between at least two I(1) variables implies causality in at least the
I(1) variables. This powerful feature is used  in the empirical section  of the Chapter to
construct a pre-(Granger causality) test in an attempt to minimise the identification of
spurious causality. The testing procedure used involves a three stage process. In stage
one the data (in this case British GDP and government expenditure), is subjected to
Augmented Dickey-Fuller tests to ascertain the order of integration. Conditional on
the outcome the second stage involves Johansen tests for cointegration to establish
whether a long-run cointegrating relationship exists.   If it does, the pre-test establishes
that non-spurious causality must exist in at least one direction in at least the I(1)
variables (although this theoretical result may not be supported by the test statistics in
finite samples). The final stage involves the construction of Granger-type causality
tests to establish the direction of causality.  This is seen as an important stage in
testing Wagner's Law as the identification of a simple causal relationship does not act
as a strict test of the relationship. The testing procedure developed in this Chapter
overcomes the problems of (potentially) spurious identification of causality which
may characterise other empirical studies found in a range of macroeconomic
examples, i.e. money supply/GDP or export-led growth.  As such it represents a
improvement with applicability to a wide range of cases. The second part of the
Chapter considers an application of the technique to a test of Wagner's law using
British data. The data were found to be I(1) (except population which was I(2)) and
cointegrated establishing the existence of a bi-variate causal relationship. Operation
of stage three of the procedure found evidence of uni-directional causality from
income to government expenditure in support of Wagner's law.
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CHAPTER 2
FUNCTIONAL AND STRUCTURAL BREAKS IN THE UK
DEMAND FOR MONEY FUNCTION 1963-1979
reprinted from the Journal OfEconomic Studies,  10(3),  1983, pp. 22-41.
Journal of Economic Studies 10,3
Functional and Structural Breaks
in the UK Demand for Money
Function: 1963-1979
by Leslie T. Oxley*
Estimates of the  UK demand for money function are obtained utilising  the Box-Cox
family of power transformations based on a Bank of England adjusted data set for
the  period  1963I   -   1979IV.  Thefunctionsaresubjected  tofunctionalandstructural
stability testing with careful consideration of the resulting error structure. First-
order autocorrelation problems are encountered in the narrow money series Ml and
attempts to consider a more flexible dynamic structure are investigated.
introduction
The   late   1960s and 1970s  saw   a vast research programme directed towards   the
estimation of demand for money functions for almost every country. Almost univer-
sally, it now appears, instabilities have occurred in once stable demand equations.
Almost invariably  the functional form of the estimated demand equation is
logarithmic, authors generally drawing support from the investigation by Zarembka
(1968) where a Box-Cox family of power transformations was estimated using US
demand for money data. In general, the functional form is assumed logarithmic and
stability tests therefore become tests of structural stability. However, Mills (1975)
developed the idea of functional and structural stability tests and subjected UK de-
mand for money data to statistical testing.
The purpose of this article is to extend the testing methodology developed by
Mills, by, in particular, endogenising the structural break tests, drawing on the work
of Briscoe and Roberts (1977). A more careful study of the residual pattern will also
be investigated as will a more general demand for (narrow) money function.
The endogeneity of strucrural break tests is considered useful because the data
period covered includes the introduction of Competition and Credit Control [1] aperiod [21 generally considered to exhibit instability. However, as Rowan and Miller
(1979) state: -selecting the appropriate CCC (Competition and Credit Control)...
period remains a matter of judgment".
In the next section, the generalised functional form of the demand for money
function will be developed. In the third section Mills' concept of structural and func-
tional stability will be defined and the statistical tests used to isolate instabilities
' Lecturer,  Department of Economics. University of Edinburgh.
i would like to thank Colin Roberts. Geoff Briscoe and an anonymous reteree 1-or their comments
15
Demand for Money
will be introduced (detailed discussions are contained in the appendix). The data set
used is then described and the results presented for the "broad" i.e., £M3, and nar-
row,  i.e.,  M 1, money aggregates. The sixth section considers a more general demand
for money function. A seventh section concludes the article.
Generalised Functional Form (GFF) of the Demand for Money
The original transformation of variables considered by Box and Cox (1964) applied
only to the dependent variable. The transformation used in this study follows
Zarembka, i.e:
/4=X(A) B+U                                                             (1)
where
Y(A)   =   0'1(A),....YT(A))
is a Tx 1 vector of transformed observations on the dependent variable, A )  =  [x,k]
is a TX K matrix of observations on K regressors. the (A) denoting that each column
o f X receives the same trans formation as the vector y, except for the column of ones,
and u  = (ul,...uT)'.isaTxt vector of random disturbances. It is assumed that X
has  full-rank,  K < T,  and the elements  of one of the columns  are all unity.  It is  fur-
ther assumed that the uts are approximately normally and independently distributed,
N(0,02) [3].
The transformation is:
Y,(A)  =   5„1   -    1)/A.            A  96  0        y  >0
=   17 (yt). A= 0
=   Vt- 1). A=  1
Making use of this transformation, the generalised functional form of the real de-
mand for money will be specified as
M,(1)  =  BO  +  81  Y,CA)  +  82 r'CA)  +  83 M,t +  ut                                                                (2)
where Mr and M, - 1 represent current and lagged real money balances for the respec-
tive monetary aggregate, Y, is real income, rt a representative interest rate, and ut an
error term satisfying the conditions above.
Equation (2) can be regarded as a reduced form resulting from a "desired" de-
mand for money relationship, where a partial adjustment hypothesis relating desired
money balances to actual money balances has been postulated. Individuals are
assumed to react with a lag because of either costs of adjustment, or simple inertia.
Given this assumption of partial adjustment the long-run elasticities with respect to
the relevant independent variables are given by
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4          Xi,  1 1
'tx:    =" 1-83 -Mi )
where (1 - 83) is the one period coefficient of adjustment. assumed to be in the
range 0 < (1  - 83) < 1. Estimating (2) assumes that the long-run price elasticity has
been constrained to unity on the basis of economic theory.
As is well known the GFF, (1), has as special cases the simple linear (A = 1) and
log-linear (A = 0) functions. However, other interesting special cases also emerge,
e.g.,(A =  -  1) is the conditional harmonic mean (see Leech (1975)) which puts some
bounds on the interpretation of estimated As.
With normality of the uts assumed to hold, (2) can be estimated by maximum
likelihood methods. The log-likelihood function is given by
L(A,8,02; Y.X)  =    -  T/2  ·  In (2 02)  -    !4  020,(A,  - A'A)  B)  .  (YCA)  - .r 4  B) + ln J (3)
where J = det
1
ly<1)  = 1- T.'11      "' -
1 is the Jacobian of the transformation
8,t
on the dependent variable. Maximising (3) with respect to B and 02 given A, we ob-
tain the estimators,
11(A)   =  (.r A). .r(A))- 1  .rIA). PCA)                                                                                                                                     (4)
62(A)= 1/TO, A) - A'    11(A)) 0,CA)  - x    8(A))                                            (5)
A)                     A)
Substituting (4) and (5) into (3) gives the concentrated likelihood function
TL(A; y,X)  = T/2 {ln(2rr)  +  11  -  T/2 in(62(A))  +  (A - 1)     I    In(y,)                            (6)
t=i
The maximum likelihood estimate of A, i may be found by searching over A. The
maximum likelihood estimators of B and 02 can then be determined from (4) and (5).
By   using the likelihood ratio an approximate   100  (1 - 0)   per cent confidence
region can be constructed around the estimate of 1 as
SCA) = 2  Lmax(i) - Lmax (A).1
which is distributed as x2 with one degree of freedom (see Zarembka,  1968).
An approximate 95 per cent region for A is given therefore by S(A) < 3.84.
Functional and Structural Stability
Early studies by Haache (1974) and Hamburger (1977) have suggested that the in-
troduction of CCC in 1971 caused a shift in the UK demand for money function as a
result  of,  e.g., the increased attractiveness of holding money. Other studies,   i.e.
Rowan and Miller (1979), whilst acknowledging a shift, maintain that the function
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returned to its pre-CCC form some years later.
In this section we will consider the terms functional and structural stability as in-
troduced by Mills (1975). The concept should not be confused with the terms -func-
tional relationship"    and " structural relationship" found in bivariate regression
models. Structural stability refers to a situation where the estimates of the B coeffi-
cients in an equation like (2) are statistically identical across different sub-periods.
This is the standard problem considered by Chow (1960). Functional stability relates
to the constancy of the estimates of the power transformation coefficient, the (A) in
(2), across sub-periods.
This distinction between functional and structural stability is an attempt to
separate what in statistical terms is a joint hypothesis of, in this particular applica-
tion, power transformation and B coefficient constancy. As such the tests we will be
considering will be conducted with a maintained hypothesis of, for example, struc-
tural stability imposed when considering the testable hypothesis of functional
stability, and vice versa in the case of the testable hypothesis of structural stability.
Statistically the order in which the test is constructed is not crucial, (the Bs and the As
have the same statistica/ importance). Economically one may consider that func-
tional stability is a prerequisite to structural tests. This, however, is a moot point
given that the maintained hypothesis in most applied economics is of a logarithmic
functional form. In practical terms it certainly is the case, as we shall see, that con-
sideration of structural stability, with functional stability as a maintained hypothesis
is the easiest initial step. What is important, however, when considering tests which
involve maintained hypothesis, is careful consideration of the results and their inter-
pretation. As such it is perhaps better to consider functional and structural stability
tests as extra instruments  in the array of diagnostic checks,  i.e., any source  of in-
stability should instigate review of the estimated relationship [4].
Tests of both functional and structural stability which exhibit asymptotic proper-
ties, can be derived from X2 procedures [5] (see appendix). However, with certain
testable [6] and strong maintained hypotheses a stronger test of structural stability
follows from Chow (1960). The main problem with Chow, however, is that it re-
quires a priori information about the break. The Chow test is also not particularly
useful, at least initially, for the exercise considered in this article, which, in the light
of the comments of Rowan and Miller (1979) is to investigate a method of isolating
the CCC period,   i.e., the duration   of the break. Briscoe and Roberts  (1977),
however, have presented a special case of the Chow test which allows both the
statistical identification of structural breaks and a means of detecting the length of
such breaks, to be considered.
In this modified Chow test or local F test, the residual sum of squares of the first,
say, m observations, RSS (1)m, is -obtained for A  =i and then n extra observations
are added to the sample and RSS (1)m +n obtained. In principle, n  =  1,2,...N.As
such a structural break can be isolated with reasonable precision. The F statistic in
the local application becomes:
[RSS(i)m+n - RSS(i)ml/nan,  m -p) = (13)RSS(1)„,/ m-p
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where p is the number of parameters in the regression equation, m is the initial
number of observations and following Briscoe and Roberts m * 12, and n the
number of observations added to the sample. Although n could equal 1, it is likely
that outliers may indicate spurious breaks. As such, whenever an n=  1 test indicates
a break point a check with n=4 should be undertaken and only if supportive
evidence is forthcoming should a break be noted. As a stronger test a standard Chow
test can be invoked when two distinct periods have been isolated.
Once a break point has been identified this is taken as the starting point for the
next m observations and the process repeated, searching for other breaks. The dura-
tion of the original structural break, therefore, is based on the occurrence of subse-
quent break points.
In response to a referee's comments relating to the Ml results given in Table II a
check on the timing Of the breaks identified by the local F test was considered using
graphical methods derived in McCabe and Harrison (1980). For detailed discussion
of the test procedure readers are referred to the original source. The results of the
tests will be discussed below.
The Data
The official definitions of the monetary aggregates,  M l  and £M3 can be found in the
statistical annex of the Bank of England Quarterly Bulletin. The series used, provid-
ed by the Bank of England, are the official series adjusted for structural breaks caus-
ed  by the re-classification  o f newly classified banks  in  May  1975.  As such,  the data
are somewhat different to those used in other studies, except those in Rowan and
Miller (1979). One would expect that spurious breaks, caused by the arbitrary ag-
gregation of financial institutions would be somewhat lower with these series.
The income series  ( Y) was represented by Total Final Expenditure at constant
1975 prices, the implicit deflator of which was used to deflate the nominal money
series. Total Final Expenditure figures are reported in the Central Statistical Office
publication, Economic Trends.
Empirical studies in the UK have indicated that the long-term rate of interest
should be represented  by  the 2 !4  per cent Consol  rate (rO  and the short-rate by  the
three month Local Authority rate (rLA). These assumptions were retained.
All observations are quarterly, the total series being 1963I - 1979IV.
Results and Discussion
Estimation of the functional form of the UK demand for money was carried out using
a modified version of the Box-Cox routine developed by Huang et W. (1978).
In practice, because of the properties of the local F test, the optimal demand for
money function was subjected to structural stability tests to isolate the break-points,
prior to tests of functional stability. The statistical test results can be found in the ap-
pendix.
On the basis Of the local F test, the £M3 function exhibits structural instability from
the first quarter of 1972 (see Table I). This is only one quarter later than the imposed
break assumed in other studies. Using 19721 as the base period, no further breaks were
isolated.  Chow and X2 tests support this finding; however, the variance-ratio( F- R)




£M3 1) = BO + 81 Y,CA) + 82 rC,CA) + 83 £M3, 1  + Ut
4                         Fl,                                  R 2             "h"                     S
196311 - 19791V
GFF -0.8 2.38* -0.520* 0.968 1.59       -
(658.7)
Log 0.0 1.30 - 0.278 0.961 2.82 11.95
(584.9)
Linear 1.0 0.78 -0.031 0.958 4.02 28.3
(507.6)
196311-1971IV
GFF -0.7 0.899* -0.018 0.942 0.35       --
(185.5)
Log 0.0 0.882* - 0.008 0.938 0.78 1.91
(173.5)
Linear 1.0 0.799* -0.001 0.934 0.994 3.79
(162.2)
19721 - 19791V
GFF -0.1                   *                            * 0.949 -0.30            -
(193.7)
Log 0.0        *            * 0.949 - 0.28 0.006
(195.0)
Linear 1.0        *            - 0.951 -0.08 1.16
(202.4)
Figures in parenthesis are F values, 7   and 4 denote income and interest elasticities evaluated at mean
values. Figures marked * signify that  he und6rlying B coefficient is significant at, at least, the 5 per cent
level (see appendix Tables A.I  and A.II).  For an explanation of S, see second section, "h" denotes Dur-
bin's h statistic.
Likelihood ratio tests of the periods 1963Il - 1971IV and 19721 - 1979IV in-
dicate that the relationship was also functionally unstable. The results in Table I and
Tables A. I, A.IV and A.VI in the appendix show this quite clearly.
I f we consider the results of the graphical approach to stability testing presented in
Figure 4, the crucial thing to note is that the standardised cumulative sum of squares
(the heavy line) does not cross +Si [7] which would indicate instability. This is true
for M 1  (Figure 5) and Ml, General (Figure 6). What is apparent, however. is that ex-
trenne values   of  the  standardised  cumulative  sum  of  squares,   Sj,  c incide  with  the
points identified as breaks by the local F test, and corroborated by X  , and where ap-
propriate, Chow tests. What may be reflected in the results presented here is the high
probability of Type II error mentioned by McCabe and Harrison (1980).
If we look at the results for £M3 in more detail, the instabilities are quite apparent
when viewed as two sub-periods, although the results for the period as a whole give
quite a different impression. For 196311 -  1971 IV, the income elasticity is signifi-
cant and somewhat less than unity, the interest rate being non-significant at the 5 per
cent level. When compared to previous log functional form results for the period
(see Coghlan (1978) appendix 3) they represent plausible values for the elasticity
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measures.  For the period  19721 - 1979IV massive instabilities  in the dynamic ad-
justment hypothesis lead to values of the lagged dependent variable being greater
than unity and as such, long-run elasticities are not reported. However, it iS worth
noting that the coefficient on the income variable was not significant, and that the
coefficient on the lagged dependent variable was extremely significant, indicating
possible mis-specification in the model. These later period results could indicate
why, as a whole, i.e. 196311 - 1979IV, the results look plausible for the optimal
functional form. The fitted line appears to be dominated by the significant effect of
the earlier period rather than the generally insignificant effect of the later period, so
that viewed as a whole the function appears structurally stable. As such the fitted
equation appears to behave much like weighted least squares, the weights approx-
imating the significant effect of the earlier periods.
Statistically the results for £M3 show that in both sub-periods the optimal func-
tional form is significantly different from the limiting log and linear forms. As such,
previous results and stability tests based purely on logarithmic functional forms will
be sub-optimal in the case of £M3. On the basis of the stability tests used here it does
not seem that the demand for £M3 has returned to its pre-CCC form Or that CCC
"represented a period"; rather it instituted a change in the relationship not ap-
propriately summarised by a simple version of the demand for money function. The
£M3 function will not be considered in any more detail here.
If we now turn to the Ml results, in none of the sub-periods does the optimal
functional form dominate statistically the limiting forms, any of the forms are
statistically equivalent. However, a structural break does occur  in the function,  this
time the fourth quarier of 1972, a full four quarters later than imposed in previous
studies. Chow and X tests again support the local F statistic results, but again the
F-R test rejects the NH of equal variances across sub-periods.
The timing Of the break may seem surprising particularly as the first sub-period
results are somewhat untypical  of the previous periods, and hence 1963II  -   1971 I
results have been reported as more typical of the kind of Ml results generated prior to
the break. Again it was suggested by a referee that this may indicate that the local F
test may have got the timing wrong. If we consult the graphical results in Figure 5,
again they are inconclusive, but there is a suggestion that 1972III - IV is the extreme
Sj value.
I f we consider the economics of the 1972 break, it may well not be so implausible, as
it is less likely that transaction type balances will be affected by the introduction of
CCC. Although structurally unstable, (only one break was located) the relationship
does exhibit functional stability. However, again  the  M 1   results  do  seem  to  suffer
from the statistical averaging process mentioned above for £M3, i.e., if we compare
the whole period results, 1963II - 1979IV to the two sub-periods 1963II - 1972III
and 1972IV - 1979IV.
One further problem relating  to  the  M 1 results, however,  is the generally significant
(negative) first-order autocorrelation as denoted by the Durbin h statistic. Following
the work of Hendry and Mizon (1978) this has become indicative of dynamic mis-
specification. This point will be considered in more detail in the next section. Before
discussing this point, however, it is worth considering the analysis of residuals men-




Ml,4" = 8,1 - Bl Y,1 I  + B: rLA,<11 + 83 MI,"'; - l.1
A           11,           4,
R Y         "h"          S
196311 - 19791V
GFF 0.5 0.593* - 0.426* 0.898 - 1.99         -
(194.91
Log, 0.0 0.600* - 0.426* 0.898 - 1.89 0.916
(196.5)
Linear 1.0 0.616* - 0.409* 0.895 - 2.00 0.682
(188.7)
196311-1972Ill
GFF         1.3 0.102 -0.148* 0.746 0.39       --
(37.3)
Log 0.0 0.129 -0.151* 0.743 0.30 0.968
(36.6)
Linear 1.0 0.108 -0.145* 0.746 0.36 0.050
(37.3)
19721 V- 19791V
GFF -0.7 2.597 - 0.288 0.882 -2.4         -
(70.6)
Log 0.0 2.588 -0.861 0.882 -2.3 0.366
(71.3)
Linear 1.0 2.484 - 0.873 0.879 -2.3 2.296
(69.2)
196311-19711+
GFF 1.2 0.554* -0.244* 0.772 0.50       -
(36.0)
Log 0.0 0.719* -0.267* 0.766 0.38 1.29
(34.8)
Linear 1.0 0.582* - 0.249* 0.772 0.46 0.003
See Table it'or description ol' symbols used.
+ See discussion in main text.
Throughout we have been assuming approximate normality. Figures 1-3 are
representative of the error normality in the GFF, the log and linear forms.in none
of the sub-periods did the error structure deviate significantly from normality and as
such the assumption seems unobjectionable.
M 1  Reconsidered
As indicated above, the M 1 function often indicates significantly negative first-order
autocorrelation. One response to such a case would be to subject the data to a
Cochrane-Orcutt type transformation. However, as indicated by Henry and Mizon
(1978) such a "Common-Factor of p" approach may be unjustified statistically. As
such the COMFAC procedure was invoked On the M 1  data for the period 196311 -
1979IV and the results are reported in Table A.VII. We can see that the common-
factor analysis rejects a common-root of p at both the five and one per cent levels.
The restricted model generates a  p  =   - 0.3 with a A of 0.7. The unrestricted model
also (freely) chooses a A of 0.7. The results for the restricted and unrestricted model
are given in Table Il I. As can be seen the model (denoted Ml (general)) is reported
for the whole period 19631II - 1979IV. This is indicative of the stability tests we will
now consider. Table A.V summarises the structural stability results obtained. The
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Figure 1. Normal Probability Plots Ml. GFF 1963II - 1979IV
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local F test seemed to indicate a break at 197211, however Chow and X2
tests did not support such a view, and the graphical results also indicate only a
minor blip. V-R tests in this case accept the NH of equal variances across sub-
periods. What the results seem to suggest is that the break, if any, was very short in-
deed and is best considered as a data manifestation. If we tentatively accept that the
unrestricted M 1  function. (ii), in the lower half of Table 111 is structurally stable, we
may wish to investigate the possibility of functional stability using 19721I as a possi-
ble break. Reference to Table A.VI shows that the function is also functionally
stable. If we consider the limiting log and linear forms (not reported) both are
statistically identical to the GFF. with S values of 1.79 and 0.41 respectively. With
such a relationship identified we may wish to consider the economic inferences of
the results. As mentioned earlier it is the elasticity values which are important
economically. However, in the unrestricted Ml (General) i.e. (ii) in Table III, there
is a problem in interpreting the long-run elasticities. because it is difficult to identify
unique values for B and p (the first-order autocorrelation coefficient) statistically,
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with 04  =   -B p and 84  =  (B + p). This is obviously not the case in the restricted
model (i) which indicates Yl, = 0.85 and Ur  =  - 0·54.
There also appears to be a further problem with (ii) in Table III where the h
statistic breaks down with Var (8) > 1.
Table III. Ml (General) 1963111 - 1979IV
(Mlt - p&111_1 % =
B'31 -p) + Bi(Y,- pY,_I)cAl + B
CrLA - p  rLA,_  1 )CA) + 84(Mt,_i - PMt,_. M + (U,- 96;_ 1)
Constant Y rLA Ml R 2                  'h'             p           A,-/
GFF -316.6 0.096 -288.3 0.898 0.96 - 0.004 -0.3 0.7
( - 3.67) (3.39) (-7.12) (27.7) (539.1)-
vv = 0.85 7   =   - 0.54
Ml, = 88 + 81 Y,m + 0·1  119 , + 8- riL.*lit)
+0
: rLA, 'Al + 04 MIMI + 04 Mlt: + El
Constant Y, Y,_ 1 rLA rLA MI Mi R 3              'h'       A,-, ,-1 , 1
GFF - 443.2 0.032 0.102 -358.7 - 11.88 0.651 0.234 0.90 -   0.7
( - 3.44)(0.399) (1.21) ( - 3.49) ( -0.12) (4.85) (1.92) (101.3)*
Figures in parenthesis are t statistics except those marked * which are F values. rt  and 1 deno[e income
and interest elasticities evaluated at mean values.
+  h test breaks down F(B ) > 1, in this case following Kenkel (1974) Lhe D- Wstatistic  =  1.94. and via
McKnown and Hunter (19*0) the results suggest no first-order auto-correlation.
This is a reasonably common problem, however, and on the basis of the work of
Kenkel (1974) and of McKnown and Hunter (1980), the results suggest the absence
of first-order autocorrelation.
Conclusion
The work in this study has been concerned with the reconsideration of the stability
of the demand for money during the 1970s utilising concepts considered in Mills
(1975). As well as using a statistical method of identifying breaks, due to Briscoe and
Roberts (1977), this study has made a careful consideration of the pattern of residual
normality and investigated maintained hypothesis in Chow-type tests. Because of
the practical problems involved in formulating functional/structural stability tests
this study itself incorporates maintained hypotheses, which in the case of £M3 are
subsequently rejected. As discussed in the third section and note [4] this is best con-
sidered as evidence of misspecification. As such the functional/structural stability
27
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tests are best thought of as diagnostic checks. The data set used is also less likely to
contain spurious breaks caused by the reclassification of newly classified banks in
May 1975.
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On the basis Of these new results it seems that we should be very wary of simple
demand for money relationships even though they may, perhaps due to some
statistical weighting process, look plausible over long periods. This appears to be im-
portant particularly for £M3 where results of functional and structural stability
should be indicative of major respecification of the function. Reconsideration of the
functionally more stable  M l  relationship, here denoted  M 1 (General) seems  to sug-
gest, tentatively, that a functional and structurally stable narrow demand for money
may be possible to identify (although no claim is made that Table III (ii) is to be
regarded as more than an initial attempt at such a relationship).
What does seem to come through quite strongly is that careful statistical, con-
sideration of the stability of relationships can generate interesting and far-reaching
results.
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N otes
1.         See  Bank  of England Quarterly  Bulletin,  197\.
2.      For an earlier paper see Mills (1978).
3.           Tests  for the normality  of the errors are considered later, see Figures  1 -3.
4. When considering the actual results of such tests in the fifth section we find in the case ot £M] that
the maintained hypothesis of functional stability (involved in the primary structural stability test)
is later invalidated. However, what the results suggest, (even on cursory inspection) when taken as
a whole, is that the applied economist should be sceptical ot the formulation of the estimated runc-
tion. In terms Of the argument above the teSt procedures are considered as diagnostic checks. As
an applied economist one would probably not be too happy with the results generated by the sim-
ple £M3 formulation; structural and functional stability test results could be useful in ret'ormula-
tion.  In the case of the M 1  and  M 1  (General) models the structural/ functional test procedure playi
a usefu, role in improving the estimated function, again considering the method as a diagnostic
check.
5.            It is assumed  that  the data sets are independent.  Problems may arise due to the tagged  dependent




6.        The problem associated with the unknown properties of the Chow test when the model being con-
structed includes a lagged dependent variable is not considered here. However, the implicit
assumption of equal variances in the two separate sub-periods is tested, following Phillips and Mc-
Cabe (1983). In several cases the null hypothesis of equal variances across sub-periods is rejected.
see later and Table A.III - A.V.
7.       + S' and t < have been constructed so as to carry out a rwo-sided test at the 0.05 significance
leve£
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Appendix
Tables AI and All give the underlying coefficient values and their t statistics relevant to Tables land II in
the text. It should be noted that comparison of individual coefficient values of different functional forms
is not very enlightening, they are included here for completeness. Tables A.III - A.V give structural
Stability test results for local F, Chow,  F- R and X2 tests.
Table A.VI gives functional stability rest results for M t,  £M) and M l (General). Table A.Vll considers
the COMFAC test on  M 1  (General).
Using the notation of Mills, consider the following definition of functional and structural stability.
Fun..,  inal  Stability
A, w  · 9 equation (2) the demand for money could be considered over the entire period to be
M w=  13      +  B     Y w+B     r w+B     M       w  +  U                                                                                                 (a)
01 11 21 1 31  /-1
or the sub-period, t=  1,2,   . .m, and for the sub-period k  = m +  1, m + 2....T, by
Mke) = 802 + 812 Ykw + 822 'iwi + 832Mk_ IM +Uk                                                             (b)
where y and ;i are the transformation parameters and Bi = (Bo . . . Bil) i -  1,2. are the respective coeffi-
cient vectors.
The idea of different transformation parameters across sub-periods would represent the alternative
hypothesis in classical hypothesis testing. The null hypothesis of functional stability would be that the
transformation parameters are constant across sub-periods, i.e., y=B=A i n (c) below: i.e.
M,(Al = Bot + Bll Y''A) + 821 "A) + B„ M,-1(Al + U,                                                          (c)
1=1,2. . . .m;m+1,m+2. .  .T.
To test whether functional stability is accepted we can construct a procedure based on the result that
likelihoods may be summed over independent sets of data, (Edwards, 1972).
Let Si (y) represent the log-likelihood of (a) at the maximum likelihood estimate (9) and S2 (M) the log-
likelihood of (b) at (A). S   Cy), S: (M) defined as in (6).  Let Si * 2 (i)  =  S,  (A)  +  S  (p) at the maximum
likelihood (i), i.e.
S +2(i)  =  Sj (A)  +  S: (A)  for A  =  B  = y, given the null hypothesis.
The test statistic, A  =  S, (i)  +  Si-(p)   -  St + 2 (A)                                                                                                              (d)
will be distributed as 1/zxp with one degree of freedom.  If A > X2 (1), where o is some chosen level of
significance, the NH of functional stability will be rejected and th& alternative hypothesis accepted.
Structural Stability
The definition of structural stability is the problem considered by Chow (1960), i.e., the coefficient vec-
tors, the B's have been assumed constant across sub-periods. Analagous to the case above wc could test
with x2 i.e..
B  =  Si + 2(L  - S(i) which is distributed  as  '/i  %2  with four degrees of freedom (for Ml  and £M3) and
seven degrees of freedom  for MI  (General).  If B > 2, (4),  (or (D where appropriate) the NH of functional




£M32) = 13" + 81 Y'*1 + 8: rC,IA' + 8, £M3,_'*'  + L':
A               B                Bi              B.              B0                          -
196311 - 19791V
GFF -0.8 - 0.022 0.064 -O r-5 0.954
( -0.53) (2.51) (-2.85) (24.5)
Log 0.0 -0.158 0.075 -0.016 0.942
( -0.45) (1.70) ( - 1.88) (25.1)
Linear 1.0 21.03 0.111 - 597.1 0.935
(0.02) (1.16) 1-0.59) (25.6)
196311-1971 IV
GFF -0.7 0.273 0.203 -0.le-5 0.606
(3.09) (3.61) (-1.14) (5.88)
Log 0.00 0.966 0.322 - 0.003 0.608
(2.00) (3.44) (-0.63) (5.79)
Linear 1.00 2281.3 0.665 - 108.5 0.619
(1.61) (3.37) ( -0.25) (5.83)
19721 - 19791V
GFF -0.1 0.392 - 0.089 - 0.041 1.010
(0.65) ( - 1.05) ( - 5.88) (24.0)
Log 0.0 0.534 - 0.098 - 0.144 1.011
(0.53) (- 1.07) (-5.90) (24.1)
Linear 1.0 -35821.5 -0.245 - 44830.8 1.012
( -5.05) ( - 1.22) ( -5.98) (24.5)
Figures in parentheses are "t" values.
Figures marked " are in exponent t'orm.
Table A.ll. Ml.
M l 'Al   =   81   +   8 1   Y, (A l   + 82 rLA,(A) + 81 MI,-,(Al + U
A                B           BI                B           B0                        2         3
196311-- 19791V
GFF 0.5 -22.36 0.086 - 25.85 0.867
(-1.21) (2.41) ( - 5.67) (20.3)
Log 0.0 0.39 0.079 -0.056 0.868
(0.67) (2.38) (-5.61) (20.3)
Linear 1.0 -9273.7 0.089 - 112874.0 0.866
(
- 3.94) (2.30) ( - 5.58) (20.1)
196311- 1972111
GFF 1.3 -416494.5 0.057 -686524.7 0.609
(4.14) (1.41) ( -4.86) (6.61)
Log 0.0 2.955 0.046 -0.054 0.638
(3.29) (1.51) (-4.75) (7.05)
Linear 1.0 - 8498.9 0.055 -15939.6 0.616
(-2.81) (1.44) ( - 4.84) (6.72)
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Table AM. Mi (continued)
19721\ - 197911
GFF -0.7 -0.187 0.298 -0.16--4      0.913
( - 0.94) (1.51) (-3.91) (13.2)
Log 0.0 - 1.558 0.232 -0.077 0.910
(-1.11) (1.57) C -3.94) (13.4)
Linear 1.0 - 14066.2 0.251 - 12986.0 0.903
(-3.15) (1.61) ( - 3.86) (13.3)
*196311 - 19711
GFF 1.2 -191572.9 0.262 -259605.5 0.675
( -3.73) (2.27) (-4.73> (6.67)
Log 0.0 0.642 0.204 - 0.076 0.716
(0.42) (2.40) ( - 4.59) (7.02)
Linear 1.0 - 17427.7 0.254 -21359.7 0.682
( -3.05) (2.32) (-4.73) (6.74)
Figures in parentheses are t values.
Figures marked e are in exponent form.
*See discussion of results in main text.
Table A. III Structural Stability Tests Ml 196311 - 1972111 . . . 197217 - 1979IV
Local F Test
Obtained local F statistic (n = 4) =  6.040
Tabulated F
(4.3.1) =  2.65
Chow Test
Obtained F statistic =  7.22
Tabulated F =  2.53
(4.591
V-R Test
Obtained F statistic =  6.56
Tabulated F =   1.80
(26.33)
*2 Test
B                                                =   6.791 - 1 xp
1/ZX2 0.95 (4) =  4.74
Rhume: Local F. Chow and x2 tests support view that a structural break occurred at the date given.
However, the  F-R test shows that the assumption of equal variances across sample periods is rejected.
Table A.IV Structural Stability Tests £M3 196311 - 19711; . . . 19721 - 19791V
Local F Test
Obtained local F statistic (n  = 4) =  9.479
Tabulated F =  2.68
{4.31)
Chow Test
Obtained F statistic =  9.53
Tabulated F =  2.53{4.59)
V-R Test
Obtained F statistic =  2.22
Tabulated F i:..„ =   1.84
*2 Test
B                                                                                                  =      31.53      h  x 2921 2 (4)            = 4.74
0.95
Rtsum#: Local F. Chow and 72 tests support view that a structural break occurred at the dace given.
However the F-R test shows that the assumption of equal variances across sample periods is rejected
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Table A.V. Structural Stability Test Ml (General) 1963111 - 197211 . . . 1972111 - 197917
Local F Test
Obtained local F statistic (n = 4) =  4.42
Tabulated  F 4.30 = 2.69
Chow Test
Obtained F statistic =  1.089
Tabulated F -  2.17
(7.32)
V-R Test
Obtained F = 0.364
Tabulated F = 1.96
(30.3 Z)
4 TestB                                    =  7.421 - uxi
9. x2   (7)                           =  7.750.93
Rasumt: Local F test suggests a break at 197211. This is not supported by Chow or x2. This suggests that
the break may have been very short or spurious and not susceptible to local F test identification of any
subsequent break. The F-R test in this case accepts the NH of equal variances across sub-periods.
T2ble A. VI. Functional Stability Test
Mi : 196311 - 19721II . . . 19721V - 19791V
A  = 0.744 - '/SX2
1/'X20.9 (D = 1.92> A
i.e. Functional Stability
£M3: 196311 - 1971 IV . 19721 - 19791V
A  = 30.33 8 '4Xz
'M4093 (1) - 1.92 < A
i.e. Functional Instability
MI (General): 19631Ii - 197211 . . . 1972111- 1979IV
A  = 0.738 - 1/zxz
1/1*20 93(1) =  1.92> a
i.e. Functional Stability
Table A. VII. Common Factor Analysis Ml (General)
1963111 - 1979IV
Restricted i.e. First-order serial correlation corrected - ML grid search
p = -0.3 A = 0.7 LLF = -485.608
Unrestricted
A = 0.7 LLF  =   - 478.023
Test Statistic
Obtained value =  15.17
Tabulated x2 =   9.35
4. O.Of
Tabulated x =  13.34. 0.01
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Box-Cox power transformations and the
demand for money functions in France,
Germany, Italy and the Netherlands
LESLIE T. OXLEY, Department of Economics, University of Edinburgh
SUMMARY The Box-Cox family of power transformations is utilised to co,isider the
functional form of the demand for money in France, Germany, Italy and The Nether-
lands. The optimal functional form is subjected to stability tests which indicate that the
estimated functions were stable over time.
1 Introduction
Economic theory often has little to say about the functional form of a particular
relationship. This is particularly true of the theory of the demand tor money. This
lack of guidance has not dissuaded researchers from attempts to estimate demand for
money functions by imposing, a prion: either a simple linear or log-linear functional
form, see, e.g. Boughton (1979), Laidler  (1985)  and  Fase and  Kune  t.1975   .
The main purpose of this paper is to show that statistical methods can be used.
relatively easily. to test these type of assumptions by utilising the Box-Cox family ot
power transformations. This approach was first used in economics by Zarembka
( 1968)  and  lately by White (1972)  Mills (1978)  and Oxley (1983). Further we will
address the related questions of the stability of the estimated generalised functional
form  (GFF). This will  be undertaken using the relatively recent graphical approach
advocated bv McCabe & Harrison   £ 1980)
Section 2 of the paper shows how Ihe Box-Cox approach can be utilised to
estimate the GFF of the demand for money and how particular limiting cases. e.g
simple linear and log-linear forms can be tested for Statistical equivalence with the
GFF.
In Section 3 the results of the functional form estimates of the demand for money
in France. Germany. Italy and the Netherlands will be presented and briefly
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discussed    for the monetary aggregate   M2    for a period commencing 1960I    and
terminating 1978IVt.
Section 4 presents the stability test results and Section 5 concludes.
2 Generalised Functional Form (GFF) of the demand for money
The original transformation of variables considered by Box and Cox (1964) applied
Only tO the dependent variable. The transformation used in this study follows
Zarembka  (1968), i.e.
7$= A  +U                     (1)
where
Y A:= CY, A.,·.. -VT   )'
is a T x l vector of transformed observations on the dependent variable,X'= Ix„I
is  a  Tx K matrix of observations on K fixed regressors,  the ' denoting that each
column  of X receives  the same transformation  as the vector y, except  for the column
of ones, andu=(ul, · · · ur)',isaTxl vector of random disturbances.  It is assumed
that  X has full-rank, K<T and the elements of one of the columns are all unity.  It  is
further assumed that the u,'s are normally and independently distributed. N(O,a:)
The transformation is:
Y,  '=(Y;-1)/A      Atoy>   0
=Indy,)  A=O
- 5, -1)      A   -1
Making use of this transformation, the generalised functional form of the real
demand for money will be specified as
.li, ' =BU+Fly, '+Blr, A +B,CI,·1 +B,M,21+u r2)
where   M.   and   .W, _ , represent current and lagged real money balances   for   the
respective monetary aggregate, Y, is real income, r, a representative interest rate, CI.
is a measure of the cyclic indicator, and u. an error term satisfying the conditions
above.
The inclusions of the terms Y, and r, are consistent with most other Studies of the
demand for money which draw theoretical  support from Tobin ( 1956)  and  Baumol
(1952). The inclusion  of  M, _ , represents the 'dynamics'   of the money demand
relationship.
The inclusion of the cyclic indicator term, CI, is drawn directly from den Butter &
Fase (1981). There they suggest that 'precautionary motives encourage people  to
keep larger balances when the level of economic activity slows down.' It may be,
however, that the cyclic indicator captures effects other than those related to
precautionary balances. for example. finance motive effects. Because of the complica-
tions of timing associated with such motives it is difficult to give the expected sign of
CI,. although den Butter & Fase seem to imply that a negative relationship should
be expected.
Equation  (2 ) can be regarded as a reduced form resulting from a 'desired' demand
for money relationship, where a partial adjustment hypothesis relating desired
money balances to actual money balances has been postulated. Given this assump-
' See the Appendix for a full description of the data and data periods for each countrv
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tion of partial adiustment the long-run elasticities with respect to the relevant
independent variables are given by
B    r  x.  r  ,
9,=-1-1
1- B, (  .lf,  j
where (1 -B,)  is the one period coefficient of adiustment. assumed to be in the range
0<(1-B,)<1.
With normality of the u 's assumed to hold  (2)  can be estimated by maximum
likelihood methods.
For a full specification of the likelihood function and the maximum likelihood
estimators  of B  &  4 see Oxley  ( 1983).
The concentrated likelihood function is given by:
L(X;y.X)=T/2{In(2·:r)+1}-T/2 ln (6:(A))+CA-1) I InCY,)         (41
The maximum likelihood estimate of X, A may be found by searching over A. the
maximum likelihood estimators of B & a: can be determined as in Oxley.
To test whether a particular limiting form is statisrically equivalent to the GFF,
one can use a likelihood ratio test.
Using the likelihood  ratio an approximate.   100(1-a) ": confidence region  can  be
constructed around the maximum likelihood estimate of A as:
SCA)=2(L max (A)- L ... (A))                                                  (5)
which is distributed   as   X2 .with one degree of freedom    (see   Zarembka).   An
approximate 955 region for A is therefore given by SiX  <3.84.
3 Results and Discussion
Estimation of the functional form of the demand for money function was carried out
using a modified version of the Box-Cox routine developed by Huang et  al.
C 1978).  2   The  data  used are described  in the Appendix.
Before discussing the results in detail it is important to stress that the important
magnitudes are the long-run income, interest and cyclical indicator elasticities. 9„ 9.
and 9.. Comparison of the individual coefficients of different functional forms is not
very enlightening, although their statistical significance has the usual meaning.
If we now turn to the results given in Table 1 we can see thar for Italy and France
the logarithmic functional form is not significantly different from the estimated
GFF  at  the  one  in  twenty  level as indicated  by a value  of Sc A ) equal  to  2.66  and
0.686 respectively. However in both countries the simple linear case is statistically
different from the GFF with SCA) equal to 26.62 and 19.44. In terms of the
plausibility and significance of the GFF results, for both France and Italy the only
plausible underlying coefficients significantly different from zero at the 5% level
relates to A the coefficients On the income term. Although B: is significantly
different from zero in the simple linear form for France. the sub-optimality of this
relationship as compared with the GFF. coupled with the verv high estimated
Seaks & La,·son  ' 1963'  show  how the Box-Cox approa:h  can be  wilised on  the TSP   Time Scries
t'mess„r  :conometric package. Further the :conometric package SHAZA.\1  sce White. 1978 · also allow,
estimation ot modelb Utilising the Box-Cox transformation.
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elasticities suggest that this is a badly misspecifed model. The cyclic indicator term
was not significant in any of the estimated functional forms for France and Italy.
TABLE  1.
M,'-4.+ILY, ' +11:r ' +ACI · +11..;f .'. +U
France. 1960: II-1978: Ir
,\ ny 'tr B 12·          9,1,       DIF{h}
GFF - 0.2 1.307T -0.199 - 0.064 0.998 - 1.650
(16812.5 J {1.5921
Log 0.0 1.3787 -0.259 - 0.092 0.998 0.686 1.642
(16196.7) {1.6291
Linear 1.0 2.365+ -0.982t -0.+45 0.998 19.44 1.715
fl 2713.2) 11.2981
Germany. 1960: II-1978: IV
GFF -1.30 1.121t - 0.33 0.021 0.993 - 2.232
(2816.7) (-1.217i
Log 0.0 1.265t -0.087 - 0.003 0.991 14.03 2.172
(2092.4) (-0.981}
Linear 1.0 1.463t -0.129 -0.032 0.987 39.18 2.154
(1517.6) 1-0.9031
Iralv. 1962: III-1978: IV
GFF -0.4 1.825+ -0.124 -0.655 0.991 - 2.049
1843.1, 1-0.8801
Log 0.0 1.769t -0.085 -0.602 0.990 2.66 2.049
(1682.5' 1- 1.7951
Linear 1.0 1.747t -0.0008 -0.513 0.986 26.62 2.009
(1151.5) {-0.087}
Figures in c  , are F values. figures in { } denote Durbin h statistic. 711• Ilr and 40
denote income, interest and cyclical indiator elasticities evaluated at mean values.
Figures marked t signify that the underlying B coefficient is significant ar the 5"A
level.  For  an  explanation  of S  ,A )  see  Section  2.
Turning to the German results both the log and simple linear forms are outside
the confidence region   for  the  GFF with values  for  S(X)   equal  to   14.03  and  39.13
respectively. Again the only underlying coefficient significant at the 55 level was B,
Although the estimated elasticities are very similar for all the functional forms
considered, what we can say is that the GFF results suggest the lowest income
elasticity of the three forms considered with a value close to unity.
If we consider the results relating to the Netherlands, we can clearly see, Table 2a,
that they exhibit strong positive first-order autocorrelation.
Re-estimation implementing the Cochrane-Orcutt transformation. available as a
grid-search on many econometric packages,to correct for first-order autocorrelation
yielded the results reported in Table 2b. Here we find the log-form within and the
simple linear form outside the confidence region  for  the  GFF  with  values of  1.572
and 14.55 respectively for S (,\1. However. both the log and simple linear forms still
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exhibit first-order autocorrelation based on Durbin's h statistic with values of 1.692
and 1.834 respectively. Given that the log form is within the confidence region for
the GFF and the h rest results are only marginally significant at the 5% level, the
results  may  give some support   for  the  view  of  Box  &  Cox   (1964), that apparent
autocorrelation may be due to an incorrectly specified functional form.
T.181.E 2.
M   '  = /1 +B  P      +11 r     +B:CI     +B..lf.  ' +C'
Netherlands. 1960 II-1978: IE
la') A 91' 'tr Tic A S<,\. Dir' C h l               p
GFF -0.5 0.682+ -0.009 -2.924+ 0.986 - 1.626
(1343.0) 12.0521
Log 0.0 0.639+ 0.040 -3.188+ 0.986 1.510 1.605
(1340.4, 12.1611
Linear        1.0 0.580+ 0.118 - 3.766t 0.985 15.06 1.549      -
(1222.0) 12.386}
(b)
GFF -0.5 0.683t -0.023 -2.921+ 0.962 - 1.771 0.5
(458.21 0.5821
Log 0.0 0.667t 0.005 -3.098t 0.971 1.572 1.755 0.4
(618.0) {1.6921
Linear 1.0 0.627t 0.655 -3.516t 0.967 14.55 1.721 0.35
i528.1 1.834}
See Table I for a description of symbols used. except p which is the estimate 4,1 [he tirst-order
autocorrelation coefficient.
Finally if we consider the estimated elasticiries, again we find that it is only the
coefficient  On the income  term  that is significantly different  from  zero  at  the  5r,
level. Also of interest is the relatively low value of the estimated income elasticity
with a value of 0.683.
4 Stability
The strength of the results discussed above depend crucially upon the stability of the
estimated functions.
The Stability of the GFF was considered using the graphical methods derived by
McCabe & Harrison  ( 1980).  For a detailed discussion  of the test procedure readers
are referred to the original source. The results of subjecting the estimated functions
to  such  test  are  presented  in  Figs  14. In terms of interpreting the results,  the
crucial thing to note is that the Standardised cumulative sum of squares  I the heavy
line)  does not cross  + St * which would indicate instability'
2 S<    and   f X.*  have  been  constructed  so as to carrv out  a two- ided  tesi  .1[  the 0.05  Sitinih.·ance ler·ei.
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As such the results for all four countries considered suggest considerable Stability
of the preferred GFF formulation.
5 Conclusions
The Box-Cox famih of power transformations offers a simple and useful statistical
42
Demand for money
0929 - lIl    220 857 k





& 1 1       1
»1  1               1
z o e- 1.1         11j
 0357- 1 1-1        /=--- il
0.215 -
0143 -
1..             .          .-.:o.on -
0000 -
1963 1965 1967 1969 1971 1973 1975 1977
FIG. 3. Standardised cumulative sum of squares Italy. MZ (GFF) 1962: II-1978: IV.
0.929 -
0859 -
-          
it
0.717 -
N  0647 -
S
3  0576 -




1                                                         /
1  0364 -
1 ojj . it
0/1 -        /   
    ., .4.li -1    /
0 152
l    1 -S:0--          2          l    i4  / 1
0.011. 1  1..    I.    .
1961 1963 19.6 1967 1.9 1971 1973 1975 1977
Flu. 4. Standardised :umulative sumot squares Netherlands. AU   (;FF Auto:orrected,  1960: II-1978:I\'.
method of estimating the functional form of many relationships which may support
or otherwise a pnon ascertions.
The results presented in this paper suggest that investigation of the functional
form of estimated relationships yield significantly different results to those generated
by imposing either log or simple linear forms. The estimation procedures are now
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available on many of the popular packages and the test procedures necessary to
discriminate between functional forms are simple to implement.
Correspondence: Leslie T. Oxley, Department of Economics, University of Edin-
burgh, William Robertson Building. George Square, Edinburgh EH8 9JY, U.K.
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Appendix: the data
The  data  used  in this study  has been derived from Table  Al  of den  Butter  &  Fase
( 1981).   The   data   are all quarterly, commencing 1960:I   in   the   case of France,
Germany, and the Netherlands and 1962:II for Italy and terminating in all cases in
1978:IV.                                                                                                           i
m    = nominal M2; quarterly averages :except Italy where data are end quarter).
Y   = nominal GNP for Germany and the Netherlands, GDP for Italy and France.
p      = implicit price deflator  with  1970= 100.  in all eases
Y    = y/p:  real  GNP  (or GDP where appropriate)  in 1970 prices.
M   = m/p: real money balances





For Germany = percentage of unemployment
For   France = dara constructed from the volume of gross industrial production
(see Den Butter and Fase)
For  Italy -the index from the assessment of total order books of industrial firms
(see op cit)
For  The Netherlands=the utilisation rate of labour
For Germany: m and y are billions of DM.
For France: m and y are billions Ffr.
For Italy: m and y are in 1000 billion of Lire.
For The Netherlands: m and y are billions Fl.
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FIXED MONEY GROWTH RULES AND THE RATE
OF INFLATION: GLOBAL VERSUS LOCAL
DYNAMICS
DONALD A. R. GEORGE'
Department of Economics, Queen's University, Canada and Department of
Economics, University of Edinburgh
AND
LES OXLEY*
Department of Economics, University Of Edinburgh
INTRODUCTION
Modern macrodynamic models usually include the assumption of rational
expectations (RE) and very often that of full market clearing. Assumptions
such as these provide descriptions of the real world which may or may not have
empirical support. Many such models have another common characteristic
which is of a technical character. That is they often exhibit linear saddlepoint
dynamics (see for example Brock and Turnovsky, 1981; Currie, 1985; Hall and
Kennally, 1988; Liviatan, 1984; Miller and Weller, 1990; Niehans, 1987). This
approach to macrodynamic modelling has found its way into the textbooks and
is usually taken for granted. It has certainly been exempt from any sustained
critical discussion.
These models usually take their linear saddlepoint form as a consequence of
the linearisation of an inherently non-linear model via (sometimes implicit)
appeal to Hartman's Theorem. The danger of linearisation are discussed
in George and Oxley (1985) where it is pointed out that linearisation via
Hartman's Theorem is a purely local procedure which can be misleading in
cases where the global dynamics are important. The discussion in our 1985
paper is somewhat abstract and the major objective of this paper is therefore
' Earlier versions  of this paper were presented  at the European University Institute
(Florence). the 1989 Australasian meeting of the Econometric Society, Stirling University and
Uppsala University. We are grateful for the constructive comments made at those seminars.
In particular we would acknowledge the advice of Mario Nuti. Felix FitzRoy, Peter Stemp,
John Pitchford. Ngo Van Long, Thomas Moutos, Ron Shone, Peter Englund and Ragnar
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to provide a concrete illustration of the importance of global over local
dynamics. To this end we develop a simple 'money and growth' model due to
Burmeister and Dobell (1971) which embodies the classical assumptions of RE
(which, in this model, is equivalent to perfect foresight) plus full marker
clearing. The local and global dynamics of the model are compared. Local
linearisation generates the standard saddlepoint dynamics with a unique long
run equilibrium while the global dynamics display two long-run equilibria.
Convergence to the second of these is, in a sense, the generic behaviour of the
model, and it has very different policy implications from those which can be
derived from the model's linearisation. In particular a fixed money growth rule
is not sufflcient for the long-run control of inflation when the global dynamics
are taken into account, though it is suff cient when the local linearisation is con-
sidered. Thus striking policy differences emerge between the global and local
versions of the model. Note that both versions embody the pure 'New
Classical' assumptions of RE plus full market clearing. Despite this, the global
version has some very non-New Classical policy implications. Thus we illustrate
the importance of considering the full global dynamics of macroeconomic
models rather than relying on local linearisation.
The orthodox approach, using local linearisation. has an important technical
corollary, namely  the  need to introduce the notion  o f 'jump variables'. These
variables have the property that they jump in such a way as to return the system
to the stable manifold should it ever become displaced from it. Provided the
number of jump variables is equal to the dimension of the unstable manifold
there will (in general) exist a unique jump which achieves this. The existence
of a suitable jump is, however, no guarantee that such a jump will actually
occur when required. Standard macrodynamic models provide no explanation
of the economic mechanism which causes jumps to occur or of why the
dynamic implicit in the model should cease operating when the system is off the
stable manifold. It is shown in this paper that when the full global dynamics
of the model are analysed, the need for a jump variable mechanism disappears
Macroeconomists have been concerned with a wide variety of issues such as
long-run neutrality or super neutrality of money, short-run policy ineffective-
ness and real business cycles (see e.g. Barro, 1977; Sims, 1980; Kydland and
Prescott,  1982).  It is  not the intention of this paper to address these issuej
Moreover, we are not advancing the global version of the model presented here
as a full explanation of inflation and hyperinflation. It does however provide
some insights into the nature of inflationary bubbles and it might well be
capable of development into a genuine explanatory model. Section V of the
paper contains suggestions as to which developments would be most fruitfui
In Section II the model is developed and its local and global dynamics com
pared. Analytical solutions cannot be found for the global version of the
model. Section III therefore presents some simulation results. These results are
compared with actual data in Section IV, which briefly considers some of the
empirical literature on inflationary bubbles. There is no intention here to mimic
the sophisticated methods of Kydland and Prescott (1982) Section V conclude,
and offers suggestions for future developments.
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II
MONEY, GROWTH AND INFLATION
The dynamics of inflation in a growing economy have been considered by
several authors including Sidrauski (1967), and Fischer (1979). Typically these
models are formulated as infinite horizon, single agent, utility maximization
problems which exhibit unique convergent paths to steady-state. In Sidrauski's
linearised model the steady state is characterised by superneutrality whereas
Fischer (1979), utilising a constant relative risk aversion utility function, dem-
onstrates that this property does not generally hold on the transition path to
steady state. On such paths capital accumulation is faster the higher is the rate
of money growth.
Models of growth and inflation are usually linear or linearised. The major
consequence of growth is that, along an equilibrium growth path, the expected
rate of inflation will be equal to the rate of monetary expansion minus the war-
ranted rate of growth. Moreover, in a perfect foresight world (or in a steady
state where expectations are fulfilled) one can equate expected inflation with
actual inflation.
In this section we develop a simple model of growth and inflation (due to
Burmeister and Dobell, 1971) in which agents have perfect foresight concerning
the price level and all markets clear continuously. A fxed money growth rule
is assumed and it is shown that even under these extreme assumptions, it is still
possible for the rate of inflation to be independent on the rate of nominal
money growth. In fact it is possible for the rate of inflation to increase without
bound. Firm control of the money supply is thus seen not to be sufficient for
long-run control of the rate of inflation. In the next section numerical simu-
lations with plausible parameter values provide support for the theoretical
argument.
Assume a constant returns to scale production function:
Y =  F(K,  L)                                                                                                                                                                          (1)
where Y = output, K = capital stock,  L = labour. This may be written in inten-
sive form:
y =Ak)                                                                                   (2)
where y = Y/L and k = K/L. A simple proportional consumption function is
assumed:
C=c Y    (0<c<1)                                                                                (3)
giving a macroeconomic equilibrium condition:
Y=cY+K+6K (0<6< 1)                                      (4)
where  6 = depreciation  rate of capital  and  K net investment.  (N. B.  the  'dot'
notation denotes time derivatives throughout.) We assume the goods market to
be permanently in equilibrium and thus equation (4) to be permanently
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satisf ed. It is easy to derive the following differential equation from equations
(1) to (4).(See Burmeister and Dobell, 1971, though note that our notation is
slightly different from theirs)
k = sf(k) - (6 + n)k = B(k)                                                                     (5)
where s=1-c and n= rate of (exponential) growth of the labour force.
A constant exogenous growth (e) rate is assumed for the nominal money
supply (M):
M=SM                                                            M
A standard demand for money function is assumed:
m =MIL= P.GCy, r)                                                                                         0)
where P = price level, r = nominal interest rate, m = per capita nominal money
balances and we assume
Gi(y, r)>0   02(Y, r)< 0.                                                   (8)
Equation (7) may be rewritten as:
x=m/P= G(y, r)                                                          (9)
where x = per capita real money balances. The money market is assumed to be
permanently in equilibrium and the conditions of the implicit function theorem
are assumed to hold for equation (9). We may then write:
r = HCy, x) (10)
There are, in effect, only two assets in the model, money and physical
capital. The nominal interest rate may therefore be identifed with the expected
money yield on physical capital. Assuming that the rate of inflation is perfectly
foreseen, we may write:
r=f'Ck)-6+ PIP. (11)
Equation (11) effectively identif es the real rate of interest with the marginal
product of capital (net of depreciation).
From equations (6)-(11) it is easy to derive a differential equation in x (see
Burmeister and Dobell, 1971):
k=x(f'(k) +e-6-n- H(f(k), x)) = D(k, x). (12)
Equations (5) and (12) together constitute a dynamical system in k and x
though note that (5) can be solved independently of (12) since the former
equation does not involve x. The standard approach to solving this system
would   be  to Orst establish the existence  o f an equilibrium   (k*, x*)   such   that
k*, x* > 0 and:
B(k*) = 0,    D(k*, x*) = 0.
The  next step would  be to linearise  the dynamical system about  (k*. x*)  by
(sometimes implicit) appeal to Hartman's theorem. This theorem ensures that
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the phase portrait of the linearisation is (in most cases) locally homeomorphic
to the phase portrait Of the original system (see George, 1988). The use of this
theorem in the context of dynamic economic models involves considerable
dificulties, some of which are associated with the local nature of the equiv-
alence (see George and Oxley, 1985, for a fuller discussion). It is easy to deduce
(see Burmeister and Dobell, 1971) that the phase portrait of the linearised
system is a saddlepoint. It is depicted in Figure 1. Paths with initial conditions
lying  on  the stable branch will converge  to the equilibrium  (k*, x*). All other
paths exhibit x diverging   to    t 00. These divergent paths entail an eventually
negative price level and are therefore treated as economically meaningless. This
analysis can be augmented by noting that a divergent path will not, in general,
satisfy the transversality condition arising from a standard intertemporal utility




X-  -  ---
k'                          k
Figure 1.
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But how is this convergence to be guaranteed? In the standard analysis the
situation is saved by the intervention of so-called 'jump-variables'. usually
prices, which adjust inftnitely fast to ensure initial conditions which do lie on
the stable branch, thus guaranteeing convergence. In this model the price level
could play this role, allowing per capita real money balances to adjust appro-
priately. The capital stock would be treated as a 'pre-determined' or 'backward
looking' variable. Convergent paths entail real per capita money balances
tending to x' >  0 as time tends to infinity which, in turn, implies a steady state
rate of inflation equal to the (exogenous) rate of nominal money supply growth
minus the (natural) growth rate of the economy. Thus controlling the growth
rate of the nominal money supply is necessary and suff cient for the (long-run)
control of inflation.
The picture is quite different when the global dynamics of the system are con-
sidered. The phase portrait for this case is depicted in Figure 2. Considered glo-
bally the system  has two equilibria. In addition  to  the  saddlepoint   (k*, x*)
X-
 _3/                     'k.                           k
Figure 2
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(point A) there  is a stable  equilibrium  at (k*,0) (point B). Paths with initial
conditions lying above the stable branch still entail eventually negative price
levels and still violate most transversality conditions. This is not true of paths
with initial conditions lying below the stable branch. Such paths converge to
equilibrium B and entail always positive price levels. They also satisfy most
transversality conditions. These paths cannot therefore be ruled out on the
grounds of economic irrationality. Along such a path goods and money
markets clear continually and price expectations are continually verihed by
experience. There is therefore no reason why such a path should not be fol-
towed by rational agents and no reason for any price jump to occur to return
the economy to the stable branch. In fact paths converging to point B are, in
a sense, typical of economically rational paths. To be more precise the set of
paths which converge to point A is of measure zero in the set of all solution
paths. There is therefore a zero probability of the system following such a path.
Of course i f the price level jumps so as to place the system initially on the stable
branch then this would cease to be true since, in this case, the set of solution
paths shrinks down to the stable branch alone. But as pointed out above the
model provides no reason for such a jump to occur nor any mechanism by
which it might be brought about. All solution paths are RE paths so there is
certainly no need for a jump to occur in order to maintain the rationality of
expectations.
The rate of change o f pric<s is determined by equation (11). The nominal rate
of interest is ftxed at each instant via equilibrium in the money market and the
marginal product of capital is fxed at each instant by the amount of capital
in existence. Thus, according to the dynamic implicit in the model, P is always
finite and the price level can never jump. Abandoning jump variables does not
mean that the solution path of the system is indeterminate. The price level can
be thought of as having an initial value, just as the capital stock and nominal
money stock do. Thus initial values exist for both x and k, providing a full set
of initial conditions and isolating a unique solution path. Of course one may
wish to modify the model and include a jump variable mechanism explicitly in
its dynamic. This only makes sense if one has in mind an economic mechanism
which can bring jumps about. For example, in a centrally planned economy it
is conceivable that the planners can engineer jumps in the price level. In a
market economy the monetary authorities may have a 'helicopter drop'
mechanism available by which the level of nominal money may be suddenly
changed, keeping its rate of growth constant. We may therefore wish to regard
the level of nominal money (rather than the price level) as a jump variable.
Neither possibility is admitted above, though we analyse the effects of the latter
later  in this section.
It is important to note that along paths converging to B, x iS tending to zero
as time tends to infnity. Thus the price level must eventually grow faster than
the rate of growth of nominal money minus the (natural) growth rate of the
economy. In such a case control of the nominal money supply is not suffcient
for the (long-run) control of inflation. In fact, using standard functional forms
for the production function and the demand for money function. it can be
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shown that such paths often entail an inflation rate tending to infnity as time
tends to inflnity. All paths converging to the B-equilibrium represents bubbles
in the sense that the price level diverges from economic fundamentals as the
economy moves along such a path. They are rational bubbles however, not
requiring any assumption of irrational behaviour. They are also equilibrium
bubbles which have no inbuilt tendency to burst. Actual bubbles are usually
burst by some form of government intervention, in which event the model pre-
sented above would break down. Interestingly such an intervention could take
the forrn of an unexpected increase in the level of the nominal money supply
with no change in its rate of growth. This is the same policy response suggested
by Buiter and Miller (1981). Such a response is illustrated in Figure 3. The fact
that agents may expect such intervention sometime in the future does not of
course prevent them from inflating such a bubble in the frst place.
Note that increasing the rate of growth of the nominal money supply raises
the steady state rate of inflation and the steady state level of real per capita
money balances but it does not qualitatively alter the phase portrait of the
dynamical system. This is illustrated in Figure 4.
Even with very simply functional forms it is, unfortunately, impossible to
solve the dynamical system above by analytical means. The next section there-
fore presents some numerical solutions of the system.
X ---  - --
-
k'                       k
Figure 3.
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NUMERICAL SOLUTIONS OF THE MODEL
To obtain numerical solutions of the model it is necessary to assume particular
forms for the production function and the demand for money function.
We assume a Cobb-Douglas form for the former and a loglinear form for the
latter:
y=Ar W< a < 1) (13)
log x = bi  log y - b2  log r. (14)
Note that, in this formulation, b, is the income elasticity and b2 the interest
elasticity of the demand for money. The model was re-written in discrete time
form and a simple Fortran program was written which solved the model.
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Parameter values were set as follows:
A = 2·00, c=0·8, a =0·25,6 - 0·03, e = 0·05
b, = 1·0, bi = 0·25, n = 0·02.
Figure 5 is a graph of x against time. Along the simulated path the inflation
rate reaches 140070 by period 10, even though the rate of nominal money growth
is constant at 5% and the natural growth rate is constant at 2070.  Real per capita
money balances tend to zero during the inflationary period, as is evident from




The global version of the model described above suggests that an economy
operating a fixed money growth rule is likely to experience inflationary bubbles.
While the model is clearly too simple to provide an adequate explanation of
inflationary or hyperinflationary experience, it might provide the basis for an
explanatory model. It is therefore of interest to consider, albeit briefly, the
empirical evidence for the existence of inflationary bubbles.
The seminal paper by Flood and Garber (1980) tests for the presence of
bubbles in the general price level using German data, but fails to locate any.
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Subsequent work by Burmeister and Wall (1982) applies Kalman fltering tech-
niques to the German hyperinflation and concludes that rational bubbles in the
general price level do occur. This conclusion is confirmed by Flood, Garber  and
Scott (1984) who use multi-country tests. There are several studies which locate
bubbles in particular markets such as the foreign exchange market (see e.g.
Woo, 1987). An excellent survey of the literature is provided by Camerer
(1989).
The global version of the model described above implies the existence of time
periods  when P/ P>M/M o r alternatively,  M/P-O a s t- 00. Further,  the
model predicts that high nominal interest rates will be associated with high
inflation rates.
In this section we will present data from a number of high/hyperinflation epi-
sodes. The particular events considered are the classic European hyperinflation
episodes which occurred in Germany, Greece and Hungary. The more recent
Latin American and Israeli cases are also briefly investigated.
Germany, Greece and Hungary
The data taken from Sargent (1986) for the German and Polish cases and
Anderson et a/. (1988), for Hungary and Greece, are presented as Figures 6 and
7  below.  Firstly,  for  all the countries considered periods where  P/ P > M/ M
clearly exist. That they tend to be short in the main is probably due to govern-
ment attempts to 'cure' the hyperinflation, i.e. change the initial conditions
to  shift the economy  to a different trajectory. The tendency  for  M/ P-0  is
exhibited for all the countries and is illustrated as Figures 6 and 7.
Argentina, Mexico and Uruguay
The data used in these cases is drawn from the International Monetary Fund
(IMF) International Financial statistics. All data relate to a common measure
of 'money' and the units are annual rates of change of M and P, presented as
quarterly observations. Such data is presented as Figures 8 and 9 below. The
rates of change of M and P on most measures would not constitute periods of
hyperinflation, except perhaps Argentina. However, the data does not refute
the  implication that periods  when   P/ P > M/ M exist,  even   for less extreme
episodes of inflation.
Nominal interest rate data
A further implication of the model iS the association of high nominal interest
rates  and  high  P/ P. Again utilising  IMF data sources, some support  for  the
implication is presented as Table  1  below.  The numerical simulations  of Section
III suggest nominal interest rates in excess of 100% per annum could be
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expected. The data below does not refute this possibility for the recent cases
of high inflation experienced in Argentina, Brazil, Mexico and Israel.
To summarise. a preliminary investigation of actual data lends support to
the qualitative and quantitative predictions of the model. Clearly, this does
not rule out observationally equivalent alternative traditional models which
may well predict similar events. This was never the intention of either the
modelling section nor the data conformability exercise. However, it does offer
some support for a more extensive modelling and data evaluation study,
including the simulation  of  P/ P based upon actual money growth rates.  Fur-
ther, the implications o f allowing M/ M to be endogenously determined  with  a
government budget constraint, needs to be investigated.
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Nominal interest rates (070 per annum)
Year Argentina Brazil Mexico Israel
1977 242·2        --       --        --
1978 125·2        33       10·5
1979       99          35       15·02
1980       88          38      22·5       89
1981 122·7        49 30·8 177
1982 166·2        49 45·8 170
1983 407·8 156      59         140
1984 558 215      49         186
1985 520·3 219      63        823
1986 61·2        50      88        503
1987 -- 391 103         60
Source: IMF International Financial Statistics. various issues.
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V
CONCLUSIONS AND SUGGESTIONS
The main aim of this paper was to compare the local and global dynamics of
a simple model of a monetary economy which embodied the classical assump-
tions of rational expectations and full market clearing. The paper shows that
very different conclusions (including policy conclusions) follow from the global
version of the model than from the local version. We argue that the global
approach is the correct one to use when analysing macrodynamic models and
that the local linearisation approach should not be used in connection with this
type of model.
A secondary aim was to compare the qualitative and quantitative impli-
cations of the model with real-world data. Such comparisons were not
unfavourable to the implications of the theoretical section.
However, the model was by construction simple. Clearly to examine this
alternative modelling approach in more detail both the theoretical formulation
and the numerical simulations need to be extended. There are a number of
possible routes to take. Firstly and easily, (see Burmeister and Dobell, 1971),
the model can be extended to allow the monetary sector to impact upon the real
sector. As presented the model exhibits both short run and long run (super)
neutrality. Secondly, an explicit consideration of the Governments' budget
constraint should be developed. As presented, the model implies a continuously
balanced budget. Examples of papers which include an explicit budget con-
straint include, Calvo (1985), Liviatan (1988), Nguyen and Turnovsky (1983)
and Nguyen (1985). Such amendments may also include the endogenisation
of money growth-this would be crucial to a full, predictive theory of hyper-
inflation. Thirdly, a more extensive simulation exercise is probably required
including the choice of alternative functional forms. Earlier work (Oxley and
George, 1987) was based upon alternative forms of the demand for money
function. Constraining the demand for money to be linear in all its arguments
implies a (high) upper limit to the rate of inflation. This is not a property
implied  by any exponential formulation of the function.
Finally, an important qualitative prediction of the model is that the price
level is likely to exhibit bubbles. As the empirical data suggest, bubbles (i.e.
PIP> MI M do exist. They do not, however, seem to last longer than about
tWO years. We suggest that this is probably due to successful efforts by govern-
ments to change initial conditions. P and /or M. in order to influence the actual
trajectory followed. That this is an option open to governments should not be
in doubt. Even 'hardline' RE theorists, for example, Patrick Minford, accept
that governments may want to influence macro-dynamics. He chooses, how-
ever, to put the burden on to terminal conditions, (Minford, 1988), to quote:
...  given a policy-maker's desperate problems with non-unique economies,
they certainly have a strong incentive to give guarantees that underlie these
terminal conditions. (Minford, 1988) (emphasis added).
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Abstract. The paper critically reviews the literature on the econometric issues
raised by the use of generated regressors (GR) in empirical models. The
economic rationale for the use of GR is considered, with examples being drawn
from several macroeconomic examples, including New Classical Macroeconomic
(NCM) models which postulate monetary neutrality. Various estimation
methods are discussed for models which include 'surprise' or 'unexpected' terms
and the strengths and weaknesses of each approach are investigated. Drawing
upon the work of McAleer and McKenzie (199lb), situations where the typiCally
inefflcient two-step estimation (2SE) method will be efficient are highlighted.
Problems of model misspecifcation and measurement errors are also
investigated. An empirical section highlights some of the dangers of using
uncorrected 2SE estimation results through a careful consideration of many
recent attempts to test the NCM monetary neutrality hypothesis.
Keywords. Generated regressors; two-step estimation; monetary neutrality.
1. Introduction
Expectations play an important role in many areas of economics, such as in
macroeconomic dynamics and microeconomic intertemporal optimization. The
1970s  and  1980s  saw  the  development  of a number  o f models where unexpected
events, 'surprises', or 'news' began to play a prominent role in analysing
economic behaviour (see, for example, Sargent and Wallace (1975)).
Developments in economic theory led to empirical applications. Economic
models were formulated, estimated and tested in which the independent variables
in one equation were either predicted/fitted values, or the levels or squares of
residuals, generated from another equation.
Such models with 'generated regressors' (GR) gradually began to permeate
major areas of economics. The effect of 'news' in efflcient markets was
considered by Frenkel (1981) and followed by many empirical applications,
including models of exchange rate determination by, for example, MacDonald
(1983a,b, 1985). Models of the consumption function with a specific role for
'surprise' income include Hall (1978), Bean (1986) and Muellbauer (1983).
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Furthermore, the conversion of survey-based expectations from qualitative
response data to a quantitative series typically produces GR (see, for example,
Pesaran (1984, 1987) and Smith and McAleer (1992a)). However, the most
influential body of literature relates to the effects of 'unanticipated' monetary
growth derived from the work of Barro (1977). This important and widely-cited
article initiated an industry of empirical applications, some of which will be
discussed in Section 4. In particular, those papers post-1986, which report only
uncorrected ordinary least squares (OLS) results, will be highlighted and
reference will be made therein to the problems of inethciency and inconsistency
of the standard errors, to be discussed in Section 3. For a more extensive
discussion of such empirical applications, see Oxley and McAleer (1993). Other
models, such as those attempting to test the 'buffer-stock' notion, also involve
some concept of 'unanticipated money' (see, for example, Carr and Darby (1981)
MacKinnon and Milbourne (1984), Carr et al. (1985) and Cuthbertson and
Taylor (1987 , 1989)).
Although clearly important, expectational and surprise variables are typically
not directly observable. At the theoretical level, such a characteristic is of little
practical signiftcance since conclusions can be derived On the basis of the
assumed generic properties of the expectation formation mechanism; for
example, convergence in an adaptive expectations regime or orthogonality in
Rational Expectations (RE). However, if such conclusions are to be tested, the
lack of observability of variables assumes far greater importance. In the absence
of direct measurement of expectations, typically from surveys, some form of
indirect measurement is clearly required.
Backward-looking mechanisms, such as adaptive or autoregressive
expectations, derived as a weighted average of past observations of the variable,
were generally superceded  in the 1970s and 19805  by the 'model consistent',
forward-looking hypothesis of RE. The RE hypothesis gained increasing
support, in part, because of its conditional nature, namely a measure of
expectations that was derived as being consistent with a particular underlying
structural model.
The main purpose of this survey is to review critically the econometric issues
which arise in models with unobserved variables. It will be assumed throughout
that such variables are stationary. Since the seminal work of Pagan (1984,1986),
a number of theoretical developments have occurred, both in relation to
estimation, such as Hoffman (1987) and McAleer and Smith (1990), and
inferences in hypothesis testing, such as Gauger (1989). Both estimation and
inference are assuming greater importance in applied economics as the
prevalence of models which are estimated using GR, either implicitly or
explicitly, increases substantially. With the widespread adoption of RE and a
continuing popularity for New Classical Macroeconomic (NCM) ideas, the
statistical properties of GR models, particularly their strengths and weaknesses,
need to be clearly understood.
The most prolif c area of empirical applications utilising GR relate to variants
of the Barro (1977) model. Barro formulates tests of the NCM monetary
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neutrality proposition which, of necessity, requires some measure of monetary
surprises. This issue produced a massive and continuing research programme,
stemming from Barro (1977) through to McAleer and McKenzie (1991a). This
emphasis will be reflected by using variants of the Barro approach to illustrate
important empirical issues relating to estimating RE models in general, and GR
models in particular. However, GR problems permeate many areas of economics
and the issues highlighted here have considerably more importance than simply
tests of monetary neutrality
In Section 2 we consider how GR arise as a consequence of the economic
modelling process. Section 3 discusses the estimation of models with GR and
emphasis is placed on the efficiency of (uncorrected) two step estimation (2SE)
under various conditions. Section 4 discusses a number of post-1986 empirical
results relating to GR models in general, and to tests of the NCM monetary
neutrality hypothesis in particular, and highlights the problems associated with
drawing valid inferences in such models. Concluding remarks are given in
Section  5.
2. Generated regressors
In this section, various conditions under which generated regressors may arise as
a consequence of the economic modelling of a particular problem are illustrated.
Four examples are considered: qualitative response models; exchange rate
models  with a speciflc  role  for 'news'; 'surprise' consumption functions;   and
New Classical 'surprise supply functions' of the Sargent and Wallace (1975) type
which underpin the empirical models of Barro (1977).
GR arise in a number of ways and the manner in which they enter the
equation(s) of interest affects both identifcation and estimation. Pagan (1984)
identifies three different theoretical situations where GR are produced: (i)
predictor GR, where the regressors are constructed as predictions from another
equation; (ii) residual GR (levels), where the regressors are obtained aS the
residuals from another regression; (iii) residual    GR (variance), where the
variance, rather    than the level    of the 'surprise',    is of interest. Clearly,
combinations of such cases exist: for example, predictor and residual GR are
included in the NCM models of the Natural Rate-Rational Expectations
(NR-RE) hypothesis, which will be discussed below. Less common are examples
of residual GR (variance), but these include Makin (1982), Mullineaux (1980),
and Levi and Makin (1980), which teSt for the effects of inflation uncertainty on
real economic activity.
Illustrative models
1.1. Qualitative response models
Testing of expectations formation hypotheses may be based either on directly
observed expectations data or on indirect expectations data. Few empirical
Basil Black ril 1903
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studies have been based on direct observations whereas many have relied on
indirectly observed (that is, generated) expectations series. Tests of the Rational
Expectations Hypothesis (REH) are typically indirect tests, being based on model
consistent expectations. As the name suggests, model consistent expectations
equate individual subjective expectations to the objective expectations of a model
and are, therefore, not invariant to the model specifcation used. Indirect tests
also require several restrictive assumptions, such as knowledge of the
information set and knowledge of the 'true' structural model and its parameter
values.
Pesaran (1987, p. 207) argues that:
Only when direct observations on expectations are available is it possible to
satisfactorily compare and contrast alternative models of expectations
formation.
But what precisely is meant by 'direct observations'? In practice, 'direct' survey
response expectations data are typically of a qualitative nature, whereas what are
required are quantitative series. Two methods are available for converting
qualitative response data into a quantitative expectations series, namely the
probability approach and the regression model approach.
1.1.1. The probability method
The probability method was developed by Theil (1952), and is discussed in detail
in Pesaran (1987). It is assumed that there is some indifference interval, (air. bit),
around zero within which individuals report the expected change in a variable as
being  zero, but report the variable as having changed outside the indifference
interval. A number of key assumptions is made, namely: (i) each agent (firm) has
its own subjective probability distribution, which is identical and independent,
defined over its own future percentage change in some variable, x„ conditional
on its own information set; (ii) the subjective probability distribution across
agents (frms) in many different industries can be aggregated to form a
probability distribution h(x,+ i I Qi), where  xi + 1  is the weighted  sum  of  each
firm's percentage change in some variable and Q, is the union of individual
information sets; (iii) the indifference interval is assumed to be constant across
both individuals and time, so that (a„, b,i) = (a, b) for all i and t (for further
details, see Pesaran (1987)).
It follows from the assumptions that
Pr(x,+ i  <a I Q, ) = H,(a) = 'FT. 1 (2.1)
Pr(x,+ 1)b l 0,) =1- Hi (b) = ,Rf. 1 (2.2)
where H, iS the cumulative density function of x„ and ,PT. i (,RI. i)  is  the
percentage of firms expecting a fall (rise)  in  x,+ i Equations (2.1) and  (2.2) can
be solved to yield estimates of tx;+ 1 and ,05-,= CE([x,+ 1-,x;* ,]210,)11,2
The choice of functional form for H, is a matter of canvenience. with the
standard normal. the logistic and scaled-t distributions being commonly  used
Bail Blackwell !993
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(see Smith and McAleer (1992a) for an extensive empirical example comparing
these and other methods).
The uniform distribution provides an interesting example of a GR which is,
in effect, the same algebraic solution as a special case of Pesaran's (1984, 1987)
nonlinear regression model (namely, Pesaran's reinterpretation of Anderson's
(1952) approach as a linear regression model). Assume that x, is a random
drawing from a uniform distribution over the range (,.rF- 1 - q,,X - 1 + q).
Equations (2.1) and (2.2) can be written as
'Fl.,= (.-,xl +, +q- a)124 (2.3)
cR;+ i= (,x;+ 1+q- b)/2q (2.4)
Solving (2.3) and (2.4) for ixi+1 yields
Ix';+,=cy,Rl+1- B,ri.1 (2.5)
where a= 24(q - a)/(2q -a-b) and B= 24(q - b)/(2q - a -  b) .  Relating  x,  to
the percentage change of frms reporting a fall (6) or rise (R,) in period t leads
to the equation
x,=aR,-BF, + 6. (2.6)
OLS estimates of a and B from (2.6) may be substituted in (2.5) to yield forecasts
given by
t:21+1= &'Ri+1 - 8,1:1.1. (2.7)
As Pesaran (1987, p. 226) observes, such a substitution assumes the aggregate
distribution and the indifference intervals are the same between realisations and
expectations. Use of the OLS estimates & and 3 to obtain ,Ri-1 leads to a GR
in the orthogonality test.
2.1.2.  The  regression  method
Pesaran (1984, 1987) developed the regression method as an alternative to the
probability method by making quantitative expectations a function of a
regression model instead of a specific probability distribution. If x, is comprised
of a weighted combination of firms responding that it increased (denoted XM j
and decreased (denoted xii ), then
1
Xi=  Z  W,; .ri; +  I  'Vu .re (2.8)
f=1 1=1
where  w,; (w,i )  is the weight  on a particular firm reporting  a  rise (fall) during
t. Following Pesaran (1987), who argues for an asymmetric relationship between
rises and falls, assume that all firms reporting an increase or decrease behave
according to
Xi =a+ ·yx, + Ei (a30,0<741) (2.9)




where c,; and 6; are independent white noise processes. Substituting from
(2.9) and (2.9') into (2.8) yields
x, = (aeR, - BF,)/ (1 - yR,) + 6 (2.10)
6 = 1 I W,ieli + I WRER    (1 - iR,) (2.11)
li=/ i.1       3/
in which 6 is heteroskedastic through R, (if the weights vary over time) and may
be serially correlated through the weights Or through R,. Using consistent
estimates 6, B and 9 from (2.10), together with the expectations variables, the
expectations series are obtained through
ifi+1 = C &'Ri+ 1 - B,F;+ i)/ (1- 9'R;+ t). (2.12)
Setting y = 0 yields Anderson's (1952) linear regression model based  on  a
symmetric relationship between rises and falls. Noting that (2.10) and (2.12)
collapse to (2.6) and (2.7), respectively, upon setting y = 0, but with a different
interpretation of the parameters, it is clear that the expectations series based on
the regression method also lead to a GR in conducting the orthogonality test of
the REH.
Thus, when direct measures of expectations are available only qualitatively, a
specific model (or conversion procedure) is required to convert the qualitative
responses into a quantitative expectations series for empirical analysis. It would
seem to be arguable, therefore, that direct observations lead to direct tests of the
REH because such tests are not independent of the particular conversion
procedure     used.      A more appropriate conclusion would     be that direct
observations can provide further empirical evidence for testing    the    REH.
However, since a rejection of the REH could be due to an inappropriate
conversion procedure  (that  is, an incorrect choice  o f probability distribution  or
regression model), tests of possible functional form misspecifcation are
necessary for sensible empirical analysis.
2.2. Market el ciency and the exchange rate
Applying the theory of Rational Expectation formation and market eficiency to
the foreign exchange rate market produces the familiar result that the forward
exchange rate should be an unbiased predictor of the corresponding future spot
rate. For example, in a one period ahead model. the model is given by
S,=L- 1 + +I (2.13)
where s, is the logarithm of the spot exchange rate at time t. f,- i  is the logarithm
of the forward rate set in period t-1 corresponding to the expected spot rate
at t. and 4, is a zero mean and independent disturbance term.
Orthogonality tests can be invoked to test for efficiency and RE as a joint
hypothesis (see, for example, Frenkel (1980), MacDonald (1983a,b, 1985) and
MacDonald and Ta (1987)). However, an extension of the implications of (2.13)
relates  to the effect  of  'news'.
Ha.11 Bla:kwell :*11
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Equation (2.13) implies that the forward rate provides an unbiased forecast  of
the future spot rate, but the actual spot rate may differ from the prediction due
to the effect of 'news'. This leads to an extension of (2.13) as follows:
s,- f,-i = a + 8(Z,- Zl)+ *, (2.14)
where Z, is a vector of variables used to forecast the exchange rate (such as
monetary growth rates) and Z; denotes their expectation based upon
information at time t - 1; B is a vector of parameters; a a scalar parameter; and
0, is a zero mean and independent disturbance term. As such 'news' entering the
system is measured from an auxiliary equation by estimating Z; in Z,- Z;, it
thereby leads to a case of residual  GR  (levels).
2.3. Surprise consumption Junctions
The view that current income changes will have little effect on current
consumption behaviour, an implication of Friedman's (1957) life cycle model of
consumption, was formalized and tested by Hall (1978). In particular, assuming
constant real interest rates and no transitory elements in consumption, the life
cycle hypothesis would imply:
c,=(1 + 7)4_ 1 + 4 (2.15)
where c, is real consumption, y is a scalar parameter and e, is the revision in life
cycle income determined in t-1 for period t onwards,  that is, 'surprise', life cycle
income. Assuming RE, each agent would have a model of life cycle income and
any innovations would have the properties of non-systematic surprises namely
zero mean and independently distributed. As such, equation (2.15) may be
viewed as a 'surprise consumption function', commonly referred to as Hall's
consumption function.
Muellbauer (1983) shows that if 2, is assumed to be proportional to the
surprise in human capital, where human capital is defned as the discounted
present value of expected labour and transfer income, and expected human
capital is approximated by a linear combination of past y and c, such as
)11 = BO +  0171 -1 +  Bly,-2 -r  Bjet- 3  + Ut (2.16)
then £, will be proportional  to  u,. In particular,  if 4 = pu,  with  p a scalar
parameter, then (2.15) can be written as:
C, = (1+ 7 )C,- 1+ p(Y, -B o- Bly,-1 - alvi- 2 - B3c,-t)+E, (2.17)
thereby yielding a residual GR (levels) model where a test of p=y=0 would be
a test of Hall's consumption function.
Davidson and Hendry (1981) generalize Hall's (1978) approach to test
explicitly for the effect of current and past income. that is. a test of a# = 1 and
ao=on=cri=a3-Oin
ct = ao + aly, + alY,- 1 + aly,-2 + CL:Ct- 1 + 11, (2.18)
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but they also replace y, with its expected value yl formulated in period / - 1. This
case is an example of a predictor GR.
1.4. NCM Models of the NR-RE hypothesis
2.4.1.   An  NCM  model
The NCM challenge to the short-run potency of systematic monetary policy is
derived from three crucial assumptions:
(i) full instantaneous price flexibility in all markets;
(ii) a concentration on aggregate supply rather than demand, modelled
according to the Sargent and Wallace (1975) 'surprise supply' function;
and
(iii) adoption of Muth-rational versions of expectation formation.
A simple statement of NCM claims iS that real variables, such as output or
employment, deviate from their long-run or NR levels only in response to
unanticipated, or 'surprise', monetary policy.    Note the concentration    on
monetary policy, the issue of fiscal policy being far less contentious (see, for
example, Buiter (1980)). A somewhat fuller discussion of various forms of
surprise supply function, mainly associated with the work of Lucas, is presented
in Section 2.4.2.
To examine the theoretical underpinnings of the model and the role of
'surprises', consider the following:
1. A Sargent and Wallace 'surprise supply' function:
yi= 3, + A(P,- p.'1 + r'. A>0 (2.19)
where y; is the logarithm of aggregate supply, 9, is the logarithm of the NR level
of output, p, is the logarithm of the price level, PI denotes the expectation of
p, formed at t - 1, h is a zero mean and independent disturbance term, and A
is a scalar.
2. An aggregate demand function:
d
Y' + P'=v'+m, (2.20)
where y;' is the logarithm of aggregate demand, 'n, the logarithm of the money
supply. and v, the logarithm of the velocity of circulation.
3. Full instantaneous market clearing:
Yt = Y: = Y'. (2.21)
4. A policy reaction function:
m,=Z,7 + 91 (2.22)
where Z, is a vector of variables used to explain the monetary growih process,
7 is a vector of parameters, and 4, a zero mean and independent disturbance
term.
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Often the policy reaction function is modelled as a simple feedback rule:
mt= mt-1 + g+ 71, (2.22')
where g is a constant. Clearly, more sophisticated mechanisms can be
constructed (see, for example, Pesaran (1987)).
It is important to note that m, is assumed exogenous with respect to yt and p,
Furthermore, p, (2.20) is often assumed to be a constant, although this is not
crucial to the analysis. However, it must be exogenous with respect to both y,
and   p,.   Assuming   that   E( ,) = 0 yields   m; =  Z,y   in   (2.22), in which   case
E(m; - m,) = 0.
Following from the above, the NCM model based upon a Sargent and Wallace
surprise supply function produces a pseudo-reduced form equation where output
deviates from its NR level only in response to unanticipated changes in the
quantity of money:
9, = 8(mt - ml) + tt, 8>0 (2.23)
where 9, = y, - 9, and & is a zero mean and independent disturbance term. The
above yields a residual GR (levels) model.
The NCM models examined in Sections 3 and 4 below typically constitute a
mixture of predictor and residual GR and comprise a policy reaction function
given by equation (2.22) and an output equation represented by:
N P
A = E 8,(m,-,-ml-,) + I 6,mi-i + A (2.24)
t=0 ;=0
where the terms on the right-hand side relate to unanticipated and anticipated (or
expected) monetary growth, respectively. Methods of measuring or estimating
values  for such monetary variables  will be discussed in Section  3.
2.4.1.  Alternative surprise supply functions
The Sargent and Wallace (1975) (SW) aggregate surprise supply function
produces real effects because of misperceptions about systematic versus non-
systematic monetary growth rates. Economic agents face a 'signal extraction'
problem. Such signal extraction problems permeate NCM models, and arise for
a number of different reasons.
There are instances where the term Lucas surprise supply function is attached
to the NCM policy ineffectiveness propositions. However. care must be exercised
in such instances as Lucas has three discernable versions of aggregate supply
response models, namely the Lucas Islands, Lucas and Rapping and Lucas 'serial
correlation in output' approaches. The three variants of aggregate supply will be
discussed below.
i) The Lucas (1972) Islands Model
Lucas (1972) produces a theoretical rationale for the aggregate supply model of




workers and firms in local markets. the so-called Islands model. Both workers
and frms are assumed to have full information on local wages and prices, but
lack information On the general price level. Firms respond to local market price
surprises, supplying more today if the local price exceeds the normal or expected
price, which is typically assumed to be the average of prices in all comparative
markets. This relation is captured in the equation:
Ya- WL= a(PL, - Pi.,)+ IL, (2.25)
where y , denotes output in the local market at time t, PL, the local price, pit
the expected price in aU markets based upon only the local information set at
time  t - 1,  and  tu is  a zero  mean and independent disturbance  term.  The
variable yz denotes the normal level of local output, implying that furms adjust
their outputs relative to normal in response to perceived changes in relative
prices. In the situation considered here, 'normal' is not necessarily associated
with the concept of a NR level of output. When observing a change in PLi, firms
have to decide whether such a change is simply a consequence of a change in all
prices or a change in relative prices.
An important corollary of the Lucas (1972) model relates to the variability of
the local versus aggregate price level (or their rates of change). Any increase in
the general price level engineered, for example. by monetary policy will initially
increase local output. However, if repeated, increases in the general price level
will tend to increase its variability without having local output effects. Therefore,
output effects engineered by monetary shocks will tend to be smaller the higher
is the variability of the general price level. The Islands Hypothesis was tested in
Lucas (1973), Makin (1982), Mullineaux (1980), and Kormendi and Mequire
(1991), and generally involves some form of residual GR (variance) approach.
ii) The Lucas and Rapping (1969) Intertemporal Substitution Supply Function
Although the original Lucas and Rapping (1969) model considers the
determination of labour supply, their intertemporal substitution in production
approach has been widely used as a microeconomic rationale for a surprise
supply function. As will be seen, however, monetary neutrality is not a generic
property of this particular theoretical underpinning.
If producers perceive that prices at t are higher than those expected att + 1.
it may (depending on the firm's rate of discount on future profits) be more
profltable   to   sell   at t, thereby producing    more   at    1   and    less   at    t +  1.    Such
expectations will clearly  have real effects  even when fully perceived  by all agents.
The Lucas and Rapping Intertemporal Supply Function will take the form of:
Y,- Yl = a(p,- pl.,1 + r, + ti (2.26)
where y, - y; denotes the deviation of actual output at / from its expected
profit maximizing level Y:. caused by the incentive to shift production
intertemporally, r, is the discount factor, p;+ 1 denotes the expectation of prices
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An important assumption in this approach is whether price increases will be
temporary or permanent. There will be no large switch to production at t if
permanent, although temporary increases will create large real effects. However,
like the Islands model, extracting temporary from permanent effects may take
time, with real effects being produced in the interim.
This formulation of a surprise supply function has not attracted much
attention from applied economists, perhaps partly because of the theoretical
possibility of non-neutrality of systematic monetary policy. An exception to the
general rule is the work of Thoma (1989).
iii). The Lucas (1973,  1975) Serial Correlation in Output Approach
One implication of the SW aggregate supply function under RE is that deviations
in output from the NR will be serially independent. Casual empiricism, however,
highlights considerable serial correlation in output (see Pesaran's (1982)
reference to a LSH/ (Lucas, Sargent and Wallace) model, and Pesaran's (1987)
Lucas Surprise Supply Function). Pesaran (1982) argues   that, with serial
correlation in output, the implications above can only hold if the NR varies pro-
cyclically, thereby contradicting the standard practice of NCM wherein the NR
is approximated by an exponential trend. Lucas's (1973) response to such
contradictions is to formulate the model as:
N
9,= 11  Fiy,-i + 7(P, - Pl) + 4 (2.27)
;= 1
where 9, = (y, - P,) is the deviation of output  from  the NR,  p,  and p; are actual
and expected prices based on information at time t - 1. B, and y are constant
parameters, and 4 is a zero mean and independent disturbance term.
Lucas (1975) refers to information confusion and serial correlation in the
capital stock in an attempt to rationalize (2.27). Sargent (1979) refers to the
existence of adjustment costs involved in hiring and fring labour. The problem
with (2.27), as Pesaran (1982) highlights, is that teStS of the NCM hypothesis are
no longer a trivial matter. The essence of Pesaran's critique relates to the
interpretation of causality tests when past actions of the authorities to stabilize
Output have been effective. In particular, perfect stabilization, namely keeping
actual output at its NR would support the NCM hypothesis, or at least be unable
to  reject  it.
3. Measures of unobserved variables - unanticipated money growth
In Section 2, models which give rise to GR were discussed and the economic
importance of 'unanticipated', 'surprise'  or 'news' terms were stressed. The first
major obstacle faced when seeking to test the importance of such variables is
their general lack of observability. In this section we classify various methods
used to measure such variables concentrating, by way Of example, on nneasures
of unanticipated money growth. The strengths and weaknesses of each approach
- Basil  Blackwel  i gg,
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are highlighted and examples of various types of models used are provided. First,
four basic methods of determining unanticipated monetary variables are defined.
The  approach is easily generalized to other measures  of 'news', 'surprise'   or
'unexpected' variables.
3.0.1.   Method  A:  consistent  methods  using  two-step  estimation  (2SE)
This is the most common approach involving OLS estimation and includes, as
a separate category, recursive and rolling estimation. Consistency in this instance
refers  to the ·inefficiently estimated parameters  and  not to their (typically)
inconsistent standard errors.
3.0.2.   Method  B:  e#cient  methods
Method B uses models of expectation formation within an estimation framework
to produce efficient estimates. This method necessarily involves the imposition of
non-linear cross-equation restrictions and has the advantage in a NCM testing
framework of allowing separate tests of neutrality and rationality, a feature
which is unavailable under Method A.
3.0.3.   Method  C:  correct  2SE  methods
Method C is an improvement on Method A in that it produces correct inferences
by a correction to the conventionally programmed OLS standard errors.
However, the approach lacks the flexibility of Method B in that rationality
remains a maintained hypothesis which is not empirically tested. To date this
important method has not been widely adopted by researchers, no doubt because
it involves recomputation of correct OLS standard errors. Important exceptions
to this general rule are Cuthbertson and Taylor (1986) and McAleer and
McKenzie (1991 a) Monte Carlo evidence presented in Hoffman et al. (1984)
suggests that, in large samples, Method C performs as well as Method B in
detecting failure of neutrality.
3.0.4.   Method  G:  generalized  least  squares  (GLS)  methods
klethod G corrects the non-spherical error structure produced by the
introduction of GR as part of the estimation procedure. Rather than correcting
the structural errors after estimation, the correction is incorporated through GLS
estimation.
3.1.   Model  categorisation  and  classiftcation




MACROECONOMIC MODELS WITH GENERATED REGRESSORS
1.   full  sample  period  estimation
1. recursive projections, namely repeated estimation and production of one-
step ahead forecast errors.
These two categories have important methodological implications for the role
of RE models in expectation formation.
Within these two categories we can identify four different classifications:
li) structural models:
(ii) time series models, ranging from simple autoregressive (AR) to auto-
regressive integrated moving average (ARIMA) models;
(iii) survey-based measures of anticipated variables, for example, the
Livingston data of Carlson (1977);
(iv) inferred approach. which uses a maintained model to infer expectations
o f  variables.
Therefore, there are, in principle, four methods, two categories and four
classifications of models to measure specifically unanticipated monetary
variables. However, the approach clearly generalizes to other examples. In
practice, not all of these combinations are used. As an example, Barro (1977) is
a Method A. 1.i) approach while Attfteld et al. (1981a) is an A. 1.i)-ii) and
B.1.i)-ii).
In order to consider the methods, categories, and classif cations in more detail,
consider the following developments.
3.1. The methods in more detail
To aid discussion of the methods of estimation to be discussed. consider
equations   (2.22)   and (2.24) which are presented as equations   (3.1)   and   (3.2)
below:
m,=Z,7 + 711 (3.1)
N                                                P
9,='11 Bitnt,_, - ml-,1 +'116imi-i + L (3.2)
i-0 ;=0
where m, is the logarithm of the money supply; Z, is a vector of variables used
to explain the monetary growth process; y, is the logarithm of output; 9, the NR
level of output, with 9, = y, - y,; ml., is the expectation of m for period t-i
based upon information known at period  t- i;  7,  8  and  6 are constant
parameters; and vi and B are zero mean and independent disturbance terms.
3.1.1.   Method  A  (2SE)
A feature common to all categories within this grOUp iS that anticipations of
policy parameters are estimated in isolation from the rest of the system. From
a     model of expectation formation     like (3.1), unanticipated policy     is
approximated either by a simple OLS residual or by a one-step ahead forecast
error. After measures of anticipated money, mf. and unanticipated money, 77,.
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have been established, they are treated as non-stochastic inputs into the second
stage of the process, namely the estimation of a relationship such as (3.2).
Method A.1.i)-iv): 2SE
As described above, some form of policy reaction function, (3.1 ) is estimated
for the period of interest, with OLS residuals used as proxies for unanticipated
policy. In Barro (1977) , (3.1) is formulated as:
DM, = ao + aiDM,-1 + a2DM,-2 + ajFEDV, + a4UN,-1 + u, (3.3)
where  DM  is  the annual average money growth  rate  of M l,  FEDV  is a measure
of real federal government expenditure relative to trend, and UN is a measure
of the annual average unemployment rate in the working population The a,
(i =  1, . . . , 4) are parameters  to be estimated  and  u, is assumed  to  be  a  zero  mean
and serially uncorrelated disturbance which represents unanticipated money
growth. In Barro (1977), equation (3.3) was estimated for the period 1941-73 to
produce a series of OLS residuals to be used as GR in the following structural
equation:
UN, = bo + biDMR, + b2DMR,- 1 + b3DMR,-2 + b4MIL, + bsMINW, + vt.
(3.4)
Equation  (3.4) was estimated  by  OLS  for the period 1946-73. Models  such  as
(3.4)  will be discussed later,  and the variables are defined as follows:  MIL  is  a
measure of military conscription, MINW is a minimum wage variable, and u, is
a zero mean and independent disturbance term. All other variables are as above.
Equation (3.4) is a structural equation classification, that is, Al.i), which is the
most popular approach to be found in the literature. Examples include the
seminal work of Barro (1977, 1978, 1981), Barro and Rush (1980), Bellante et
al. (1982), Darrat (1985a,b), Gordon (1982), Leiderman (1980), Montiel (1987),
Pesaran (1982.1988), Rush (1985), Rush and Waldo (1988), and Sheehey (1984).
As an extension of 2SE, McAleer and McKenzie (19913) produce multivariate
2SE (M2SE) results. They estimate a three-equation system comprising a
univariate structural equation of unemployment, together with a bivariate
expectations system.
Examples  of  the Al.ii) classifications  are  much less common.  The  most
notable is the work of Makin (1982), where he uses an ARIMA model of the
form:
( 1 - 4' t L) m, = ( 1 - a, L 4 - A Z L 3 - 8 ] L 12 ) ( 1 - 02L 2 ) + 6, (3.5)
where mi relates to growth, L is the lag operator, 41 is an autoregressive
coefflcient, 02 a moving average coefficient, 4, (i = 1,2,3) is a seasonal moving
average coefficient. and 6, is a random disturbance term. Equation (3.5) is used
to model US money growth for 1953-75 using both bi-annual and quarterly
data. Makin (1982) also uses Carlson's (1977) Livingston inflation expectations
survey data, thereby entering classifcations  A. 1.ii)  and  iii). One problem  with
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equation  (3.5)  is  that it implies non-stationarity. Examples  of  the  Al.iv)
classifcation include Amihud (1982), which is based upon a measure of the
public's prediction of inflation as inferred from market nominal interest rates.
The main strength of the Al method is its ease of implementation. Equations
such as (3.3) are estimated only once, typiCally by OLS, thereby producing time
series approximations of the unanticipated money variable. However, there are
several weaknesses, some of which are common to all Method A approaches
while others are restricted  to  A. 1.
A serious weakness might appear to be full sample estimation since the
econometrician uses unavailable future information in the formulation of
current expectations and shocks. An obvious defence is of the 'as-if' variety.
Investigators are attempting to 'discover' the data-generation process (DGP)
and, conditional on the estimated model being stable, no injustice to the spirit
of RE is made by the Al approach. This conditioning is crucial. Estimated policy
reaction functions which exhibit stability clearly offer some credence to the
argument. However, studies which omit any tests of stability, or treat them in
a cursory manner, should be treated with extreme caution. Therefore, stability
tests of policy reaction functions should be considered a necessary part Of the
testing methodology. A further   methodological   weakness   suffered   by   Al.ii)
methods is that, in using only time series of, typically. money growth, they omit
information which might be useful in explaining the variable of interest. This is
not within the spirit of RE.
Apart from these specific weaknesses, Al methods suffer from a number of
generic shortcomings. The first is the GR problem which will be discussed later
under Method C. As McAleer and McKenzie (1991a) show, the GR problem can
lead   to   biases  in   a   number  of  diagnostic   test  statistics.   In  particular,  variable
addition tests Of the Ramsey (1969, 1979) RESET variety, and Godfrey (1978)
and Breusch and Godfrey (1981) tests of serial correlation, may require
corrections to the asymptotic standard errors to provide valid inferences.  Both
sets of tests are biased towards rejection o f the null and hence require correction.
Further, variable addition non-nested teStS, such as the J teSt of Davidson and
MacKinnon (1981) and the JA test of Fisher and McAleer (1981), will also he
biased towards rejection of the null hypothesis. Variance-adjusted Cox- and
Wald-type tests of Godfrey and Pesaran (1983), based upon the ratios of sums
of estimated error variances, would also seem to yield biased test statistics. The
original Cox test will also be incorrectly computed, but the direction of bias is
unclear. Second, whatever is omitted from Z, in (3.1) is incorporated into the
OLS  residuals,  so that the problem of misspecifcation of (3.1) is important.  The
degree of importance depends On the nature of the test statistics being
constructed; see, for example, Hoffman et al. (1984) and McAleer and Smith
(1990) for Monte Carlo simulation results based upon misspecified functions.
This potential misspecification problem also permeates Methods B, C and G, so
that no extra weight should be attached to it as a criticism of Method Al alone.
Finally, Methods A, C and G have the weakness, in a NCM-RE testing
framework, that they do not allow the formulation of separate tests of the
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rationality of expectation formation and the neutrality of policy. Therefore, the
hypothesis of RE is always maintained.
Method A Zi),ii),iii),iv): Recursive estimation
Adhering to the nature of RE, this approach uses only information known at the
time expectations are formulated. Unanticipated policy is approximated by one-
step-ahead forecast errors. To produce a time series of unanticipated money
growth of length n requires n regressions updated period by period with
additional Z, data.
The main strength of the approach is methodological. Only data available at
the time expectations are formed are actually used in the modelling process.
Furthermore, in principle, stability tests of the reaction function need not be a
prerequisite to their being used in the second stage. However, evidence of
varying parameters causes not only econometric inference problems, but also
suggests some form of adaptive or learning behaviour in expectation formation,
which is a controversial issue in its own right. Such evidence has particular
signiflcance given that Methods A, C and G treat RE as a maintained hypothesis.
The main weakness of the approach, apart from those generic to Method A
(for further details, see McAleer and McKenzie (1992)) are its operational
inconvenience and data constraints. To produce  a time series  of t =  1,2,..., T of
proxies requires T updated regressions. Evidence of varying parameters may
simply be a consequence of a lack of available data used in representing early
values of the variable of interest.
The A2 approach has been used by several authors, including Beladi and
Samanta (1988) (A2.i) and iii)), Sheehan (1985) (A2.i)), and Sheffrin (1979)
(A2ii)). The use of the Kalman filter as a means of updating will also be included
in this category. Few examples besides Cuthbertson and Taylor (1986) are
available.
3.1.1.   Method  B:  eficient  methods
One of the main attractions of RE over alternative models of expectation
formation is that expectations formed 'rationally' are internally consistent.  By
this is meant that RE are the outcome inferred by a macroeconomic model
constructed to satisfy certain characteristics, such as long-run neutrality, market
clearing and market efficiency. The crucial feature of RE is that expectations are
produced   as   part of estimation. Method A simply assumes models   like  (3.1)
exhibit   RE   and   can  be   used   'as-if'   (3.1)   and   (3.2)  are the correctly specified
economic system. Method B approaches, however, check for internal consistency
by comparing the expectations produced without imposing correct specification.
The estimators produced by Method B are also efftcient compared with those
produced by Method A, conditional on the model being correct. However, it is
not clear whether uncorrected Standard errors are greater than, less than, or
equal to the efficient estimates. since the uncorrected standard errors are
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understated (see Murphy and Topel (1985) and McAleer and McKenzie (1991a)
for empirical demonstrations of this problem). In a sense, Method B uses all
available information at all stages of estimation, whereas the second stage of 2SE
uses only a summary measure of anticipated and unanticipated money, namely
the first step predictions or residuals. Method B uses all available information by
the imposition of the RE cross-equation restrictions.
Consider a two-equation version of the generic system:
mt=ZO+ 71, (3.6)
+                 P
9,= 61 Bilm,-,- mi -0 + ·Z 6,mi-; + 1, (3.7)
i= 0 i=0
where the variables  are as defined in Section 3.2. Further, for identification
purposes, 71 and f are assumed to have zero contemporaneous covariance, that
is, E(v,L ) = gr = 0 (see Pesaran (1987, p. 171)).
Measures    of both anticipated money,     m 7, and unanticipated money,
(m, - m,'), are internally consistent using Method B. Thus, invoking RE, (3.7)
may be rewritten as
N P




9, = L 13; Cm,-, - Zi-,71 + Z 6,m,-i + I, (3.9)
i=0 i=0
where    Bl =(13,- 6,). Unanticipated money    is now approximated     by
(mi_; - Zi_,7)  and  anticipated  money by Z,-1. Estimation of the model
involves joint estimation of equations (3.6) and (3.8) (or (3.9)) as a system using,
for example, Full Information Maximum Likelihood (FIML). This approach is
efflcient since estimation imposes cross-equation restrictions, that is, the
estimated value of y in equation (3.6) must equal the estimated value of y in (3.8)
or (3.9) if the model is to incorporate Muth-rationality.
Apart from efficiency the main advantage of Method B over the A, C and G
alternatives is the ability to test, in a NCM-RE testing framework, the implied
RE and neutrality as separate hypotheses (see Oxley and McAleer (1993) for a
detailed discussion of such tests). Moreover, systems estimation does not suffer
from the GR problem.
The main disadvantages of the method, apart from those generic to category
1, are computational. Estimation of (3.6) and (3.8) (or (3.9)) as a system,
necessarily involves some form of non-linear estimation.
Attfield   et  al.   (1981 b) demonstrate  two equivalent methods   o f estimating
systems like (3.6) and (3.8). Imposing neutrality, consider the two-equation
system:
mr = Zty + 9,
x                                           (3.10)
9,= 21 Blm,_,- Z,-,7) + 2,
1=0
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where all variables are as dehned in Section 3.2, and 9, and e, are uncorrelated,
zero mean, independent disturbance terms. Estimation of (3.10) by OLS
produces consistent but inefbcient estimates. However, either of the following
procedures produces efficient estimates.
I.  Constrain the off-diagonal elements of the covariance matrix of errors of the
system to zero, that is:
El'..1 I'.    .1  -ITT    t.] ILed
This non-linear Seemingly Unrelated Regression Estimation (SURE)-type
constraint is required to ensure that the system residuals are contemporaneously
uncorrelated, a necessary condition for identifying Bo. The imposition of
such covariance restrictions on the equation errors is computationally
straightforward.
As an alternative to imposing covariance restrictions, equivalent residual
properties can be produced indirectly as follows.
U.  Estimate the system with implicit covariance restrictions, that is:
mt=Z,7 + 17,
N
9,=·Z 81(m,-i- Z.-rA + E, (3.11)
i=0
System  (3.11   )  can be estimated by Non-Linear Least Squares (NLLS) Without
invoking constraints on the residuals across equations.
Technique II is computationally simpler than I, but it does not produce a
direct estimate of Bo or its standard error. Unlike technique I, an estimate of Bo
is extracted from the covariance matrix of errors from the reduced form. In
particular,
EF'4 Ig,   41 = F "' 8009. 1
Le,] l,Boa„„      B 8a„v  +  acr]
Estimation by either technique I or II, however, involves the minimization of the
same criterion and, therefore, produces equivalent estimates (see Attfield et  al.
(1981a. pA 340-1) for an explicit demonstration). Each technique, however, has
operational strengths and weaknesses.
Estimation by technique II is relatively straightforward. except for extracting
the standard errors for the estimate Bo. To quote from Attfield er al. (1981a,
p. 374), this involves:
applying to the variance-covariance matrix, the Jacobian transformation
between  Bo  and  the  elements  41,  Boa„v,  and  864, +  an (our notation).
Estimation by technique I, however, produces direct estimates of Bo and its
standard error, but only after estimation involving covariance restrictions on the
errors of the system.
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Examples of applications of Method B include Attfield et al. (19818, b) (B.i)),
Barro (1981) (B.ii)), Hoffman and Schlagenhauf (1982) (Ill.i)), Leiderman (1980)
(Bl.i)), and Mishkin (1982,  1983) (Bl.i)).
3.2.3.   Method  C:  corrected  2SE
The two-step methods discussed in Section    3.2.1     treat the proxies    for
unanticipated and anticipated policy as fixed regressors   in the second   step   o f
estimating an equation like (3.2) or (3.4). Such proxies are the result of previous
estimation and, therefore, are referred to as GR.
Pagan (1984) discusses the general issue of GR, of which the policy
ineffectiveness models comprise a special case and shows that the errors in two-
step procedure are non-spherical. Full discussion and demonstration of the
phenomenon is presented in Section 3.3 below.
As noted in Section 3.2.1, the uncorrected 2SE method, although consistent,
produces inefficient estimates. However, as Mishkin (1982) suggests, the
important issue may not be efhciency but the potentially invalid inferences based
on both t and F tests. The conventionally programmed OLS estimates of the
covariance matrix of the M and 6, parameters tends to understate the true
covariance matrix. Pagan's (1984) Theorem 8, however, provides some solace:
the estimated (OLS) standard errors in Barro-type procedures are no greater
than the true standard errors.
Therefore, non-rejection of neutrality based upon uncorrected 2SE standard
errors cannot be reversed by using the corrected standard errors. However,
although uncorrected standard errors will be less than or equal to the correct
standard errors, the same outcome cannot be guaranteed when comparing
efflciently estimated standard errors. The correct standard errors will be greater
than or equal to the efflciently estimated standard errors, but a simple
relationship between the efficient and uncorrected standard errors does not exist
(see Murphy and Topel (1985) and McAleer and McKenzie (199la)).
The clear advantage of corrected 2SE is the validity of inferences. However,
being a variant of Method A, it suffers from the same generic problems,
including its inability to test rationality and neutrality separately in a NCM
testing framework. Given such strengths, including power of the test (see
Hoffman and Schlagenhauf (1984)), it seems to have attracted little attention in
empirical studies. A notable exception includes Cuthbertson and Taylor (1986),
which produces models classified as C.1.i) and ii), C.2.i) and B.1.i) and ii).
3.2.4. Method G - Holiman (1987)
In this method, rather than simply correcting the covariance matrix after OLS
estimation, Hoffman (1987) incorporates the non-spherical error structure
through GLS estimation.
Method G produces two major improvements over Method A: (i) the use of
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an appropriate covariance matrix for use in hypothesis testing; and (ii) the
incorporation of the non-spherical disturbance term in estimation. The degree of
gain in emciency over uncorrected 2SE depends upon two factors discussed in
footnote 4 in Gauger (1989, p. 388), namely:
The greater the noise in the auxiliary equation, or the difference between 6,
and Bi parameters, the greater the deficiency between the error covariance
matrix implied in standard 2SOLS (2-step OLS) and the correct covariance
matrix.
Such factors were considered in a series of empirical replications reported in
Table 1 of Gauger (1989) where, as expected, noisy 'auxiliary' equations lead to
the largest number of inferential reversals when either corrected 2SE or GLS
estimation was used.
3.3.    When  is   two-step  estimation  efficient?
Sections 3.2.1-3.2.4 briefly outlined four methods of estimating models which
include GR. Problems inherent in Method A estimation, uncorrected 2SE, were
outlined and some solutions were discussed, including correct 2SE, Method C
and estimation by GLS, Method G.
Assuming that the expectations equation is correctly specified. Mckenzie and
McAleer (1992a) provide conditions under which 2SE will be as emcient as using
maximum likelihood. Efficiency in this context relates either to single equation
efficiency or the efficiency of a subset of parameters. The conditions under which
2SE is emcient depend crucially upon the form of the model that is estimated.
3.3.1.   Current  anticipated  and  other  variables
Consider the model given by
y=z*6+ X13+e (3.12)
z =z* + 71 =H/a+ 4. (3.13)
Equations (3.12) and (3.13) correspond to klodel 2 in Pagan (1984) where y and
z are (T x 1) vectors of endogenous variables;  z* is a (T x  1) vector comprising
the conditional expectation ofz, e and g are (T x t) vectors of zero mean random
disturbances with variances  a#  and 02, respectively; X i s a(T x k) matrix  of
exogenous or predetermined variables;   H' is  a (T x q) matrix of predetermined
variables; 6 is an unknown scalar parameter; and a and 3 are unknown
parameters of dimensions  (k x  1)  and  (q x 1) . respectively.
Assuming zero contemporaneous covariance between equation errors, an = 0,
the first stage of 2SE involves regressing z on W to obtain the OLS fitted values




MACROECONOME MODELS WITH GENERATED REGRESSORS
where u=e+ (z* - 2)6 =e- 6P.9, Pw = H/(W' W)-11+/'   and   2= 11/6 - P.z.
Assuming W to be non-stochastic and 6 00, the non-spherical nature of u is
given by:
F=E(uu')= aiI + 6160 p.. (3.15)
Equation (3.15) illustrates why conventionally programmed OLS estimation of
F based upon ON will underestimate the true value of F. Under such conditions,
2SE estimates of 6 and B are generally not single equation efficient unless.
(i) X is orthogonal to H/;
(ii) X appears in If';
(iii) 8 = 0; or
(iv) 6 = 0.
Relaxation of the assumption that an = 0 to allow an 0 0 yields the additional
condition:
(v)  6011 - 2an = 0.
3.3.2.   Current  anticipated,  unanticipated  and  other  variables
In an extension of Pagan's (1984) Model 4, McAleer and McKenzie (1991 b)
consider:
y=z*6 + (z-z*)7 +XB+e (3.16)
*
Z=Z +77=H'a+11· (3.17)
Maintaining the assumption  an = 0, which   is now required   for   the
identification  of y, 2SE of 6, i  and B is not generally single equation efficient
unless:
(i) X is orthogonal to If/;
(ii) X appears in W;
(iii) B = 0; or
(iv) 7= 6.
However,  McAleer  and  McKenzie  (1991 b)  prove  that 2SE estimation of 7 is
always  asymptotically  efficient  when  taken  as  a  subset  of  (3.16).
3.3.3.   Current  and  tagged  anticipated  and  unanticipated  variables
Model 5 of Pagan (1984) adds lagged values of both anticipated and
unanticipated variables to Model 4 as follows:
y = z*ot + zi,62 + 1171 + 11- 172 + e (3.18)
Z=ZI+V=iva+11 (3.19)
*z_ t= H/- ta. (3.20)
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Assuming an - 0 for purposes of identifying ii, McAleer and McKenzie (199lb)
establish the following results:
1. If 61 40, 4 00 and W does not contain z-6
2SE is not single equation efficient for 81, 62. 71 or 72; however. 2SE of 7, and
72  is  asymptotically  efficient  with  taken  as  a  subset  of  equation  U.18).
2.   If 6,  4 0,62 00 and W contains  z_ t:
2SE is not single equation eficient for 6„ 82, 7, or 72·, however, 2SE of 7, is
asymptotically  efficient  when  taken  as  a  subset  of equation  U. 18)
3. If 6, =62 =0 and W does not contain z. i :
2SE will be asymptotically single equation e#cient.
4. If 61 =62=0 and W contains z- i.
2SE of 72 and 72 is not single equation eficient; however, 71 is asymptotically
efflcient  when  taken  as  a  subset  of equation   (3  18)
The addition of other regressors to the structural equation will also produce
inefflcient estimators.  Even  when  61 =6= 0,  2SE is asymptotically single
equation efhcient iff X is asymptotically  orthogonal   to  both   W  and   W-,.
3.3.4.    Misspecification  of  the  expectations  equation
So far we have considered various efficiency results based upon a correctly
specified model, in particular, the expectations equation. McKenzie and McAleer
(1992b) consider several extensions of Pagan (1986) with reference tO the effects
of both underspecified and overspecified expectations equations. Under-
specification generally leads to the 2SE and the estimator of the error variance
being inconsistent. When the errors of the structural and expectation equations
are uncorrelated, it is shown that 2SE based on an overspecifted expectation
equation will generally lead to a loss of efficiency compared with 2SE based on
a correctly specified expectation equation. Barro's model is used to provide an
illustration of these results, together with some results when the estimator is
based on an underspecifted expectation equation. Some apparent counter-
intuitive results are derived by comparison with standard results on
misspecification analysis. The problem of obtaining consistent parameter
estimates based on 2SE is also considered in a model with future expectations
when the expectation equation is underspecifed.
i) Underspeciflcation
Proposition    3.2 in Pagan (1986) considers the consistency   of   2SE    of   the
parameters in (3.16) in the presence of an underspecificated expectations
equation. Assuming 7 =0 and X C W, McKenzie and McAleer (1992b) consider
the efflciency of a consistent 2SE estimator based on an underspecif ed
expectations equation relative to its correctly specified alternative.
Consider a model where current anticipated, unanticipated and other variables
enter    as    in    (3.16)    and (3.17) above. Represent underspecification    by    a
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conformable  partitioning  of  W and  a  into   [ Ii/t: H'z]   and  cr'  = (a i: ai), where
al ,£ 0  in  the  true model. Denoting a;=(Ii/f Wi)-'H'Ez, then a; will, in
general, be an inconsistent estimator of at. Setting 7 - 0, as in Pagan (1986) and
replacing   Wdt, a consistent estimator based  upon OLS applied  to  (3.17),  by
Wia  ,  yields:
y=(H/tar)6+XB+Ut (3.21)
=K*0 + u i. (3.22)
It is demonstrated that:
1.  If 7 4 0, OLS applied to (3.22) will,  in general,  be inconsistent.
2.  If y =0, with non-stochastic Wi,  W  and X C  IT/t, then OLS applied  to  (3.22)
will produce a consistent estimate of 0 even if 04 + 0.
ii) Overspeciflcation
In  this  case,  overspecification  is  represented  by  ai = 0  in  the true model.
McKenzie and McAleer (1992b) demonstrate that:
1.    With 04 = 0 and y  # 0,2SE  based on the correctly specified  equation is never
less eflcient that 2SE based on the overspecifted expectations equation.
Furthermore, when X C If/i or (6 - 7) = 0, both estimators are equally efflcient.
This result appears to be robust to inclusion of lagged anticipated and
unanticipated variables.
2.  If  7 = 0.  04 4 0.  X i Wi  and  (6 - 7) 4 0,  2SE  based  on  an  overspecifted
expectations equation may be more e,Oicient than one based on the correctly
speci:fled   equation. In this case, the result is ambiguous.  If X C Wi  or 6= 0,
both 2SE are equally el] cient.
3.3.5.   Tests  of  the  REH  and  measurement  errors
The unbiasedness and orthogonality tests which are frequently used to test the
REH are based upon the equation given by
x, =a+B,-ix; + M,$ + ui.    u, - DCO, ai') v t. (3.23)
In equation (3.23), x, is the variable of interest for period t. r- 1 Xf   is   the
expectation of this variable at time t, formed att - 1, Mi isa vector of variables
known at time t, and is regarded as relevant in determining expectations (and
expectations errors), and t=2,3, . . . , T. The unbiasedness test sets 0=0 i n (3.23)
and is a test of the joint null hypothesis that a=0 and B= 1. Since (3.23) can
be rewritten as
x, -,-ix; =a+ (B - 11,-,x; + M,0 + u,
setting 0=0 and testing a=8-1=0 is, in effect, examining the orthogonality




A serious problem with the unbiasedness test of a= ,3-l=O i n
x,=a+B,-ixl +11<, u,-D(0.of)Vt (3.24)
is that the series,_#i are generated by another equation. The presence of such
a generated regressor implies that the conventionally programmed OLS Standard
errors are biased downward (see Section 3.3.1). McAleer and Smith (1990)
provide extensive Monte Carlo evidence of the degree of under-estimation of the
conventionally programmed OLS standard errors for various simple linear
models in small samples, and show that the problem can be very serious.
The nature of the problem considered here is quite different from that
analysed in Pagan (1984) (and Section 3.2.3), and is considered in detail in
McAleer and McKenzie (1991c). Taking equation (3.24) as the structural
equation, the expectations equations are given by
x, = H/,i + 6,    E,-D(0, ai) vt
, _ i x;  =  Z,7
which can be written in matrix notation as
X=H/1'+E (3.25)
i x'   = Zy (3.26)
The variables in  If/ and Z are obtained from survey data. Many surveys seek to
ascertain firms' perceived industrial performance in the quarter prior to the
survey and their expected performance in the forthcoming quarter. Each firm is
required to answer the question from its own perspective, and to specify the
direction of change of a range of variables such as prices, output, employment
and stocks. Thus, H/ would include information such as the fractions of flrms
reporting, say, a price rise and a price fall, with the remainder in the 'stay-the-
same' category; Z would include information on the fractions of firms expecting
a price rise and a price fall.
An estimate of  _ ix' may be obtained by applying OLS to equation (3.25) to
obtain  9= ( H/' H/)- 1 H/'x,  and then substituting  7 into equation  (3.26) to yield
iR'= Zi= Z(w' 11/)- ' H/'x.
The structural equation to be estimated may be rewritten as
x=a+B-,i'+V+8(-tx2- _iR')
or
x= a+8-3.+ u (3.27)
in which
U=V+3( - ix'- _tie) - 5- 3(Z-, - Z-i)
or
u=v- d Z(w' H')- ' Ii, 'E. (3.281
ila.11 Blackwell '991
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Consequently. the covariance matrix of u is given by
F = a i I - B a r s [ Z ( W ' W ) - ' W ' +  H/ ( H/ ' W ) - 1 Z ' 1  + 8 2 a i Z ( H/ ' 11/ ) - 1 Z '
where  ai =E(vf),  act=E(u,E,),  ai = E(57),  and  v,  and  6 are assumed  to  be
homoskedastic and serially uncorrelated. In contrast to Pagan's (1984) well-
known result discussed above, where the conventionally programmed OLS
standard errors are no greater than the Correct OLS standard errors, the
structure of F above raises the possibility that this inequality no longer holds.
Estimating equation (3.27) using the Correct OLS method yields standard
errors given by
var< 80 s) = (A'*' A'*)- ' A'*' 1/X*( A'*' A'*)- 1
where 3oLS = (X*'X*)- 1XI'x, 6 = (a, 8)'' X* = (1, _ ix' ) and , is acolumn of
unit elements. An additional problem with equations (3.24) and (3.27) iS that the
expectations series are likely to be measured with error as aggregate (or
'average') expectations are unlikely to appear in an individual's information set.
Therefore,   a   test of unbiasedness based on equation (3.27) should   not   be
interpreted as a test of the REH. Indeed, as Pesaran (1987, p. 210) notes,
measurement errors are likely to be present even when they are directly observed,
although individuals are more likely to report correctly the expected direction of
future changes than a point estimate of its future value.
Accommodating the measurement error problem alone requires  that  (3.27)  be
estimated by the use of Instrumental Variables (IV), whereas combining
measurement error with GR requires the use of Correct IV. The Correct IV
standard error estimates are calculated from
var(&,v ) = (X*' P,X*)- 1 X*' P,VP,X*(X*'P, X*'1-1
where  Siv = (X" p,x*r,x*'p,X, ps= SCS'S)-'S'. and S is the matrix of
instruments used in estimating equation (3.27).
The orthogonality test sets a=0 and B=l i n equation (3.23) and tests 0=0,
namely,
x,-,_ixi= M,$+ u,1 u,- D<0.02,)vt. (3.29)
Unlike the unbiasedness test which examines the orthogonality of the forecast
error with respect to the current mean forecast, the orthogonality test examines
whether the forecast error is orthogonal to information known at time t. In
equation (3.29), the null hypothesis is 0=0 s o that the null is rejected if the
informational variables are significant. The conventionally programmed OLS
standard errors are again inconsistent. Using equations (3.25) and (3.26) to
generate -x', equation (3.29) may be rewritten in matrix notation as
x- -iR' =M t+v+ (_,xe - - iR') = i' 6 +u
where u is given by the expression in equation (3.28) with B = l. For purposes




the covariance matrix of u is given by
F = a i I - a v t [ Z ( H/ ' H/ ) - 1 W ' + H/ ( W ' H/ ) - 1 Z ' 1 + 6 # Z ( W ' H/ ) - 1 Z '
which is simply the covariance matrix for the unbiasedness teSt subject to the
restriction  B = 1. Since the information known  at  time  t is assumed to  be
measured without error, there is no need for IV or Correct IV standard errors
in  calculating the orthogonality test statistics.
It is interesting to note that imposing unbiasedness in (3.24) enables an
alternative estimate of,_ ix;  to be obtained  from
x,=,_ixi+u,=Z,Y+ut, vt-D(0.02.)Yt
or, in matrix form,
X=-Ixe +v=Zy + v. (3.30)
Applying OLS to (3.30) gives
9 =(Z'Z)-tz'x
and an estimate of  _tx' is obtained as
lie = ZY = Z(Z'Z)-'Z'x = Prx
where P: = Z(Z'Z)- ' Z'. Substitution of  Z·9 for  -tx' in (3.29) yields
X--lie =M 0+V+ ( _ ix' - _4')=M*+u
where u=v t (_tx' - _iR')=vt (Z·y - Zf). Under Ho: 0=0,
u=v + Zy- P:x =v t Zy- P:(Zy + v) = (1- P=)\
so that var(u)=ai(I-P:)4 011. Thus, contrary to the standard well-known
result, the conventionally programmed OLS standard errors will, in this case, be
no less than the Correct OLS Standard errors.
3.3.6.   Newey-West  covariance  matrix estimates
When GR are present, it is clearly advisable to calculate Correct OLS Standard
errors or to use alternative estimation methods such as FIML or instrumental
variables to yield consistent standard error estimates. However, these procedures
can be computationally cumbersome to implement. Newey and West (1987)
(N-W) provide a method for calculating a positive semi-definite covariance
matrix that is consistent in the presence of unknown forms of heteroskedasticity
and autocorrelation. Smith and McAleer (1992b) examine whether the N-W
covariance matrix can approximate the known non-spherical nature of the
disturbance covariance matrix in equations containing GR, and thereby provide
a simple and convenient method for obtaining consistent standard error
estimates for these models.
f Basil Blackwell 1991
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The N-W covariance matrix is calculated as
m




4=  1 e,Pip,-ket-k,
r=j. 1
e,  are the residuals   from an equation  such  as   (3.16)  and   P,  iS the vector  of
explanatory variables from the same equation. For each model, N-W standard
errors are calculated using different lag lengths m.
Smith and McAleer (1992b) find a tendency for the N-W procedure to over-
reject a true null hypothesis, which contrasts with the Correct OLS and FIML
result reported in Hoffman et al. (1984) and McAleer and Smith (1990). In
particular, the empirical type one error probabilities of the N-W procedure tend
to be closer to the large probabilities obtained by the (incorrect) 2SE procedure.
It is also found that the rejection frequencies become larger as further lags are
included in the calculation of the N-W covariance matrix. These findings are
supported by two illustrative empirical applications, namely the Barro (1977)
money growth/unemployment model and the orthogonality tests of quantitative
expectations derived from qualitative responses in Smith and McAleer (1992a).
4. Empirical GR models
4.1.   Overview
The seminal paper by Pagan (1984) seems to have marked the beginning of
serious discussion of the major econometric issues raised by GR models.
However, the warnings issued seem to have been ignored by many researchers.
Table 1 presents the frequency of post-1986 published papers where uncorrected
(OLS) 2SE results are reported. The starting  year  o f  1986  has been chosen  to
allow a reasonable time, namely two years, for Pagan's (1984) paper to be widely
disseminated. Since   1986, 51 papers have been published reporting uncorrected
COLS) 2SE results. A glance at Table 1 reveals that the problem seems to be
worsening, since more rather than fewer published papers include uncorrected
2SE results. Specifically, the period 1986-88 produced 18 cases compared with
33 for the period 1989-91. Table 2 disaggregates the figures by type of
application. A large number o f cases relates to tests of money neutrality, an issue
which is discussed at length below, with the second most frequent case being
models of money demand. Macroeconomic issues account, in general, for 38 of
the 51 cases identif ed, although this list is almost certainly not exhaustive.
It  could be argued that, given the results presented in Section  3,  in  some
instances the inferences drawn in these papers might be unaffected by the
inclusion of GR. While this might be true in some cases, it is generally not
acknowledged by the authors and requires careful scrutin> of the specific
-   Basil  Blackwell  1993
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1986               4
1987               10
1988                4
1989                9
1990              13
1991               11
1986-88           18
1989-91           33
Total                             51
Table 2. Classifcation by topic    of
empirical papers reporting uncorrected
(OLS) 2SE results, post-1986
Topic Frequency
Monetary neutrality                                         19
Demand for money                5
Labour/employment                     2
International trade                  2
Other macroeconomic              14
Other                           9
Total                                                                             51
formulation of the model. Furthermore, certain new results presented in Section
3 complicate any such fortuitous defence of the publication of uncorrected 2SE
results. By way of example, this issue will be illustrated by a careful discussion
of empirical tests  of the NCM monetary neutrality question raised in Section  3.
4.1. Empirical tests of the NCM monetary neutrality hypothesis
In Section 2.4 the NCM model of monetary neutrality based upon the notions
of a 'surprise-supply' function and 'unanticipated monetary growth' was
Ba ,1 81*Awell 1991
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Table 3. Classifcation of empirical tests of monetary neutrality
Method of estimation Pre-1986 Post-1986 Total
Uncorrected (OLS) 2SE                20                    18                  38
Efficient/corrected'                       11                      10                    21
Unclear                                                -                                 1                              1
Total                                               31                            29                         60
* Note: May additionally report uncorrected (OLS) 2SE.
outlined and the role of GR was highlighted. Section 3 involved a discussion of
various measures of unanticipated money growth and proposed a model
categorization and classiflcation to aid understanding of the model and
interpretation of the empirical results. Furthermore, the issue of stability tests of
the expectations equation (policy reaction function) was stressed.
In this section these and other issues will be used in a careful scrutiny of recent
tests of the monetary neutrality hypothesis. Table 3 presents a breakdown of
published papers which test the monetary neutrality hypothesis. The paper by
Atesoglu and Dutkowsky (1990) has been classified as using efflcient estimation
techniques for Tables 3 and 4, although in Tables 1 and 2 it merits an entry. The
justification for its inclusion in the earlier tables is that inferences are drawn on
the basis of invalid F testS derived via uncorrected 2SE estimation methods.
Consequently,  Tables  3  and  4  have 18 cases where only uncorrected 2SE results
are reported. These particular cases will be analysed in some detail below. For
a more extensive discussion of empirical tests of the monetary neutrality
hypothesis, including results from efftcient and corrected estimation, see Oxley
and McAleer (1993).
4.2.1.   Tests  of  the  monetary  neutrality  hypothesis  -  uncorrected  2SE  results.
Post- l 986
Table 4 presents certain selected characteristics  of  18 published papers seeking
to test the monetary neutrality hypothesis. Columns 1-3 are self explanatory,
given the categorizations of Section 3.1. Column 4 identiftes whether the
expectation equation was subjected to tests of stability, the type of test, and the
result, namely stable (s) or not stable (ns). Of the 18 cases noted, 10 do not test
the stability of the expectations equation; 3, or just under 17 percent, report no
diagnostic tests whatsoever for any of the estimated equations and 5 report only
the DW statistic. Overall, 44 percent of cases report, at most, the DW statistic
as the sole diagnostic check. Such characteristics give little overall confidence in
the adequacy of the models. However, columns 5 and 6 are especially revealing
with regard to the problems of interpretation arising from the use of GR.
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F                          Table 4. Empirical tests of monetary neutrality, post 1986. Papers reporting only uncorrected 2SE
.
:
"                  1                                             2                                     3                 4                         5                             6
1
Aiiillor(s) Data Estimation Stability tests Diagnostics actually Significant:
method(s) of reported current/lagged/joint
expectation unanticipated
equation
Ahined ( 1987) ('anada, annital data, 1961-74 A 1 i) no tests DW noj-/no
(general tendencies)
0
Askari (1986) Canada, seasonally adjusted quarterly data, A I i) Chow 1, (s) none no/no/-                 X
1967(?)-1981(?)                                                                          
2       Beladi and Samanta UK, annual data, 1952-83                   Al i) Chow  1, (s) DW yes/yes ?/no           6
(1988) A2 i) and ii)
K
Ilryant (1991) Australia, Canada, Japan, Switzerland, A 1 i) no tests none no/no/-           >
annual data,
1950-86                                                                                                         i
C'anarella and Pollard Argentina, Bolivia, Brazil, Chile, Colombia, At ii) no tests DW, h, 0 no/yes?/yes?
(1989) Ecuador, El Salvador, C;uatemala, (general lendencies)
lionduras, Atexico, Nicaragua, Panama,
Peru, Uruguay, Venezziela, annual data,
1950-83
( 'hiywal atid Cliatierji US, annual data, 1948-82 A 1 i) no tests DW yes/ycs?/yes?
(1987)
('houdhary and l'arai Argentina, Bolivia, Brazil, Chile, Colombia, Al i) Chow  1, (s) 1)w. Q, F* no/yes?/yes?
(1991) ('osta Rica, Guatemala, Mexico, Nicaragua, Call countries) (general tendencies)
Paraguay, Peril. Urugway, Venezuela, annual
data, 1952-87
   1)urral (1987) Deninark, annual data, 1953-83 A 1 i) Chow  1, (s) DW, (1, 1.1 1(H) 11(,11,1,)1,1 o
    Dmkowsky (1987) US, annual data, 1949-84 Ali) CUSUM, (s) DW, h yes/yes?/-
1
1)itiktiwsky and Atesogill   US, annital data. 1941-83 A I i) Chow  1, (S) DW, CUSUM,
yellyth.!1                .t/ (1986) CUSUMSO--                                                                                                    
1·'i·ydm.lit md Rappop(,rt  US, seasmally adjitsted qtiarterly data, At i) Chow L (s) nolle
A.U.I).1.                 R(1987) 1948(3)- 1976(4) ( ce bel ,w)
(ilick ali(| Illitclit,•(311 US, seasoiially adjtisted quarterly data, Ali) 110 tests        Q                          m /ye»?/ye,?           2
(199(11 196()(4-1985(4)                                                                                                                                            E
Klielliwell (1986) Camda.·..9,10.ual data....1.?.54.-82 Ali) 110 tests DW, Chow  1, F y( jj.y(.j:,Ill        
US, alillual data, 1960-82
'°1 -1 "                              E
g      K<irmendi and Aleguik 46 countries, annual data 'post-war' A I ii) no tests no conventiotial tests        - /-/-                       52
(1991) 1987                                                                                                          4
Al<,habliai and Al.Saji 11 ,,4, (111%,rli,rly data, 1961(l)-1977(2) Al i) Chow  1, A) DW
no/noi  (1991) ;Motilict (1987) Al:xico, anilual daia, 1953 -75 Ali) tio tests DW, 0
yal -1                                rj
l'e arall < 1988) UN, al,litial  lata, 1941- 85 Ali) no tests 1)W, 11, 1.Al(SC), 1.&1(N)  >'e,/y.J?/
1.M(11), RESE-1(2) m
Rmh md Waldo (1988) US, a,inual data, 1941- 85 Al i) no BA        1)W                        / /
M
l( '(1,11111 it(·(/ j
w  Kcv Iii luble 4.
E  listiination Alethod(3): For deli,iilioits, ke Seciion 3.
C¤
S    ('how  I  ret'crs to C'hiw's (196(,) first  lest  f'or .trilciliral chailge
F   ('USUM ANt) CljSUMS() rel'er to lilown 2/ a/.3 (1975) tests for structui·al change.
&   1)W rel'ers to Ihe Durbin--Watson (195(), 1951) statistic.
*   11 rel'er„ to Durbin's (197()) statistic.
12' refers to tile cumulative equisalelit ot' Durbin's (197()) h statistic.
c; ret'ers to Geary's (197(1) statistic.
0 ret'ers to tile 130*-Pierce (197(11 porinianteau statistic.
I.M(SC) LM(N) and 1 M(I l) refer, respectively, to the Lagrange Multiplier tests for serial correlation, normality and heteroskedasticity.
RESET(2) rel'ers 10  Rainwy's (1969,  1974) test  for  functional  form mi9specification based upon the squares of the fitted values.
1· refers to ati elicoli,passitig non-nested 1- test.
(s) deitotes tlial a siable ielationship was identified; (n.s.) denotes ati linstable relatio,iship based upon the particillar test ot wrilcitlial stabiliiy.
A.U.D.I. is m acrolly,11 f<ir 'Amicipuled, Unanticipated I)istinction is Irrelevant', used by Frydman and Rappoport (1987). 00                                                                                     7g       Interpretution (i.1 colunit, 6.W\
The three eittrie6 xpal·ated by a slash (/ 1 relate, respectively, to: a signillcalit coefficient on the current valited uitantk·ipated ('stirpriw') varial,le·, u sigitificatit  coeillcicill cm the tagged uilutiliciputed varial,le, jointly significant cocflicients on current and tagged unanticipateil variable·,.                              Z
A qliestimt mark (?) ill colunin 6 delli,tes the true int'crence is tincertaili because ol' the underestimation of ilic true standard el·rtil, dlic to the CIR iii·oblun        C
A  qtiestion  niark  (?1 either than iii  column 6 denotes the information  i3 illic·lear from the paper.  A dash (-1 denota the relevi,111  value was Iicit iepo, lcd.         K
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Column 6 notes whether the current unanticipated money growth variable is
significant in the equation of interest, normally an output or employment
equation such as (2.24); whether tagged values of unanticipated money growth
are significant; and finally, whether current and lagged values of unanticipated
money growth are jointly significant.
Based   upon the results presented in Section 3.3, uncorrected  2SE   of  the
current 'surprise' term will produce valid inferences. However, the validity of
inferences associated with lagged 'surprises' depends upon the formulation of
the underlying expectations equation and the form and acceptability of the null
hypothesis. In particular, the null hypothesis in this case is that the coefhcients
on both current and lagged 'surprises' are zero.
Column 6 identifies whether the estimates differ significantly from zero at the
5 percent level. A 'no' entry based upon uncorrected 2SE results cannot be
overturned   by   the   use   o f correct standard errors   and is, there fore, robust.
However, a 'yes' entry may or may not be a valid inference due to the problems
associated with GR. This uncertainty is represented in column 6 with a question
mark. Such uncertainty is further compounded given the results of section 3.3.4
regarding misspeciftcation. It is of particular concern in this context that nearly
half the cited papers report no diagnostic or only the DW statistic as a
misspecifcation check, and over 60 percent do not check the stability of
parameters in the expectation equation.
With these statistical caveats in mind, what can validly be inferred from the
cited papers and what can be gleaned from the use of uncorrected 2SE?
First, the NCM monetary neutrality hypothesis postulates that unanticipated
monetary growth will have significant (positive) effects on output (employment)
growth, and that anticipated money growth will have insignificant effects
(neutrality). In this section, Only the first proposition is addressed. Results
relating to the latter issue and a more extensive discussion of the effects of
unanticipated money growth can be found in Oxley and McAleer (1993).
The inferences derived by Askari (1986), Bryant (1991), Darrat (1987),
Helliwell (1986) and Mohabbat Al-Saji (1991) regarding the statistical
insignificance of current and lagged 'surprises' are unaffected by the inclusion of
GR, as are the majority of inferences derived by Ahmed (1987). However, much
of the emphasis in Ahmed (1987) revolves around results which imply support
for the NCM neutrality propositions which, given the presence of GR, must be
regarded as unresolved. Montiel's (1987) results are also unaffected since
attention is restricted solely to the effect of current 'surprises', which is found
to have a significant positive effect.
Although the results of Askari (1986) and Bryant (1991) on the significance of
'surprise' effects are robust, both use non-nested tests, in particular, the J test
of Davidson and MacKinnon (1981). As noted in Section 3.2.1 and in McAteer
and McKenzie (199la), uncorrected 2SE will yield biased test satistics, in this
case towards rejection of the (NCM) null. Bryant (1991) reports a rejection of
the NCM model against a Keynesian alternative. with no rejection of the
Keynesian model against the NCM alternative, in four of the flve countries
   Basil Blackwell 1993
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considered. Similar results are found in Askari (1986). On the basis of the
theoretical evidence and the dramatic empirical reversals reported in McAleer
and McKenzie (1991a), considerable caution should be exercised in interpreting
such results.
In atl other cases, some reservation must be held regarding the inferences
drawn in respect of the signifcance of the 'surprise' effects, at least those
denoted by a question mark. All nine of the unambiguous results regarding the
signifcance of tagged 'surprises' are contaminated by the effects of the inclusion
of GR. Four of the six joint teStS of current and lagged surprises are similarly
contaminated. In these cases the actual signiftcance of unanticipated money
growth and partial support for the NCM neutrality hypothesis is unclear.
Furthermore, Pesaran (1988) reports the RESET and Breusch and Godfrey
(1981) serial correlation tests, both of which may be biased when uncorrected
2SE is used to compute the test (see McAleer and McKenzie (1991a)).
The macroeconometric issues raised in models with GR are wide-ranging,
complicated and sometimes counter-intuitive. However, many of these issues
have been known since 1984. The single example of empirical tests of money
neutrality highlight the dangers of using only uncorrected 2SE results in
hypothesis testing. Apart from the effects of current shocks, few conclusions can
be confdently held when based upon models estimated by uncorrected 2SE
methods. In this particular example, the majority of inferences are based upon
inefficient estimation methods and, as such, should be used with considerable
caution.
5. Conclusions
The 1980s and 1990s saw a growth in the number of empirical applications where
models with GR were estimated. Economic reasons for such models were
discussed in Section 2. Some of the econometric issues associated with the
inclusion of GR were highlighted in Pagan's (1984) seminal contribution. It
appears, however, that the warnings issued therein have, in many cases, been
ignored. The late 1980s produced a growing number of published empirical
applications where uncorrected 2SE results were presented, with no (apparent)
warnings as regards their interpretation.
The main purpose of this paper has been to review and update the econometric
issues raised by models with GR. Such issues were discussed in Section 3, where
both established and new results were highlighted. It was stressed that, although
2SE would not generally be single equation efficient, under certain circumstances
a subset of coefhcients may be efficiently estimated and valid inferences be
drawn. In particular, the coefficient attached to current 'surprises' would be
efficiently estimated in models where the expectation equation is correctly
specified (formal proofs are given in McAleer and McKenzie  (1991 b)).
The effects of misspecification of the expectations equation were considered,
together with some consequences of measurement errors. Some interesting and
counter-intuitive cases were identifed, thereby re-inforcing the notion that the
- Basil Blackwell 1993
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inclusion of GR in a model can lead to considerable problems of interpretation.
In particular, care must be exercised in the interpretation of (possibly) biased
'standard' test statistics, such as t and F, and several variable addition and non-
steady tests, such as Ramsey's (1969, 1979) RESET teSt, Breusch and Godfrey's
(1981) test of serial correlation, Davidson and MacKinnon's (1981) J test, and
Fisher and McAleer's (1981) JA test. The theoretical problems of 2SE were
highlighted and several solutions were offered, including the use of corrected 2SE
and efficient estimation methods The strengths and weaknesses of all current
methods of estimation in the relevant models was examined.
In addition to the theoretical issues discussed, the recent literature on tests of
the NCM monetary neutrality hypothesis was examined. In particular, those
papers reporting only uncorrected 2SE results, post-1986, were scrutinized to
highlight the problems of drawing valid inferences from models estimated using
inefficient methods. Of the 16 papers examined, 11 required a careful
interpretation   o f the results    as a consequence    o f using uncorrected   2SE.
Furthermore, the remaining  5  (and  many  of the previously noted 11) failed  to
provide either minimal diagnostic checks or tests of stability of the expectation
equation.
It is clear that models which include GR will continue to be popular and will
be subjected to empirical testing. It is also clear that the ease of 2SE estimation
will continue to attract many practitioners. However, the possible dangers of
using uncorrected 2SE should now be well understood, as should the benefts of
using alternative estimation procedures. Uncorrected 2SE should be used with
considerable caution or, ideally, corrected 2SE or emcient methods should
replace such methods. In many instances, such as separate tests of rationality
and neutrality, emcient estimation methods are required (for a discussion of
these issues, see Oxley and McAleer (1993)).
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1 INTRODUCTION
The notion that there is a long-run tendency for the public sector to grow rela-
tive to national income - 'Wagner's law', was proposed by Wagner (1883) and
elaborated upon in Wagner (1893). The law has been tested on numerous occa-
sions, see for example, Martin and Lewis (1956), Peacock and Wiseman (1961),
Musgrave (1969, 1984), Diba (1982), Bird (1971), Beck (1979, 1981), Heller
(1981), Michas (1975), Saunders and Klau (1985), Ram (1987) and Courakis
et al. (1993). However, as demonstrated by Henrekson (1990), many authors
have used inappropriate estimation techniques when faced with non-stationary
time series data. Furthermore, the issue of the direction of bi-variate causality
is not addressed in the literature. If a causal relationship between economic
growth and the size of the government sector exists, its macroeconomic policy
implications would depend crucially upon its economic foundations. In par-
ticular, what are the economic underpinnings of Wagner's law?
Wagner's own reasons for the existence of the relationship were vague, see
Section II. below. In general they revolved around the issues of substitutabilitw
of public for private sector goods post industrialization; income elastic welfare
services; and government intervention in natural monopolies. However,
modern treatments have concentrated on two areas, both of which utilize the
notion of individual utility maximization as a necessary component of their
explanations. Meltzer and Richard (1981) and Persson and Tabellini (1990),
highlight public choice motivations for the law. in such models governments
typically tailor expenditure policies towards satisfying the median Voter, produ-
cing under certain conditions, see Section  Il, a relationship between govern-
ment expenditure and economic growth. In this class of model Wagner's law
would arise as the outcome of a sophisticated game between [he government
and the electorate operating within a multi-party system. Meltzer and Richard
(1981), provide a number of necessary theoretical conditions which would need
to be satisfted if the law were to have foundation and find empirical support
for their existence based upon US history.
An alternative theoretical underpinning for the law revolves around a
bureaucracy theory of government, see for example, Niskanen (1971). Here
government spending may rise disproportionately with growth due to a
Principal/Agent problem. Bureaucrats acting as rational utility maximizers
deriving utility from power and prestige, may be able to expand the size of their
University ot Edinburgh
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bureaus at the expense of efficiency. In this case, the existence of Wagner's law
would typically indicate either allocative or X-inefflciency and could be used to
apply pressure on government departments to change.
The purpose of this study is to investigate the evidence for Wagner's law in
Britain during the period 1870-1913 using appropriate estimation methods.
This represents a period in Britain of rapid economic growth and continued
industrialization and modernistic, conditions which should be conducive to
Wagner's law. Furthermore, the empirical evidence presented in Section IV
relates to a carefully conducted study of non-stationary, cointegrated data
which addresses the issues raised by Henrekson (1990). In particular, the period
represents an era of stability prior to the outbreak of World War One where
structural breaks in the data series are known to exist, see Mills (1991). How-
ever, unlike Henrekson who found no support for Wagner's law in Sweden,
strong support is found in this data. Furthermore, evidence of unidirectional
Granger-causality from income to public expenditure is also established giving
overwhelming support for Wagner's law during this period of British history.
In Section II the economic underpinnings of Wagner's law are discussed
more fully and the models to be tested are presented. Section III raises the issue
of cointegration, non-stationarity and Granger causality and Section IV pre-
sents the results. Section V concludes.
II  WAGNER'S LAW
In Wagner (1883) and (1893), the law of 'increasing expansion of public and
(particularly) state activities' was proposed. PUt succinctly, the law postulates
that as real income increases during the industrialization process, the share of
public expenditure in total expenditure increases. Often the law is formalized
in per capita terms although some of Wagner's writings on this issue are
ambiguous particularly in relation to government spending on public goods.
As with many so called 'laws', the economic underpinnings of Wagner's law
are rarely considered. The law no doubt has its roots in the observation that
the growth of public expenditure and output per head seem to be highly corre-
lated. However, Wagner did propose some loose economic underpinnings for
such an observation. In particular, he suggested three main reasons (or
necessary conditions) for the empirical relationship. Firstly, industrialization
would lead to a substitution of public for private sector activity. Secondly,
increased wealth would lead to an increase in cultural and welfare services
which are assumed tO be income elastic. Thirdly. Wagner assumed that govern-
ment intervention would be required to manage and flnance natural mon-
opolies. These issues have been repeated and extended in the work of North
and Wallis (1982), where they stress .the wedding of science and technology in
the late nineteenth century made possible a technology of production whose
potential was only realizable with the enormous increase in the resources
devoted to political and economic organization - the transactions sector of the
economy' (North and Wallis 1982. p.336). However, these arguments are not
rigorously derived.
to/ib Economic 500,1, ;49.4
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Meltzer and Richard (1981) and latterly Persson and Tabellini (1990), con-
sider an alternative rationale for Wagner's law derived frOm the public choice
literature. Meltzer and Richard (1981), suggest that two principal reasons exist
to explain the increased size of government. Firstly. the extension of the fran-
chise changed the position of the decisive median voter in the income distri-
bution. Secondly, changes in relative productivity have led to an increase in the
size of government. They suggest that the spread of the franchise in the nine-
teenth and twentieth centuries increased the number of voters with relatively
low incomes leading to a preference (by the median voter) for higher taxes.
Similarly in recent years, the proportion of voters on benefts has increased,
raising the number of voters favouring higher taxes on wages to flnance income
redistribution. On productivity, Kuznets (1955), observed that economic
growth raises the incomes of the skilled relative to the unskilled leading to
increased inequality. In the Meltzer-Richard model this implies votes for redis-
tribution and therefore a growing government share.
Most authors who attempt to test for the existence of the law including
Gupta (1967), Wagner and Weber (1977), Mann (1980) and Ram (1987), con-
sider some variant of the following single equation model:
1ng=a+b lny+(1 - b)lnPOP + u                                                      (1)
where g represents real government expenditure, y is real income, POP is
population size, a and b are parameters to be estimated, u is a serially uncor-
related random disturbance term and In denotes natural logarithms. Support
for Wagner's law would require the elasticity of total government expenditure
with respect to aggregate GDP to exceed unity, i.e. b > 1.
Many equivalent variations on (1) have also been considered in particular the
share-of-income formulation given by equation (2) below:
In(g/y) =a+B Iny  + (1- 8)InPOP + u.                                             (2)
Support for Wagner's law in this case would require B > 0.
Note, however, that ( 1) arbitrarily constrains the parameters on income and
population. Such constraints have only been tested by Courakis et a/. (1993)
where they were rejected. In fact Courakis et a/. (1993) found no support for
the per capita formulation of Wagner's law in the case of Portugal and Greece.
Other contentious issues relevant to the specific formulation of the law relate
to whether the variables should be measured in real or nominal terms. see for
example, Beck (1979), Heller (1981) and Diba (1982). Furthermore, equations
(1) and (2) imply causality running from income to public sector expenditure
This is clearly how Wagner seemed to view the basis of the law. However, it
is important that this uni-directional causality is established if unambiguous
support for the law is to be inferred. The issue of cointegration and causality
will be discussed below.
III  DAT.4 AND EcoNOMETRIC METHODOLOGY
The data used in the study relate to Britain 1870-1913, and are taken from
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Mitchell and Deane  (1962) and Feinstein (1972). Income  ( Y) is measured  as
Gross Domestic Product (GDP) at factor COSI. Both nominal (denoted Y) and
real (denoted y) measures will be utilized. Nominal government expenditure
(G) and real government expenditure (g) is measured aS the Public Authorities
current expenditure on goods and services. Population flgures relate to total
British population (denoted POP). All variables are measured as natural
logarithms and prefix the variables with ln. The sample period was truncated
at  1913  for two reasons. Firstly, the earlier discussion  On the economic under-
pinnings of the law stressed periods of high economic growth and industrializ-
ation. The onset    o f World    War One precipitated a protracted interwar
depression which could distort the simple empirical model proposed above.
Secondly, and more importantly, the onset of World War One led to a well
known structural break in the data, see Mills (1991). The statistical properties
of current cointegration tests in models which exhibit structural breaks are not
well understood and are the subject of much current theoretical research. On
these grounds it was decided to restrict the period under investigation.
The main problem facing most previous tests of Wagner's law relates to the
statistical properties of the data. In particular, valid tests of equations (1) and
(2) require that the data be stationary, that is integrated of order zero, denoted
1(0) or if I(1) (non-stationary), cointegrated. Furthermore, if Wagner's law is
to be regarded as a long-term phenomena and not simply a spurious relation-
ship, cointegration should be regarded as a necessary characteristic of the
models under teSt, as should uni-directional causality
As such, the testing procedure followed in this study will follow a three stage
process. Stage 1 investigates the stationarity properties of the data, in par-
ticular whether the time series processes are trend (TS) or difference (DS)
stationary and the order of integration Of the data. Such analysis uses the
Augmented Dickey-Fuller (ADF) (1979) statistic. Conditional upon the results
of stage 1, stage 2 will test the implications of equations (1) and (2) either  via
standard (OLS) regression methods if the data are 1(0), or via tests of cointegra-
tion if the data are 1(1), following both the Engle and Granger (1987) and
Johansen (1988) approaches. If the data are 1(1) and cointegrated, stage 3 will
utilize the implications of the Granger Representation Theorem in order to for-
mulate Granger-type tests of causality. In particular, via the super-consistency
properties of the co-integrated variables, valid Granger-type causality tests can
be formulated using 1(1) variables. In this case the general formulation involves
tests derived from equations (4) and (5) below:
I                                                        I
Ing=a+ S 8, Ing,-, + E 7, iny,-,+u,                                  (4)
j./
q
Iny =0+ E b, Iny,_, + E c, lng,_, + u,                            (5)
'-1 j=/
where u, and u, are zero-mean, serially uncorrelated, constant variance random
disturbance terms. Similar formulations will be used for the share of income
version and where the variables are measured in nominal terms.
Scor„h E:onomi: Societv 1994
114
LES OXLEY
In all cases, Granger causality tests involve tests on the signiftcance of the y's
and the c's conditional On the chosen lag lengths, m, n, q, and r.  In most cases
where Granger-type tests are used, such lag lengths are arbitrarily assigned. In
the empirical section below we follow Giles et a/. (1993) and assign lag lengths
on the basis of minimizing Akaike's Final Prediction Error (FPE). In an
equation like (4) above m = m' is determined assuming n = 0. The procedure
is repeated to Bnd n = n* so as to minimize FPE(m*n*). Repetition of the
procedure for q* and tgives min. FPE(q*r').
With optimal lag lengths determined, GC tests based upon equations (4) and
(5) can be formulated as:
Iny Granger causes (GC), Ing if,
H o:7 1= 72=73 = * ' 'y. =0,i s rejected against the alternative
H i  : not  Ho.
Ing Granger causes (GC), 1ny if,
H o:c t=c z=c, = · · ·c, =0.i s rejected against the alternative
H;  :  not   H 6.
Given the inclusion of lagged dependent variables in (4) and (5), tests of the
hypotheses utilizing OLS results require the Schmidt (1976) modifted Wald stat-
istic. Furthermore, utilizing the results of Lutkepohl and Reimers (1992) and
Toda and Phillips (1991) we know that in bi-variate non-stationary cointe-
grated systems  the  Wald  test  will  have the usual asymptotic X 2 distribution.
Unfortunately, the same cannot be said for the usual list of diagnostic tests
applied to equations (4) and (5), (see Appendix for a discussion).
Support for Wagner's law would require uni-directional causality from
income to government expenditure that is, rejection of Ho and non-rejection of
HJ
IV RESULTS
Stage 1 - trend stationary versus difference stationary processes
To test the null hypothesis of DS against the alternative of TS the procedure
developed by Dickey and Fuller (1979) and used by Nelson and Plosser (1982)
and Schwert (1987) was used. In particular, consider the model:
0 -B+ ar,- i+B/ + 4,                                            (6)
where z is the variable of interest, r is a time trend. e is a zero mean. serially
uncorrelated and mutually independent disturbance term. p. a and B being par-
ameters estimated by ordinary least squares regression. The null hypothesis of
DS equates a=l (or (a -1) = 0), whereas the alternative of TS requires a<  1.
On the basis of Table 1  the null hypothesis is not rejected.
Order of integration
Table 2 presents ADF statistics for the levels and frst differences (prefixed with
Scottish Economic Society 1994
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TABLE I
Trend stationary versus diference stationary





In Y 1870-1913 -1·635(-3·514)
InG 1870-1913 -2·489(-3·514)
Note: Figures in parentheses refer to 955 signikance
values taken from MacKinnon (1991). An augmenta
tion of 4 is used in all cases.
TABLE 2
Tests of the order of Integration (with drift, without
trend)
variable Sample ,(6-1)
iny 1870-1913 -0·927 (-2·929)
Ing 1870-1913 -0·665 (-2·929)
In(Gi Y) 1870-1913 - 0·877 (- 2.929)
In POP 1870-1913 -1·784(-2·929)
ln Y 1870-1913 0·108 (-2·929)
InG 1870-1913 -0·421(-2·929)
DIny 1870-1913 - 3 · 246  (- 2 · 929)
DIng 1870-1913 -3·507 (-2·929)
Din(G Y) 1870-1913 -3·751 (-2·929)
D\nPOP 1870-1913 # -1 · 324  (- 2 · 929)
Dln Y 1870-1913 - 4 · 120  (- 2 · 929)
DinG 1870-1913 - 3 · 462  (- 2 · 929)
Note: Figures in parentheses refer to 95070 signiftcance values
taken from MacKinnon (1991). An augmentation of 4 is used in
all cases.
# The second difference statistics for ADF(1).  -3 ·55](-2·929)
and  ADF14).  - 2· 139 (-2·929) suggest  that  population  „  al
least 1(2) over the sample period.
a  D)  o f the variables in order to ascertain their order  o f integration.  The  esti-
mated equation is given by (4) above, but excludes the time trend t.
On the basis of the results presented as Table 2 all but population appear to
be 1(1), whereas population is at least I(2) in the sample.
Stage 2 - testing for cointegration
Engle-Granger (EG) methods
Based UpOn the ADF tests above all the variables except population (which is
at least 1(2)). are I(1). This has implications for the testing of models like (1)
bcouish Economic Socier, 1994
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and (2) above. With population being I(2) tests of the per capita versions of
the model would be statistically invalid. However, cointegration tests of combi-
nations of the remaining I(1) variables will be investigated in this section.
For the period 1870-1913 the CRDW statistic results presented in Table 3
suggest that the null hypothesis of no cointegration can be rejected at the 50:0
level  in all cases except  In(G/ Y)  and ln Y.
Furthermore, support for Wagner's law can be found in the values of b and
d, which exceed  1 and 0 respectively.
Tests for cointegration - Johansen maximum likelihood methods
The EG method is known to suffer from a large degree of small sample bias
due to the omission of short-run dynamics. Even in large samples the bias may
still be significant. The second set of tests for cointegration utilize the Johansen
(1988) maximum likelihood approach.
The first set of results in Table 4 relate to those which exclude a dummy vari-
able which captures the effects of the Boer War (1899-1902). For these results
it can be established that a unique cointegrating vector can be identifed for all
the expressions at the 5% level except those specified in nominal terms. In this
case the level  of signihcance is   100/0  and the order  of  the  VAR is higher  at  5.
This may give some very tentative empirical support for those who specify the
relationship in real terms where cointegration is unambiguous. In all cases
Wagner's law is supported on the basis of likelihood ratio tests of restricting
elements of the cointegrating vector.
However, inspection of the data seems to suggest a strong surge in govern-
ment expenditure during the Boer War, 1899-1902. Inclusion of a dummy vari-
able to capture such effects does not qualitatively affect the results discussed
above. The only effect iS tO reduce the size of the multiplier effect. However,
strong support for Wagner's Law can still be found in the data.
TABLE 3
Ordinary least squares (EG) estimation 1870-1913
Dependent Independent
variable variable R          CRDR
Ing iny 0·954 0·941
(1-837)
InG In Y 0·929 0·813
(1·918)
In(gly) Iny 0·810 0·941
(0·837)
InICUY) In Y 0.750 0·813
(0·918)
vote: Figures in paren[heses relate to parameter estl-
mates. CRDW is [he Cointegrating Regression Durbin
Watson.  An  intercept  is also included  m each regression.
The relevant critical value for CRDB' at the 55 level is
=0·78
bcottih Economic Joclet, 1994
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TABLE 4
Johansen maximum likelihood procedure coimegration LR test based on trace of the
stochastic matrix (1870-1913)
Variables in the Length of Trace 95010 900:0
cointegrating vector the  VAR                 Ho                  H i statistic C.V. C.V.
L g&  LY                                  2 r=0 r=1 18·03 15·41 13·32
(1·844) r<-1 r=2 0·680 3·,6     2·69
Lg  &   Ly  -WAR                           1 r=0 r=l 32·21 15·41 13·32
(1·738)' r<=1 r=2 1·68 3·76 2·69
L O&L Y                               5 r=0 r=1 14·11 15·41 13·32
(1·956)' r<=1 r=2 0·003 3·76 2·69
Lgy  &  Ly + WAR                  i r=0 r=l 22·11 15·41 13·32
(1·907)' r<=1 r=2 0·32 3.76 2·69
L G&L Y                               2 r=0 r= 1 18·03 15·41 13·32
(0·844)* r<=1 r=2 0·680 3·76 2·69
Lgy & Ly + WAR                  2 r=0 r =  1               32 · 21 15·41 13·32
(0·738)* r<=1 r=2 1·68 3·76 2·69
LGY&LY         5 r=0 r = 1           14· 11 15·41 13·32
(0·956)* r<=1 r=2 0·003 3·76 2·69
LGY& LY+WAR       1 r=0 r= 1 22·11 15·41 13·32
(0·907)* r<=l r=2 0·32 3·76 2·69
No,e: The fugures in parentheses refer to the normalized values of the estimates of the coinkgrating vector
(in  this case. vector  i);  r = the number of cointegrating vectors ·  ' denotes that  the relevant (Wagner's lawl
hypothesis is not rejected al the 3%  land  leo) level.
Stage 3 - Granger-type causality tests
Having established that both nominal and real income and government expen-
diture are cointegrated we know from the Granger Representation Theorem
that causality must exist in at least one direction, in (at least) the 1(1) variables.
However, establishing the direction is crucial within the context of Wagner's
law.  1 f government expenditure caused income growth and not vice-versa the
underpinnings of the law would be suspect. Such tests of causality have not
been undertaken in previous attempts to establish support for Wagner's law.
Using the FPE criteria discussed above. m* and n* were given as in Tables
5 and 6. The differences between Tables 5 and 6 relate specifically to the
inclusion of a dummy variable to capture the effects of the Boer War. Inclusion
of such a variable does not affect any of the qualitative conclusions in favour
of unidirectional causality running from income to public sector expenditure.
but does affect the significance level in one case (for variables measured in
nominal terms). In particular, the following results emerge:
In Y(lny) Granger causes inG(Ing)
InG(Ing)  does not Granger cause  ln Y(Iny).
Support for Wagner's law in terms of estimated parameter values. cointegra-
tion and unidirectional Granger causality has been established for Britain
during the period 1870-1913.




Granger  causality  tests  -   1870-1913
Dependent Iny Ing Iny InG
variable
Independent Ing Iny InG Iny
variable
m'                     2               3               2              3
.
n               1 1 1 1
WALD 0·816 12·37 2·557 3·839
(prob. value) (0·366) (0·000) (0·110) (0·050)
Note: WALD refers 10 a test of zero resrrictions on the independent
variables.
TABLE 6
Granger causality tests - 1870-1913
Dependent 1ny Ing In Y inG
variable
Independent Ing Iny InG In Y
variable(s)
WAR WAR WAR WAR
m'          3       3       2       4
4             1          1         1         1
WALD 0·122 13·92 1·091 4·479
(prob. value) (0·726) (0·000) (0·296) (0·029)
Note: WALD refers to a test of zero restrictions on [he independent
variables.
V CONCLUSION
The long-run tendency for the public sector to grow relative to national
income, Wagner's law, was tested using aggregate British data for the period
1870-1913. Based upon a careful scrutiny of the data three important proper-
ties were identified. Firstly, with the exception of population (which was I(2)),
the data series were found to be non-stationary in levels, I(1), but difference
stationary. Secondly, the relevant models tested were found to be cointegrated,
establishing the existence of a long-run relationship between both the logarithm
of the share of real government expenditure in real income In(g/y). and the
logarithms of real  (lny) and nominal  (ln Y) income,  and  also the level  of real
(lng), and nominal (inG), government expenditure and the same measures of
income. Including a dummy variable tO Capture the effects of the Boer War
does not affect the implications of cointegration.
Scitish Economic Socity 1994
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Cointegration between government expenditure and income is a necessary
condition for valid testS of Wagner's law. However, the law imposes strict
quantitative restrictions on, for example, b and B in equations (1) and (2). On
the basis of both OLS estimation and restrictions imposed within the Johansen
maximum likelihood estimation procedure such restrictions were not rejected
and overwhelming support for 'the law' was established.
Thirdly, although cointegration was established and the necessary quanti-
tative restrictions were accepted, the direction of causality required careful
scrutiny. Using the methodology discussed in Giles et at. (1993) it was estab-
lished that uni-directional causality ran from income to public expenditure. On
the basis of the results presented above unambiguous support for Wagner's law
was identified for Britain during the period 1870-1913.
APPENDIX
The usual interpretation of 'standard' diagnostic checks such as those based
upon the Lagrange Multiplier ( LM) principle, see for example, Pagan and Hall
(1983) and McAleer (1994) is far from standard when the underlying model
involves cointegrated I(1) variables. In fact no general results (as yet) exist in
this area, see McAteer (1994). However, some observations can be made.
Firstly, consider the LM Serial Correlation (SC) test. This test is based upon
the squared residuals from an equation like (4) and (5) Given that 1ny and Ing
are cointegrated the residuals should be 1(0). As such the usual interpretation
of the LM(SCj test should follow.
Secondly, consider the LM(RESET) test based upon the squares of the
COLS) fitted values from equations  (4) and (5).  In this case  it is important to
know the order of integration of the fitted values and whether the (OLS) fitted
TABLE 5A
Diagnostic checks - 1870-1913
Dependent        Iny        In g tn Y In G
variable
Independent          Ing Iny lnG In Y
variable
LM<SO 0·941 0·811 2·527 3·554
(prob. value) (0·332) (0·368) (0·112) (0·059)
RESET<21 0·229 0·719 2·516 1·193
(prob. value) (0·632) (0.3971 (0·113) (0·275)
LM(N) 0·766 11·93 1·051 29·40
(prob. value) (0·682) (0·002) (0·591) (0·000)
LMCH) 1·050 0·885 2·639 0·013
(prob. value) (0·306) (0·347) (0·104) (0.909)




Diagnostics checks - 1870- 1913
Dependent Iny        Ing        In Y InG
variable
Independent          Ing Iny lnG lnY
variable
WAR WAR WAR WAR
LM(SC) 0·029 1·271 2·539     0-
· 887E - 4
(prob. value) (0·864) (0·259) (0·111) (0·992)
RESET(2) 1·253 0·558 4·154 0·716
(prob. value) (0·236) (0·455) (0·042) (0·397)
LM<N) 0·786 0·322 1·938 1·090
(prob. value) (0·675) (0·851) (0·379) (0·580)
LMCH) 2·020 1·571 2·628 0·057
(prob. value) (0·153) (0·269) (0·105) (0·811)
Note: LM(SC), LM(N) and LM(H) refer. respectively. to the Lagrange
Multiplier tests for serial correlation (flrst-order). normality and
heteroskedasticity. RESET<2) refers to Ramsey's (1969, 1974) tests for
functional form misspecification based UpOn the square of the fitted value.
values are cointegrated with the original variables. If they are, Johansen-type
LR teStS may be invoked to test the respective null.
Finally, LMCH) testing neglected heteroskedasticity seems more
problematic. Consider the case where the teSt involves both the squares of the
OLS residuals and squares of the fitted values taken from OLS estimation of
(4) and (5). 1n this case it is likely that the squared residuals are I(0) whereas
the squared fitted values are [(1). In this Case the LM(H) test equation can
never be 'balanced' and its usual interpretation makes no sense.
The area is currently so uncertain that we make no explicit use of the diag-
nostic checking procedure in this case and simply present Tables 5A and 6A for
illustrative purposes only.
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Real world DGP's are complicated phenomena and the raison d'Stre of modelling  is  to
simplify through the use of specific assumptions. Clearly, however, some
simplifications and therefore some models, will be better than others. The underlying
assumptions of a theory are unlikely to be exactly true, but rather close
approximations to reality.  In such circumstances it is important that the implications
of a theory are robust with respect to small variations in the underlying assumptions.
Such variations should only produce small variations in the theory's implications, not
wild and dramatic ones.  As such, certain models may be ruled-out as inappropriate
simply on the basis of their theoretical characteristics. Simulation methods and
calibration can be used to discover the properties of certain models and this technique
is used in Chapter 4 of this thesis, however, econometric modelling still lies at the
heart of model testing and model discrimination.
Econometric testing is often used as a means of'discovering' 'good' models or of
discriminating between them. Econometric modelling is also used to refine
theoretical models in the light of results achieved or where theoretical models lack
specific detail, for example, functional form. However, test results will generally be
conditional upon the data, the method of estimation and the adequacy of the empirical
variant of the model under test.  In this case it is also important that the results derived
are robust otherwise discrimination between models at the empirical level (which is
often used to discriminate between theories) will be unreliable.
A central theme running throughout this thesis revolves around the notion of robust
theoretical and econometric modelling approaches. In Chapters 2 and 3 the results
derived from special cases of the demand for money function, where the functional
form is arbitrarily constrained to be either linear or log-linear in the variables, are
contrasted with the GFF.  At the theoretical level it is clear that the policy
implications derived from different assumptions about functional form may be
dramatically different in part because of the different coefficient estimates. However,
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the typical empirical response is to assume a logarithmic functional form and derive
policy implications from it. The message of Chapters 2 and 3 is that such an
assumption may prove to be invalid and the derived conclusions non-robust. I
demonstrate how the optimal functional form can be estimated from the data and how
to formulate tests of particular special cases of potential interest. Assuming parameter
and/or functional form constancy when deriving strong policy conclusions and
possibly policy rules, can also exhibit non-robustness and is an issue which requires
careful consideration and testing. Finally, simply transferring the results from one
country to another can prove to be dangerous as, again, some conclusions may be
specific to the conditions found in one particular country. The modelling framework
may be so specialised, the assumptions made so specific as to make "turn-key" models
inappropriate and the model conclusions non-generic or non-robust.
Chapter 4 turned the emphasis onto theoretical arguments related to model
construction and demonstrated the possible pitfalls from making radical
simplifications. Often such assumptions are motivated by ease of construction.   This
feature is less excusable given the growing power of computers. The local versus
global properties of a model should be well understood, particularly if the model  is to
be used for policy analysis or simulation. If local results are to be utilised extreme
caution may be required if serious mistakes are to be avoided. The Chapter
demonstrates that the cost of such errors may be enormous.
The empirical message of the thesis is reinforced by Chapter 5 where the emphasis
focused upon the robustness of estimation methods when faced with a particular type
of data, generated regressors. The focus of this Chapter revolved around the new
classical macroeconomic neutrality proposition and the robustness of its empirical
conclusions. However, the results on approaches to estimation with unobserved
variables is much more general where we demonstrate, in a number of general cases,
the theoretical properties of different estimation methods. Under certain conditions
certain inferences derived will be robust to the method of estimation. However,
robustness is not a general conclusion and the method of estimation chosen will affect
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the validity of the results. Luckily, perhaps, conditions under which deviations from
efficiency and consistency will emerge are now well documented as Chapter 5.  This
should allow researchers to either choose estimation methods carefully or understand
how to correctly interpret their results.
The final chapter considered attempts to remove potentially spurious results by
adopting an empirical pre-test strategy based upon the theoretical properties of the
cointegration methodology. In particular, the properties of the Granger
Representation Theorem were used to identify the existence of a causal relationship
prior to the identification of direction.
The common conclusions to be derived from the thesis are broadly of two types.
Firstly, good theoretical models should possess the robustness property. Without it
theoretical predictions will typically be unobservable and empirical testing
impossible. The theoretical properties of models should therefore be well understood
and models that are constructed as extreme special cases should be treated with
caution.
Secondly, the robustness property as applied to theoretical models should apply
equally to econometric modelling. Empirical results are conditional upon the
assumptions used to derive them. Departures from assumptions should be well
understood and valid methods should attempt to evaluate how closely the assumptions
are met in practice. When theory lacks the fine detail required for a full description of
the parameter space, empirical models should be constructed in such a way that
simplifying assumptions/constraints are data consistent. Ignoring such effects may
lead to serious model deficiencies and non-generic results.
The Chapters presented  in this thesis consider only a selection of topics relevant to
these issues, however, they demonstrate my commitment to a scientific approach  to
the construction, estimation and testing of economic models in general and
macroeconomic models in particular.
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SAMENVATTING
Economisch modelleren houdt in dat vereenvoudigende veronderstellingen worden gebruikt
in een poging de complexiteit van de realiteit buiten beschouwing te laten. Het is echter
onwaarschijnlijk dat de onderliggende aannames van een theorie waar zijn. Het zijn
hoogstens benaderingen die dicht bij de werkelijkheid liggen. Onder dergelijke
omstandigheden is het belangrijk dat de implicaties van een model robuust zijn met
betrekking tot kleine veranderingen in de onderliggende aannames van het model. Zonder
deze eigenschap zou het onmogelijk zijn modellen empirisch te onderzoeken.
Econometrische analyse is een vaak voorkomend middel om economische hypotheses te
onderzoeken en kan in veel gevallen worden gekarakteriseerd als een vierfase-proces
bestaande uit theoretische modellering; schatting, specificatie en evaluatie; gevolgtrekking;
en voorspelling. Verschillen tussen modellen kunnen zich voordoen ten gevolge van
fundamenteel verschillende modelleerparadigma's. Modern econometrisch modelleren
betekent echter vaak een interactie tussen theoretische modellen en hun empirische
tegenhanger. De interactie doet zich formeel voor als een specificatie-onderzoek. Dit aspect
komt vaak voor omdat economische theorie zelden de parameterruimte van het probleem
volledig specificeert waardoor het aan toegepaste econometristen wordt overgelaten het
systeem rond te maken. Een belangrijk voorbeeld van een dergelijke interactie die soms in dit
proefschrift wordt gevolgd heeft betrekking op aannames die gemaakt zijn over de
functionele vorm van een relatie, met name waar het de vraag naar geld betreft.
Edn van de centrale aspecten van dit proefschrift is een onderzoek naar het formuleren en met
name het schatten en toetsen van bepaalde macro-economische hypotheses. In het bijzonder
wordt de robuustheid van bepaalde modelaannames, implicaties en gevolgtrekkingen
bestudeerd. Tevens worden de gevolgen bestudeerd van afwijkingen van de aannames.
De analyse begint in Hoofdstuk 2 ("Functional and Structural Breaks in the UK Demand for
Money Function: 1963-1979"), waar de Box-Cox familie van machtsherleidingen wordt
gebruikt om de optimale functionele vorm van de vraag naar geld in het Verenigd Koninkrijk
te schatten. Economische theorieen over de vraag naar geld specificeren over het algemeen
niet de aard van de onderliggende functionele relatie tussen inkomen, rentepercentages en
prijzen. De normale functionele vorm die in empirische onderzoeken wordt aangenomen
impliceert een logaritmische transformatie op alle variabelen behalve, in sommige gevallen,
het rentepercentage. Zo'n aanname legt echter beperkingen op bijvoorbeeld elasticiteiten die
misschien niet door de data worden ondersteund.
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In Hoofdstuk 2 worden deze kwesties bestudeerd in het kader van de GFF (Generalized
Functional Form) en worden de econometrische implicaties van schatten en toetsen in de
Box-Cox benadering ontwikkeld. Theoretische modellen van de vraag naar geld die afgeleid
zijn van Keynes, Robertson, Friedman, Tobin en Brainard bieden, ondanks het feit dat deze
expliciet zijn over de aard van de endogene en exogene variabelen, geen hulp wat betreft de
geschikte functionele vorm die moet worden aangenomen. De gebruikelijke aanname is een
log-log specificatie. De gepresenteerde resultaten ondersteunen de gevaren van het opleggen
van ongeldige restricties op de data omdat voor de binnenlandse liquiditeitenmassa de GFF
gebruikelijke speciale gevallen zoals lineaire of logaritmische functionele vormen statistisch
bleek te overheersen. Verschillen in implicaties van zulke speciale gevallen werden naar
voren gehaald. Verderop in het hoofdstuk worden ook de structurele en functionele stabiliteit
van het model bestudeerd. Weer worden in de resultaten de structurele (parameter) en
functionele-vorm (machtstransformatie) instabiliteiten naar voren gehaald die, als ze worden
genegeerd, zouden kunnen leiden tot ongeldige gevolgtrekkingen en misschien tot in ernstige
mate verkeerd beleidsadvies. In het algemeen wordt in dit hoofdstuk aangetoond hoe de
optimale functionele vorm kan worden gevonden via de data die, in bepaalde gevallen, een
hulpmiddel van onschatbare waarde voor de schatting kunnen zijn. Ook worden met een
voorbeeld enkele valkuilen getoond die zich kunnen aandienen als ongeldige aannames
worden gemaakt onder condities waar de functionele vorm belangrijk is.
Deze boodschap wordt uitgewerkt in Hoofdstuk 3 ("Box-Cox Power Transformations and the
Demand for Money in France, Germany, Italy and The Netherlands"), waar de Box-Cox
methode weer wordt gebruikt om de vraag naar geld te schatten, maar deze keer met het doel
de robuustheid van de "optimale" specificatie tussen de landen vast te stellen. De
beweegreden voor het hoofdstuk draait om het toenemende gebruik van monetaire
controletechnieken in de jaren '70 en '80, deels gel,aseerd op de vooronderstelde stabiliteit
van de vraag-naar-geld functie. Veel van dit bewijs was afkomstig uit de Verenigde Staten
waar financiele en economische condities over het algemeen verschilden van die op het
vasteland van Europa. In dit hoofdstuk wordt zodoende de robuustheid van de resultaten op
de functionele vorm als deze wordt toegepast op een reeks datasets bestudeerd.
De resultaten voor Frankrijk en Italie kwamen grotendeels overeen met die van de Verenigde
Staten waar de logaritmische transformatie statistisch identiek bleek te zijn aan de optimale
functionele vorm. Dit was niet het geval voor de eenvoudige lineaire functionele vorm.
Echter, zowel de Duitse als de Nederlandse resultaten toonden aan dat een wereldwijde
generieke functionele vorm van de vraag naar geld niet leek te bestaan. In het geval van
Duitsland werden zowel de lineaire als de loglineaire simplificaties door de GFF verworpen
en de resultaten van het op ongeldige wijze beperken van de data tot een van de beide
speciale gevallen zouden hebben geleid tot belangrijke overschatting van het inkomen en
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rente-elasticiteiten. De resultaten voor Nederland laten, hoewel ze enkele overeenkomsten
met Italie en Frankrijk en derhalve ook met de Verenigde Staten hebben, echter ook de
econometrische problemen zien die kunnen worden veroorzaakt door een ongeschikt
gedefinieerde functionele vorm. In het bijzonder kan ten gevolge van een incorrecte
functionele vorm zichtbare seriele correlatie optreden.
Hoofdstuk 2 en 3 zijn specifiek gericht op de functionele vorm van de vraag naar geld zowel
met betrekking tot identificatie van de optimale GFF als met betrekking tot bestudering van
de robuustheid die van alternatieve specificaties is afgeleid. In tegenstelling daartoe wordt in
Hoofdstuk 4 ("Fixed Money Growth Rules and the Rate of Inflation", met co-auteur Donald
George) de nadruk gelegd op meer abstracte modelleerproblemen. In het bijzonder worden de
consequenties van de linearisering van een inherent nonlineair model onderzocht in de
context van een specifiek hyperinflatiemodel. De robuustheid-eigenschap, formeel
gedefinieerd als "elke eigenschap van een model zal robuust zijn als de set van
parameterwaarden waarvoor zij voorkomt een strikt positieve Lebesgue-maat is" (op een
andere plaats in ons werk ontwikkeld om een grote reeks van moderne dynamische macro-
economische modellen te beoordelen), wordt in dit hoofdstuk gebruikt om een
hyperinflatiemodel te bestuderen. We tonen aan dat binnen een gewijzigd Burmeister en
Dobell monetaire-groei-model de gelineariseerde versie van het dynamische systeem een
zadelpunt is en over het algemeen non-robuustheid vertoont. Voorts tonen we het bestaan van
een tweede (robuust) evenwicht aan dat enkel verschijnt als de globale dynamiek van het
model wordt geanalyseerd. Bepaalde te onderzoeken implicaties van dit evenwicht, vooral
periodes die 'bubbles' vertonen en waarin prijsveranderingen sneller gaan dan de groei van het
geldaanbod, zijn generiek aan dit geval, en in het tweede deel van het hoofdstuk, waarin zes
daadwerkelijke hyperinflaties in Argentinie, Duitsland, Hongarije, Mexico en Uruguay
worden onderzocht, wordt geprobeerd die te identificeren. In alle gevallen werd enig bewijs
van 'bubbles' die ondersteuning verlenen aan de theoretische redeneringen welke in een
eerdere paragraaf van het hoofdstuk werden gedaan, geYdentificeerd.
In Hoofdstuk 5 ("Econometric Issues in Macroeconometric Models with Generated
Regressors", met co-auteur Michael McAleer) worden specifieke kwesties bestudeerd die
samenhangen met schattingen waarbij enkele variabelen niet-waarneembaar en gemeten
(gegenereerd) worden door middel van andere vergelijkingen in het systeem. De motivering
voor het hoofdstuk is afkomstig van een grote reeks invloedrijke macro-economische
hypotheses, vaak afgeleid van de 'rational expectation' hypothese, die het nemen van
verschillen van reele variabelen op geanticipeerde of niet-geanticipeerde (verrassings)effecten
suggereert. De meest invloedrijke van deze hypotheses was welhaast de nieuw-klassieke
neutraliteitsstelling die bepaalde dat alleen niet-geanticipeerde geldgroei reele variabelen
beYnvloedt. Echter, andere 'verrassings'-modellen zijn toegepast in andere gevallen,
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bijvoorbeeld consumptiegedrag, wisselkoersmodellering en marktefficientie. Het
belangrijkste probleem dat zich bij alle op verrassing gebaseerde modellen voordoet is dat de
belangrijkste rentevariabele niet wordt waargenomen en normaal wordt benaderd als
onderdeel van het schattingsproces. In Hoofdstuk 5 wordt aangetoond hoe verschillende
meetmethoden, afgeleid van verschillende schattingsbenaderingen, de geldigheid van de
gevolgtrekkingen die uit de onderzochte modellen voortkomen, beYnvloeden. Het eerste
gedeelte van het hoofdstuk bestudeert de aard van de economische modellen die een rol voor
de niet-waargenomen variabelen inhoudt, terwijl het tweede gedeelte de econometrische
eigenschappen van vier mogelijke schattingsmethoden analyseert. In het bijzonder worden in
het belangrijkste deel van het hoofdstuk de sterke en zwakke kanten van elk van deze vier
mogelijke schattingsmethoden bestudeerd waarbij de nadruk wordt gelegd op voorwaarden
waaronder tweefase-schatting net zo efficient zal zijn als maximale aannemelijkheid. Dit
werk gaat verder en generaliseert de oorspronkelijke bijdrage van Pagan en bestudeert
kwesties die samenhangen met misspecificatie van de verwachtingsvergelijking. We kunnen
ook aantonen hoe ongeschikte schattingsmethoden verscheidene veel voorkomende
diagnostische toetsen, inclusief Ramsey's RESET en Breusch-Godfrey's seriele-correlatie
toets, kunnen beYnvloeden. Bovendien zullen bepaalde variabele-toevoeging-niet-geneste
toetsen van het type J en JA over het algemeen vertekend zijn als het schatten van
gegenereerde regressor-modellen ongecorrigeerde tweefase inhoudt. In de laatste paragraaf
van het hoofdstuk wordt een kritische evaluatie beschreven van een aantal recente toetsen van
de nieuw-klassieke macro-economische neutraliteitsstelling. In het bijzonder wordt, in de zin
van dit proefschrift, de robuustheid van de beschreven resultaten geanalyseerd, ondanks vaak
ongeldige schattingstechnieken en daarom vaak ongeldige gevolgtrekking/toets-statistieken.
We kunnen aantonen dat veel van de sterke conclusies over vooronderstelde
beleidsineffectiviteit zwak of niet-robuust worden als de 'correcte' interpretatie wordt gegeven
aan de resultaten. Het hoofdstuk levert niet alleen een bijdrage aan de econometrie van
modellen met gegenereerde regressoren maar is ook een kritische analyse van het toetsen van
66n van de belangrijkste macro-economische hypotheses die afkomstig is uit de nieuw-
klassieke macro-economie.
Het laatste hoofdstuk ("Cointegration, Causality and Wagner's Law: A Test for Britain  1870-
1913")    bestudeert het toetsen    van    een lang gevestigde macro-economische hypothese
betreffende de relatie tussen economische groei en de groei van de openbare sector. De
belangrijkste boodschap van het artikel is gericht op de ontwikkeling van een
schattingsstrategie die de kans op het identificeren van 'onechte' causaliteit vermindert.
In het eerste gedeelte van het hoofdstuk wordt de relatie tussen cointegratie en causaliteit
bestudeerd. In het bijzonder gebruik ik het Granger Representatie Theorema om aan te tonen
dat cointegratie tussen minstens twee I(1) variabelen causaliteit inhoudt in minstens Edn
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richting in tenminste de I(1) variabelen. Deze eigenschap wordt gebruikt om een pre-(Granger
causaliteits)toets te construeren in een poging de identificatie van 'onechte' causaliteit in de
empirische paragraaf van het hoofdstuk te minimaliseren.
In het tweede gedeelte van het hoofdstuk wordt deze benadering toegepast op een toets van de
Wet van Wagner in Groot-Brittannie met gebruik van data uit de periode 1870-1913.  De data
bleken I(1) te zijn (behalve populatie, die I(2) bleek te zijn) en werden gecointegreerd
waarmee de theoretische existentie van een bivariate causale relatie in tenminste de I(1)
variabelen werd vastgesteld. In de derde fase van de schattingsbenadering werd bewijs
gevonden van 66nrichtingscausaliteit van inkomen naar overheidsuitgaven en derhalve
ondersteuning voor de Wet van Wagner. Op basis van de gevolgde methodologie kon deze
bevestiging als niet-onecht worden beschouwd.
Een centraal thema in het proefschrift is de noodzaak om robuuste economische modellen te
ontwikkelen die, indien getoetst, robuuste schattingsmethoden en -methodologieen zouden
moeten inhouden. De specifieke toelichtingen op de ontwikkelde bewijzen impliceerden
bepaalde hypotheses of modellen uit de macro-economie. De ontwikkelde bewijzen kunnen
echter op veel grotere schaal worden toegepast en demonstreren mijn overtuiging voor een
wetenschappelijke benadering van het opstellen en toetsen van economische modellen in het
algemeen en macro-economische modellen in het bijzonder.
Globaal zijn de algemene conclusies die uit het proefschrift kunnen worden afgeleid
tweesoortig:
Ten eerste moeten goede theoretische modellen de robuustheid-eigenschap, zoals hierboven
beschreven, bezitten. Zonder deze eigenschap zullen theoretische voorspellingen over het
algemeen een nulwaarde hebben en derhalve niet-waarneembaar zijn waardoor empirisch
toetsen onmogelijk wordt. Bovendien moeten de theoretische eigenschappen van modellen
goed worden begrepen en moet met modellen die zijn opgesteld als extreme speciale gevallen
voorzichtig worden omgegaan.
Ten tweede moet de op de theorie toegepaste robuustheid-eigenschap op dezelfde wijze
worden toegepast (in een ter zake doende gedefinieerde vorm) op econometrisch modelleren.
Empirische resultaten zijn afhankelijk van de aannames die gebruikt zijn om ze af te leiden.
Afwijkingen van aannames moeten goed worden begrepen en door middel van geldige
econometrische methoden moet worden geprobeerd te evalueren hoe dicht de aannames bij de
werkelijkheid liggen.
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