In 1992 David Donoho has introduced the term de-noising. Despite its advantages, this method isn't used yet in communications. The goal of this paper is to adapt this method to the requirements of communications, especially for low SNR signals. Our contribution is a new threshold's value search method, that realizes the maximization of the signal to noise ratio at the output of the de-noising system. The results of some simulations prove the performances of the new de-noising method.
Introduction
The communication systems are classified with the aid of the bit error rate (BER). Generally the BER is expressed as a decreasing function of the signal to noise ratio (SNR) of the communication channel. It is very difficult to obtain a good BER when the channel's SNR is low. Let us suppose that the signal x[n], (from the output of the emission unit), is additively perturbed by a noise n i [ 2. A non-linear filtering procedure, called soft thresholding, [1] , is applied in the wavelet transform domain. obtained. There are some recent papers dealing with this de-noising method, [2] [3] [4] , but low SNR signals are not considered yet. The structure of this paper is the following: in its second section are presented some drawbacks of the Donoho's de-noising method, in the third section are made some remarks regarding the first step of the de-noising method; in the forth section are presented some facts concerning the second step of the de-noising method; in the fifth section is presented a new de-noising method; in the sixth paragraph are discussed some simulation results and the last section is dedicated to concluding remarks.
Some Drawbacks of the Donoho's De-noising Method
The value of the threshold t, from the second step of the Donoho's de-noising method, recommended in [1] , is is supposed to be white.
How to chose the parameters of the Discrete Wavelet Transform?
The parameters of this transform are the wavelets mothers used and the number of iterations of the transform. [5] is proved that the DWT of a stationary random signal converges asymptotically to a white noise. At any resolution level the first order moment of the wavelet transform coefficients of type d is null. The value obtained in [5] for the mean of the k-th coefficient at the resolution level m is
. But the value of the Fourier transform of any wavelet mother in origin, ( ) 0 Ψ , is equal with zero. So the expectation of the type d coefficients at any resolution level is null. The first order moments of the wavelet transform coefficients of type a are nulls only if the input noise is zero mean. If this condition is not accomplished then the mean of the a type wavelet transform coefficients increases when the level of iteration, m, increases. In the same reference is proved that the standard deviation of the wavelet transform coefficients of type d converges asymptotically to the value ( ) 0 R n , the value of the Fourier transform of the correlation of the channel noise, computed in origin. The value obtained in [5] for the standard deviation of the k-th coefficient at the resolution level m is:
The value of the integral in the right hand side is a function of the wavelet mother used, of the type of channel noise and of the resolution level m. 
The Second Step, Filtering in the Wavelet Transform Domain
The goal of the enhancement of the SNR methods is to reconstruct a version of the signal x[n] as similar as possible.
The selection of the threshold
A very interesting problem is the selection of the threshold value, t. To apply the de-noising method, proposed by Donoho in [1] , an estimation of the power of the gaussian white input noise must be performed. If the input noise is not a gaussian white noise then the value of the threshold must be different. Some corrections for the computation of the threshold must be made. Unfortunately all the de-noising methods, proposed in literature are slower, because a different threshold value is selected in every iteration of the wavelet transform computation and have good results only when the input SNR is high. is a stationary random signal (not necessary a white noise) will be presented in the next paragraph. The advantages of this algorithm are: the nature and the parameters of the input noise do not must be known, the choice of the threshold value assures the maximization of the output SNR, the input SNR can be small. The single parameter of the input signal that must be known is the power of the signal [ ] n x . But in communications the emission power is known.
The New De-noising Method
The goal is to find a good value for the threshold t. This value must be small enough to prevent the production of important distortions and high enough to reject an important part of the noise. We propose the selection of the threshold for the maximization of the output SNR. The expression of the output signal is . So, the threshold's value corresponding to the equality:
x y P P o = will be selected. The new de-noising method supposes the selection of the threshold 1 t such that the last relation to be satisfied under the hypothesis that x P (the power at the output of the emission unit) is known. In communication applications the power at the output of the emission unit is known. The associated algorithm is based on the execution of the following steps:
1. , is superior to x P , then the described procedure must be repeated. In every iteration, the new input signal is the old output signal. This loop must be stopped when the first time the new value of the output power, 
Simulation results
In the following some simulations of the new de-noising method in data communication are presented. Let us suppose that the data stream to be transmitted is a train of pulses with a 0.5 duty factor, perturbed with white noise. To reconstruct the data stream, a sampling procedure and a decision are required for every sample obtained. We have reconstructed the data stream and we have compared it with the original data stream, counting the transmission errors. We have repeated the experiment for These results outperform the results reported in [6] .
Conclusions
In previous papers the goal was to suppress all the noise. For low SNR signals the entirely elimination of the noise produces unacceptable distortions of the useful signal. This is the reason why we prefer to control the distortion factor, keeping (if necessary) a fraction of the noise. The proposed method has some important advantages: it is fast and the amount of distortion introduced is not high. The noise isn't entirely suppressed, but our method keeps the principal characteristics of the signal to be de-noised.
