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Abstract
In this paper, the variational iteration method is applied to solve systems of ordinary differential equations in both linear and
nonlinear cases, focusing interest on stiff problems. Some examples are given to illustrate the accuracy and effectiveness of the
method. We compare our results with results obtained by the Adomian decomposition method. This comparison reveals that the
variational iteration method is easier to be implemented. In fact, the variational iteration method is a promising method to various
systems of linear and nonlinear equations.
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1. Introduction
In this paper, we obtain numerical solutions for systems of ordinary differential equations. We apply the variational
iteration method (see [1–4]) to find the numerical and explicit (see Problem 2) solutions of these systems. In many
different fields of science and engineering, it is very important to obtain exact or numerical solutions of systems of
nonlinear ordinary differential equations. It is well known that nonlinear phenomena are very important in a variety
of scientific fields, especially in fluid mechanics, solid state physics, plasma physics, plasma waves and chemical
physics. Searching for exact and numerical solutions, especially for traveling wave solutions, of nonlinear equations
in mathematical physics plays an important role in soliton theory [5,6]. Many approaches to nonlinear equations
were proposed, such as Backlund transformation [7], Hirota’s bilinear method [7], the sine–cosine method [8], the
homogeneous balance method [9,10], the Riccati expansion method [11] and the homotopy perturbation method
(see [12–18]). Among all of the analytical methods in open literature, the variational iteration method proposed
by He [1–4] is the most promising method for all kinds of nonlinear equations. It is an epoch-making theory after
the perturbation method. The main application of the variational iteration method shows miraculous exactness and
convenience compared to other methods.
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The variational iteration method was first proposed by He [1–4], and was successfully applied to autonomous
ordinary differential equations (by He [19]), to nonlinear polycrystalline solids [20], nonlinear partial differential
equations [21–24] and other fields. The combination of perturbation method, variational iteration method, method of
variation of constants and averaging method established an approximate solution of one degree of freedom weakly
nonlinear systems in [25].
The motivation of this paper is to illustrate the merits of the method in solving some systems of ordinary differential
equations. The variational iteration method is useful for obtaining exact and approximate solutions of linear and
nonlinear differential equations. There is no requirement for linearization or discretization and so large computational
work and round-off errors are avoided. The availability of computer symbolic packages such as Mathematica and
Maple give a mathematical tool to perform some complicated manipulations and to carry out some modifications on
a method for a specific problem easily. The results of the variational iteration method (VIM) are compared with the
exact solution and those obtained by the Adomian decomposition method (ADM) for different values of constants. It
should be noted that we only report the numerical results of ADM and we do not explain this method. Mahmood et al.
[26] proposed the ADM to solve stiff systems of ordinary differential equations.
The reminder of this paper is organized as follows: in the following section the variational iteration method is
explained. In Section 3 we propose the solution method and we solve three test problems. The numerical results are
proposed in Section 4. The paper is concluded in Section 5.
2. Variational iteration method
In 1978, Inokuti et al. [27] proposed a general Lagrange multiplier method to solve nonlinear problems. In this
method the solution of a mathematical problem with a linearization assumption is used as an initial approximation
or trial function, then a more highly precise approximation at some special point can be obtained. To illustrate this
method, consider the following differential equation
Lu(t)+ Nu(t) = g(t), (1)
where L is a linear operator, N is a nonlinear operator and g(t) is an inhomogeneous term.
Ji-Huan He has modified the above method into an iteration method. According to the variational iteration method,
or more precisely, He’s variational iteration method [28,2–4,19,29], we construct a correctional functional in the
following way
un+1(t) = un(t)+
∫ t
0
λ(Lun(τ )+ Nu˜n(τ )− g(τ ))dτ, (2)
where λ is a general Lagrangian multiplier [1–3], which can be identified optimally via the variational theory, the
subscript n denotes the nth order approximation, u˜n is considered as a restricted variation [1–3], i.e., δu˜n = 0. Eq. (2)
is called a correction functional.
3. Applications
In this section, we apply the proposed variational iteration method to stiff systems of ordinary differential equations.
3.1. Problem 1
This example is due to Alt [30] and has the following form[
x ′1(t)
x ′2(t)
]
=
[−1 95
−1 −97
] [
x1(t)
x2(t)
]
(3)
with initial condition X (0) =
[
1
1
]
. Its exact solution is
x1(t) = 147 (95 e
−2t − 48 e−96t ),
x2(t) = 147 (48 e
−96t − e−2t ).
(4)
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We can construct the following correction functionals for vector X :
x (n+1)1 (t) = x (n)1 (t)+
∫ t
0
λ1
(
x ′(n)1 (s)+ x (n)1 (s)− 95x˜ (n)2 (s)
)
ds, (5)
x (n+1)2 (t) = x (n)2 (t)+
∫ t
0
λ2
(
x ′(n)2 (s)+ x˜ (n)1 (s)+ 97x (n)2 (s)
)
ds, (6)
where λ1 and λ2 are general Lagrange multipliers, and x˜
(n)
1 and x˜
(n)
2 denote restricted variations, i.e. δ x˜
(n)
1 = 0,
δ x˜ (n)2 = 0.
Making correction functionals (5) and (6),
δx (n+1)1 (t) = δx (n)1 (t)+ δ
∫ t
0
λ1
(
x ′(n)1 (s)+ x (n)1 (s)− 95x˜ (n)2 (s)
)
ds,
= δx (n)1 (t)+ δ
∫ t
0
λ1
(
x ′(n)1 (s)+ x (n)1 (s)
)
ds,
= δx (n)1 (t)+ λ1δx (n)1 (s) |s=t +
∫ t
0
(
λ1 − λ′1
)
δx (n)1 (s)ds = 0,
and
δx (n+1)2 (t) = δx (n)2 (t)+ δ
∫ t
0
λ2
(
x ′(n)2 (s)+ x˜ (n)1 (s)+ 97x (n)2 (s)
)
ds,
= δx (n)2 (t)+ δ
∫ t
0
λ2
(
x ′(n)2 (s)+ 97x (n)2 (s)
)
ds,
= δx (n)2 (t)+ λ2δx (n)2 (s) |s=t +
∫ t
0
(
97λ2 − λ′2
)
δx (n)2 (s)ds = 0
yield the following stationary conditions:
δx (n)1 : λ′1(s)− λ1(s) = 0,
δx (n)1 : 1+ λ1(s) |s=t = 0,
(7)
and
δx (n)2 : λ′2(s)− 97λ2(s) = 0,
δx (n)2 : 1+ λ2(s) |s=t = 0.
(8)
The general Lagrange multipliers, therefore, can be readily identified by
λ1(s) = −es−t , (9)
and
λ2(s) = −e97(s−t). (10)
Substituting (9) and (10) into the correction functionals (5) and (6) results in the following iteration formulas:
x (n+1)1 (t) = x (n)1 (t)−
∫ t
0
es−t
(
x ′(n)1 (s)+ x (n)1 (s)− 95x (n)2 (s)
)
ds, (11)
x (n+1)2 (t) = x (n)2 (t)−
∫ t
0
e97(s−t)
(
x ′(n)2 (s)+ x (n)1 (s)+ 97x (n)2 (s)
)
ds. (12)
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Fig. 1. (a) Numerical and exact solutions of x1(t) in Problem 1, (b) numerical and exact solutions of x2(t) in Problem 1.
We start with initial approximations x (0)1 = x1(0) = 1, x (0)2 = x2(0) = 1. We can use x (n+1)1 obtained by Eq. (11) in
Eq. (12). This increases the convergence rate. By iteration formulas (11) and (12), we can obtain the following results:
x (1)1 (t) = 1−
∫ t
0
es−t (0+ 1− 95) ds = 1+ 94(1− e−t ),
x (1)2 (t) = 1−
∫ t
0
e97(s−t)
(
0+ (95− 94e−s)+ 97) ds = −95
97
+ 4657
4656
e−97t + 47
48
e−t ,
x (2)1 (t) =
−41587200− 442415 e−97t + 97 e−t (437903+ 428640 t)
446976
,
x (2)2 (t) =
1996185600− 9409 e−t (216719+ 214320 t)+ e−97t (2124043727+ 2059884240 t)
2081120256
,
and so on, in the same manner the rest of the components of the iteration formulas (11) and (12) can be obtained using
symbolic packages such as Mathematica. To verify the accuracy of our method numerically, we evaluate the numerical
solutions using the nth, for n = 2, approximations. The plotted graphs show the high accuracy of numerical results.
Fig. 1(a) and (b) show the exact and numerical solutions obtained by the variational iteration method.
3.2. Problem 2
We take the stiff system of Rosenbrock and Storey [31][
x ′1(t)
x ′2(t)
]
=
[−1000 0
0.909 −1
] [
x1(t)
x2(t)
]
(13)
with initial condition X (0) =
[
1
0.999
]
. The exact solution of this system isx1(t) = e
−1000t
x2(t) = −0.909999 e
−1000t + 998.91
999
e−t .
(14)
We can construct the following correction functionals for vector X :
x (n+1)1 (t) = x (n)1 (t)+
∫ t
0
λ1
(
x ′(n)1 (s)+ 1000x (n)1 (s)
)
ds, (15)
x (n+1)2 (t) = x (n)2 (t)+
∫ t
0
λ2
(
x ′(n)2 (s)− 0.909x˜ (n)1 (s)+ x (n)2 (s)
)
ds, (16)
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where λ1 and λ2 are general Lagrange multipliers, and x˜
(n)
1 and x˜
(n)
2 denote restricted variations, i.e. δ x˜
(n)
1 = 0,
δ x˜ (n)2 = 0.
Similar to Problem 1, stationary conditions are
δx (n)1 : λ′1(s)− 1000λ1(s) = 0,
δx (n)1 : 1+ λ1(s) |s=t = 0,
(17)
and
δx (n)2 : λ′2(s)− λ2(s) = 0,
δx (n)2 : 1+ λ2(s) |s=t = 0.
(18)
The general Lagrange multipliers, therefore, can be readily identified as
λ1(s) = −e1000(s−t), (19)
and
λ2(s) = −e(s−t). (20)
Substituting (19) and (20) into the correction functional (15) and (16) results in the following iteration formulas:
x (n+1)1 (t) = x (n)1 (t)−
∫ t
0
e1000(s−t)
(
x ′(n)1 (s)+ 1000x (n)1 (s)
)
ds, (21)
x (n+1)2 (t) = x (n)2 (t)−
∫ t
0
e(s−t)
(
x ′(n)2 (s)− 0.909x (n)1 (s)+ x (n)2 (s)
)
ds. (22)
We start with initial approximations x (0)1 = x1(0) = 1 and x (0)2 = x2(0) = 0.999. By the above iteration formulas, we
can obtain the following results:
x (1)1 (t) = e−1000t ,
x (1)2 (t) = −
0.909
999
e−1000t + 998.91
999
e−t ,
x (2)1 (t) = e−1000t ,
x (2)2 (t) = −
0.909
999
e−1000t + 998.91
999
e−t .
Note that we used x (k+1)1 in computing x
(k+1)
2 , this increases the convergence rate very well. We see that the two
iterations are equal. This means that we obtain the exact solution of the problem. Hence, the solutions of x1(t) and
x2(t) are readily found to be
x1(t) = e−1000t ,
x2(t) = −0.909999 e
−1000t + 998.91
999
e−t ,
which are the exact solutions. Table 2 shows the obtained numerical results. The behavior of the solution obtained by
VIM and exact solutions are shown in Fig. 2(a) and (b).
3.3. Problem 3
Consider the nonlinear initial value problem [32]{
x ′1(t) = −1002x1(t)+ 1000x22(t),
x ′2(t) = x1(t)− x2(t)− x22(t),
(23)
with initial values x1(0) = 1 and x2(0) = 1.
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Table 1
Absolute errors and exact solutions for test problem 1
t Abs. err. of VIM Abs. err. of ADM Exact solution
x1(t) x2(t) x1(t) x2(t) x1(t) x2(t)
1.0 2.342× 10−18 1.654× 10−19 3.473× 10−7 2.591× 10−8 0.273550 −2.8790× 10−3
1.5 2.953× 10−18 1.984× 10−19 4.652× 10−7 3.015× 10−8 0.100633 −1.0590× 10−3
2.0 3.103× 10−18 2.106× 10−19 4.924× 10−7 3.483× 10−8 0.037021 −3.89694× 10−4
2.5 2.157× 10−15 5.267× 10−16 2.546× 10−5 4.168× 10−6 0.013619 −1.43360× 10−4
3.0 3.153× 10−15 6.319× 10−15 3.481× 10−3 1.365× 10−4 0.005010 −5.27394× 10−5
Table 2
Absolute errors and exact solutions for test problem 2
t Abs. err. of VIM Abs. err. of ADM Exact solution
x1(t) x2(t) x1(t) x2(t) x1(t) x2(t)
1.0 0.000 0.000 5.971× 10−8 3.197× 10−7 0.000000 −3.67846× 10−1
2.0 0.000 0.000 6.346× 10−8 3.786× 10−7 0.000000 −1.35323× 10−1
10 0.000 0.000 7.315× 10−7 5.482× 10−6 0.000000 −4.53958× 10−5
20 0.000 0.000 8.342× 10−7 7.847× 10−6 0.000000 −2.06097× 10−9
30 0.000 0.000 7.734× 10−6 9.4163× 10−6 0.000000 −9.35678× 10−14
Fig. 2. (a) Numerical and exact solutions of x1(t) in Problem 2, (b) numerical and exact solutions of x2(t) in Problem 2.
The exact solution of (23) is
x1(t) = e−2t
x2(t) = e−t .
Similar to Problems 1 and 2 we obtain
x (1)1 (t) =
1
501
(500+ e−1002t ),
x (1)2 (t) =
−1001− e−1002t + 502503 e−t
501501
,
x (2)1 (t) =
1
126003129753501
(
−500 e−2004t + 503508006000 e−1003t
+ 126507141769509 e−2002t − 50350800600 e−t + 501000500
+ 4008 e−1002t (−125876501+ 250250t)
)
,
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Table 3
Absolute errors and exact solutions for test problem 3
t Abs. err. of VIM Abs. err. of ADM Exact solution
x1(t) x2(t) x1(t) x2(t) x1(t) x2(t)
1.0 1.785× 10−17 1.772× 10−16 2.556× 10−5 2.895× 10−5 0.135335 0.367879
1.5 1.842× 10−17 1.975× 10−16 3.487× 10−5 4.135× 10−5 0.049787 0.223130
2.0 2.003× 10−17 2.105× 10−16 1.483× 10−4 1.638× 10−4 0.018316 0.135335
2.5 2.416× 10−17 2.743× 10−16 2.107× 10−4 2.417× 10−4 0.006738 0.082085
3.0 2.942× 10−17 3.013× 10−16 1.735× 10−3 3.764× 10−3 0.002479 0.049787
Fig. 3. (a) Numerical and exact solutions of x1(t) in Problem 3, (b) numerical and exact solutions of x2(t) in Problem 3.
x (2)2 (t) = −
1
125751501
− e
−1002t
501501
+ 1003 e
−t
1001
+ e
−2004t
252132136759503
− 1003 e
−1003t
251252001
+ e
−1002t (1509014511− 2002000t)
251754756254001
+ e
−t (−1007522037543025+ 2015040045018t)
504264776776764003
,
we can obtain the rest of the components with the Mathematica Package. The obtained numerical results are
summarized in Table 3.
The behavior of the solution obtained by VIM and exact solutions are shown in Fig. 3(a) and (b).
4. Numerical results and discussion
In this section, we obtain numerical solutions for some examples of stiff systems of ordinary differential equations.
In order to verify the efficiency of the proposed method in comparison with exact solutions and the Adomian
decomposition method, we report the absolute errors for different values of t .
The difference between the 2-iteration solution of VIM and 6-term of ADM with exact solution are shown in
Tables 1–3 and Figs. 1–3. For the computational work we select examples 1–3.
We can see a very good agreement between the results of VIM and exact solutions, which confirms the validity of
the VIM. In comparison with ADM results, one can see the 2-iteration of VIM is more effective than the 6-term of
ADM. The VIM overcomes the difficulty arising in calculating Adomian polynomials and also the computation time
is effectively reduced.
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5. Conclusion
In this paper, we solved some typical stiff systems of linear and nonlinear ordinary differential equations. We
obtained the numerical solutions of these systems, by an excellent and iterative method, that is, He’s variational
iteration method. This method is very simple and so it is better and easier than similar iterative methods such as the
Adomian decomposition method. The variational iteration method does not require small parameters in any equation
in the same manner as the perturbation approach. The results show the following.
(a) A correction functional can be easily constructed by a general Lagrange multiplier, and this multiplier can be
optimally identified by variational theory. The application of restricted variations in correction functional makes
it much easier to determine the multiplier.
(b) The initial approximation can be freely selected with unknown constants, which can be determined via various
methods.
(c) The approximations obtained by this method are valid not only for small parameters, but also for very large
parameters. Furthermore their first order approximations are extremely accurate.
(d) In comparison with results of Adomian’s decomposition method, we can see that the approximations obtained by
the variational iteration method converge faster than Adomian’s decomposition method.
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