In this note, we show that if the maximum clique problem can be solved by a polynomial time δ-approximation algorithm, then the maximum edge clique partitioning problem (Max-ECP) can be solved by a polynomial time
Introduction
Let G = (V , E) be a graph on n nodes. Then the maximum edge clique partitioning problem (Max-ECP) is to find a partition V 1 , V 2 , . . . , V m of V such that the subgraph G i = (V i , E i ) of G induced by V i is a clique for 1 ≤ i ≤ m and  m i=1 |E i | is maximized. Max-ECP was considered by Dessmark et al. [1] and proposed a polynomial time approximation algorithm with performance ratio n. They also gave another approximation algorithm with worst case performance ratio 2. However, this algorithm solves a sequence of maximum clique problems and hence polynomiality is guaranteed only for instances where the associated maximum clique problems can be solved in polynomial time. Recently, Zhang et al. [2] have studied Max-ECP in the context of the minimum spanning tree problem with conflict pairs. They noted that if the maximum clique problem on G and its subgraphs can be solved by a polynomial time δ-approximation algorithm, then the Max-ECP can be solved by a polynomial time (3δ −1)-approximation algorithm. While this result is correct, the proof given in [2] had an error. Following the analysis given in [2] and correcting an algebraic error, a performance ratio bound of 4δ − 2 follows instead of 3δ − 1 as indicated in [2] . Modifying the computational scheme of [2] , we give a 2-phase approximate greedy algorithm to solve Max-ECP which yields the 3δ − 1 bound as a special case. In each iteration, the algorithm extracts a reasonably large size clique in phase 1. The transition from phase 1 to phase 2 is controlled by a parameter p which guarantees that the cliques extracted in phase 1 are of size (number of nodes) at least p. An upper bound on the performance ratio of the 2-phase approximate greedy algorithm is
, where α is the average size of the cliques extracted in phase 1 of the algorithm and δ is the performance ratio of the approximation algorithm used to solve the maximum clique problem. A data independent bound on the performance ratio is given by
where p ≥ 2 is a fixed integer. When p = 2, the 2-phase approximate greedy algorithm reduces to the approximate greedy algorithm of [2] and the performance bound established becomes (4δ − 2). When p = 3, the performance ratio coincides with the (3δ − 1) bound claimed in [2] but the algorithm is slightly different from what is given in [2] to achieve this bound. As α (or p) increases our bound on the performance ratio gets better but the complexity of the algorithm also grows with p. Since the maximum clique problem can be approximated within a factor of Kn(log log n) 2 (log n) 3 for an appropriate constant K [3] , Max-ECP can be approximated within a factor of
− 1) for any fixed integer p ≥ 2. This improves the best known performance bound for a polynomial time approximation algorithm for Max-ECP. It may be noted that the asymptotic performance ratio in this case is O  n(log log n) 2 (log n) 3 

, which improves the bound of [1] , while have the same asymptotic bound as given in [2] after the correction discussed above is applied. We also observe that Max-ECP is NP-hard on graphs with clique number no more than three but polynomially solvable on graphs with clique number no more than two.
Throughout this note, we use the notations V (G) and E(G) to represent respectively the node set and the edge set of a graph G.
The 2-phase approximate greedy algorithm
This is a generalization of the approximate greedy algorithm given in [2] . In phase 1, we iteratively extract a clique D k using an approximate algorithm for the maximum clique problem such that |V (D k )| is no less than p for a given integer p ≥ 2. The process is continued until no such cliques can be identified and the algorithm switches to phase 2. In phase 2, since the remaining graph contains only cliques with size at most p−1, an exact maximum clique can be found in polynomial time for fixed p. We keep extracting maximum cliques until the edge set of the remaining graph becomes empty. A formal description of the algorithm is given below. Here Approx-Max-Clique(G) is a procedure which accepts G as input and outputs an δ-optimal solution for the maximum clique problem on G.
Algorithm 1: The 2-phase Approximate Greedy Algorithm
Input: G = (V , E);
end while; Phase 2:
Note that the maximum clique extraction in phase 2 can be done in O(n p ) time by complete enumeration and hence it is polynomial for fixed p. Also the condition of the while loop in phase 1 can be verified in O(n p ) time by complete enumeration. Thus the algorithm is polynomially bounded whenever Approx-Max-Clique(G) in phase 1 is polynomially bounded. In the 2-phase approximate greedy algorithm, if we let p = 2, then phase 2 is redundant and the algorithm reduces to the approximate greedy algorithm introduced in [2] . Let a 1 , a 2 , . . . , a n be n non-negative real numbers with meanā > 1.
Lemma 1.
Proof. By the sum of squares inequality, we have
a i from both sides and simplifying, we get (
. Sinceā > 1 the result follows.
Theorem 2. If Approx-Max-Clique(G) computes an δ-optimal solution to the maximum clique problem on G, then the 2-phase
approximate greedy algorithm gives a 
(1)
Adding (1) for k = 1 to r we get
In phase 2, an exact maximum cliqueD
Adding (3) from k = r + 1 to s, we have
From (2) and (4), we get
By definition, α = 1 r  r k=1 d k and using Lemma 1 we have
On the left hand side, Note that the average size of the cliques extracted in phase 1 is at least p. Thus α ≥ p ≥ 2. From Lemma 3 and Theorem 2, we have that the performance ratio of the 2-phase approximate greedy algorithm is bounded by
. Therefore, the 2-phase approximate greedy algorithm has a performance ratio bound of 4δ − 2 when p = 2 and 3δ − 1 when p = 3. As the value of α increases, the performance ratio bound of Algorithm 1 approaches 2δ.
Note that the maximum clique problem on a graph can be solved in polynomial time by complete enumeration if its clique number is fixed. However, it appears that such an approach does not extend to Max-ECP.
Theorem 4.
Max-ECP is NP-hard on graphs with clique number no more than 3 but solvable in polynomial time on graphs with clique number no more than 2.
Proof. We reduce the 3-dimensional matching problem (3DM) to Max-ECP on a graph with clique number no more than 3.
Let X , Y , Z be disjoint sets with |X| = |Y | = |Z| = n and S ⊆ X × Y × Z . Then the 3DM is to find a subset M of S such that for any two distinct triples (x 1 , y 1 , z 1 ) and (x 2 , y 2 , z 2 ) in M we have x 1 ̸ = x 2 , y 1 ̸ = y 2 , and z 1 ̸ = z 2 and |M| = n. Given an instance X , Y , Z , S of 3DM, construct a tripartite graph G with partite sets X , Y , and Z . For each triple (x, y, z) ∈ S, there are edges (x, y), (y, z) and (x, z) in G. Clearly, the clique number of G is no more than 3. Note that 3n is an upper bound on the optimal objective function value of Max-ECP on G and a solution to max-ECP achieves this value precisely when the given instance of 3DM has a 3-dimensional matching M with |M| = n. Since 3DM is NP-hard [4] Max-ECP is also NP-hard.
For graphs with clique number no more than two, it can be verified that a maximum cardinality matching solves Max-ECP.
