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ABSTRACT 
 
Rectilinear crossing number of a graph is the number of crossing edges in a drawing with 
all straight line edges.  The problem of drawing an n-vertex complete graph such that its 
rectilinear crossing number is minimum is known to be an NP-Hard problem.  In this thesis, we 
present a heuristic that attempts to achieve the theoretical lower bound value of the rectilinear 
crossing number of a n+1 vertex complete graph from that of n vertices.  Our algorithm accepts 
an optimal or near-optimal rectilinear drawing of Kn graph as input and tries to place a new 
node such that the crossing number is minimized. Based on prior optimal drawings of Kn, we 
make an empirical observation that the optimal drawings are triangular in shape. The proposed 
heuristic has three steps: (1) Given the optimal or near-optimal drawing of Kn, the outer triangle 
is determined; (2) A set of candidate positions for the (n+1)th node is determined by ensuring 
none of them are collinear with two or more nodes in the graph; and (3) the best drawing with 
least rectilinear crossing number is chosen based on the drawings corresponding to the 
candidate position. A loose bound on the worst-case time complexity of the proposed 
algorithm is O(n7). The heuristic is not guaranteed to yield optimal solution as the search space 
is constrained by the input graph.  In our experimental results, we obtained optimal results for 
complete graphs of up to n=27.  
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CHAPTER 1: INTRODUCTION 
 
Among the problems in the field of graph theory, one problem which has been 
extensively studied by the mathematicians is the problem of finding the minimum number of 
crossings in a plane known as the crossing number problem. In this thesis, we consider the 
rectilinear crossing number of the complete graphs (Kn) denoted by 𝑐?̅?(𝐾𝑛). For this specific set 
of graphs, we only know the exact value of 𝑐?̅?(𝐾𝑛)  upto n=27 and n=30.  
 
Figure 1.1: Block diagram of Turan’s brick factory problem 
 
The origin of crossing number problem dates to World War II. It was introduced by a 
Hungarian Mathematician, P?́?l Tur?́?n who was forced to work in a brick factory. The factory had 
tracks laid from each kiln to each storage site. Tur?́?n used to push loads of bricks in a wagon 
from kilns to storage sites. At certain points, the wagons were harder to push as the tracks 
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crossed each other. This situation inspired Tur?́?n to question the factory’s design to minimize 
the crossings between these tracks. Figure 1.1 represents the block diagram of Tur?́?n’s brick 
factory problem. 
The above problem can be mathematically formulated as asking for a crossing number 
of complete bipartite graph. Crossings have since gained greater importance as an important 
tool in VLSI design [1] and discrete geometry. [2] 
1.1  Applications 
The crossing number problem found its application in automatic graph drawing. The 
main aim of automatic graph drawing is to obtain a readable layout which strongly depends on 
the number of crossings. A graph provides information about the connectivity of vertices. In 
order to achieve this with ease, the key is to be easily able to trace the edges in the drawing. 
This task would be complicated when the number of crossings increase. Figures 1.2, 1.3, and 1.4 
are examples of 7 node graph drawings with crossings identified with red dots. 
  
Figure 1.2: Drawing of a 7 node graph with 10 crossings 
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Figure 1.3: Drawing of a 7 node graph with 6 crossings 
 
Figure 1.4: Drawing of a 7 node graph with 5 crossings 
 
Another important application of minimizing crossing problem is in VLSI design. In VLSI 
design, we need to arrange thousands of transistors on a two-dimensional chip. These 
components are connected using wires. A problem that arises during the design phase is the 
crossing of the wires. To avoid this problem of crossing, a widely-used method is a two-layer 
approach. 
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The components arranged on one layer are connected. Whenever we may encounter a 
possible crossing, one of the wire is routed to the second layer just before the crossing and is 
routed back to the former layer once the crossing is overcome.  The change between the two 
layers is realized by using contact cuts which occupy a large area thereby increasing the size of 
the layout. With an increase in the number of crossings, there is an increased chance of 
crosstalk that may usually occur at these points. This reduces the reliability of the chips. 
Therefore, it is important to minimize the crossing number in the design phase of VLSI. 
The work done to improve the approximations of crossings in a graph and VLSI layout [4] 
has further added to the importance of the crossing number problem. 
1.2  Thesis Organization 
In this Chapter, we have seen the origin of the crossing number problem and had a 
glance at the applications of the crossing number problem. In Chapter 2, we introduce the 
necessary definitions and summarize the known results. In Chapter 3, we present the proposed 
algorithm to construct a graph drawing of n+1 vertex rectilinear graph from the n vertex 
rectilinear graph. In Chapter 4, we report the experimental results. In Chapter 5, we draw 
conclusion and outline future work.  Appendix A shows the MATLAB implementation of the 
proposed heuristic. 
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CHAPTER 2: BACKGROUND AND RELATED WORK 
 
A graph G = (V, E) consists a pair of finite sets V and E, where each element v ∈ V is 
called a vertex of G and each element e = {x, y} ∈ E is called an edge of G, where x,y are 
endpoints of e.  
The rectilinear crossing number of a graph G, is denoted as 𝑐?̅?(𝐺). It is the minimum 
number of edge crossings over all straight drawings of G in the plane. A graph G is planar if and 
only if 𝑐?̅?(𝐾𝑛) = 0. Determining the rectilinear crossing number is an NP-Hard problem 
[5]. 
2.1 Definitions 
In this section, we introduce necessary definitions.  
Definition 1:  Order of a Graph 
The order of a graph G is the cardinality of its vertex set, denoted by ‘n’. 
Definition 2: Size of a Graph 
 The size of a graph G is the cardinality of its edge set, denoted by ‘m’. 
Definition 3: Degree of a Vertex 
 The degree of a vertex, v, is the number of edges incident with v. In case of a complete 
graph, the degree is n-1 for all vertices. The sum of the degrees of the vertices of a graph is 2m. 
Definition 4: Planar Subgraph 
 For a nonplanar graph G(V, E), if H(V’,E’) where  V’ ⊆ V and E’ ⊆ E is planar, then it is 
called planar subgraph. 
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Definition 5: Skewness of a Graph 
 Skewness of a graph G may be defined as the minimum number of edges that are to be 
removed from G to obtain a planar subgraph. 
Definition 6: Complete Graph 
 A graph with n nodes is said to be a complete graph where each node in a graph is 
connected to every other node present in the graph.  It is denoted by Kn. 
Definition 7: Bipartite Graph 
 A bipartite graph is a Graph G(V1 ∪V2, E) with V1∩V2 = ∅ for every edge (u, v) ∈ E, u ∈  V1 
and v ∈ V2 or vice versa. 
Definition 8: Complete Bipartite Graph 
 A Bipartite Graph is said to be complete if every vertex in V1 is adjacent to every vertex 
in V2. If |V1|=n and | V2|=m, the graph is denoted by Kn,m. 
Definition 9: Planar Graph 
 A planar graph is a graph that can be drawn on the plane such that the edges cross only 
at the vertices. 
Definition 10: Embedding of a Graph 
 An embedding of a graph G on surface S is a Drawing of G on S such that the edges 
intersect only at the vertex to which are incident. 
Definition 11: Rectilinear Drawing of a Graph 
A rectilinear drawing of a graph is a pictorial representation of a graph where the edges 
between the vertices are straight lines containing edge crossings. It eliminates the possibility of 
any overlapping between edges, between vertices, or between edges and vertices.  In other 
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words, A rectilinear drawing of a graph G, is a drawing where the representation of each edge e 
∈ E(G) is a straight-line segment (excluding two endpoints) in the plane. 
Definition 12: Good Drawing of a Graph 
A drawing is said to be a good drawing if and only if: 
● There are no self-crossings of an edge. 
● No three edges intersect at one point. 
● Any pair of edges cross at most once. 
● Adjacent edges never cross. 
●  The arc in the plane corresponding to an edge of the graph contains no vertex of the 
graph. 
Definition 13:  Crossing Number 
 Crossing number of a graph G, can be defined as the minimal number of edge crossings 
of the plane graph G. It is denoted as 𝑐?̅?(G). 
Definition 14: Rectilinear Crossing Number 
 The rectilinear crossing number of a graph G, denoted as 𝑐?̅?(G) and represents the 
minimum number of edge crossings over all rectilinear drawings of G in the plane. The number 
of crossings in a drawing D is represented as 𝑐?̅?(D). 
2.2 Known Results 
It had been shown that, upper bound of the rectilinear crossing number is as follows  
𝑐?̅?(𝐾𝑛)  ≤  [ 
7n4−56n3+128n2+48n[
n−7
3
]+108
432
 ]    (1) 
In 1971, Singer[6]  provided the following equation for the upper bound: 
𝑐?̅?(𝐾𝑛)  ≤  [
1
312
(5𝑛4 − 39𝑛3 + 91𝑛2 − 57𝑛)]    (2) 
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and Jensen[7] showed that  
𝑐?̅?(𝐾𝑛)  ≤  [ 
7
432
𝑛4 + 𝑛(𝑛3) ]     (3) 
It has been shown that the lower bound of the crossing number of a complete graph Kn 
satisfies the inequality [8] 
𝑐𝑟(𝐾𝑛) ≥  
1
4
⌊
𝑛
2
⌋⌊
𝑛−1
2
⌋⌊
𝑛−2
2
⌋⌊
𝑛−3
2
⌋     (4) 
 
The current bounds stand as follows were found by Aichholzer, Aurenhammer, and Krasser [8] 
0.3115(𝑛
4
)  <  𝑐?̅?(𝐾𝑛)  <  0.3807 (
𝑛
4
)   
According to Oswin Aichholzer[9] current values for the rectilinear crossing number stand as 
shown in the Table 2.1. 
Table 2.1: Lower bound and current rectilinear crossing number values 
Number of Vertices Lower Bound Rectilinear crossing number 𝑐?̅? (Kn) 
3 0 0 
4 0 0 
5 1 1 
6 3 3 
7 9 9 
8 19 19 
9 36 36 
10 62 62 
11 102 102 
12 153 153 
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Table 2.1 (Continued) 
Number of Vertices Lower Bound Rectilinear crossing number 𝑐?̅? (Kn) 
13 229 229 
14 324 324 
15 447 447 
16 603 603 
17 798 798 
18 1029 1029 
19 1318 1318 
20 1657 1657 
21 2055 2055 
22 2528 2528 
23 3077 3077 
24 3699 3699 
25 4430 4430 
26 5250 5250 
27 6180 6180 
28 7233 7233 
29 8421 8421 
30 9726 9726 
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2.3 Related Work 
B.M. Ábrego et. al. [10] introduced 3-symmetric and 3-decomposable graphs. The authors 
demonstrated that any 3-decomposable geometric drawing of Kn has at least 0.380029(
𝑛
4
) + 
Θ(n3) crossings. 
A 3-symmetric graph is a graph in which when the point set P in the graph is partitioned 
into three sets and rotated at angles of 2π/3 and 4π/3 around suitable point yields the other 
set. Whereas, in a 3-decomposable graph which can be partitioned into three equal-size sets (A, 
B, C) that satisfies the following condition: a triangle T enclosing P such that the orthogonal 
projections of P onto the three sides of T then it must show A between B and C on one side of 
the triangle, A between B and C on another side of triangle and similarly show C between A and 
B on the third side of the triangle. 
 The algorithm [10] takes a 3-decomposable graph as an input and split the nodes to form 
m points for some n > m. When the nodes are split, they are substituted by a cluster of points 
that are aligned very close along a line li (the line li divides the clusters-formed by splitting point 
i, into two almost equal planes). The split is performed such that there are same number of 
points on either side of the line li. After splitting the points, the crossing number is found by 
counting the five types of number of convex polygons present in the split-graph. 
B.M. Ábrego et. al.[10] introduced two conjectures, first of which states that all optimal 
rectilinear drawings of Kn are 3-decomposable for positive integer n that is a multiple of 3. The 
second conjecture states that there is an optimal geometric drawing of Kn that is 3-symmetric 
for every positive integer n that is a multiple of 3. 
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 Consider a K6 drawing in Figure 2.1, whose nodes are represented by P= {p1, p2, p3, p4, 
p5, p6 }. The aim is to replace p1, p3, p6 with C1, C3, C6 and p2, p4, p5 with C2, C4, C5 
respectively. Here C1, C3, C6 represents a 2-point set while C2, C4, C5 represent 4-point set. 
The points of clusters are to be carefully placed such that the points are close to line l1 that 
spans p1 and p2 and the line l1 should leave same number of points on its either side. Similarly, 
we find lines l2, l3 , l4 , l5 , l6. These lines are called halving lines of the plane. 
 
Figure 2.1: Points of K6 drawing 
 
 For example, consider Figure 2.2, the line l2 spans p2 and p4. The left half of the plane 
contains p1, p3 whereas right half contains p5 and p6. On replacing p1, p3, p5, p6 with the 
respective cluster points, left half plane of l2 has four points and the right side contains six 
points. Now, when p4 point is split, three of four points are to be placed on the left side and 
one on the right side to balance the number of points on both the sides. Similarly, care must be 
taken while placing each point with the cluster of points. 
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Figure 2.2: Halving set of lines 
 
 To compute the crossing number for the graph, they count the number of convex 
quadrilaterals. They divide the convex quadrilaterals into five categories. Type I are the convex 
quadrilaterals whose points lie in all different clusters, type II convex quadrilaterals are those 
quadrilaterals whose points lie in three different clusters, type III convex quadrilaterals are 
those quadrilaterals whose points lie in two different clusters with two points in each cluster, 
type IV convex quadrilaterals are quadrilaterals with three points in the same cluster and other 
point in a different cluster. Type V convex quadrilaterals are those quadrilaterals whose four 
points lie in same cluster. The sum of these five convex quadrilaterals gives the rectilinear 
crossing number. 
 The authors produced a 3-symmetric and 3-decomposable geometric drawing of Kn for 
every positive integer n < 100, and n is a multiple of three. The crossing number of these 
drawings are less than or equal to the crossing number of the existing best drawings. Another 
conjecture by the authors is that, their drawings are optimal for n= 36, 39, and 45. 
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Munroy and Lopez [11] presented a simple heuristic and improved the upper bound value 
of 𝑐?̅?(𝐾𝑛) to 0.380473(
𝑛
4
) + Θ (n3). Also, they present a simple heuristic to obtain large good 
drawing from small drawings. In this heuristic, the input S represents n nodes of a completely 
connected good rectilinear drawing. A point p ∈ S is randomly selected. Another point q is 
randomly selected such that it is close to p. A new set T with all points in S except p is formed. 
To this T, point q is added. The value of 𝑐?̅?(T) is computed and compared with 𝑐?̅?(𝑆). If 
𝑐?̅?(T)  ≤   𝑐?̅?(𝑆), S is replaced with T else a new point p is chosen and the procedure is 
repeated for all points p ∈ S. The heuristic runs in O(n2logn) time. 
With the help of this heuristic, the authors successfully improved the results of various 
complete graphs even though the heuristic failed for n=54, 96, 99. A set of seventy five points 
was with 450492 crossings were found. 
2.4 Chapter Summary 
 In this Chapter, we introduced the basic definitions. We summarized the known 
theoretical lower bounds of the rectilinear crossing number for complete graphs of upto n=30. 
We also reported the known rectilinear crossing numbers for complete graphs of up to n=30. 
For these graphs, rectilinear drawings are known in which the theoretical lower bound has been 
achieved.  
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CHAPTER 3: PROPOSED APPROACH 
 
In this Chapter, we present the heuristic that attempts to achieve the lower bound on 
rectilinear crossing number of a completely connected rectilinear graph. The algorithm takes 
the optimal graph drawing with n nodes and its lower bound as its input parameters. We will 
first present the basis for our heuristic.  Then, we present the algorithm in detail.  Finally, we 
will illustrate the algorithm with an example.  
3.1 Heuristic Basis 
While studying about the rectilinear complete graphs, we observed the vertices of the 
optimal graph are always in the form of a triangle. Figures 3.1 - 3.6 show the graphs for various 
values of n. This observation led us to the idea that the position of the n+1th point should be 
inside the triangle, which we exploit to restrict the search space. 
 
Figure 3.1: Rectilinear graph drawing for n = 5 
15 
 
Figure 3.2: Rectilinear graph drawing for n = 7 
 
Figure 3.3: Rectilinear graph drawing for n = 11 
 
 
Figure 3.4: Rectilinear graph drawing for n = 15 
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Figure 3.5: Rectilinear graph drawing for n = 19 
 
Figure 3.6: Rectilinear graph drawing for n = 23 
 
3.2 Proposed Heuristic Algorithm 
Our algorithm RECTILINEARCROSSINGNUMBERHEURISTIC() takes D(Kn), n, and 𝑐?̅?(𝐷) as input [12] 
where D(Kn) is a set of (x, y) co-ordinates of the optimal n-vertex rectilinear complete graph, 
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𝑐?̅?(D) is the optimal rectilinear crossing number of D(Kn) and n represents the number of nodes 
in D(Kn).  The algorithm can be broadly divided into three steps. 
In the first step, lines 2-5 in the algorithm give us the outermost triangle of the given 
D(Kn). In line 2, we assign P1 with a node from D that has the minimum x value. Similarly, in line 
3, we assign P2 with a node from D that has the minimum y value. In line 4, we assign P3 with a 
node from D whose distance is the maximum from the origin. At line 5, we get the coordinates 
of the required outermost triangle. 
In the second step, we find all the valid positions inside the triangle where the n+1 node 
can be placed. In lines 7, S represents all the points that lie inside the triangle and S’ in line 8 
eliminates the nodes in D from S. Lines 10-11 check if the point u ∈ S’ is collinear with any two 
points in D and eliminates it from S’. The for loop in line 9 repeats lines 10,11 for every u ∈ S’. 
At the end of the for loop in line 9, S’ contains only the points that are not collinear with any 
two nodes in D. 
We find the n+1th node having the lowest rectilinear crossing number as part of step 3. 
In line 13 we assign the BestCrossingNumber to infinity and in line 14, we assign Dbest to NIL.  In 
line 16, we add p to D(Kn) to get D(Kn+1). In line 17, we compute the rectilinear crossing number 
of D(Kn+1) and check if it is less than the existing BestCrossingNumber. If the condition satisfies, 
line 18 updates the value of BestCrossingNumber to 𝑐?̅?(D(Kn+1)) and line 19 updates D(Kn+1) to 
Dbest. The for loop in line 15 runs lines 16-19 for every point p ∈ S’. In line 20 we return the 
value of BestCrossingNumber representing the lower bound of D(Kn+1) and Dbest representing 
the n+1th node. 
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RECTILINEARCROSSINGNUMBERHEURISTIC(D(Kn), n,  𝑐?̅?(D)) 
  // Input: D(Kn) is the rectilinear drawing of Kn with rectilinear crossing number of 𝑐?̅?(D)  
  // D(Kn) is a set of (x, y) co-ordinates of the graph nodes 
  
1 // Step 1:  Construct the outermost triangle 
2 P1 = Node with minimum X co-ordinate value in D  
3 P2 = Node with minimum Y co-ordinate value in D  
4 P3 = Node with largest distance from origin 
5 T = Triangle(P1, P2, P3)  
6 // Step 2: Get candidate positions for n+1th node 
7 S = All points in triangle T 
8 S’ = S - D         // S’ is the set of all candidate positions for (n+1)th node 
9 for each point u ∈ S’     // filter collinear points 
10   If u is collinear with any two points ∈ D  
11    S’ = S’ - {u} 
12 // Step 3: Get the best drawing using the candidate positions 
13 BestCrossingNumber = ∞  
14 Dbest = NIL    // Dbest is the best drawing of Kn+1 
15 for each candidate position p ∈ S’   
16   D(Kn+1) = D(Kn) U {p}    // D(Kn+1) is the new drawing with n+1 nodes 
17   if 𝑐?̅?((D(Kn+1)) < BestCrossingNumber 
18    BestCrossingNumber = 𝑐?̅?( (D(Kn+1)) 
19    Dbest = D(Kn+1) 
20 return BestCrossingNumber, Dbest 
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3.3 An Illustrative Example - Extending K5 to K6 
To better understand our algorithm, let us walk through the algorithm taking optimal K5 
graph drawing as input to generate the rectilinear crossing number of K6 graph. 
 
Figure 3.7: Optimal drawing of K5 
 
 Here, the value of P1 represents the point with minimum x value of out of all nodes in D. 
This is done by sorting all nodes in D in an ascending order based on the x value. Hence, in line 
2, P1 = (0,6). As, P2 represents the point with minimum y value of out of all nodes in D. This is 
achieved similar to P1. The points in D are sorted in ascending order based on y value. 
Therefore, in line 3, P2 = (4,0). P3 represents the point in D which is farthest from the origin. 
We calculate the distance of each node of D from the origin and sort them in descending order 
based on the distance from origin. In our case, P3= (5,5). In line 5, triangle= {(0,6), (4,0), (5,5)}. 
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Consider the smallest rectangle containing the triangle. Here, rectangle coordinates 
would be {(0,0), (0,6), (0,5), (5,6)}. We generate all points inside this rectangle, and filter the 
points that lie inside triangle. We represent this set as S. After eliminating the nodes present D 
from S we get the resultant set S’= {(2,4), (2,5), (3,3), (3,4), (3,5), (4,1), (4,2), (4,3), (4,4), (4,5)} 
 
 
Figure 3.8: Rectangle circumscribing the outermost triangle 
 
 
Figure 3.9: Figure showing all generated points inside the rectangle 
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Figure 3.10: Differentiating all the points that lie inside the triangle 
 
For each node u ∈ S’, we check if the point is collinear with every pair of nodes present 
in D. If u is collinear with any two nodes in D, it is eliminated from S’. For example, for the point 
(3,4), we check if it is collinear with (0,6) and (1,5), (0,6) and (3,2), (0,6) and (0,4), (0,6), (1,5) 
and (3,2), (1,5) and (0,4), (1,5) and (5,5) and so on till (0,4) and (5,5).As this point is not collinear 
with any nodes in D, we simply move ahead to the next point. Let us consider figure 3.11, the 
point (2,5) is collinear with (1,5) and (5,5). Hence we filter this point from S’. The resultant set S’ 
contains all the points that are not collinear with any other pair of nodes. In this example, set 
S’= {(3,4), (4,1), (4,3), (4,4)} 
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Figure 3.11: Example of a collinear point among the generated points 
 
We declare two variables, BestCrossingNumber = ∞ and Dbest = NIL. For each node p ∈ 
S’, we calculate the number of intersections 𝑐?̅?(D(Kn+1)) that occur when v is chosen. We then 
compare 𝑐?̅?(D(Kn+1)) to BestCrossingNumber. If 𝑐?̅?(D(Kn+1)) is less than the standing 
BestCrossingNumber, we update BestCrossingNumber to 𝑐?̅?(D(Kn+1)), and update Dbest to   
D(Kn+1) where D(Kn+1) is D(Kn ) union p . Example, the point p = (3,4) gives 𝑐?̅?(D(Kn+1))) = 3. Since 
3 <  ∞, we replace the value of BestCrossingNumber from ∞ to 3, and value of Dbest from nil to  
D(Kn+1) where D(Kn+1)= D(Kn) U (3,4). 
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Figure 3.12: Figure showing the crossings on the graph. 
 
3.4 Time Complexity of the Algorithm 
 The first step of the algorithm involves finding the outermost triangle. To get the outer 
three points of D, we sort the points three times as part of line 2 – line 4 based on 
minimum value of x coordinate of D, minimum y co-ordinate of D, and the farthest point of D 
from the origin. Each sorting has a time complexity of O(n2). Line 5- line 8 of our algorithm have 
a time complexity of O(1) as it only has assignment operations.  
 To find the number of crossings, we exhaustively check for the intersection of lines of D 
and compare it to the current optimal value as part of lines 16-19 which has the time 
complexity of O(n3).Increase in rectilinear crossings can be calculate in  The for loop in line 15 
executes k times where k represents the number of non collinear points and varies in the range 
of n4, making it the most expensive step in finding the rectilinear crossing number of Kn+1 from 
the optimal drawing of Kn. The increase in rectilinear crossings can be calculated in O(n3) time in 
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the following way: The point p is fixed and three other points corresponding to three nodes in 
the original graph are picked exhaustively. Therefore, the total time complexity of our 
algorithm is O(n7). 
3.5 Chapter Summary 
In this Chapter, we presented the heuristic to achieve the lower bound of optimal Kn+1  
drawing from optimal Kn drawing. We illustrated the approach by taking an optimal K5   drawing 
and built K6 drawing which achieved the lower bound on its rectilinear crossing number.  
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CHAPTER 4: EXPERIMENTAL RESULTS 
 
 The algorithm is implemented in MATLAB and is run on a laptop with Intel core i5 
processor, 8 GB RAM, and 1 TB memory. With this algorithm, we could successfully achieve the 
lower bound of the rectilinear crossing numbers for the complete graphs with n ≤ 27 and n=30.  
 We have recorded the time taken for the algorithm to run for on the input data and 
tabulated the results in Table 4.1 till n = 19 and estimated the time taken for the code to 
execute for the rest of the nodes. Figure 4.1 plots the execution time for the graphs Kn. X-axis 
represents n and Y-axis represents the time taken for execution. 
 
 
Figure 4.1: Execution time vs. graph size (number of nodes)  
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Table 4.1: Execution time of the proposed heuristic for complete graphs of up to n=19 
Number of Nodes(n) Execution Time (seconds) 
4 16.10 
5 17.38 
6 19.68 
7 35.87 
8 66.59 
9 202.66 
10 687.94 
11 925.15 
12 5714.30 
13 20616.90 
14 48851.30 
15 78297.57 
16 113810.80 
17 126231.80 
18 203359.00 
19 290108.8 
 
With the help of our heuristic we were able to successfully achieve the lower bound of 
Kn+1 drawn from an optimal Kn drawing for n ≤ 27. However, we were unable to compute the 
lower bound values for higher values of n. Table 4.2 gives details about the rectilinear crossing 
numbers achieved following our heuristic. 
Table 4.2: Lowest rectilinear crossing number achieved 
Number of Vertices Lower Bound 
Lowest Rectilinear Crossing Number 
Achieved through our Algorithm  
3 0 0 
4 0 0 
5 1 1 
6 3 3 
7 9 9 
8 19 19 
9 36 36 
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Table 4.2 (Continued) 
Number of Vertices Lower Bound 
Lowest Rectilinear Crossing Number 
Achieved through our Algorithm  
10 62 62 
11 102 102 
12 153 153 
13 229 229 
14 324 324 
15 447 447 
16 603 603 
17 798 798 
18 1029 1029 
19 1318 1318 
20 1657 1657 
21 2055 2055 
22 2528 2528 
23 3077 3077 
24 3699 3699 
25 4430 4430 
26 5250 5250 
27 6180 6180 
28 7233 7234 
29 8421 8423 
30 9726 9726 
 
Alternatively, we followed another heuristic to find the lower bound for Kn+2. We take 
the drawing of Kn as an input of our algorithm to generate the drawings of Kn+1.We now take 
Kn+1 as an input of our algorithm to find the lower bound of Kn+2. We followed this approach for 
n ≤ 26 but were only able to find the lower bound of K7, from an optimal drawing of K5. 
However, the values achieved for other values of n are close to the lower bound. The results of 
this heuristic have been tabulated in Table 4.3. 
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Table 4.3: Generating Kn+2 from Kn drawing 
n  n+2  Lower Bound 
Rectilinear Crossing 
achieved for n+2 
Current 
Rectilinear 
Crossing for n+2 
4 6 3 5 3 
5 7 9 9 9 
6 8 19 23 19 
7 9 36 40 36 
8 10 62 72 62 
9 11 102 105 102 
10 12 153 155 153 
11 13 229 230 229 
12 14 324 329 324 
13 15 447 451 447 
14 16 603 606 603 
15 17 798 801 798 
16 18 1029 1032 1029 
17 19 1318 1324 1318 
18 20 1657 1659 1657 
19 21 2055 2058 2055 
20 22 2528 2532 2528 
21 23 3077 3081 3077 
22 24 3699 3703 3699 
23 25 4430 4434 4430 
24 26 5250 5253 5250 
25 27 6180 6186 6180 
26 28 7233 7239 7234 
  
4.1 Chapter Summary 
In this Chapter, we present the experimental results of our heuristics. We presented the 
time taken for execution of the algorithm for the n ≤ 19. Also, we reported the results of the 
heuristics for Kn+2 drawing generated from Kn drawing.  
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CHAPTER 5: CONCLUSION 
 
 We presented an exhaustive approach with time complexity O(n7) to find the rectilinear 
crossing number of a Kn+1 graph drawing from a given Kn graph drawing. This algorithm 
achieved optimal results for the graph n ≤ 27 and n=30. However, for higher graph sizes, the 
algorithm failed to produce optimal results, however it achieved the current known rectilinear 
crossing number[12]. As we have limited the size of search space to the size of the input graph, 
further work can be done by extending the search space to outer side of the input graph. Also, 
as we use the exhaustive approach that checks all combination of nodes for checking 
collinearity and finding crossings, it can be replaced with an approach that eliminates the 
redundant checking of these nodes.   
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APPENDIX A: MATLAB CODE 
 
thePoints = dlmread('built17.txt',' ',1,0); 
val = dlmread('built17.txt',' ',0,0); 
previouscrossing=val(1,2); 
dlmwrite('updated.csv',thePoints); 
ascx=sortrows(thePoints,1); 
ascy=sortrows(thePoints,2); 
final_Points=thePoints; 
distance=thePoints; 
distance(:,3)=0; 
distance(:,1)=thePoints(:,1); 
distance(:,2)=thePoints(:,2); 
distance(:,3)=sqrt((distance(:,1).^2)+(distance(:,2).^2)); 
 
dist=sortrows(distance,-3); 
remainingPoints= val(1,1); 
sizePoints=remainingPoints; 
for i = 1: 3 : val(1,1) 
     
    check=i; 
    if(check<=val(1,1)) 
    final_Points(i,:)=ascx(1,:); 
     
    out = ismember(ascy,ascx(1,:),'rows');              %comparing 1st row in ascx to all rows in ascy 
     
    deletingRow= out; 
    ascy(deletingRow,:)=[];                                  
     
     
    out = ismember(dist(:,[1 2]),ascx(1,:),'rows');        %comparing 1st row in ascx to all rows in 
dist 
    deletingRow= out; 
    dist(deletingRow,:)=[]; 
     
    ascx(1,:)=[]; 
     
    remainingPoints = remainingPoints-1; 
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    check=check+1; 
    end 
     
    if(check<=val(1,1)) 
    final_Points(i+1,:)=ascy(1,:); 
     
    out = ismember(ascx,ascy(1,:),'rows');                  % comparing 1st row in ascy to all rows in 
ascx 
    deletingRow= out; 
    ascx(deletingRow,:)=[];   
     
    out = ismember(dist(:,[1 2]),ascy(1,:),'rows');          %comparing 1st row in ascy to all rows in 
dist 
    deletingRow= out; 
    dist(deletingRow,:)=[];  
     
     
    ascy(1,:)=[]; 
    remainingPoints = remainingPoints-1; 
    check=check+1; 
     
    end 
     
    if(check<=val(1,1)) 
    final_Points(i+2,:)=dist(1,[1 2]); 
    
    out = ismember(ascx,dist(1,[1 2]),'rows');              %comparing 1st row in dist to all rows in 
ascx 
    deletingRow= out; 
    ascx(deletingRow,:)=[]; 
     
    out = ismember(ascy,dist(1,[1 2]),'rows');              %comparing 1st row in dist to all rows in 
ascy 
     deletingRow= out; 
    ascy(deletingRow,:)=[]; 
     
    dist(1,:)=[]; 
    check=check+1; 
    remainingPoints = remainingPoints-1; 
    end 
       
    
end    
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xv=[final_Points(1,1) final_Points(2,1) final_Points(3,1)]; 
yv=[final_Points(1,2) final_Points(2,2) final_Points(3,2)]; 
leastx=min(xv); 
leasty=min(yv); 
i=leastx+1; 
index=1; 
maxx=max(xv); 
maxy=max(yv); 
 
while i<maxx  
    j=leasty+1; 
    while j<maxy 
        possiblePoints(index,:)=[i,j]; 
        j=j+1; 
        index=index+1; 
    end 
    i=i+1; 
end     
 
x=possiblePoints(:,1); 
y=possiblePoints(:,2); 
 
[in,on]=inpolygon(x,y,xv,yv); 
a=numel(x(in)); 
b=numel(x(on)); 
c=a-b; 
grid on; 
hold on; 
%inon = in | on;                                             % Combine ‘in’ And ‘on’ 
%inon=setdiff(in,on); 
idx = find(in(:));                                        % Linear Indices Of ‘inon’ Points 
xcoord = x(idx);                                           % X-Coordinates Of ‘inon’ Points 
ycoord = y(idx);  
inAndOnLinePoints=horzcat(xcoord,ycoord); 
 
idx = find(on(:));  
xcoord = x(idx);                                            
ycoord = y(idx); 
onLinePoints=horzcat(xcoord,ycoord); 
insidePoints=setdiff(inAndOnLinePoints,onLinePoints,'rows'); 
insidePointsNoCoordinates=setdiff(insidePoints,thePoints,'rows'); 
incvar=0; 
checkindx=0; 
i=1; 
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j=1; 
xindx=0; 
xindx01=0; 
for x=1:size(insidePointsNoCoordinates,1) 
        xindx01=0; 
        for i= 1 : size(final_Points,1) 
            %fixingcoord=final_Points; 
            P1(i,:)=final_Points(i,:);%firstFixedCoord(i,:)=final_Points(i,:); 
            fixingCoord01=final_Points; 
            fixingCoord01(i,:)=[];                                           %size of fixingCoor01 is one less than 
final_Points; eg if n=6,size(fixingCoord1)=5 
            xindx=0; 
            for j=1 : size(fixingCoord01,1) 
                   P2(j,:)=fixingCoord01(j,:);%secondFixedPoint(j,:)=fixingCoord01(j,:); 
                  
                        L1=[P1(i,1),insidePointsNoCoordinates(x,1),P2(j,1)]; 
                        L2=[P1(i,2),insidePointsNoCoordinates(x,2),P2(j,2)]; 
                        areaCheck=polyarea(L1,L2); 
                        xindx=xindx+1; 
                        if areaCheck==0 
                        add(xindx)=0; 
                        else     
                            add(xindx)=1; 
                        end    
            end 
            if add(:)== 1 
                xindx01=xindx01+1; 
                pointchecked(xindx01,:)=1; 
            else 
               xindx01=xindx01+1; 
               pointchecked(xindx01,:)=0;  
            end 
            
        end 
        if pointchecked(:)==1 
                checkindx=checkindx+1; 
                slopeChecked(checkindx,:)=insidePointsNoCoordinates(x,:); 
        end 
            
end 
checkindx=1; 
for x=1:size(slopeChecked,1) 
        final_Points(val(1,1)+1,:)=slopeChecked(x,:); 
        clear crossings02; 
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        clear findnewX;  
        for i=1 : size(final_Points,1) 
            P1(i,:)=final_Points(i,:); 
            fixingCoord01=final_Points; 
            fixingCoord01(i,:)=[];                                           %size of fixingCoor01 is one less than 
final_Points; eg if n=6,size(fixingCoord1)=5 
 
            for j=1 : size(fixingCoord01,1) 
 
                   P2(j,:)=fixingCoord01(j,:); 
                   fixingCoord02=fixingCoord01; 
                   fixingCoord02(j,:)=[];                                    %size of fixingCoor02 is one less than 
fixingCoord01; eg if n=6,size(fixingCoord2)=4 
                        for k=1:size(fixingCoord02,1) 
                                    P3(k,:)=fixingCoord02(k,:);%thirdFixedPoint(k,:)=fixingCoord02(k,:); 
                                    fixingCoord03=fixingCoord02; 
                                    fixingCoord03(k,:)=[]; 
 
 
                                            L1=[P1(i,1),final_Points(val(1,1)+1,1);P1(i,2),final_Points(val(1,1)+1,2)]; 
                                            L2=[P2(j,1),P3(k,1);P2(j,2),P3(k,2)]; 
                                            P=InterX(L1,L2); 
 
                                            if ~isempty(P) 
                                            findnewX(checkindx,:)=P; 
                                            checkindx=checkindx+1; 
                                            end 
 
                        end    
            end 
             
        end 
           out = ismember(findnewX,[0 0],'rows');  
           findnewX(out,:)=[]; 
           crossings=unique(findnewX,'rows'); 
           crossings01=setdiff(crossings,slopeChecked,'rows'); 
           crossings02=setdiff(crossings01,final_Points,'rows'); 
            clear crossings; 
           clear crossings01; 
           allcrossings(x,1)=size(crossings02,1)+previouscrossing; 
          
 
end 
sizefp=size(final_Points,1); 
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plot(final_Points(sizefp,1),final_Points(sizefp,2),'r'); 
hold on; 
scatter(thePoints(:, 1), thePoints(:, 2), 'LineWidth', 3); 
hold on; 
    for j=1 : size(final_Points,1) 
        xMean=final_Points(j,1); 
        yMean=final_Points(j,2); 
        for k = 1 : size(final_Points, 1) 
            x = final_Points(k, 1); 
            y = final_Points(k, 2); 
            line([x, xMean], [y, yMean], 'Color', 'k'); 
        end 
 
    end 
scatter(crossings02(:, 1), crossings02(:, 2), 'LineWidth', 3); 
RectilinearCrossing=min(allcrossings); 
hold on; 
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APPENDIX B: COPYRIGHT PERMISSIONS 
 
The permission to use the files as part of thesis is attached below. 
 
