Abstract-I describe a method for performing the synthesis and analysis of digital color images. The method is based on two principles. First, image data are represented with respect to the separate physical factors, surface reflectance and the spectral power distribution of the ambient light, that give rise to the perceived color of an object. Second, the encoding is made efficient by using a basis expansion for the surface spectral reflectance and spectral power distribution of the ambient light that takes advantage of the high degree of correlation across the visible wavelengths normally found in such functions.
The Synthesis and Analysis of Color Images BRIAN A. WANDELL Abstract-I describe a method for performing the synthesis and analysis of digital color images. The method is based on two principles. First, image data are represented with respect to the separate physical factors, surface reflectance and the spectral power distribution of the ambient light, that give rise to the perceived color of an object. Second, the encoding is made efficient by using a basis expansion for the surface spectral reflectance and spectral power distribution of the ambient light that takes advantage of the high degree of correlation across the visible wavelengths normally found in such functions.
Within this framework, the same basic methods can be used to synthesize image data for color display monitors and printed materials, and to analyze image data into estimates of the spectral power distribution and surface spectral reflectances. The method can be applied to a variety of tasks. Examples of applications include the color balancing of color images and the identification of material surface spectral reflectance when the lighting cannot be completely controlled. 
OFaX
Vector of surface weights at x.
CX( X,,) Color signal at location x, Cx( X,,) = E( Xn) SV(Xn)-Rk ( X) ) Spectral sensitivity of kth sensor.
Manuscript received August 19, 1985;  signal to refer to the spectral power distribution of the light arriving at the recording device or the human eye. In a natural scene, the color signal is generally computed as the product of the spectral power distribution of the light incident on an object and the surface reflectance of that object. In this paper, I will report on a common representational framework for the synthesis and analysis of color images based upon the synthesis and analysis of the color signal.
In the synthesis of color images, we begin with specifications of the surface spectral reflectance function and ambient light spectral power distribution. From these, we calculate the expected color signal. We then seek the intensities of the color display guns such that the display will have the same effect on the human visual system as the actual color signal would have. The application of the synthesis methods is most significant for the problem of accurate rendering of color images.
In the analysis of color images, the sensor reponses in the acquired image are determined by the color signal. We then seek a method of inverting the process, that is, recovering the underlying surface spectral reflectance and ambient light spectral power distribution functions that gave rise to the color signal. The methods for analysis of color images are useful both for the correct rendering of color images and for the more general vision problem of identifying surface properties of objects from image data. I believe that this method can play an important role in the pattern analysis of color images.
The central issue that unifies the synthesis and analysis of color images is a specification of how the surface and lighting information is encoded in the color signal. I characterize the information in the surface and light functions by the number of degrees of freedom in a linear model that is used to approximate these functions. In image synthesis, significant efficiencies in image representation and computation can be obtained by making the number of independent degrees of freedom explicit. In image analysis, the number of independent degrees of freedom in the surface and light functions is the key factor that proscribes how many different classes of color sensors are necessary to decompose the color signal and estimate the surface and light functions. The principal result-due to Maloney and Wandell [12] -is that if the surface reflectance and light functions can be described using N degrees of freedom, then one requires N + 1 sensors to unlock the color signal and estimate the surface and light functions. This result has practical significance both for the accurate pattern analysis of color images and for the accurate rendering of color images.
OVERVIEW
In the next section, I will develop the basic notation and matrix operations common to the synthesis and analysis of color images. I will then describe the procedures for color synthesis, showing how we may relate the surface spectral reflectance functions, ambient light spectral power distribution, human photoreceptor responses, and display intensities on a monitor. In the third section, I will treat the analysis of color ima,ges. I will describe a version of Maloney and Wandell's 112], [20] , [11] method for recovering the spectral power distribution of the ambient light and surface spectral reflectance functions of the objects from the sensor responses to the color signal.
The theoretical material in the next two sections is presented using general notation. The basic results apply to a wide class of representations of the ambient light and surface reflectance functions. In the final section, I will turn to the problem of selecting specific representations of these functions that are efficient with respect to a wide class of naturally occurring objects and lights.
PRELIMINARY CONSIDERATIONS The Asymmetry Between Light and Surface
Suppose that we acquire information at sample wavelengths X, for n = 1, N. The color signal is obtained by multiplying the spectral power distribution of the ambient light at x, E (X ,) times the spectral reflectance function of the surface spectral reflectance at x, S'( X . We denote the color signal at point x as C-'(X,) = E-'(Xn) Sx(X,).
In developing the mathematical formulation for the synthesis of color images, we can retain symmetry between the role played by the surface and light functions without penalty. This symmetry is evident in the definition of the color signal Cx(X,n) = Ex(Xn) SA(XAn), and can be maintained throughout (cf. Sallstrom [14] and Buchsbaum [2] ). In most images, however, there is a physical asymmetry between the surface spectral reflectance and the ambient light spectral power distribut-ion (cf. Horn [8] and Oppenheim and Schafer [13] ). The asymmetry arises since the rate of spatial variation of the ambient light spectral power distribution E-( X ,) is generally lower than the rate of spatial variation in the surface spectral reflectance function SX(X, ). The slow spatial variation of the spectral power distribution makes it possible to represent the ambient light at lower spatial resolution than the surface functions, premitting some additional computational savings.
The most significant consequence of the difference in the rate of spatial variation, however, occurs for the analysis of color images. The uniqueness results for the recovery of the surface and light spectral power distributions from the color signal indicate that we cannot uniquely recover the light and surface functions if both vary freely over space. Essentially unique recovery is possible only if one of these functions varies more slowly over space than the other. We adopt the assumption that spatial variation of the ambient light is slower than the spatial variation of the surface reflectance function (cf.
Horn [8] and Oppenheim and Schafer [13] ).
To evaluate the plausibility of this idea, the reader might notice that in natural scenes in which the ambient light varies more rapidly spatially than the underlying surface-for example, when viewing a slide projected on a screen-the human visual system interprets the spatial variation as if it were due to a surface variation, and not from its true cause, the ambient light variation. The analysis we will use here also assumes that there is an asymmetry between light and surface functions. In any local region of the image, we assume that there is only spatial variation in the surface reflectance function, and no spatial variation in the ambient light spectral power distribution. We will indicate this assumption in our notation by suppressing the superscript x when we refer to the parameters of the spectral power distribution of the ambient light. Thus, we will write E(X n) instead of E-'(Xn), so that in a small region of the image, Cx(X(n) = E(X,n) S-(XA ).
I emphasize that this assumption does not imply that the ambient light remains constant over the entire image, but only that the spectral power distribution remains constant over a local region of the image in which there is significant spatial variation in the surface spectral reflectance function. [6] based on the photoreceptor absorptions of the human eye. This is the method most closely based on the physical factors governing color perception. Although the method is logically equivalent to the several methods suggested by the CIE and has an excellent physical interpretation, no standard photoreceptor representation has been adopted by the CIE. The estimates by Smith and Pokorny [15] and described by Boynton [1] are widely used at present. Basic Equations: Wavelength Representation
SYNTHESIS
To determine the display gun intensities that will appear the same as the color signal to the human eye, we first compute the effect that the color signal C't(X,) would have on the three types of photoreceptors in the human eye. Suppose that the sensitivity of the receptors in the eye is described by the three sensitivity functions Rk( ),) (7) when i * j and the length of each function is one. This is not necessary-the entire development remains consistent for any choice of linearly independent functions. However, for any subspace one wishes to span, it is always possible to find such a set of functions so that choosing orthonormal functions does not restrict the analysis, and by choosing an orthonormal basis, the recovery of the weights -i and aj from the wavelength function is very easy. We refer to these sets of functions Ei (X n) and Sj ( X ) as basis functions.
(5)
The usual wavelength representation is equivalent to choosing a vector of weights with respect to the set of functions Ei (X,,) such that Ei(Xn) = 1 if i = n and 0 otherwise (8) and Sj(Xn) such that Sj(Xn) = 1 if j = n and 0 otherwise. (9) We can express the relationship between the vector of wavelength sample measurements that characterize the ambient light E( X n) and the column vector of weights that characterize the transformed representation of the ambient light e = (e I, -2, * * * ) as E(Xn) = EE.
(10) The columns of the matrix E are equal to the basis vectors Ei (X,). Similarly, we can express the relationship between the vector of sample measurements of the surface reflectance that characterizes the surface with respect to wavelength and the vector of weights that characterize the surface with respect to the transformed representation a' -(, a,, *)as SX(Xn) = Sx. (11) The columns of the matrix S are the basis vectors S (Xn).
To compute the matrix required to transform from one representation to another, one may use the linear equations (10) and ( 11) to compute the vector in either wavelength or the transformed domain. When the vectors in the two domains are linearly independent and of the same dimension, a transformation is always possible without loss of information. To improve computational efficiency, we would like to choose the dimensionality in the transform domain to be smaller than the dimensionality in the original representation (D(E ) < N and D(S) < N), but with little loss of precision. When we choose a smaller dimensionality in the transformed domain than in the wavelength domain, the equations may have no exact solution. In that case, we will always choose the least squares solution to (10) and (11) as our representation. When the bases are orthonormal, the least squares fit is found by multiplying by the matrix transpose S' or E'.
Relationship Among Physical Quantities
In order to compute the response of a receptor p' from the surface and light functions, we use the equation'
'In general, the effective surface reflectance at a point in the image may depend upon the geometry of the image. For example, specular surface reflections depend strongly upon the angles among the lighting source, the surface, and the viewer. Although we do not specifically indicate such dependencies, we assume that the surface reflectance function S-'(X,,) will generally depend upon the viewing geometry. Since our analysis here is for a single fixed image, we simply assume that the surface spectral reflectance has been properly specified fcor the particular viewing geometry. An analysis of the effects of specularity at the physical level may be found in Torrance and Sparrow [18] and Torrance et al. [19] . An analysis of the effects of incorporating more sophisticated specular effects in computergenerated images may be found in Cook and Torrance [5] . I will consider the issue of specularity again in the section on the selection of basis functions.
n=l (12) Using matrix notation, we can express the relationship among the sensors, the ambient light, and the surface reflectance function in the form (13) where xx is the column vector (SX(X1), SX(X2) .
. )'-When the surface is represented with respect to the wavelength basis terms Si(X,) = 1 if i = n and 0 otherwise, then the kjth entry of the matrix QE is E(Xj) Rk(Xj). (14) I reserve the use of the Greek symbols for omega (Q and Cl) to refer to the special case in which the physical entities are represented with respect to the wavelength basis functions.
The relationship among the surface, the light, and the sensor responses may be characterized as a simple matrix product. The surface vector is mapped by a linear transformation into the vector of sensor responses. The linear transformation is determined by two factors: the ambient light E(X,) and the receptor sensitivities Rk(X). Across viewing conditions for a particular camera or for the human eye, the receptor sensitivities are unchanging and known. Thus, the only unknown factor that governs the linear transformation QE is the ambient light spectral power distribution. For that reason, we make E explicit when we write down the matrix representing the linear transformation. We will call matrices such as QE lighting matrices, although the reader should note that the spectral power distribution of the ambient light and the spectral sensitivities of the sensors both play a role in forming the effective lighting matrix for any particular device. (17) This formula generalizes the formula in (14) for which the surface representation is Sj ( X,) = 1 ifj = n and 0 otherwise. We will use expression (17) to define the entries of the lighting matrix in general.
The matrix AE can be decomposed into a set of fixed primitive matrices that depend only upon the choice of 
Summary of Results
The set of matrix operations that capture the relationship between these various quantities may be summarized as follows. Using the rule that the effect of the display on the receptor responses should equal the effect of the surfaces and light on the receptors, we may write rPFP = AEax. We may assess the computational burden as follows. In the typical color display, we can control the intensities of three color guns; thus, the vector Px is three dimensional. The matrix F is 3 by 3 and its values are fixed by the display phosphors and human photopigment sensitivities. The selection of the basis functions to represent the surfaces and lights completely fixes the matrices An (19) . These matrices are 3 by D(S), so that the product of F-'A, is 3 by D(S) and may be precomputed. They do not represent a significant computational burden.
Thus, we see that the amount of computation depends primarily on the dimensionality of the surface representation D(S). This number plays the same role as the number of sample points on the wavelength dimension N when the equations are written with respect to the wavelength representation. Significant computational savings can be achieved when the representation with respect to an alternative set of basis functions permits us to use a value of D(S) that is significantly smaller than the value of N. Display Gamut Limitations: When the display monitor cannot generate the desired signal, one of the required gun intensities It will be negative. In general, such an outcome cannot be entirely avoided since the span of colors obtainable by additive light mixtures is certainly less than the span of colors obtainable choosing arbitrary surface and light functions. In general, the range of display intensities that may be required is determined by the range spanned by the columns of the matrix r-FAE.
(23)
Once the surface and lighting basis functions are chosen, the only freedom left in determining the span of the columns of this matrix is the weights of the ambient light spectral power distribution ,i.
By suitable choice of the light and surface basis functions, however, the number of instances in which these gamut errors occur can be greatly limited. For example, Buchsbaum and Gottschalk [3] have considered the spectra of lights that are smoothly varying in the sense that the Fourier transform of these spectra when treated as functions of wavelength only have power in the low-frequency region.2 If these functions are restricted to be bandlimited (i.e., have no power above some frequency of modulation), then the corresponding color signal will be bandlimited and generally fall within a restricted color gamut.
In representing objects outside the color gamut of the display, one may choose two methods. First, one may simply adjust the individual point outside the gamut, for example, by setting the negative value to zero. This method distorts the color representation of that point alone. This solution may be adequate, depending upon the significance of the color of that particular portion of the image.
An alternative method of solution is to adjust all of the display values together, attempting to move all of the colors to within the display gamut. This causes some error at each point in the display, but preserves the relationship among the different objects. A reasonable method of making this type of adjustment is to adjust the value of the lighting vector Ei in order to avoid negative display intensities.
The advantage of this type of correction derives from the psychophysical observation that human observers are reasonably good at discounting the appearance of the ambient light when judging the surface appearance of objects (cf. Helson [7] ). This method of color correction in the synthesis of images will be evaluated more fully elsewhere.
2Note: Frequency in this case refers to the rate of variation of the light and surface functions with respect to the wavelength of the ambient light, a rather unfortunate (multiple) use of the frequency concept.
The Display of Color Camera Data
When the synthesis of the color image on the screen depends upon data acquired from a color camera rather than data generated by an internal model, the relationship between the camera responses and the desired display values may be rather complex. The difficulty arises when the camera sensors are not within a linear transformation of the human receptor sensitivities. In this case (cf. Horn [9] ), no simple calculation relating the camera responses to the desired display values is possible.
The methods described in the next section-on image analysis-may be used to decide upon the correct color display values. The idea is the following. Even if the camera sensors are not within a linear transformation of the human photoreceptor responses, their response can still be used to estimate the surface spectral reflectances and light spectral power distributions in the image. These estimated values can then be used to determine the display output. I describe the procedure for using camera data to estimate the surface and the light parameters in the next section. I will return to the problem of correcting camera output at the end of the paper. [12] . I now describe the computational method used in the Stanford color analysis package, written by Brainard and me.3
THE ANALYSIS OF COLOR IMAGES

Conditions for Recovery: Spatial Variation
We begin by considering what can be recovered from the color signal when the surface and light functions are both free to vary over space. Recall that the response of the sensors p-is completely determined by the color signal, which is given by C'(Xt,) = E-"(Xn) SX(Xn). To evaluate the uniqueness of recovery, note that we can introduce an arbitrary function of both space and wavelength Gx(Xn) into the equation for the color signal so that ' The manual for the package can be obtained by writing the author. The package is written in C on a UNIX BSD 4.2 system. Cr(X,1) = Er(X,1) SX(X),) (25) and Cx(X,,) = (EX(X,n) GX(X,l)) S<)) ( 
26)
The uniqueness of the recovery can be characterized, then, by describing the limitations on the function GX( X,).
Clearly, without some limitation on the structure of the surface and light functions, unique recovery is impossible. In order to obtain unique recovery, we must introduce restrictions on the variation of the light and surface functions. The consequences of the restrictions I describe here are thoroughly analyzed by Maloney [11] .
A Condition on Spatial Variation: Suppose that the scalar intensity of both the ambient light and surface reflectances are free to vary at each point. If we scale the ambient light at x by a factor g(x) and we scale the surface reflectivity by a factor 1 g(x), then the color signal remains unchanged. This emphasizes that we cannot discriminate among the alternative decompositions of the signal into EX(Xn) and Sx(X)) versus EX(X,n) g(x) and SX(Xn)Ig(x).
Equations (25) and (26) demonstrate that the identical color signal can arise from many different interpretations of the functions describing the ambient light and the surface reflectances. To permit a unique recovery of the light and surface functions, we are forced to adopt some assumption about the spatial variation of the light and surface functions. The general view we will adopt-to be made precise below-is that the rate of variation over space of the surface reflectance is greater than the rate of variation over space of the ambient light.
The basic premise of the analysis is illustrated in Fig.  1 . We analyze the image sequentially by dividing it into overlapping spatial areas. Within each of the areas, we analyze the image under the assumption that the ambient light in that small region is constant. We choose the image areas with two considerations in mind. First, within each area, there must be significant variation in the sensor responses. As we shall see, this is necessary in order to obtain estimates of the light and surfaces in that area. Second, we choose the areas with a high degree of overlap. This is not necessary, but it is useful so that we can detect slow variations of the spectral power distribution of the ambient light. The complete estimate of the ambient light function is determined by combining the separate estimates of the ambient light into a smoother, interpolated function. The necessary variation in the spectral reflectance function of the surface reflectance functions required within each of the areas is specified in the next section in which I describe the recovery method.
In each local region, then, the spatial variation in the sensor response is assumed to be due entirely to the surface reflectance, and not at all to spatial variation in the ambient light. With this assumption, the estimate of the spectral power distribution of the ambient light is unique P-'= QESU' = AEOF- (27) we see that when the dimensionality of the surface vector a" is less than the dimensionality of the receptor vector p+t, the observed data will be restricted to a subspace of the receptor responses. For example, when the set of surface vectors is a two-dimensional space, the image of the surface vectors under a fixed light will span a plane within the three-dimensional space of sensor catches. This is illustrated in Fig. 2 . The plane spanned in receptor space is determined by the columns of the matrix AE. The columns of AE are determined entirely by the lighting parameters e. It follows, therefore, that the identity of the subspace is determined by the vallues of the light parameters, and the position within the subspace is determined by the surface parameters a'. We can use this fact to achieve recovery in a three-step process. First, we identify the subspace which contains the set of receptor responses. Second, we use the identity of the subspace to estimate the lighting vector c. Finally, we use the lighting parameters to determine the pseudoinverse of the lighting matrix AE This is the final step in the problem, since with this matrix, we can determine the estimated surface parameters a' from the receptor responses p'.
I will now describe the implementation of each of the surface and light recovery steps used in the Stanford color analysis package. This will permit me to describe the points at which failures can occur.
Identifying the Subspace: The first step in the recovery procedure is to attempt to identify the subspace that contains the set of sensor vectors p-'. For image analysis, we will generally wish to use a surface and light representation whose dimensionality is as large as possible in order to minimize the error in the analysis. The best fit can be obtained using the linear models with the largest degrees of freedom. Thus, we will assume that D(E) and D(S) + 1 equal the number of sensors since any other assumption will produce an inferior fit. With this assumption, we expect the data to fall in a subspace of the sensor response that can be uniquely characterized by the unit normal vector, perpendicular to all of the vectors in the subspace. Call the unit normal vector, perpendicular to the subspace, 7w. The dot product of this vector with each of the sensor vectors p' will be zero.
In fact, of course, the data are not likely to fall precisely within a subspace, but rather to span the sensor response space. Our strategy, however, is to find the vector that is "most perpendicular" to the data from the sensor vectors, under the assumption that perturbations outside of the subspace are due to noise. To find the most perpendicular vector, we form the matrix A whose rows consists of the sensor values in a region of the image. We then solve the homogeneous linear equation
A r= 0 (28) where 0 is the zero vector.
In any particular image, the best perpendicular vector 7r may not be very perpendicular to the data set. That is, the sensor values may not be well confined to a proper subspace. This represents the first potential failure of the recovery method.
The principal difficulty in this case is that the dimensionality of the surfaces and lights that generate the image are actually equal to or greater than the number of sensors in the camera. If this is the case, nothing can be done and accurate recovery is impossible using this particular sensing apparatus. The recovery lprocedure then has the virtue that it warns the user that accurate recovery cannot take place since the data are not well confined to a subspace. I discuss the selection of good basis functions in the next section.
Notice that in order for the subspace to be properly defined, there must be enough independent surfaces to define the subspace. In general, the required number is D(E) -1 (Maloney [111] ). In practice, we require the spatial partitions of the image to be large enough so that each of the overlapping areas in Fig. 1 has enough surface variation to permit a solution.
Finally, notice that if the relative spectral power diLtribution is constant, but the absolute level of the ambient light varies, the data will continue to fall within a subspace defined by the relative spectral power distribution. Variation in the power of the ambient light may occur due to the geometry of point source illuminations, shadowing, or other factors. This type of spatial variation does not pose a problem for the recovery procedure, but it emphasizes the fact that absolute levels of the surface spectral reflectance and ambient light distributions, in particular for widely separated spatial locations, are not uniquely recovered.
As an alternative to solving the homogeneous linear equation (28) in order to find the perpendicular vector, one may perform a singular value decomposition of the data matrix A. The direction corresponding to the smallest singular value would then be selected as the best normal direction to the data.
Recovering the Light Vector: We now wish to recover the light vector e from the vector perpendicular to the sensor data 7r. We can accomplish this by expanding (28) in the following way.
First, notice that the requirement that 7r be perpendicular to each observed sensor vector may be put as the set of equations 7rtpx= rt(AEux) = 0 (29) where 7r/ is the transpose of 7r, and (29) holds for every surface vector a' within the model. We may take advantage of the symmetric role played by the light and the surface at each point in the image to rewrite the matrix product AEa' as AEUX = Asc where the ikth entry of As,, is N fEEi0(X ) S' (X 11) Rk()\n). Since it is impossible to measure the absolute intensity of the ambient lighting-there is always a free scalar in the estimation of C-it is convenient to choose e so that its first entry is one. By building H from enough independent surface vectors S (X,,), we can solve for epsilon using REC 0.
(33)
Since the first entry of e is normalized to one, we may convert this homogeneous linear equation into a nonhomogeneous equation by moving the first column of Hl to the right-hand side. The equation then becomes a non-homogeneous equation with one less dimension, and we may solve for the remaining entries of e.
Solving for Surfaces Once the Light Is Known: Once the lighting vector is known, the remainder of the problem is straightforward. The dependency of the lighting matrix AE on the lighting vector is made explicit in (17) . This matrix may be explicitly computed and its pseudoinverse computed using conventional techniques. The surface vectors can then be computed using AE-'px = AX.
(34)
Two difficulties may arise at this stage in the analysis.
First, the estimated AE may not be one to one. In this case, there will be no unique solution for the surfaces unless the dimensionality of the surface representation is reduced.
Second, the recovered surface weights a', while consistent with the model, may in fact give rise to estimates of the surface reflectance functions that are not physically realizable, that is, that contain negative values of surface reflectivity. When this happens broadly throughout an image, it is an indication that the linear model for the lights and surfaces is not providing a very good fit to the actual lights and surfaces. This too requires reevaluating the choice and number of basis functions used in the estimation procedure.
Noise Analysis
Two categories of error can enter into the calculation. The first source of error is measurement noise introduced at the level of the sensor responses. The second source of error is failures of the linear models of lights and surfaces to properly characterize the surfaces and lights. The problem of sensor noise is relatively straightforward. If we model sensor noise by a vector Xx added to true sensor vector pO px = pxo + 71, (35) then the error analysis will depend upon the distribution of the noise vector ax. Generally, for this source of noise, the typical assumptions of independence of the noise vectors across the image are adequate. The analysis presented in the previous sections is the maximum likelihood calculation under the assumption that the entries of the noise vector are Gaussian and independent.
Model Errors: If the dimensionality of the linear model representations of lights and surfaces D(E) or D(S) are allowed to become arbitrarily large, then model error can be made arbitrarily small. As the dimensionality of the linear representations is restricted to provide increasing efficiency, then an additional error will be introduced by the model approximations to the actual surface and light functions.
Suppose that the dimensionalities of the surface and light functions required to produce an essentially errorfree representation of the data are M and N. To reduce the size of the computation, we will seek linear models in between the measured sensor data (36) and the best model estimates (37) primarily depends on the ambient light and the surfaces in the image. The error terms that express the difference between these two equations may be described by an additional vector with contributions from various sources, as illustrated in Fig. 3 . The distribution of this error vector, then, depends upon the surfaces in the image as well as the ambient light falling on the surfaces. Since we cannot specify the sampling distribution of the actual surfaces without some more knowledge of the specific task of the visual sensor (a robotic inspection system will sample a different class of surfaces from a color correction circuit in a home video recorder), the distribution of the error signal cannot be specified without further information concerning the class of materials and ambient lights that the system will encounter.
THE EFFICIENT REPRESENTATION OF SURFACES AND LIGHTS Introduction
The choice of the linear models for the ambient light and surface spectral reflectance terms is crucial in building an efficient computation in the synthesis of images, and it is crucial in permitting one to use a camera with only a few color sensors in the analysis of image data. In this section, I will review the selection of basis functions that permit a more efficient representation and computation of the lighting and surface parameters.
Fourier Basis
The principal means available to us for reducing the computational burden is to reduce the dimensionality of the surface spectral reflectance N. Were the surface spectral reflectance functions and the ambient light spectral power distributions essentially bandlimited functions, then from the sampling theorem, we know that specifying these functions at, say, four sampling points along the wavelength dimension would uniquely determine the identity of the function.
Stiles and Wyszecki [17-1 and Stiles et al. [16] performed an early and important analysis of surfaces reflectance functions in which they suggested that these functions are low-pass functions of wavelength in the visible range. Maloney [111 has put forth the intriguing hypothesis-based on the physical chemistry of surface reflectances-that these functions are generally forced to be low pass in the visible range.
There is wide informal agreement that natural surfaces and lights are generally smoot;hly varying. There are certain exceptions, such as fluorescent light and the surface reflectance functions of the rare earth metals, but the fact that the overwhelming majority of functions are smoothly varying suggests that in desigJning a system with only a few color sensors, it is far better to select a representation of the surfaces and lights that is slowly varying across wavelength. Unless there is some specific knowledge of the working environment to override this choice, it seems generally preferable to represent the spectra as the weighted sum of several low-frequency terms across the visual spectrum. Specular Reflectance: When using a low-frequency representation, the functions S, (XA) are illustrated in panel (b) of Fig. 4 . The function SI is the dc component of the spectral reflectance function, and the functions S2 and 53 represent the sinusoidal and cosinusoidal components at one cycle across the visible region. Notice that when this representation is chosen, the weight of the first dimension SI is a mixture of the speculair reflectance at that point in the image, added together with the dc component of the matte portion of the surface reflectance function. Using such a representation, then, it is relatively straightforward to systematically vary the specularity. In practice, this can be achieved by simply manipulating the value of the first dimension of the surface reflectance function vector.
In Fig. 5 Fig. 4(a) , I have plotted the worst of the 462 fits to the sample data, along with the three basis functions. Clearly, the fit of the Munsell spectra is rather good. General analyses of the degrees of freedom in spectral data have been applied to the spectral power distribution of ambient daylights by Judd et al. [10] and Dixon (1978) and to the surface reflectances of the Munsell chips by Cohen [41. In addition, Maloney [11] has analyzed the data from a large set of natural objects. All authors have concluded that their data sets are well described using linear models with a small number of degrees of freedom. 5 Relationship to Physical Processes: It is interesting to note that the linear model for the variations in the ambient daylight spectral power distribution is not a reasonable model for the physical processes that give rise to the observed spectral power distributions (compare the argument in Witkin and Pentland [21] ). For example, blackbody radiators form a one-parameter nonlinear family of spectral power distribution curves. Yet Maloney has shown (personal communication) that the set of principal components of the natural daylights also provides a rather good approximation to the spectral power distribution seen in blackbody radiators. The physical effects that cause the fluctuation in the spectral power distribution of daylight include such factors as Rayleigh scattering and the absorption and scattering by atmospheric moisture. Were one to provide a serious physical model of these effects, the linear model would never be selected. Normally such processes are modeled by a multiplicative filtering action and nonlinear molecular actions. The linear model used here is not closely tied to the physics of the imaging environment, but rather is simply a useful mathematical method. Its usefulness depends on our ability to accurately describe the wavelength functions of the desired quantities. The fact that the underlying physical processes are not well modeled by the linear sum of different physical processes is not relevant to the performance of the algorithm.
The Color Camera Revisited: In Fig. 6, I indicate how the analysis and synthesis calculations developed in this paper can be put together in order to obtain a rendering of an image sensed by a color camera. As Horn [9] be used together to convert the outputs of a camera with arbitrary sensor spectral to display an image so that it will appear to an observer as if he were at the camera position.
more difficult-and common-case is when the camera sensors are not related to the visual pigment sensitivities by a linear transformation.
In that case, we may proceed as indicated in Fig. 6 . We use the camera sensor responses and the procedure in the analysis section to form an estimate of the ambient light spectral power distribution E. We then calculate estimates of the surface reflectances: Cx = A-Iopx. (6) Using these estimates of the surface and ambient light distributions, we set the display intensities using the synthesis calculations in (21) , which I repeat here:
-D(E) IX = LEnr-An ax.
-n = I (7) To the extent that the camera data permit an accurate recovery of the surface and light functions, the synthesized colors will have the same visual effect as if the observer had been at the position of the camera. CONCLUSIONS The methods described here for the synthesis and analysis of color images are based on the physical factorslighting, reflectance, and absorption-that give rise to color information. The insistence on referring all calculations of sensor responses back to the underlying physical processes permits us to treat several different problems in the theory of color images from a common framework. In particular, the equations for selecting display gun intensities, and the equations for analyzing color images, are both based on a common formula, (27).
Maloney and Wandell's [12] method for analyzing the color signal into its surface and light components has applications to several different problems in color science.
I
The analysis of the image data into surface and light components permits us to correct the acquired sensor signal for unwanted effects of ambient lighting. The ability to perform this correction will improve the art of color balancing images. The ability to estimate the surface reflectance of objects in the image from cameras that are not strictly matched to the human eye should also improve the color rendering of images. Finally, the ability to use object surface reflectance-rather than gray-level image intensity in which confound surface and light information are confounded-should become an important aid in the development of visual inspection systems that are robust with respect to the ambient lighting.
