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We introduce an inhomogeneous bosonic mixture composed of two kinds of hardcore and semi-
hardcore boson with different nilpotency conditions and demonstrate that in contrast with the
standard hardcore Bose Hubbard model, our bosonic mixture with nearest and next nearest neighbor
interactions on a square lattice develops the checkerboard supersolid phase characterized by the
simultaneous superfluid and checkerboard solid orders. Our bosonic mixture is created from a two-
orbital Bose-Hubbard model including two kinds of bosons: a single orbital boson and a two-orbital
boson. By mapping the bosonic mixture to an anisotropic inhomogeneous spin model in the presence
of a magnetic field, we study the ground state phase diagram of the model by means of cluster mean
field theory and linear spin wave theory and show that various phases such as solid, superfluid,
supersolid and Mott insulator appear in the phase diagram of the mixture. Competition between
the interactions and magnetic field causes the mixture to undergo different kinds of first and second
order phase transitions. By studying the behavior of the spin wave excitations we find the reasons
of all first and second order phase transitions. We also obtain the temperature phase diagram of the
system using cluster mean field theory. We show that the checkerboard supersolid phase persists at
finite temperature comparable with the interaction energies of bosons.
PACS numbers: 03.75.-b, 05.30.-d, 67.80.kb
I. INTRODUCTION
Supersolids are characterized by the simultaneous pres-
ence of a nontrivial crystalline solid order and super-
fluid phase order in the context of quantum lattice gas
models1,2. Discussing the possibility of supersolidity,
has attracted renewed interest in connection with ul-
tracold Bose gases in optical lattices3–8. The precise
controllability of optical lattice systems has motivated
theoretical explorations of supersolid phase in various
systems, such as one dimensional chains9–12, two di-
mensional square13–23, honeycomb24,25, triangular26–35
and kagome36 lattice structures, two-dimensional spin-
1/2 dimer model with an anisotropic intra-plane anti-
ferromagnetic coupling37, bilayer systems of dipolar lat-
tice bosons38 and three dimensional cubic lattice17,39–41.
These extensive studies show that no supersolid phases
can exist in the ground state phase diagram of the hard-
core Bose Hubbard model with nearest neighbor inter-
action for bipartite lattices22–25,42–44. In these systems,
due to the formation of antiphase walls between or-
dered domains45, supersolid states are unstable towards
phase separation15. In order to have stable supersolid
phases, one has to modify the model by introducing re-
pulsive dipole-dipole interaction19,22,46 where has the role
of increasing the energy cost of domain wall formations.
Adding next nearest neighbor interaction23,42,44,47,48,
correlated hoppings21,49, or treating soft core bosons14,15,
two-component Bose-Fermi50–52 and Bose-Bose53,54 mix-
tures, and three component Bose-Bose-Fermi mixture55
result also stable supersolids.
In this paper we introduce a different inhomogeneous
bosonic model (IBM) which is composed of two kinds of
hardcore and semi-hardcore boson, a and b, with different
nilpotency conditions: (a†i )
2 = 0 for a and (b†i )
3 = 0 for
b bosons, and show that the model on a square lattice
with nearest neighbor (NN) and next nearest neighbor
(NNN) interactions is an appropriate ground for search-
ing various supersolid orders. The nilpotency condition
for b bosons signifies that one can put up two b particles
on each lattice site. Our IBM is created from a Bose-
Hubbard model including two kinds of bosons: a single
orbital boson and a two-orbital boson. By mapping the
IBM to an anisotropic inhomogeneous spin-(1,1/2) model
in the presence of a magnetic field, we study the ground
state phase diagram of the model by means of cluster
mean field (CMF) theory and linear spin wave (LSW)
theory and show that various phases such as solid, super-
fluid, supersolid and Mott insulator appear in the phase
diagram of the mixture. We demonstrate that in con-
trast with the standard hardcore Bose Hubbard model
in which long range hopping terms are required for the
superfluidity21,49, or long range dipole-dipole interactions
are necessary to suppress quantum fluctuations for the
stability of checkerboard supersolid (CSS) order on the
square lattice18,19,22,46, our IBM possesses an stable CSS
phase even in the absence of long range interaction and
long range hopping terms. This stability is attributed
to the difference in the nilpotency conditions of a and b
bosons. The small amount of spin wave fluctuations also
show the stability of the CSS phase. Making use of LSW
theory and obtaining the excitation spectra of the IBM,
besides the strength of quantum fluctuations around the
mean field ground states we find the boundaries of the
stability of the mean field phases.
In this paper we also study the effects of temperature
on the phase diagram of the system. We obtain the tem-
perature phase diagram of the mixture and show that in
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2the presence of temperature various phases emerge in the
phase diagram. Our results show that the CSS order can
persist even at finite temperatures comparable with the
interaction energies.
This paper is organized as follows. In section II we in-
troduce our IBM and map the model onto a mixed spin
model by making use of hardcore boson-spin transforma-
tions. In section III we give a brief review on the CMF
theory and generalize the theory to the mixed spin model.
By computing the diagonal and off diagonal order param-
eters we present the CMF ground state phase diagram of
the model in section IV. In order to investigate the sta-
bility of these phases against quantum fluctuations we
compute the order parameters within CMF theory with
larger clusters. The strengths of quantum fluctuations for
each phase are also obtained by means of LSW theory in
section V. In this section we investigate the behavior of
the spin wave dispersions at phase transitions to figure
out the reason of all first and second order phase tran-
sitions in the phase diagram of the IBM. In the second
part of the paper, in section VI, we obtain the thermal
phase diagram of the model and show that the CSS order
survives, at finite temperatures. Finally, we summarize
our results and give the concluding remarks in section
VII.
II. INHOMOGENEOUS BOSONIC MODEL
Let us consider the two kinds of hardcore and semi-
hardcore boson a and b which interact via the Hamilto-
nian:
HB = −t
∑
〈i,j〉
(a†i bj + b
†
jai) + U
∑
i
nbin
b
i
+ V1
∑
〈i,j〉
nai n
b
j + V2
∑
〈〈i,j〉〉
(nai n
a
j + n
b
in
b
j)
−
∑
i
(µanai + µ
bnbi ), (1)
where a†i (ai) and b
†
j(bj) are respectively the cre-
ation(annihilation) operators of a and b particles at sites
i and j, on a two dimensional (2D) bipartite square lat-
tice. The first term represents a hopping between two
nearest neighbor sites 〈i, j〉 where i and j are the lattice
points in subsystems I and II, respectively. U is local
Coulomb attraction energy (U < 0) between b bosons
occupying the same site, V1 is the interaction energy be-
tween a and b bosons, V2 denotes the interaction between
two a or two b bosons, and µa and µb are chemical po-
tentials. 〈. . .〉 and 〈〈. . .〉〉 indicate the summations over
nearest and next nearest neighbors on the square lattice,
respectively.
The a particles are canonical hardcore bosons and sat-
isfy the canonical commutation relations. The number
of these bosons at site i is nai = a
†
iai, and the nilpotency
condition for them is (a†i )
2 = 0. The b particles are how-
ever semi-hardcore bosons and satisfy the nilpotency con-
dition (b†i )
3 = 0, which signifies that one can put up two
b particles on each lattice site. This uncommon nilpo-
tency condition leads to the following non-canonical al-
gebra (see appendix B, for the detailed calculation):
[bi, bj ] = [b
†
i , b
†
j ] = 0,
[bi, b
†
j ] = δij(1− nbi ), [nbi , b†j ] = δijb†j , (2)
where nbj( 6= b†jbj) is the number of b bosons which pos-
sesses the relation (nbi )
†
= nbi .
Since the number operator nb in not equal to b†b, the
Hamiltonian in Eq. (1) does not have the standard form
of a Bose Hubbard Hamiltonian. But, as we will show
in appendix A, this Hamiltonian is created from an stan-
dard two-orbital bosonic Hubbard model (see Eq. (A1)
in appendix A) by reducing effective number of degrees of
freedom. The three-body constraint of the semi-hardcore
bosons b, and consequently their non-canonical statistics
algebra arise inevitably from the transformations in Eq.
(A2) which are employed for mapping the two-orbital
Hamiltonian in Eq. (A1) to the one in Eq. (1). At the
first glance it may seem that the non-canonical statistics
of b particles makes the model complicated, but as we will
show in next sections, using a simple boson-spin trans-
formation, the Hamiltonian (1) maps to an standard spin
Hamiltonian with rich phase diagrams.
It is worth to mention that two independent physical
properties are responsible for the quantum statistics of
particles. The first one is exchange or permutation statis-
tics which concerns braiding of particles and the second
one is exclusion statistics which concerns number of parti-
cles allowed to occupy the same site56. It should be noted
that, although the commutation relations in Eq. (2) have
fractional exclusion statistics, they obey canonical ex-
change statistics, and should not be confused with the
anyonic particles with fractional exchange statistics57–62.
The anyonic algebra can be created and manipulated by
using the so-called conditional hopping terms63–66 which
is not the case in our paper.
Fractional exchange statistics in bosonic systems
causes the system to experience different new phases
which are not seen in the standard system with canonical
bosons. For example, the one dimensional optical lat-
tice of semi hardcore bosons with the constraint (b†i )
3 =
0 and fractional statistics, proposed by Greschner, et.
al.67, shows a novel two-component superfluid of holon
and doublon dimers, characterized by a large but finite
compressibility and a multipeaked momentum distribu-
tion, which is not seen in the one dimensional canoni-
cal model68. Moreover, including such an statistics in
the dipolar system with hardcore bosons results in an
striped supersolid phase60. In Eq. (1) we have intro-
duced an inhomogeneous system of hardcore and semi-
hardcore bosons which could be realized in a two-orbital
bosonic system. The non-canonical statistics of the semi-
hardcore bosons causes the model to be mapped to a
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FIG. 1. (Color online) The schematic illustration of a 2D fer-
rimagnetic spin-(σ, τ) system on square lattice. Left: before
the translational symmetry breaking of the Hamiltonian (5),
Right: after the translational symmetry breaking in subsys-
tem with spin σ. Each unit cell contains two spins σ and τ .
Before symmetry breaking the primitive vectors are ~a1 and
~a2. In the symmetry breaking phase the primitive vectors are
~a′1 = ~a1 + ~a2 and ~a′2 = ~a2 − ~a1. The right panel shows the
checkerboard solid phase in which the translational symmetry
of the subsystem with spin σ is broken.
mixed spin model which possesses the CSS phase, in ad-
dition to the superfluid, Mott insulating and various solid
phases.
Using the Matsubara-Matsuda transformations69 for a
hardcore bosons:
σzi = n
a
i −
1
2
, σ+i = a
†
i , σ
−
i = ai, (3)
and also the generalized transformations56 for b bosons:
τzj = n
b
j − 1, τ+j =
√
2b†j , τ
−
j =
√
2bj , (4)
the Hamiltonian HB transforms to the following spin
Hamiltonian:
H = −2J
∑
〈i,j〉
(σxi τ
x
j + σ
y
i τ
y
j ) + U
∑
i
(τzi )
2 + V1
∑
〈i,j〉
σzi τ
z
j
+V2
∑
〈〈i,j〉〉
(σzi σ
z
j + τ
z
i τ
z
j )−
∑
i
(hσσzi + h
ττzi ), (5)
with the parameters J =
√
2t, hσ = µa − 4V1 − 4V2 and
hτ = µb−2U−2V1−8V2. This Hamiltonian is nothing but
the frustrated anisotropic mixed spin-(1, 1/2) XXZ model
on a bipartite square lattice, with on-site anisotropy, in
the presence of longitudinal magnetic fields hσ and hτ .
Since the hardcore boson-spin transformations (3) and
(4) are isomorphic, the symmetries and physical prop-
erties of the IBM (1) and the mixed spin Heisenberg
model (5) are identically the same. Throughout this pa-
per we consider hσ = hτ = h, which results the relation
µb − µa = 4V2 − 2V1 − 2U , between the chemical po-
tentials of the two species. A schematic illustration of
the ferrimagnetic model (5) is depicted in Fig. 1. The
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FIG. 2. (Color online) Top (a and b): Ground state phase
diagram of the IBM in the absence of U , and for the two dif-
ferent strengths of frustration V2
V1
, 0.2 (a) and 0.6 (b). Order
parameters are computed using CMF-2× 2 theory. The den-
sity of colors shows amount of off diagonal order parameter:
Mv = ((M
x
T )
2 + (MyT )
2)1/2 with M
x(y)
T , the total magneti-
zation in x(y) direction. The red(black) dotted lines show
first(second) order phase transitions. Right: Schematic illus-
trations of solids and Mott insulator. Different orders are
defined as in table I. Bottom: The sublattices longitudinal
magnetization and the total transverse magnetization versus
J/V1 at h = 0, and versus h/V1 at J = 0.
small(large) filled circles are the spins σ(τ). In the pres-
ence of the translational symmetry of the Hamiltonian
(5) the primitive vectors are ~a1 and ~a2. When the trans-
lational symmetry breaks (at least in one of the subsys-
tems) a phase transition occurs to a checkerboard solid
phase in which the lattice structure is given by the prim-
itive translational vectors ~a′1 and ~a′2 with four basis. As
an example we have illustrated in the right panel of Fig.
41 a checkerboard pattern where the translational symme-
try of the subsystem with spin σ is broken.
In anisotropic spin-1/2 models on square lattice with
NN and NNN interactions, due to the strength of frus-
tration, quantum fluctuations in spin direction are large
enough to destroy the CSS order. In contrast, we will
demonstrate that the anisotropic ferrimagnetic spin-(1,
1/2) model in Eq. (5) possesses an stable CSS phase.
This is in part due to the fact that each spin-1/2 is sur-
rounded by four spins 1 which causes decreasing of quan-
tum fluctuations. Besides the CSS phase, different solid
orders and Mott insulating phase emerge in the phase
diagram of the system which are not seen in the homoge-
neous spin 12 models. In following sections utilizing CMF
approach we study the phase diagrams of the model (5)
on a square lattice.
III. CLUSTER MEAN FIELD THEORY
CMF theory is an extension of the standard mean field
(MF) theory in which ”clusters” of multiple sites are used
as an approximate system instead of single sites. Treat-
ing exactly the interactions within the cluster and in-
cluding the interaction of spins outside the cluster as an
effective field, one can partially take into account fluctu-
ations around classical ground state as well as the effects
of correlations of particles. We have generalized the CMF
approach of Yamamoto, et al22,35,70 which is an extension
of Oguchi’s method71 to multiple-sublattice problems, to
the inhomogeneous mixed-spin model in Eq. (5). We
assume a background with four-sublattice structure (A
and C for spins σ, and B and D for spins τ) and embed
a cluster of NC sites into this background. The four-
sublattice structure is expected to be emerged due to the
NN and NNN interactions. Now, instead of treating the
many-body problem in the whole system, we consider the
effective cluster Hamiltonian:
HeffC = HC +
∑
i∈C
(~heffi · ~σi + ~geffi · ~τi), (6)
where the interaction within cluster is given by HC , the
Hamiltonian in Eq. (5) with i, j ∈ C, while the inter-
actions of spins inside the cluster with the rest of the
system are included via the effective fields:
~heffi =
∑
〈i,j〉,j∈C¯
[−2J(Mxj xˆ+Myj yˆ) + V1Mzj zˆ]
+ V2
∑
〈〈i,j〉〉,j∈C¯
mzj zˆ,
~geffi =
∑
〈i,j〉,j∈C¯
[−2J(mxj xˆ+myj yˆ) + V1mzj zˆ]
+ V2
∑
〈〈i,j〉〉,j∈C¯
Mzj zˆ, (7)
with C¯ part of the system outside the cluster. The mag-
netizations ~mj(= 〈~σj〉CMF ) and ~Mj(= 〈~τj〉CMF ) are the
expectation values within the CMF method which act
as mean fields on the spins σ and τ . The order param-
eters mx,y,zj and M
x,y,z
j are calculated self-consistently
as the expectation values of the spins inside the clus-
ter. This method reduces to the conventional MF theory
for NτC = N
σ
C = 1 and becomes exact in the limit of
NC →∞.
IV. GROUND STATE PHASE DIAGRAM
According to the relations between the sublattices
magnetizations various kinds of solid and supersolid or-
ders are observed in the ground state phase diagram
of the IBM (See Fig. 2 for U = 0 and Fig. 5 for
U = −1.4V1).
In the absence of magnetic field, at h = 0, for large
values of hopping energy |J | and any strength of frus-
tration, the IBM is in a superfluid (SF) phase where
the U(1) symmetry of both subsystems is broken and
each boson is spread out over the entire lattice, with
long range phase coherence. By decreasing |J | the IBM
however, behaves differently for strong and weak frus-
trations (see Fig. 2, bottom panels, the behavior of the
sublattices longitudinal magnetizations versus J/V1 at
h = 0). For V2/V1 < 0.4, at the first order transition line:
V2 ≈ −2.02J + 0.77V1 (not shown) the off diagonal long
range order are suddenly destroyed and a quantum phase
transition occurs from SF to the MI(4/6) Mott insulating
phase where both the U(1) and the translational symme-
tries are preserved. In this phase the average number of
bosons in each unit cell is 4/6. Increasing V2/V1, destroys
this Mott insulating phase. For V2/V1 ≥ 0.4, by decreas-
ing |J | the translational symmetry of the subsystem b
also breaks and a phase transition from SF to the bCSS
supersolid phase occurs at the first order transition line:
V2 ≈ 1.53J + 0.07V1, where the checkerboard solid order
emerges in the subsystem b in addition to the off-diagonal
one (see table I for the definition of supersolid phases).
By further decreasing of |J |, the off diagonal order disap-
pears at the transition line: V2 ≈ 1.92J+0.06V1, and the
translational symmetry of subsystem a also breaks and
the mixture enters the CS(3/6) solid phase. In this phase
the spins 1 as well as the spins 1/2 are antiparallel and
the average number of bosons on each unit cell is 3/6.
In the presence of magnetic field, for h 6= 0, depend-
ing on the strength of frustration, various kinds of solid
order appear in the phase diagram of the IBM. We have
plotted in Fig. 2 the phase diagram of the mixture for
the two strengths of frustration, V2/V1 = 0.2 and 0.6.
For the weak frustration V2/V1 = 0.2, in a symmetric
region around J = 0, at small and moderate magnetic
fields the system prefers to be in the MI(4/6) phase. By
increasing the magnetic field, the translational symme-
try of the subsystem a is broken and the spins 1/2 on
one of the sublattices A or C flip in the direction of the
magnetic field and the mixture enters the aCS(5/6) solid
phase (For the definitions of solid orders, see table I and
5TABLE I. Definitions of various orders. TS is the abbreviation of the translational symmetry of the Hamiltonian.
Order parameters broken symmetries
Phases sublattices magnetizations total magnetization Mv subsystem a subsystem b
SF mzA = m
z
C , M
z
B = M
z
D 6= 0 U(1) U(1)
MI(4/6) mzA = m
z
C , M
z
B = M
z
D 0 - -
Full mzA = m
z
C = 1/2, M
z
B = M
z
D = 1 0 - -
aCS(5/6) mzA = −mzC , MzB = MzD 0 TS -
bCS(4/6) mzA = m
z
C , M
z
B = −MzD 0 - TS
CS(3/6) mzA = −mzC , MzB = −MzD 0 TS TS
aCSS mzA 6= mzC , MzB = MzD 6= 0 TS, U(1) U(1)
bCSS mzA = m
z
C , M
z
B 6= MzD 6= 0 U(1) TS, U(1)
CSS mzA 6= mzC 6= MzB 6= MzD 6= 0 TS, U(1) TS, U(1)
the schematic pictures in the right column of Fig. 2).
In this phase the average number of bosons on each unit
cell is 5/6. By increasing V2/V1, the antiferromagnetic
V2 interactions try to make the spins 1 antiparallel as
well as spins 1/2. For V2/V1 = 0.6 around J = 0, the
translational symmetry of both subsystems breaks and
the CS(3/6) solid order emerges in the system. By in-
creasing the magnetic field, the translational symmetry
of the subsystem a is restored and a phase transition oc-
curs to the bCS(4/6) where the average number of bosons
on each unit cell is 4/6. By further increasing of the mag-
netic field, the aCS(5/6) solid also appears in the phase
diagram of the model just below the saturation field. As
the solid phases possess different broken symmetries, we
expect the transitions between solid phases to be first
order which are illustrated with red dotted lines in the
phase diagrams.
Besides the superfluid, solids and Mott insulator, var-
ious supersolids also appear in the phase diagram of the
mixture (see the definition of supersolid orders in table
I). For the whole range of V2/V1, in the two narrow re-
gions on the top and bottom sides of the aCS(5/6) solid
phase, the spins tend to lie in the plane perpendicular to
the magnetic field. In these regions, the system exhibits
the aCSS supersolid phase in which both diagonal (solid
aCS(4/6)) and off diagonal long range orders coexist in
the system. Increasing the hopping parameter |J |, the
translational symmetry of the subsystem a restores and
the aCS(5/6) solid order disappears where a phase transi-
tion occurs from aCSS to the SF phase. For larger values
of V2/V1, two other supersolid orders, the bCSS and the
CSS phases, also appear in the phase diagram at small
magnetic fields around the CS(3/6) solid phase (see Fig.
2-b). Phase transitions from the aCSS and bCSS to the
SF are of first or second order, depending on the values
of h and |J |. All these first and second order phase tran-
sitions, are attributed to the behavior of the low energy
spin wave excitation which will be discussed in section
V.
In order to see the effects of quantum fluctuations
we investigate the behavior of both the diagonal and
off diagonal order parameters considering clusters with
larger sizes in CMF theory. Employing clusters of 8 spins
(CMF-2× 4), we have computed the sublattices longitu-
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FIG. 3. Diagonal and off diagonal order parameters, com-
puted using CMF theory with 2 × 2 (top) and 2 × 4 (bot-
tom) clusters, for the two different strengths of frustration:
V2/V1 = 0.2 and 0.6, and the two values of hopping param-
eter: J/V1 = 0.125 and 0.165 where all phases appear in
the phase diagram by increasing h. According to the CMF-
2 × 4 results, quantum fluctuations convert the aCSS and
bCSS phases into the CSS phase. The CSS, SF and MI(4/6)
phases are not changed by quantum fluctuations.
dinal and transverse magnetizations for different values
of h and J . We found out that the quantum fluctuations
convert the aCSS and bCSS phases to the CSS phase. Ac-
tually, competition between NN and NNN interactions
causes the aCS(5/6) and bCS(4/6) solids transform re-
spectively to the CS(5/6) and CS(4/6) solids in which
there is no relation between the sublattices longitudinal
magnetizations, but the occupation number of each unit
cell is conserved. These effects are clearly seen in Fig.
3-bottom, in the behavior of the total magnetizations for
V2/V1 = 0.2 at line J/V1 = 0.125, and for V2/V1 = 0.6
at line J/V1 = 0.165, where all kinds of orders appear
in the system by increasing h. The MI(4/6) insulator
and the CSS supersolid are however stable and quantum
fluctuations cannot destroy these orders. This is in con-
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FIG. 4. The order parameter Qz versus magnetic field for
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FIG. 5. (Color online) Ground state phase diagram of the
iBH mixture for V2/V1 = 0.6 and U/V1 = −1.4.
trast with the standard V1 − V2 hardcore Bose Hubbard
model22,42–44,47,48 on square lattices in which the CSS
phase is unstable against quantum fluctuations, and the
presence of long range dipole-dipole interactions between
hardcore bosons or long range hopping terms are neces-
sary for the stability of the CSS phase19,22,46. Actually,
due to the intrinsic difference in the nilpotency condition
between a and b bosons ((a†i )
2 = 0 and (b†j)
3 = 0, where
i and j are nearest neighbor sites) quantum fluctuations
are not strong enough to destroy the MI(4/6) and CSS
phases. The stability of the CSS phase can be attributed
to the large roton-like energy gap in the low energy spin
wave excitation spectrum which will be discussed in Sec.
V. In this section we will obtain the amount of quantum
fluctuations in terms of the number of spin waves and
show that the results of CMF-2× 4 are verified by LSW
theory.
As the b bosons satisfy the condition (b†j)
3 = 0, one can
put up two b particles on each lattice site. This motivates
us to investigate the behavior of the pair superfluid or-
der parameter 〈(b†j)2〉 in all phases. In the spin language
this parameter is equivalent to 12 〈(τ+j )2〉. According to
our CMF results (not shown) we find that the pair su-
perfluidity order parameter is zero in the whole range of
parameter space. This means that although (b†j)
3 = 0,
but no pairing occurs in the system. We have also com-
puted the order parameter Qz = 12 〈(τzB)2 + (τzD)2〉 in
different phases. Actually, investigation of the behavior
of Qz gives more intuitions on the properties of solid and
Mott insulating phases appeared in the phase diagram.
This order parameter is almost 1 in all solid and Mott
insulating phases (see Fig. 4). This implies that the local
Hilbert space basis for b particles is given by the states:
|0〉 and |2〉, and consequently the effective Hilbert space
dimensions for b particles is two. This fact has been al-
ready shown in the schamtic pictures of solid and Mott
insulating phases in the right panel of Fig. 2.
In the presence of the attractive on-site interaction,
at U 6= 0, although the superfluidity order parameter de-
creases with increasing the on-site interaction, there is no
considerable changes in the nature of the phases in com-
parison with the cases of U = 0 (see Fig. 4 and 5). The
attractive on-site interaction between b particles causes
these particles prefer to be at the same site to minimize
the interaction energy. This leads to the stability of all
the phases at larger values of |J |, and therefore to the
shift of the phases’ boarders to the larger values of |J | in
the presence of U .
V. LINEAR SPIN WAVE THEORY
In this section, utilizing LSW theory we obtain the
excitation spectra of the mixed spin model in Eq. (5).
From these spectra besides the strength of quantum fluc-
tuations around the MF ground states, one can find the
boundaries of the stability of the mean field phases. Fur-
thermore, by investigating the behavior of the low energy
spin wave dispersions at phase transitions one can figure
out the reason of all first and second order phase transi-
tions. Before starting the spin wave approach we imple-
ment a unitary transformation on the spin Hamiltonian
in Eq. 5 and perform the following rotations on all σ and
τ spins;σ˜xiσ˜yi
σ˜zi
 =
cos θi cosφi − cos θi sinφi − sin θi− sinφi cosφi 0
sin θi cosφi sin θi sinφi cos θi
σxiσyi
σzi
 ,
τ˜xjτ˜yj
τ˜zj
 =
cosϑj cosϕj − cosϑj sinϕj − sinϑj− sinϕj cosϕj 0
sinϑj cosϕj sinϑj sinϕj cosϑj
τxjτyj
τzj
 ,
where cos θi = 〈σzi 〉/σ, tanφi = 〈σyi 〉/〈σxi 〉, cosϑj =
〈τzj 〉/τ and tanϕj = 〈τyj 〉/〈τxj 〉. Here, 〈. . . 〉 denotes the
expectation value on the MF ground state of the Hamil-
tonian in Eq. (5). The rotated spin Hamiltonian is ex-
pressed in terms of the new bosonic operators aˆ, bˆ with
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FIG. 6. (Color online) Excitation spectra in various phases of the IBM. Number of excitation modes reflects the number of
sublattices in each phase. Top-left: 2D lattice with primitive vectors ~a1 = axˆ and ~a2 = ayˆ for the MI(4/6), SF and Full phases.
Top-center: 2D lattice with primitive vectors ~a1 = a(xˆ + yˆ) and ~a2 = a(−xˆ + yˆ) for the solid and supersolid phases where
the original lattice symmetry is broken. Top-right: the unfolded and folded Brillouin zones. Middle and bottom: spin wave
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All plots are for V2/V1 = 0.6 except MI(4/6) which is for V2/V1 = 0.2.
the following Holstein-Primakoff (HP) transformations:
σ˜zi = σ − aˆ†i aˆi,
σ˜+i =
√
2σ − aˆ†i aˆi aˆi ≈
√
2σ aˆi,
σ˜−i = aˆ
†
i
√
2σ − aˆ†i aˆi ≈
√
2σ aˆ†i , (8)
and
τ˜zj = τ − bˆ†j bˆj ,
τ˜+j =
√
2τ − bˆ†j bˆj bˆj ≈
√
2τ bˆj ,
τ˜−j = bˆ
†
j
√
2τ − bˆ†j bˆj ≈
√
2τ bˆ†j . (9)
The spin wave Hamiltonian has the following form;
H˜ = E0 +H
′, (10)
where E0 is the classical MF energy and H
′ consists of
bilinear terms in HP boson operators. This part yields,
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FIG. 7. (Color online) Excitation spectra at various first and second order phase transitions for V2/V1 = 0.6. In the second
order supersolid-solid phase transition (phase transition from aCSS to aCS(5/6), from bCSS to bCS(4/6) and from CSS to
CS(3/6)) the linear dispersions around k = (0, 0) and k = (pi/a, pi/a) softens to quadratic ones and become gapped in solid
phases. In second order phase transitions from aCSS to SF, and from bCSS to SF number of excitations changes and the
amount of the roton gap varies continuously. At first order bCSS-SF phase transition the roton gap decreases suddenly. At first
order bCS(4/6)-aCSS phase transition the lowest gapped mode abruptly touches zero and the quadratic dispersion changes to
a linear one around k = (0, 0) and k = (pi/a, pi/a).
after diagonalization, the excitation spectra in each phase
(For the details of diagonalization see the appendix C).
From general symmetry analysis, the off diagonal order
parameter manifold has U(1) freedom to rotate the trans-
verse spin order around the magnetic field direction. In
the superfluid phase, the U(1) symmetry is spontaneously
broken and a gapless Goldstone mode with a roton-like
minimum appears in the excitation spectra. The slope
of the line connecting the origin of the ε − k plane with
this minimum is proportional to the critical velocity of
the superfluid and the energy of this minimum is the
roton energy gap. Upon approaching the transition (sec-
ond order) from the superfluid side the roton energy and
consequently the critical velocity decrease to zero. At
the same time the superfluid order parameter remains
finite through the supersolid transition. Inside super-
solid phases due to the translational symmetry break-
ing the spatial periodicity is doubled, and the Brillouin
zone becomes smaller. So half of the excitation spec-
trum is folded back to the point k = (0, 0). This second
branch acquires a gap, with a quadratic minimum above
it, and so the critical velocity will continuously climb
back to finite values. The critical velocity in each su-
persolid phase varies by changing the magnetic field. By
comparison of the maximum critical velocities in each
phase we have found out that they satisfy the inequality
vaCSS < vbCSS < vCSS .
We have plotted in Fig. 6 the spin wave excitation
spectra of all phases. Number of excitation modes and
their behavior depend on the number of sublattices as
well as their longitudinal and transverse magnetizations.
According to the Brillouin zone folding, the kx = ky di-
rection in the unfolded zone corresponds to the kx di-
rection in the folded one (See Fig. 6), and so the points
k = (0, 0) and (pi/a, pi/a) are equivalent. In the SF phase
and all the supersolid phases the lower excitation has lin-
ear dispersion around the points k = (0, 0). Investigation
of the amount of the roton gap in supersolid phases helps
us to figure out their stability in the presence of quantum
fluctuations. The small roton gap in the aCSS and bCSS
phases causes fluctuations annihilate low energy rotons
and convert the aCSS and bCSS phases to the CSS one.
In a solid phase there is no Goldstone zero mode and
all excitations are gapped. The lowest gapped exci-
tation spectrum has quadratic dispersion (k2) around
k = (0, 0). In CS(3/6) solid and MI(4/6) Mott insulating
phases we have found a relation between the excitation
energies separation and the magnetic field. In MI(4/6)
9 
 
 
 
                       
 
 
 
 
 
 
 
 
 
 
 
 
h/V
1
4.25 4.5 4.75
h/V
1
3.5 3.75
0
0.05
0.1
0.15
M
I(4
/6
) 
aCSS SF 
a
C
S
S
 
SF Full 
a
C
S
(5
/6
) 
a
C
S
(5
/6
) 
V2/V1=0.2 
 𝑑†𝑑  
 𝑐†𝑐  
 𝑎†𝑎  
 𝑏†𝑏  
h/V
1
1 1.5
0
0.05
0.1
0.15 C
S
(3
/6
) 
CSS bCSS 
b
C
S
(4
/6
) 
bCS(4/6) aCS(5/6) 
a
C
S
S
 
a
C
S
(5
/6
) 
SF Full 
V2/V1=0.6 
h/V
1
3.45 3.6 3.75
h/V
1
5 5.5 6
FIG. 8. (Color online) Number of HP bosons around mean field ground state. Top: V2/V1 = 0.2, at line J/V1 = 0.126. Bottom:
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phase the two energy bands are related by:
|ε2(k)− ε1(k)| = − h
V1
+ 1.2, 0 <
h
V1
< 1.2,
|ε2(k)− ε1(k)| = h
V1
− 1.2, 1.2 < h
V1
, (11)
and in the CS(3/6) phase, the four energy bands have
the relation |ε1(k)−ε2(k)| = |ε3(k)−ε4(k)| = hV1 , where
ε1 and ε2, and ε3 and ε4 are the two branches with the
same energy behaviors. By increasing magnetic field the
two lowest energy bands repel each other causing the
energy of the lowest mode decreases and touches zero at
k = (0, 0), when a second order phase transition to the
CSS phase occurs in the system.
In order to find out the reason of all first and second or-
der phase transitions in the ground state phase diagram
of our IBM, we have also plotted in Fig. 7 the exci-
tation spectra at the phase transition between different
phases. The abrupt and smooth changes in the behav-
ior of the low energy excitation modes and the roton gap
are the reason of first and second order phase transitions,
respectively. In the second order supersolid-solid phase
transitions the roton minimum at k = (0, 0) disappears
and the low energy mode softens around this point and
becomes gapped in solid phases.
Quantum fluctuations around MF ground state are
given by
〈a†a〉 = 〈σzA〉MF − 〈σzA〉SW ,
〈c†c〉 = 〈σzC〉MF − 〈σzC〉SW ,
〈b†b〉 = 〈τzB〉MF − 〈τzB〉SW ,
〈d†d〉 = 〈τzD〉MF − 〈τzD〉SW ,
(12)
which are the number of aˆ, bˆ, cˆ, and dˆ HP bosons. Here,
〈σzA,C〉MF and 〈τzB,D〉MF , and 〈σzA,C〉SW and 〈τzB,D〉SW
are the MF and LSW sublattices’ magnetizations, re-
spectively. We have plotted in Fig. 8 the number of
HP bosons versus magnetic field, for the two different
strengths of frustration V2/V1 = 0.2 and 0.6. Larger
frustration in the case of V2/V1 = 0.6 due to the compe-
tition between NN and NNN interactions causes stronger
quantum fluctuations for V2/V1 = 0.6 in comparison with
the case of V2/V1 = 0.2. For all strengths of frustration
the number of spin waves increases in the vicinity of the
transition points which is a result of the strong quantum
fluctuations at phase boundaries. Strong quantum fluc-
tuations in the aCSS and bCSS phases is the reason of
the converting of these phases to the CSS phase in the
CMF-2 × 4 results. As we have already mentioned, this
instability is also reflected from the behavior of the roton
gap in the low energy excitation spectrum.
The small number of bˆ and dˆ HP bosons in comparison
with the number of aˆ and cˆ is an indication of the weaker
quantum fluctuations in the sublattices B and D. The
maximum values of 〈a†a〉(= 〈c†c〉) and 〈b†b〉(= 〈d†d〉) in
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CSS phases reach respectively about 30 and 5 percent
of the classical values of the spin lengths σ = 1/2 and
τ = 1. This means that the prediction for the ground
states within CMF-2× 4 theory are reliable. It is worth
to compare the amount of quantum fluctuations around
the MF ground states of our IBM with the standard Bose
Hubbard one. The maximum value of quantum fluctu-
ations in CSS phase of the standard Bose Hubbard is
about 77 percent of the classical spin length22 which is
much larger than the case of IBM, and cause the CSS
phase of the standard Bose Hubbard model, predicted
by MF to be unreliable.
VI. FINITE TEMPERATURE PHASE
DIAGRAM
At zero temperature, in the superfluidity state each bo-
son is spread out over the entire lattice, with long range
phase coherence. At finite temperature, the superfluid
density is suppressed and the system undergoes a tran-
sition to a thermal insulating phase with varying filling
factor. The thermal insulator (TI) is a weak Mott insu-
lator in the sense that it preserves both the translational
and the U(1) symmetries. In the presence of tempera-
ture, at T 6= 0, in the solid phases the plateaus’ width
on longitudinal magnetization curves decreases gradually
by increasing temperature and disappears eventually at
a transition temperature which depends on the strength
of frustration, the hopping energy J and the magnetic
field h. For example, for the strength of V2/V1 = 0.6 and
the hopping energy J/V1 = 0.22, as it is clearly observed
from the T −h phase diagram of the IBM (see the top of
Fig. 9), the two solid phases aCS(5/6) and bCS(4/6) with
constant average number of bosons 5/6 and 4/6 survive
at low temperature however, by increasing temperature
these regions become narrower and finally disappear at
the critical temperature Tc1 ∼ 0.26V1 and Tc2 ∼ 0.37V1,
where the mixture has a phase transition to the aCS and
bCS phases, respectively. In these phases number of par-
ticles are not fixed in each unit cell. In the CSS phase,
both the diagonal and the off diagonal long range orders
tend to be destroyed by thermal fluctuations, however in
comparison with the superfluidity order the CS order is
more robust. By increasing temperature the superfluid-
ity order parameter vanishes at a transition temperature
where the CSS-CS phase transition occurs. (The value of
this transition temperature for V2/V1 = 0.6 is reported in
the caption of Fig. 9). The CSS phase persists at finite
temperatures comparable with the interaction energies of
boson.
In order to see the effects of temperature on the J − h
phase diagram of our IBM, we have also plotted in Fig.
9 the J − h phase diagram of the mixture for the frus-
tration parameter V2/V1 = 0.6, at the finite temperature
T/V1 = 0.1. In the presence of temperature, in addi-
tion to the ground state phases, several solid orders like
CS, aCS and bCS also appear in the phase diagram of
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FIG. 9. (Color online) Top: CMF T −h phase diagram of the
IBM for V2/V1 = 0.6 at line J/V1 = 0.22, where all phases
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0.6 and T/V1 = 0.1.
the mixture. Moreover in the region below the Full solid
phase the mixture experiences the TI phase which both
the U(1) and the translational symmetries of the original
Hamiltonian are preserved. This phase is not seen in the
ground state phase diagram and is a result of thermal
fluctuations.
VII. SUMMARY AND CONCLUSION
We have introduced an inhomogeneous hardcore
bosonic model composed of two kinds of boson with dif-
ferent nilpotency conditions and have shown that the
model is an appropriate ground for searching various su-
persolid orders. By generalizing the cluster mean field
theory to the IBM, we have studied both the ground
state and the temperature phase diagram of the model
on a 2D square lattice. We have found that in addition to
the superfluidity phase, various kinds of solid and super-
solid emerge in the phase diagram of the inhomogeneous
mixture. We have also found that for small strengths of
frustration the system possesses a Mott insulating state
which preserves both the U(1) and the translational sym-
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metries of the Hamiltonian. In order to see the effects
of quantum fluctuations on the stability of the ground
state phases, we have obtained the diagonal and off diag-
onal order parameters using the cluster mean field theory
with larger clusters. Furthermore, using linear spin wave
theory we have studied the behaviors of spin wave exci-
tations and the amount of quantum fluctuations around
the mean field ground state to see the stability of the
ground state phases of the model. We have demonstrated
that in contrast with the standard Bose Hubbard model
in which dipole-dipole interactions or long range hop-
pings are necessary to have an stable checkerboard su-
persolid phase, our inhomogeneous bosonic mixture with
nearest and next nearest neighbor interaction possesses
the checkerboard supersolid phase. This stability is at-
tributed to the difference in the nilpotency conditions
between a and b bosons.
We have also studied the behavior of the excitation en-
ergies in each phase to get more insights on the ground
state phases of the model. The excitation modes of the
solid phases are gapped and the lowest energy mode
has quadratic dispersion around the ordering vectors
k = (0, 0). All the supersolids and also the superfluid,
however, possess a gapless Goldstone mode with linear
dispersion around this ordering vector. The appearance
of this zero mode is a result of the U(1) symmetry break-
ing due to the superfluidity long range order.
We have also investigated the behavior of the excita-
tion energies around all phase transition points to figure
out the reason of first and second order phase transitions.
We found out that the abrupt and smooth changes in the
behavior of the low energy excitation modes and the ro-
ton gap responsible of all first and second order phase
transitions, respectively. For example, softening of the
linear gapless mode which is accompanied by vanishing
of the roton minimum at k = (0, 0), results the second
order supersolid-solid phase transitions.
We have finally investigated the effects of thermal fluc-
tuations on the stability of the ground state phases at
finite temperature. We have found that at non-zero tem-
perature, in addition to the ground state phase, other
various phases also emerge in the temperature phase di-
agram. We have shown that the checkerboard supersolid
order can persist at finite temperatures comparable with
the interaction energies of bosons.
Study of the thermodynamic and magnetocaloric prop-
erties of our IBM, and also quantum phase diagram of the
mixture on a square lattice with added intra-component
interaction are left for the future works.
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Appendix A: Origin of the IBM Hamiltonian
In this appendix we will explain how the IBM Hamilto-
nian introduced in Eq. (1), originates from an standard
two-orbital Bose-Hubbard model56. Let us consider a bi-
partite model of hard core bosons including two kinds of
bosons: a single orbital boson a and a two-orbital boson
bα (α = {1, 2}), interacting via the Hamiltonian:
H2B = −t
∑
〈i,j〉,α
(a†i bαj + h.c.) + U
∑
i
n1in2i
+ V1
∑
〈i,j〉
nai (nj − 1)
+ V2
∑
〈〈i,j〉〉
[nai n
a
j + (ni − 1)(nj − 1)]
−
∑
i
(
µanai + µ
bni
)
, (A1)
where, nai = a
†
iai and ni = n1i + n2i with nαi = b
†
αibαi.
The local Hilbert space of this bipartite system is a prod-
uct of the local Hilbert spaces of the subsystems I and II.
The dimension of the local Hilbert space of the subsys-
tem I is DI = 2, since per lattice site i we can only have
the states {|0〉I , a†i |0〉I} where, |0〉I is the vacuum state
in subsystem I. The dimension of the local Hilbert space
of the subsystem II is DII = 4, since the states per lattice
site j are {|0, 0〉II , b†1j |0, 0〉II , b†2j |0, 0〉II , b†1jb†2j |0, 0〉II}
where |0, 0〉II is the vacuum state in subsystem II.
By defining the following new operators:
b˜†j =
1√
2
(b†1j − b†2j), b†j =
1√
2
(b†1j + b
†
2j), (A2)
and applying them to the vacuum state |0, 0〉II one can
get the following antisymmetric and symmetric states:∣∣∣Ψ˜j〉 = b˜†j |0, 0〉II = 1√2(|1, 0〉 − |0, 1〉),
|Ψj〉 = {|0, 0〉II , b†j |0, 0〉II , b†jb†j |0, 0〉II}
= {|0, 0〉 , 1√
2
(|1, 0〉+ |0, 1〉), |1, 1〉}. (A3)
These states generate another basis for the local Hilbert
space of the subsystem II with DII = 4 (nj = b˜
†
j b˜j+b
†
jbj).
By writing the Hamiltonian (A1) in terms of the above
symmetric and antisymmetric operators, the Hamilto-
nian decouples into two symmetric and antisymmetric
parts, which would be a very helpful step for studying
the ground state properties of the model. Before doing
this step, some remarks on the local algebra of these op-
erators are in order. Following we will show that the local
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algebra satisfied by b˜†j and b
†
j is not the same as the one
satisfied by b1j
† and b2j†.
Let us label the symmetric states as {|0〉 , |1〉 , |2〉} ≡
{|0, 0〉II , b† |0, 0〉II , b†b† |0, 0〉II}. Action of the opera-
tors b†, b and nb on these states leads to the following
relations:
b† |0〉 = |1〉 , b |0〉 = 0, nb |0〉 = 0,
b† |1〉 = |2〉 , b |1〉 = |0〉 , nb |1〉 = |1〉 ,
b† |2〉 = 0, b |2〉 = |1〉 , nb |2〉 = 2 |2〉 .
(A4)
From the above relations one can conclude that the states
|0〉 , |1〉 and |2〉, respectively contain 0, 1 and 2 numbers of
b particles, and nb is the number operator of b-particles.
Moreover the action of the antisymmetric operators b˜†, b˜
on the antisymmetric state is given by
b˜†
∣∣∣Ψ˜〉 = − |2〉 , b˜ ∣∣∣Ψ˜〉 = |0〉 . (A5)
Writing down the operators b†, b, nb, b˜†, and b˜ in terms
of the symmetric and antisymmetric states as:
b† = |1〉 〈0|+ |2〉 〈1| , b = |0〉 〈1|+ |1〉 〈2| ,
nb =
∣∣∣Ψ˜〉〈Ψ˜∣∣∣+ |1〉 〈1|+ 2 |2〉 〈2| , (A6)
and
b˜† =
∣∣∣Ψ˜〉 〈0| − |2〉〈Ψ˜∣∣∣ , b˜ = |0〉〈Ψ˜∣∣∣− ∣∣∣Ψ˜〉 〈2| , (A7)
we can obtain the following unusual commutation rela-
tions:
[b, b] = [b†, b†] = 0,
[b, b†] = |0〉 〈0| − |2〉 〈2| = 1− nb,
[nb, b†] = |1〉 〈0|+ |2〉 〈1| = b†,
where 1 is the identity matrix for the subsystem II which
is written as 1 = |0〉 〈0|+ |1〉 〈1|+ |2〉 〈2|+
∣∣∣Ψ˜〉〈Ψ˜∣∣∣. Also
in the subsystem I we have:
a† = |1〉I 〈0|I , a = |0〉I 〈1|I , na = |1〉I 〈1|I (A8)
Now let us go back to the Hamiltonian (A1). Substitut-
ing the transformations (A2) into the Hamiltonian (A1),
and then using the relations (A6), (A7), and (A8), the
Hamiltonian is transformed to (apart from a constant):
H = −
√
2t
∑
〈i,j〉
(a†i bj + h.c.) +
U
2
∑
i
nbi (n
b
i − 1)
+ V1
∑
〈i,j〉
nai (n
b
j − 1)
+ V2
∑
〈〈i,j〉〉
(nai n
a
j + (n
b
i − 1)(nbj − 1))
−
∑
i
(µanai + µ
bnbi ). (A9)
Using the following rescalings√
2t→ t, U2 → U, V1 → V1, V2 → V2, (A10)
µa → µa + 4V1, µb → µb + 2U + 8V2
the Hamiltonian (A9) is simplified to:
H = −t
∑
〈i,j〉
(a†i bj + h.c.) + U
∑
i
nbin
b
i
+ V1
∑
〈i,j〉
nai n
b
j + V2
∑
〈〈i,j〉〉
(nai n
a
j + n
b
in
b
j)
−
∑
i
(µanai + µ
bnbi ), (A11)
which is the Hamiltonian we have introduced in Eq. (1) of
the manuscript. As it is clearly seen the resulted Hamil-
tonian is obtained in terms of the symmetric operators
b† and b, which means that the local Hilbert space di-
mension of the subsystem II is effectively Ds = 3. As
the dimension of the symmetric space is 3 we have em-
ployed a simple boson-spin transformations and mapped
this subsystem to a system of spin one.
Appendix B: Generalized boson-spin
transformations for b bosons
In this appendix we explain briefly how the uncommon
nilpotency condition of the b bosons and the fractional
exclusion statistics in Eq. 2 lead to the boson-spin map-
ping of b bosons in Eq. 4. From the commutation rela-
tions in Eq. 2, we find that: 1) the number operator of b
bosons possesses the relation (nˆbi )
†
= nˆbi and 2) the num-
ber operator of b bosons is not equal to b†b, i.e. nˆbi 6= b†i bi.
Actually, due to the non-canonical statistics this kind of
bosons are different from the canonical one, and the ac-
tion of the creation(annihilation) operator b†(b) on the
state |nb〉 does not lead to √nb |nb + 1〉 (√nb |nb − 1〉).
As the local space of the b particle is isomorphic with
the Hilbert space of a spin 1, employing the following
correspondence of boson-spin basis
|0〉 → |1,−1〉, |1〉 → |1, 0〉, |2〉 → |1,+1〉, (B1)
and
τ+ |1,−1〉 =
√
2 |1, 0〉 , τ+ |1, 0〉 =
√
2 |1, 2〉 , τ+ |1, 2〉 = 0,
(B2)
we find the following relations:
τz = nb − 1, τ+ = αb†, (B3)
where the coefficient α is readily obtained as follows:
τ+|1,−1〉 =
√
2|1, 0〉,
→ τ+ =
√
2b†, τ− =
√
2b.
(B4)
These kinds of mapping between fractional hard core
bosons and spin operators are usually employed for differ-
ent standard and non-standard boson Hamiltonian which
could be seen in Ref. [56]
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Appendix C: Diagonalization of the spin wave
Hamiltonian
In order to diagonalize the bilinear part of the spin
wave Hamiltonian H ′ in Eq. (10), the first step in an
standard approach, is definition of a Fourier transfor-
mation for boson operators aˆi and bˆi. Before going to
this step, we notice that since the phases: MI(4/6), SF
and Full preserve the translational symmetry of the orig-
inal Hamiltonian the classical background has a two-
sublattice structure and the excitations of these phases
are achieved by defining the two HP bosons: aˆ and bˆ.
However, in other solid and supersolid phases, accord-
ing to the translational symmetry breaking, the classical
background has a four-sublattice structure and more HP
bosons should be employed to attain the excitation spec-
tra of these phases. In this respect, we consider a general
background and divide the subsystem with spin σ to two
sublattices with bosons aˆ and cˆ, and the subsystem with
spin τ to two sublattices with bosons bˆ and dˆ. Defining
the primitive vectors as in the top-center of Fig. 6 and
utilizing the following Fourier transformations;
aˆj =
1√
N/2
∑
k
e−ik·rj aˆk, cˆj =
1√
N/2
∑
k
e−ik·rj cˆk,
bˆj =
1√
N/2
∑
k
e−ik·rj bˆk, dˆj =
1√
N/2
∑
k
e−ik·rj dˆk,
where N/2 is the number of each HP boson, the bilinear
Hamiltonian is readily obtained as:
H ′ =
∑
k
ψ†kHkψk,
with ψk, the following 8-component vector:
ψ†k =
(
aˆ†k bˆ
†
k cˆ
†
k dˆ
†
k aˆ−k bˆ−k cˆ−k dˆ−k
)
,
and
Hk =
(
A B
B∗ A∗
)
, (C1)
where A and B are two 4-square matrices with complex
functions. The general forms of the matrices A and B
are given by
A =
α11 α
∗
2 α9 α
∗
6
α2 α12 α8 α10
α9 α
∗
8 α13 α
∗
4
α6 α10 α4 α14
 , B =
 0 α
∗
1 α9 α
∗
5
α∗1 0 α
∗
7 α10
α9 α
∗
7 0 α
∗
3
α∗5 α10 α
∗
3 0
 ,
where
α1 = 2w
11
ab cos (kxa
′/2), α2 = 2w12ab cos (kxa
′/2),
α3 = 2w
11
cd cos (kxa
′/2), α4 = 2w12cd cos (kxa
′/2),
α5 = 2w
11
ad cos (kya
′/2), α6 = 2w12ad cos (kya
′/2),
α7 = 2w
11
cb cos (kya
′/2), α8 = 2w12cb cos (kya
′/2),
α9 = 4V2g
1
ac cos (kxa
′/2) cos (kya′/2),
α10 = 4V2g
1
bd cos (kxa
′/2) cos (kya′/2),
α11 = 2(w
23
ab + w
23
ad) + 4V2g
2
ac − hea,
α12 = 2(w
34
ab + w
34
cb ) + 4V2g
2
bd − heb,
α13 = 2(w
23
cb + w
23
cd) + 4V2g
3
ac − hec,
α14 = 2(w
34
ad + w
34
cd) + 4V2g
3
bd − hed,
(C2)
with
wαβmn = V1g
α
mn − Jfβmn. (C3)
Here, a′ is the length of the primitive vectors shown in
the top-center of Fig. 6, α and β are 1, 2, 3, 4 and m and
n are the sublattices label: a, b, c and d. The coefficients
fβmn, g
α
mn and em are given in terms of θm, θn and φm, φn
as follows:
f1mn =
√
SmSn((cos θm cos θn − 1) cos (φm − φn),
+ i sin (φm − φn)(cos θn − cos θm)),
f2mn =
√
SmSn((cos θm cos θn + 1) cos (φm − φn),
+ i sin (φm − φn)(cos θn + cos θm)),
f3mn = −2Sn sin θm sin θn cos (φm − φn),
f4mn = −2Sm sin θm sin θn cos (φm − φn),
g1mn =
1
2
√
SmSn sin θm sin θn,
g2mn = −Sn cos θm cos θn,
g3mn = −Sm cos θm cos θn,
em = − cos θm,
(C4)
where Sm and Sn are the spins of sublattices m and n,
respectively. Performing a paraunitary transformation
T , the Hamiltonian Hk in Eq. (C1) is diagonalized as:
ψ†kHkψk = ψ
†
kT
†(T †)−1HkT−1Tψk = Ψ
†
kEkΨk,
where Ek is the para-diagonalized matrix containing the
excitation energies and Ψk = Tψk is a para-vector of
new bosonic operators. The paraunitary transformation
satisfies the following relations
T IˆT † = Iˆ , T †IˆT = Iˆ , T †Iˆ = IˆT−1, (C5)
with
Iˆ8×8 =
(
I4×4 0
0 −I4×4
)
,
where I4×4 is the 4×4 unitary matrix. In order to obtain
the paraunitary transformation T we utilize the follow-
ing procedure which introduced by Colpa for a positive-
definite Hamiltonian72. First we write the Hamiltonian
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Hk as Hk = κ
†
kκk where the matrix κk is the Cholesky
decomposition of the Hamiltonian. Then, we find the
unitary transformation matrix, υk which diagonalizes the
hermitian matrix κkIˆκ
†
k as Lk = υ†k(κkIˆκ†k)υk. The di-
agonal matrix Ek is readily obtained from the relation
Ek = IˆLk. Finally, by solving the equation υk
√Ek =
κkT
−1 row to row, we achieve the paraunitary transfor-
mation T .
The above diagonalization procedure is for the gen-
eral case of four-sublattice structure which is employed
for the aCS(5/6), bCS(4/6) and CS(3/6) solid, and for
aCSS, bCSS and CSS supersolid phases. For the MI(4/6),
SF and Full phases where the translational symmetry in
both subsystems is preserved, the MF ground states are
given by a two-sublattice structure and the 4×4 matrices
A and B are simplified to two 2× 2 matrices. Following
we will obtain these matrices. Using the Fourier trans-
formations;
aˆj =
1√
N
∑
k
e−ik·rj aˆk, bˆj =
1√
N
∑
k
e−ik·rj bˆk,
where N is the number of each HP boson and rj is given
in terms of the primitive vectors shown in the top-left of
Fig. 6, the bilinear Hamiltonian is readily obtained as:
H ′ =
∑
k
ψ†kHkψk,
with
ψ†k =
(
aˆ†k bˆ
†
k aˆ−k bˆ−k
)
,
and
Hk =
(
A B
B∗ A∗
)
, (C6)
where A and B are given by
A =
(
α3 α
∗
2
α2 α5
)
, B =
(
α4 α
∗
1
α∗1 α6
)
,
where
α1 = 2w
11
ab cos(kxa/2) cos(kya/2),
α2 = 2w
12
ab cos(kxa/2) cos(kya/2),
α3 = 4w
23
ab − hea
+ 2V2
(
g2aa + g
3
aa + g
1
aa(cos(kxa) + cos(kya)
)
,
α4 = V2g
1
aa(cos(kxa) + cos(kya)),
α5 = 4w
34
ab − heb
+ 2V2(g
2
bb + g
3
bb + g
1
bb(cos(kxa) + cos(kya)),
α6 = V2g
1
bb(cos(kxa) + cos(kya)).
(C7)
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