The development of social media has revolutionized the way people communicate, share information and make decisions, but it also provides an ideal platform for publishing and spreading rumors. Existing rumor detection methods focus on finding clues from text content, user profiles, and propagation patterns. However, the local semantic relation and global structural information in the message propagation graph have not been well utilized by previous works.
I. INTRODUCTION
With the rapid growth of large-scale social media platforms, such as Twitter, and Sina Weibo, rumors on social media have become a major concern. Rumors can propagate very fast and affect the people's choice because of the convenience of social media. However, it is complicated for ordinary people to distinguish rumors from massive amounts of online information, due to the limitation of professional knowledge, time or space. Therefore, it is necessary to develop automatic and assistant approaches to detect rumors at the early stage.
Existing studies on automatically detecting rumors mainly focused on designing effective features from various information sources, including text content [1] - [3] , publisher's profiles [1] , [4] and propagation patterns [5] - [7] . However, these feature-based methods are extremely time-consuming, biased, and labor-intensive. Furthermore, if one or several types of hand-crafted features are unavailable, inadequate or manipulated, the effectiveness of these approaches will be affected.
Motivated by the success of deep learning, many recent studies [8] , [9] apply various neural networks for rumor detec-* is the corresponding author. tion. For example, recurrent neural network [13] is applied to learn a representation of tweet text over post time. Liu et al. [8] modeled the propagation path as multivariate time series, and applied a combination of recurrent and convolutional networks to capture the variations of user characteristics along the propagation path. One major limitation of these approaches is that they ignore the global structural information among different microblogs and users, which however has been shown conducive to provide useful clues for node classification [10] .
As is well-known, social media is naturally structured as a heterogeneous graph, with entities such as user, post, geographic location, and hashtag; and relationships such as follower, friendship, retweet, and spatial neighborhood. So, the heterogeneous network provides new and different perspectives of the relationship among microblogs, and thus contains rich information to improve the performance of rumor detection. However, for rumor detection task, most of the previous studies considered that each source microblog is independent and does not affect each other, and thus they did not fully exploit the correlations between the nodes of different types. To illustrate our motivation, we present a global heterogeneous graph that contains three source tweets with corresponding user responses as shown in Figure 1 . For this example, the two users User 1 and User 2 have no friend relationship, and they do not follow with each other (assumption), however, they all retweeted the same tweet Tweet 1 . Besides, these three tweets are irrelevant in content, however, the Tweet 2 and Tweet 3 share similar neighbors, which indicates that they are likely to have the same label. Based on these observations, we construct a global heterogeneous graph to capture the local and global relationships among all source tweets, retweets, and users. Specifically, we connect the user nodes if they participate (tweet or retweet) in common microblogs (e.g., User 1 -User 2 ) and link the nodes of source tweets by their common users (e.g., T weet 2 -T weet 3 ). In this way, we can learn a latent representation of different type of nodes in the graph. Microblogs and their related users will tend to have close latent representations, so will users publishing the similar tweets or tweets sharing similar participants, even if they are not directly connected in the network.
In this paper, we investigate: (1) how to integrate complex semantics information from learning the retweet sequences; and (2) how to globally model the heterogeneous graph structure of all microblogs and participants for rumor detection. Therefore, to address the two challenges in rumor detection, we propose a novel heterogeneous network with local and global attention for rumor detection. We first aim to fuse the contextual information from source tweet and corresponding retweets with local attention and get a new representation for each source tweet. Then, we construct a global heterogeneous network by combining the different source tweets with structural and semantic properties, instead of detecting rumors from a single microblog.
We evaluate our proposed approach based on three public data sets. The results show that our method outperforms strong rumor detection baselines with a large margin and also demonstrates much higher effectiveness for detection at an early stage of propagation, which is promising for real-time intervention and debunking.
The contributions of this paper can be summarized as follows:
• This is the first study that deeply integrates global structural and local semantic information based on the heterogeneous network for detecting rumors. • We fuse the local contextual information from source tweet and corresponding retweets with multi-head attention and generate a better integrated representation for each source tweet. • We model the global structure as a heterogeneous network by combining the different source tweets with global attention, instead of detecting rumors from a single microblog. • We conduct a series of experiments on three realworld data sets. Experimental results demonstrate that our model achieves superior improvements over stateof-the-art models on both rumor classification and early detection tasks. The rest of the paper is organized as follows. In Section II, we briefly review the related work. In Section III, we formally define the problem of rumor detection with the heterogeneous network. In Section IV, we introduce the proposed model as well as its training strategy in detail. We conduct experiments on three real-world data sets to evaluate the effectiveness of the proposed model on both rumor classification and early detection tasks in Section V. In Section VI, we conduct a series of experiments to explore the influence of different hyper-parameters. Finally, we conclude with future work in Section VII.
II. RELATED WORK
The target of rumor detection is to distinguish whether a microblog text posted on a social media platform is a rumor or not based on its related information (such as text content, comments, mode of communication, propagation patterns, etc.). Related works can be divided into following categories: (1) Feature-based Classification Methods; (2) Deep Learning Methods; and (3) Propagation Tree Related Methods.
A. Feature-based Classification Methods
Some early studies focus on detecting rumors based on hand-crafted features. These features are mainly extracted from text content and users' profile information. Specifically, Castillo et al. [1] exploited various types of features, i.e., textbased, user-based, topic-based and propagation-based features, to study the credibility of news on Twitter. Yang et al. Ma et al. [11] explored the temporal characteristics of these features based on the time series of rumor's life cycle to incorporate various social context information. Kwon et al. [12] explored a novel approach to identify rumors based on temporal, structural, and linguistic properties of rumor propagation. [4] introduced novel features (e.g., the micro-blogging client program used and the event location information) to identify rumors on Sina Weibo.
However, the scale and complexity of social media data produce a number of technical challenges. Firstly, the language used in social media is highly informal, ungrammatical, and dynamic, and thus traditional natural language processing techniques cannot be directly applied. Secondly, there are always one or several types of hand-crafted features that are unavailable, inadequate or manipulated.
B. Deep Learning Methods
To tackle the above problems of traditional feature-based methods, researchers apply deep learning models to automatically learn efficient features for rumor detection in recent years. Ma et al. [13] proposed a recurrent neural networks (RNN) based model to learn the text representations of relevant posts over time. It is the first study to introduce the deep learning methods into rumor detection. Yu et al. [14] proposed a convolutional method for misinformation identification based on Convolutional Neural Network (CNN), which can capture high-level interactions among significant features. To further improve the detection performance, some studies [15] , [16] explore to fuse various features using deep neural networks. For example, the microblog text, the user's profiling data are explored in these studies. Liu et al. [8] modeled the propagation path as multivariate time series, and applied both recurrent and convolutional networks to capture the variations of user characteristics along the propagation path.
However, these methods either ignore the propagation patterns or model the propagation path as a sequence structure, which cannot fully utilize the propagation information of the microblog. Furthermore, these methods pay little attention to early detection of rumors.
C. Propagation Tree Related Methods
Different from the previous methods that focus on the use of microblog text information, the propagation of trees related methods focuses on the differences in the characteristics of real and false information transmission.
Jin et al. [5] utilized epidemiological models to characterize information cascades on Twitter resulting from both true news and fake news. Wu et al. [17] proposed a random walk graph kernel to model the propagation trees of messages to improve rumor detection. Sampson et al. [6] applied implicit linkages among conversation fragments about a news story to predict its truthfulness. Ma et al. [7] propose a kernel-based method to capture high-order patterns of microblog posts diffusion with propagation trees, which provide valuable clues on how a microblog is diffused and developed over time.
However, the message propagation on social media is essentially transmitted in the form of a heterogeneous graph. In the graph, users delivered or repost a message to make it propagate fast and wide. These methods based on propagation tree only explored the difference in the structure of information transmission, and the relationships among different propagation trees have not been considered.
III. PROBLEM FORMULATION
Let M = m 1 , m 2 , . . . m |M| be the set of source microblogs, where each source microblog m i consists of n retweets {r 1 , r 2 , . . . , r n }. For every microblog, we use notation t i to denote their post time. In the heterogeneous graph, we regard retweets as the neighbor nodes of source microblog, which are formulated as N (m i ) = [r 1 , r 2 , . . . , r n ]. We denote U = u 1 , u 2 , . . . u |U | as the set of social media users.
Our goal is to learn a function p(c = 1|m i , N (m i ), U ; θ) to predict whether the source microblog is a rumor or not. c is class label and θ represents all parameters of the model.
IV. THE PROPOSED MODEL
The proposed rumor detection model consists of four major components: microblog representation, local relation encoding, global relation encoding, and rumor detection with local and global relations. Specifically, the microblog representation module describes the mapping of microblog from word embedding to semantic space; the local relation encoding learns the combined representation of each source tweet from corresponding retweets with multi-head mechanism; the global relation encoding illustrates how to encode the global structure into the node representation; the rumor detection module learns a classification function to predict the label of source microblog. Figure 2 shows the architecture of the proposed model. Next, we will introduce each of the major components in detail.
A. Microblog Representation
In this work, the word embedding is used as the representation of a word. We define x j ∈ R d as the d-dimensional word embedding corresponding to the j-th word in the microblog m i . We suppose every microblog has L words. When the length of the microblog is shorter than L, zero is padded at the start of the document, and we truncate the microblog at the end position if it is longer than L. A sentence of length L is represented as
where ';' is the concatenation operator. We use x j:j+k to represent the concatenation of words x j , x j+1 , . . . , x j+k . There have been many neural models to learn the text semantic representation from word sequence embeddings, such as CNN [18] , [19] and RNN [20] , [21] . In this work, we employ the CNN-based model [18] as the basic component of the model to learn the semantics of microblogs.
1) CNN:
Given a sequence of words' index x
Then, convolution layers are applied on word embedding matrix:
to extract feature map e = [e 1 , e 2 , . . . , e L−h+1 ] ∈ R L−h+1 , where W ∈ R h×d is the convolutional kernel with h size of receptive filed, and σ(·) is non-linear transformation function. Then, we apply a max-overtime pooling operation over the feature map:ê = max(e).
From above operation, one feature is extracted from one filter. The CNN layer uses d/3 filters (with varying receptive filed h ∈ {3, 4, 5} ) to obtain multiple features. Then, we concatenate all kinds of filters' outputs to form m j ∈ R d as the representation of the j-th microblog m j . By the same way, we can get text representation for every retweet r i , i ∈ [1, n] . The retweets representation are stack together to form retweet matrix R = [r 1 ; r 2 ; . . . ; r n ] ∈ R n×d .
We have obtained microblog representation from word embeddings by the convolutional network. Then, we will introduce how to encode the local relation between source tweet and retweet comments.
B. Local Relation Encoding
Different from previous studies [8] , [22] , we do not apply recursive neural network or recurrent neural network because they are difficult to parallelize and too costly to use for capturing multi-grained semantic representations. Recently, the attention mechanism shows the superior ability of attention to capture semantic relation, which inspires us to improve semantic representation with an attention mechanism. 
1) Multi-head Attention:
We use the Multi-head Attention module [23] to learn the context information for word representation. Figure 3 shows the structure of Multi-head Attention.
The Multi-head Attention module has three input sentences: the query sentence, the key sentence and the value sentence, namely Q ∈ R nq×d , K ∈ R nk×d , and V ∈ R nv×d respectively, where n q , n k , and n v denote the number of words in each sentence, and d is the dimension of the embedding.
The attention module first takes each word in the query sentence to attend to words in the key sentence via Scaled Dot-Product Attention [23] , and then applies those attention weights upon the value sentence:
In this way, the attention module can capture dependencies across query sentence and key sentence, and further use the relation information to composite elements in the query sentence and the value sentence into compositional representations.
The entries of V are then linearly combined with the weights to form a new representation of Q. In practice, we usually let K = V. Thus, a word in Q is represented by its most similar words in V. Q, K, and V are dispensed to h heads. Each head models relationship among Q, K, and V from one aspect, and corresponds to a scaled dot-product attention module. ∀i ∈ [1, h] the output of head i is given by
where
are linear transformations. Then, the output features of Multi-head Attention are concatenated together and linear transformation is applied to transform it as final output, which is formalized as:
where W o ∈ R d×d is a linear transformation. For ease of presentation, we denote a multi-head attention module as MultiHeadAttention(Q, K, V ) and consider two types of representations by varying Q, K, and V . Note that representations obtained by this module have the same dimension with the query Q.
2) Local Context Representation: To build the connection inside between source microblog and retweet, we first use multi-head attention to refine the representation of every retweet, which is formulated as:
where R ∈ R n×d . Self-attention lets every retweet attend to each other, and represents each retweet by other similar retweets. As a result, the representation could encode semantic relations among different retweets. Then, we apply cross attention to build the connection between source tweet and retweet. Specifically, we treat source tweet m as key and use it to attend the retweet R to calculate attention scores for every retweet.
where s ∈ R n×1 is an attention score. The score is applied to aggregate the retweets to form a new text representation.
In order to determine the importance between the original microblog representation and the new one, a fusion gate is utilized to combine two representations:
where σ(·) = 1 1+exp(·) is sigmoid activation function, w 1 , w 2 ∈ R d×1 , and b ∈ R are learnable parameters of the fusion gate. And m is the final microblogs representation.
C. Global Relation Encoding
After the above local relation encoding process, the heterogeneous graph transforms to the right form of Figure 2 . In this part, we will discuss how to encode the global structure into the node representation for rumor detection.
We build the global heterogeneous graph which contains two types of nodes: combined text node (source microblog node and retweet node) and user node. Firstly, we clarify the composition of the two types of nodes:
where m 0 ∈ R d , u 0 ∈ R du are dynamic vectors which can be updated by the gradient, while m and u f are static vectors. u f is some behavior features or user profile data (such as friends count, followers count, status count, etc.). If u f is not available, it can be initialized by a normal distribution.
Considering user node u i and text node m j are two different nodes in different semantic space (d = d u ), we transform them into the same semantic space for further processing, which can be formulated as m j = W m m j ,
where W m ∈ R d×d and W u ∈ R du×d are learned parameters.
Recent years, there are many effective methods [24] - [26] to encode the homogeneous graph structure into a continuous space. Inspired by the graph attention network [26] , we apply the attention mechanism to learn a distributed representation of each node in the graph by attending over its neighbors.
From the right graph in Figure 2 , there are two types of relations: (1) user-centric relation (such as u k -m j -u i ); and (2) microblog-centric relation (such as m j -u t -m t ). To encode these two types of relations into the node representation, we propose to simultaneously attend the neighbor nodes centering on user and microblog node. The attention mechanism is defined as follows:
where a, c ∈ R 2d×1 are learned parameters. The parameter of LeakyReLU [27] non-linearity is set to 0.2. To capture multiple representations from different relation, we extend our attention mechanism to employ multi-head paradigm, which is similar to Multi-head Attention [23] . Specifically, K independent attention mechanisms execute the transformation of Equation (11), and then their features are concatenated, resulting in the following output feature representation:
where || means concatenation operation and σ(.) denotes the ELU [28] activation function. More details are shown in Algorithm 1. The algorithm takes a graph as input and produces a latent representation of every node. At each iteration, every node collects node embedding from its local neighbors. Since these embeddings contribute differently to the representation of the current node, the attention mechanism is applied to obtain the relative weights of each node. Finally, the weighted average of neighbors' embeddings is treated as the representation of the current node. During the iteration process, the current node will gradually gain more and more information from multi-hops of the graph and finally obtain a global view of the graph.
D. Rumor Classification
After the above procedures, we get the local representation m j and the global representation m global j . Both representations are important for rumor detection, thus they are concatenated as final features for classification. Then, fully-connected layers are applied to project the final representation into the target space of classes probability:
where W ∈ R 2d×|c| is the weight parameter and b ∈ R is a bias term. Finally, the cross-entropy loss is used as the optimization objective function for rumor detection:
where y i is the gold probability of rumor class and θ represents all parameters of the model.
V. EXPERIMENTS

A. Data sets
We evaluate the proposed model on three real-world data collections: Weibo [13] , Twitter15 [7] and Twitter16 [7] , which were originally collected from the most popular social media website in China and the U.S. respectively.
The Weibo data set only contains binary labels, i.e., "false rumor" and "non-rumor". The Twitter15 and Twitter16 data set each contains four different labels, i.e., "false rumor" (FR), "non-rumor" (NR), "unverified" (UR), and "true rumor" (TR). Note that the label "true rumor" denotes a microblog that tells people that a certain microblog is fake. For each data set, a heterogeneous graph is constructed from source tweets, responsive tweets, and related users. Table I shows the statistics of the three data sets. Since the original data sets do not contain user information, we crawled all the related user profiles via Twitter API 1 . propagation path classification with a combination of recurrent and convolutional networks. The PPC model is the state-of-the-art method for rumor detection when submitting this paper.
C. Data Preprocessing
Same as the original papers [13] , [22] , we randomly select 10% instances as the development data set, and split the rest for training and testing set with a ratio of 3:1 in all three data sets.
All word embeddings in the model are initialized with the 300-dimensional word vectors, which are trained on domainspecific review corpora by Skip-gram [31] algorithm. Words that are not present at the set of pre-trained word vectors are initialized from a uniform distribution. We keep the word vectors trainable in the training process, and they can be finetuned for each task.
For Twitter15 and Twitter16 data set, the words are segmented by white space. And for the Weibo data set, the words are segmented by Jieba 2 library. We remove words with less than 2 occurrences because they may be stop words. 
D. Evaluation Metrics and Parameter Settings
For fair comparison, we adopt the same evaluation metrics used in the prior work [8] , [22] . Thus, the accuracy, precision, recall and F1 score are adopted for evaluation.
Our model is implemented by PyTorch 3 [32] . The parameters are updated by Adam algorithm [33] and the parameters of Adam, β 1 and β 2 are 0.9 and 0.999 respectively. The learning rate is initialized as 1e-3 and gradually decreased during the process of training. We select the best parameter configuration based on performance on the development set and evaluate the configuration on the test set. The convolutional kernel size is set to (3, 4, 5) with 100 kernels for each kind of size. The number of heads K is set to 8. The batch size of the training set is set to 64.
E. Results and Analysis
Table IV, II and III show the performance of all compared methods. For fair comparison, the experimental results of baseline models are directly cited from previous studies [8] , [22] . We also bold the best result of each column in all tables.
From the Table IV , II and III, we can observe that the GLAN outperforms all other baselines on three data sets. 3 Our code and data will be available at https://github.com/chunyuanY/RumorDetection Specifically, our model achieves an accuracy of 94.6% on Weibo data set and 90.5%, 90.2% on two Twitter data sets, which indicates the flexibility of our model on different types of data sets. Moreover, the outstanding results indicate that the heterogeneous graph models with local and global attention can effectively learn the representation of nodes using semantic and structural information.
It is observed that the performance of the methods based on hand-crafted features (DTR, DTC, RFC, SVM-RBF, and SVM-TS) is obviously poor, indicating that they fail to generalize due to the lack of capacity capturing helpful features. Among these baselines, SVM-TS and RFC perform relatively better because they use additional temporal or structural features, but they are still clearly worse than the models not relying on feature engineering.
Among the two propagation tree-based methods, PTK relies on both linguistic and structural features extracted from propagation trees. RvNN model is inherently tree-structured and takes advantage of representation learning following the propagation structure, thus beats PTK. However, these tree-based methods will lose too much information during modeling the propagation process, because the messages are spread by a graph structure rather than a tree structure.
For deep learning methods, GRU and PPC outperform traditional classifiers that using manually crafted features. This observation indicates that the neural network model can learn deep latent features automatically. We also observe that PPC is much more effective than GRU. There are two reasons: 1) GRU relies on temporal-linguistic patterns, while PPC relies on the fixed user characteristics of repost sequences. 2) PPC combines both CNN and RNN to capture the variations of user characteristics.
In conclusion, the GLAN outperforms neural network-based models and features based methods, and the precision and accuracy of rumor detection obtain significant improvement. Specifically, on the Weibo data set, our model increases the accuracy of the propagation path classification method (the best baseline) from 92.1% to 94.6%. On the Twitter data sets, the accuracy is boosted from 84.2% to 90.5% and 86.3% to 90.2%, respectively. This results demonstrate that the local semantic information and global structural information are critical for learning the differences between rumors and nonrumors.
F. Ablation Study
In order to determine the relative importance of every module of the GLAN, we perform a series of ablation studies over the different parts of the model. The experimental results are presented in Table V . The ablation studies are conducted as following orders: From experimental results in Table V , we can observe that:
We first examine the impact brought by the local relation encoding module. We can see that removing the LRE significantly affects performance on all data sets, and the accuracy drops 7.8%, 7.8%, and 3.8% on the Weibo, Twitter15, and Twitter16 data sets. LRE captures the semantic relation between source tweet and corresponding retweet, and thus the results show it is very important to explicitly encode the local relation.
Next, we evaluate the influence of the global relation encoding module. Referring to Table V , the lack of GRE still brings significant performances decline on all data sets.
Intuitively speaking, the GRE module will make the distance between two users with identical class labels close to each other, thus leading to the rumor and non-rumor group high cohesion and low coupling, and thereby it can improve the performance.
The performance obtains significant improvement after combining local and global relation information, which shows the combination of two aspect information provide complementary effect from the local and global aspect.
G. Early Detection
In rumor detection, one of the most crucial goals is to detect rumors as early as possible so that interventions can be made in time [29] . By setting a detection delay time, only tweets posted before than the delay can be used for evaluating early detection performance. We compared different methods in terms of different time delays, and the performance is evaluated by the accuracy obtained when we incrementally add test data up to the checkpoint given the targeted time delay.
By varying the time delays of retweets, the accuracy of several competitive models is shown in Fig. 4 . In the first few hours, our model GLAN using less than 4-hour data has already outperformed the tree-based classification methods (the best baseline) using all-time data, indicating the superior early detection performance of our model. Particularly, GLAN achieves 94% accuracy on Weibo, 88% accuracy on Twitter15 and 90% on Twitter16 within 4 hours, which is much faster than other models.
When the time delays vary from 4 to 12 hours, our model has a slight drop, but it still works better than the state-of-theart models. This is because With the propagation of microblog there is more structural and semantic information, while the noise is increased at the same time. Therefore, the results show that our model is insensitive to data and has better stability and robustness.
Experimental results on three real-world data sets demonstrate that the proposed model can significantly improve detection performance and enhance the effectiveness of early detection of rumors at the same time. 
VI. PARAMETER ANALYSIS
The GLAN utilizes the fixed size of convolutional kernels and microblog text length. So the selection of these hyperparameters may influence the performance of the model. In this section, we will conduct a series of parameter sensitivity experiments to study the effect of these hyper-parameters.
In the experiments, we apply the control variates method to reduce the influence of irrelevant parameters. Figure 5 (a) demonstrates the performance with different tweet length. It is obvious that the tweet length has a significant influence on classification performance. When the tweet is too short, it cannot provide enough information for classification. So the performance gets improvement as the growth of tweet length. Figure 5 (b) indicates the performance with different kernel sizes. When the kernel size is set to 1, it captures unigram features that are similar to a uni-gram bag of words. Intuitively, uni-gram features will totally lose the word location information thus influencing classification performance. The experiments on three data sets show that the performances will increase with the growth of kernel size, and the peak is 3 or 4. Moreover, we conduct another experiment with the combination of multiple different convolutional kernel sizes. The experiment results demonstrate that the combination of multiple kernel sizes (3, 4, 5) acquires the best performance. The effectiveness of multiple kernel combinations can be explained that different kernel sizes have different respective fields to capture more distinctive phrases.
VII. CONCLUSION AND FUTURE WORK
In this paper, we propose a heterogeneous graph with local and global attention, which combines the local semantic and global structural information for rumor detection. Different from most existing studies extracting hand-crafted features or feeding repost sequences to network directly, we fuse the local contextual information from source tweet and corresponding retweets via multi-head attention and generate a better integrated representation for each source tweet. To capture complex global information from different source tweets, we build a heterogeneous graph using global structural information with global attention to detect rumors. Extensive experiments conducted on Weibo and Twitter data sets show that the proposed model can significantly outperform other state-of-the-art models on both rumor classification and early detection task.
In the future work, we plan to integrate other types of information such as user profiles and geographic location into the local heterogeneous graphs. Moreover, we will explore more efficient methods to build a global graph to utilize new structural information for further enhancing the text representation learning and detect rumor spreaders at an early time.
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