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We propose a quadratic unconstrained binary optimization (QUBO) formulation of the ℓ1-norm, which enables us
to perform sparse estimation of Ising-type annealing methods such as quantum annealing. The QUBO formulation is
derived using the Legendre transformation and the Wolfe theorem, which have recently been employed to derive the
QUBO formulations of ReLU-type functions. It is shown that a simple application of the derivation method to the ℓl-
norm case results in a redundant variable. Finally a simplified QUBO formulation is obtained by removing the redundant
variable.
1. Introduction
In recent years, some novel computing hardwares have
been developed and implemented; for example, there are
some Ising-type annealing machines such as “D-Wave 2000”
by the Canadian company D-Wave1, 2) and “Fujitsu’s Digi-
tal Annealer” by the Japanese company Fujitsu, which is a
physically inspired annealing accelerator based on classical
(i.e., non-quantum) logic circuits.3) Annealing machines are
used to obtain approximate solutions for optimization prob-
lems. Optimization problems play important roles in various
research areas such as data mining and machine learning. In
particular, the quantum annealing method, which was orig-
inally proposed by Kadowaki and Nishimori,4) and a simi-
lar idea called adiabatic quantum computing5) have attracted
considerable attention, and recently, several researches were
conducted on its practical applications (for example, see the
paper by Tanahashi et al.6)) Biamonte et al. discussed the use
of quantum Boltzmann machines for machine learning,7) and
there are many challenging tasks from the viewpoints of hard-
ware and software. Although the small size of the system
poses a restriction, the number of available qubits (or clas-
sical bits) has been increasing each year, which enables us to
tackle practical and large optimization problems.
The above annealing hardwares require quadratic uncon-
strained binary optimization (QUBO) formulations; these
hardwares are based on the Ising-typeHamiltonian, and hence
it is necessary to convert the original cost functions in opti-
mization problems into QUBO formulations (the QUBO for-
mulation is equivalent to the Ising model). Although continu-
ous variables can be expressed as Ising-type variables via ad-
equate binary expansions, it is not straightforward in general
to reformulate the original cost functions as QUBO formu-
lations. Some reformulations were given in the review paper
by Lucas,8) and it was shown that logic gates were expressed
in the form of QUBO formulations.9) However, a systematic
method to derive the QUBO formulations has not been found
yet. Recently, the Legendre transformation was employed to
derive the QUBO formulation of the q-loss function;10) the
q-loss function was proposed as a cost function with robust
characteristics against the label noise in machine learning.
The derivation technique based on the Legendre transforma-
tion revealed that some mathematical transformation would
be needed to convert some types of cost functions into QUBO
formulations. It has been clarified that the Legendre trans-
formation is not enough to deal with Rectified Linear-Unit
(ReLU) type functions;11) the Wolfe duality theorem12) was
employed to derive the QUBO formulations for ReLU-type
functions. These works also showed that the derivation of
QUBO formulationswas not straightforward and that we need
further and careful considerations, which depend on the orig-
inal cost functions.
As shown above, there have been some works on deriv-
ing the QUBO formulations for machine learning problems.
Clearly, there are many other research fields involving opti-
mization problems, and one of them is data analysis (data
mining). It is known that the concept of “regularization” plays
an important role in data analysis and machine learning. For
example, the ℓ2 norm is widely used; a linear regression with
ℓ2 regularization is called ridge regression, and it is widely
used in various practical applications. In addition, the ℓ1 norm
is another useful example of regularization, which is used to
introduce a kind of “sparseness” for the solution; sparse esti-
mation is one of the hot topics in the field of data analysis. The
least absolute shrinkage and selection operator (LASSO)13) is
a well-known practical method to achieve sparse estimations,
in which the ℓ1 norm is added to a least-squares cost function.
Recently, the idea of sparse estimation was applied to black
hole analysis.14) The data size for a black hole is small, and
hence it is difficult to observe the image of a black hole di-
rectly because of the low resolution of images. Therefore, si-
multaneous measurements were taken from radio telescopes
all over the world, and the method based on sparse estimation
was applied to the observed big data in order to extract only
the essential information; finally, the imaging of the black
holes was achieved. Note that the ℓ2 norm is simply connected
to the QUBO formulation because of the quadratic form; in
contrast, the ℓ1 norm has a non-differentiable point, and the
QUBO formulation has not been derived yet.
In order to include “sparseness” into the formulation, ℓ0
norms are more preferable. Although it is difficult to treat ℓ0
norms in general because of the non-convex characteristics, ℓ0
norms have been used for the QBoost algorithm,15) which is
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a kind of boosting algorithm suitable for Ising-type hardware.
As discussed in Ref. 15, when we discretize and approximate
the components in a weight vector as binary (0 or 1) variables,
the ℓ0 norm of the weight vector is given simply as a summa-
tion of the binary variables; this discretization is preferable
for Ising-type hardware. However, since it is still difficult to
deal with the ℓ0 norm and the ℓ1 norm has been widely used in
the regularization for the sparseness characteristics, here we
focus on the ℓ1 norm and its QUBO formulation.
In this work, we derive the QUBO formulation of the ℓ1
norm. In order to obtain the QUBO formulation, both the
Legendre transformation and the Wolfe duality theorem are
employed. Furthermore, it is clarified that only simple appli-
cations of the previous derivation techniques are not enough;
through numerical checks and reconsideration for the derived
formulation, a simplified QUBO formulation is finally de-
rived. The simplified QUBO formulation has a smaller num-
ber of variables than the naive derived formulation; such re-
duction in the number of variables is important for hardware
implementation because the number of qubits (or classical
bits) in the current Ising-type hardwares are restricted.
This paper is organized as follows. Section 2 explains the
QUBO formulation and discusses the related previous works.
The important techniques used for the derivations are also
given for later use. In Sect. 3, the QUBO formulation of the ℓ1
norm is derived, and the numerical checks are described. Sec-
tion 4 gives the main result of this paper; a simplified version
of the QUBO form is given, in which a variable is removed
from the naive QUBO formulation derived in Sect. 3. Section
5 provides the concluding remarks and mentions the future
works.
2. Backgrounds and preliminaries
The aim of this work is to derive the QUBO formulation
of the ℓ1 norm-type function. As mentioned in the Introduc-
tion, the QUBO formulation of a slightly complicated func-
tion, namely the q-loss function, has already been derived.10)
Onemay think that a combination of q-loss functions could be
used as regularization functions; however the q-loss function
is not enough to obtain the ℓ1 norm. Based on the derivation
techniques used in the q-loss case, the QUBO formulation of
the ReLU-type function was discussed in Ref. 11. In Ref. 11,
two techniques, namely the Legendre transformation and the
Wolfe duality theorem, were employed, which also play im-
portant roles in our discussions. In this section, we briefly pro-
vide some background knowledge and discuss the previous
works, starting from a brief explanation of the QUBO formu-
lations and Ising model. In particular, the Legendre transfor-
mation and the Wolfe duality theorem are briefly described.
2.1 QUBO and Ising model
As mentioned in the Introduction, Ising-type annealing ma-
chines require the Ising Hamiltonian or the QUBO formula-
tion in order to solve combinatorial optimization problems.
The QUBO form involves binary variables, which take value
of only 1 or 0. The 0-1 binary variables are sometimes suit-
able for considering combinatorial optimizations; the binary
expansions of continuous variables naturally introduce binary
expressions. Since the QUBO formulation and Ising model
are equivalent, it is possible to convert the QUBO form into
the Ising model, and vice versa. The Ising model is repre-
sented as follows:
H = −
∑
i, j
Ji jσiσ j −
∑
i
hiσi, (1)
where σi ∈ {−1,+1} is a spin variable for spin i, Ji j ∈ R is a
coefficient related to the quadratic term between spins i and j,
and hi ∈ R is a coefficient for the linear term with spin i. Let
qi ∈ {0, 1} be a binary variable corresponding to the i-th spin.
Then by applying the variable transformation qi = (σi + 1)/2,
we have
H = −
∑
i, j
J˜i, jqiq j −
∑
i
h˜iqi, (2)
where J˜i, j and h˜i are transformed from {Ji j} and {hi} ade-
quately. As for the relations between the QUBO formulation
and the Ising Hamiltonian, please see, for example, Ref. 6; in
Ref. 6, some examples of the QUBO formulations for typical
optimization problems are also given.
2.2 Legendre transformation
For the convenience of the readers, here we give a brief
notation of the Legendre transformation.
If a function fL is convex, the Legendre transformation of
fL, the so-called conjugate function of fL, is given as follows:
f ∗L (t) = sup
x
{tx − fL(x)}. (3)
That is, the variable t is introduced, and the function of x is
transformed into a function of t. In addition, (3) is equivalent
to following equation:
f ∗L (t) = − inf
x
{ fL(x) − tx}. (4)
2.3 Previous work 1: q-loss function
Here, we briefly review the previous work by Denchev et
al.10) The following q-loss function was proposed in Ref. 10:
Lq(m) = min [(1 − q)
2, (max [0, 1 − m])2], (5)
where q ∈ (−∞, 0] is a parameter and m is a continuous vari-
able. It also includes a discussion on the application of the
q-loss function in machine learning problems, and it was clar-
ified that the q-loss function has a robust feature against label
noise. Since (5) has a max function, it would not be easy to
see the QUBO formulation of the q-loss function. Denchev
et al. employed the Legendre transformation and derived the
following function:10)
Lq(m) = min
t
{
(m − t)2 + (1 − q)2
(1 − sign(t − 1))
2
}
, (6)
where t is an additional variable introduced via the Legen-
dre transformation. Although the variables m and t in (6) are
continuous, the use of binary expansions gives the QUBO for-
mulation for the q-loss function. As for details of the binary
expansions, please see Ref. 10. Note that the sign function in
(6) is also expressed as a one-body term when we employ the
binary expansion.
2.4 Wolfe-duality
In nonlinear programming and mathematical optimization,
the Wolfe duality theorem12) is used to convert the main prob-
lem with inequality constraints into a dual problem. For a dif-
ferentiable objective function and differentiable constraints,
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the main problem is written as follows:minimizex fW(x) (x ∈ R
n),
subject to hi(x) ≤ 0 (i = 1, 2, . . . , l),
(7)
where fW(x) is the convex function to be optimized and
{hi(x)} are convex inequality constraints. The Lagrangian
function for this optimization problem is
L(x, z) = fW(x) + z
T h(x), (8)
where z is a vector of the Legendre coefficients. Then, accord-
ing to the Wolfe dual theorem, the minimization problem in
Eq. (7) is equivalent to the following maximization problem:maximizex,z L(x, z) ((x, z) ∈ R
n × Rl),
subject to ∇L(x, z) = 0 (z ≥ 0).
(9)
As shown above, the Wolfe dual theorem transforms the min-
imization problem into a maximization problem.
2.5 Previous work 2: ReLU-type function
In Ref. 11, the QUBO form of the following ReLU-type
function was discussed:
fReLU(m) = −min (0,m). (10)
Note that the function fReLU(m) becomes a conventional
ReLU function when the variable transformation m → −m
is employed. As shown in Ref. 11, a naive application of
the Legendre transformation to the function fReLU(m) in (10)
gives the following expression:
fReLU(m) = −min
t
{−mt} subject to − 1 ≤ t ≤ 0, (11)
where t is a new variable stemming from the Legendre trans-
formation.
Although (11) includes the QUBO formulation after ade-
quate binary expansions, it is not suitable for optimization
problems. This is because of the minus sign before the min
function; when the ReLU-type function is used as a constraint
or penalty term for an optimization problem with a cost func-
tion C(m), the overall minimization problem is, for example,
given as follows:
min
m
{C(m) + fReLU(m)} = min
m
{
C(m) −min
t
{−mt}
}
, min
m,t
{C(m) − (−mt)} , (12)
and hence the cost functionC(m) and the ReLU-type function
fReLU(m) cannot be minimized simultaneously. Therefore, the
Wolfe duality theorem was employed in Ref. 11, and finally
the following formulation was derived:
fReLU(m) = min
t,z1,z2
{
mt + z1(t + 1) − z2t − M(−m − z1 + z2)
2
}
,
(13)
where M is a large positive constant. It is easy to see that (13)
can be used in combination with the cost function C(m).
Note that it is possible to obtain the ℓ1 norm from a combi-
nation of two ReLU-type functions. However, this construc-
tion results in redundant variables. In the next section, we
will directly derive the QUBO formulation starting from the
ℓ1 norm. In the derivation, the two techniques explained in
Sect. 2.2 and Sect. 2.4 play important roles.
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Fig. 1. The function form of ℓ1-norm in (14).
3. Naive derivation of QUBO formulation for ℓ1-norm
In this section, the Legendre transformation and the Wolfe
dual theorem are applied to the ℓ1 norm-type function naively.
3.1 QUBO formulation
Although the ℓ1-norm is usually denoted as the absolute
value of a variable, i.e., |m|, here we employ the following
function f (m):
f (m) = −min {−m,m}. (14)
Note that f (m) can be expressed as follows:
f (m) = −min {0,m} −min{−m, 0}
= fReLU(m) + fReLU(−m), (15)
where fReLU(m) is the ReLU-type function in (10). Hence, it
is easy to obtain the QUBO formulation for f (m) based on
the discussion in Sect. 2.5. However, the QUBO formulation
needs six additional variables. The derivation below enables
us to obtain the QUBO formulation for f (m) with only three
additional variables.
Here, we try a naive application of the Legendre transfor-
mation to the function f (m) in (14). In order to employ the
Legendre transformation, we use the following form of (14):
f (m) =
−m (m < 0),m (m ≥ 0).
Then, the Legendre transformation in (4) is performed for
each domain as follows:
(a) m < 0:
The gradient in the domain is always −1. Hence, the con-
jugate function is
f ∗(t) = − inf
m
{−m − mt} = − inf
m
{−m(1 + t)} = 0.
In addition, the only possible value of t is t = −1.
(b) m = 0:
Since the left derivative at this point is f ′−(m) = −1 and
the right derivative is f ′
+
(m) = 1, the gradient value takes
an arbitrary value within −1 to 1. Hence, the conjugate
function is f ∗(t) = 0 with the domain t ∈ [−1, 1].
(c) m > 0:
The gradient in the domain is always 1. Hence, the con-
jugate function is
f ∗(t) = − inf
m
{m − mt} = − inf
m
{−m(−1 + t)} = 0.
In addition, the only possible value of t is t = 1.
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From the above discussion, the conjugate function of f (m)
is f ∗(t) = 0 (−1 ≤ t ≤ 1). When we apply the Legendre trans-
formation to f ∗(m) again, f (m) is adequately recovered since
the function f (m) is convex. Therefore, we find the quadratic
form of f (m) as follows:
F(m) = −min
t
{−mt} subject to 1 ≤ t ≤ 1. (16)
In order to emphasize the fact that it is the quadratic form of
f (m), we introduce F(m) instead of f (m).
As shown in Sect. 2.5, although the expression obtained
via the Legendre transformation has a quadratic form, it can-
not be combined with another cost function. Hence, the Wolfe
dual theorem is employed; the following expression is imme-
diately obtained by applying the Wolfe dual theorem to F(m):
F˜(m) = max
t,z1,z2
{−mt − z1(t + 1) + z2(t − 1)} (17)
subject to
−m − z1 + z2 = 0,−1 ≤ t ≤ 1, 0 ≤ z1, 0 ≤ z2.
This reformulation has the equality constraint, −m− z1 + z2 =
0; in order to embed this constraint into the QUBO formula-
tion, it is enough to add the squared term as a penalty. There-
fore, the optimization problem (17) can be represented as fol-
lows:
F˜(m) = min
t,z1,z2
{mt + z1(t + 1) − z2(t − 1)
+ M(−m − z1 + z2)
2}
subject to − 1 ≤ t ≤ 1, 0 ≤ z1, 0 ≤ z2. (18)
where M is a constant that takes a large value to ensure that
the equality constraint, −m− z1+ z2 = 0, is satisfied. Note that
there are some remaining inequality constraints, namely −1 ≤
t ≤ 1, 0 ≤ z1, and 0 ≤ z2; these inequality constraints can
be easily realized by expanding the variables t, z1, and z2 in
the binary expressions that satisfy the corresponding domain
constraints.
As a result, the QUBO formulation for the ℓ1-norm is ex-
pressed using three additional variables.
3.2 Numerical validation
Here, we discuss the numerical checks that are performed
to confirm the validity of the obtained QUBO formulation in
(18). We expect that the QUBO formulation will be used with
quantum annealing methods or simulated annealing methods;
here, simulated annealing algorithms are employed. Since the
purpose here is to verify the obtained QUBO formulation, the
function in (18) is experimented with continuous variables
without binary expansions.
The aim here is to check whether F˜(m) in (18) gives the
ℓ1-norm in (14) or not. We randomly generate m and check
the value of F˜(m) by using a simulated annealing method for
continuous variables. Here, m is chosen from a uniform dis-
tribution with a range of [−10, 10]. A simulated annealing is
performed for each chosen m. In each numerical experiment,
the initial conditions for the additional variables, t, z1, and z2
are chosen as follows:
• t is generated from a uniform distribution with a range of
[−1, 1].
• z1 and z2 are generated from a uniform distribution with
Fig. 2. Numerical results obtained from the annealing method. Here, m is
chosen randomly, and the annealing is performed. (a) Numerical results for
the derived formulation in (18); we confirm that the annealing on (18) gives
the original shape of the ℓ1 function. (b), (c), and (d) correspond to t, z1, and
z2 at the optimum states in the annealing, respectively.
a range of [0, 10].
As the simulated annealing method for continuous vari-
ables, we employ a conventional Metropolis-Hastings-type
method. In order to generate the subsequent candidates of a
state, each variable moves by an amount of +0.001 or −0.001
with the same probability for each iteration. At each itera-
tion, the temperature is changed with the annealing schedule:
Tn+1 = 0.9999Tn, where n is the iteration step. The initial
temperature is set as T1 = 1000, and the annealing is stopped
when the temperature becomes lower than 10−3.
Figure 2 shows the results of the annealing; Fig. 2(a) shows
that the ℓ1-norm is adequately recovered by the optimization
of (18). Figs. 2(b), (c), and (d) show the values of the three ad-
ditional variables. It is clear that z1 and z2 converge to specific
values, but t takes various values randomly. This means that t
could not be necessary for the optimization, which may give
us a further simplified QUBO formulation for the ℓ1-norm.
4. Reduced QUBO formulation
4.1 Reduction of the variable in the Legendre transforma-
tion
As discussed above, the naive application of the Legendre
transformation and theWolfe dual theorem gives a QUBO for-
mulation with three additional variables. However, from the
numerical experiments in the previous section, it is revealed
that the variable t, which stems from the Legendre transfor-
mation, may not be necessary for the optimization problem.
Because of the restriction with regard to the number of spin
variables, it is preferable to have smaller number of variables
in general. Hence, here we try to achieve further reduction in
the number of variables from that in the QUBO formulation
in (18).
In order to eliminate t from (18), we focus on the equality
constraint −m − z1 + z2 = 0. By employing the equality z2 =
m + z1, we have
F˜(m) = min
t,z1,z2
{mt + z1(t + 1) − z2(t − 1)
+ M(−m − z1 + z2)
2}
= min
t,z1,z2
{mt + z1(t + 1) − (m + z1)(t − 1)
4
+ M(−m − z1 + z2)
2}
= min
z1,z2
{z1 + (m + z1) + M(−m − z1 + z2)
2}
= min
z1,z2
{z1 + z2 + M(−m − z1 + z2)
2}. (19)
Finally we obtain the following simplified QUBO formulation
for the ℓ1-norm:
F̂(m) = min
z1,z2
{z1 + z2 + M(−m − z1 + z2)
2}
subject to 0 ≤ z1, 0 ≤ z2. (20)
where the new expression F̂(m) is introduced to clarify the
difference from (18). This conversion from (18) to (20) is
possible because the penalty term, M(−m − z1 + z2)
2, forces
the equality constraint to be satisfied.
4.2 Numerical validation
In order to check the validity of the simplified QUBO for-
mulation in (20), we again perform numerical experiments.
The same settings and procedures as those in the previous sec-
tion are employed for the annealing, except for the exclusion
of the variable t. Consequently, we obtained the same figures
as those in Fig. 2, except for the figure with respect to t (the
top-right figure in Fig. 2). Without using the redundant vari-
able t, we completely recovered the ℓ1 function. This shows
that the simplified QUBO formulation works well.
5. Concluding remarks
In this work, the QUBO formulation for the ℓ1-norm was
derived using the Legendre transformation and the Wolfe the-
orem. It was shown that one of the variables introduced by the
derivation is redundant, and it was numerically confirmed that
the final simplified QUBO formulation obtained by excluding
this variable works well. At first glance, it would be difficult
to see the connection between the ℓ1-norm and the final ex-
pression in (20); this nontrivial result is the main contribution
of the present work.
There are some points that need to be noted regarding the
derivation of the QUBO formulations. As discussed in Sect. 1,
there is no systematic way to derive the QUBO formulation.
While the Legendre transformation and the Wolfe theorem
can be used in many cases, the derivation generally results
in additional variables; the reduction of additional variables
is very important for Ising-type hardware because of the cur-
rent limitation with regard to spin variables. As shown in the
derivation, the variable t, which was introduced by the Leg-
endre transformation, was finally excluded. It is still not clear
whether the use of the Legendre transformation is necessary
or not; at this stage, the procedure (the Legendre transforma-
tion → the Wolfe dual theorem → reduction of variables)
is straightforward and understandable. Clearly, there could
be more suitable derivation methods. In addition, when the
ℓ1-norm is combined with another cost function to perform
sparse estimation with Ising-type hardware, it is necessary
to add two variables for each estimated value, which means
that the number of additional variables is still large. In future
works, we need to find methods that can achieve further re-
duction in practical problems with large size.
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