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New Martingale Inequalities and Applications to Fourier Analysis
Guangheng Xie, Ferenc Weisz, Dachun Yang∗ and Yong Jiao
Abstract Let (Ω,F , P) be a probability space and ϕ : Ω × [0,∞)→ [0,∞) be a Musielak–
Orlicz function. In this article, the authors prove that the Doob maximal operator is bounded
on the Musielak–Orlicz space Lϕ(Ω). Using this and extrapolation method, the authors then
establish a Fefferman–Stein vector-valued Doob maximal inequality on Lϕ(Ω). As appli-
cations, the authors obtain the dual version of the Doob maximal inequality and the Stein
inequality for Lϕ(Ω), which are new even in weighted Orlicz spaces. The authors then
establish the atomic characterizations of martingale Musielak–Orlicz Hardy spaces H sϕ(Ω),
Pϕ(Ω), Qϕ(Ω), H
S
ϕ (Ω) and H
M
ϕ (Ω). From these atomic characterizations, the authors further
deduce some martingale inequalities between different martingale Musielak–Orlicz Hardy
spaces, which essentially improve the corresponding results in Orlicz space case and are
also new even in weighted Orlicz spaces. By establishing the Davis decomposition on
HSϕ (Ω) and H
M
ϕ (Ω), the authors obtain the Burkholder–Davis–Gundy inequality associated
with Musielak–Orlicz functions. Finally, using the previous martingale inequalities, the au-
thors prove that the maximal Feje´r operator is bounded from Hϕ[0, 1) to L
ϕ[0, 1), which
further implies some convergence results of the Feje´r means; these results are new even for
the weighted Hardy spaces.
1 Introduction
As is well known, the martingale theory has been well developed since Doob [19]. Using
a maximal inequality, which is now called the Doob maximal inequality, Doob [19] proved the
basic almost sure convergence properties of the martingales. This topic have been studied partic-
ularly intensively by Burkholder. As for probability theory, specially for martingale theory, the
references greatly influence us are [19, 23, 32, 64, 77] and the articles [9, 10, 11]. Notice that the
martingale theory has an extensive application in dyadic harmonic analysis, we refer the reader to
the monographes [68, 77, 78].
Let Z+ := {0}∪N := {0, 1, . . .}, (Ω,F , P) be a probability space, {Fn}n∈Z+ an increasing sequence
of sub-σ-algebras of F and {En}n∈Z+ the associated conditional expectations. For any n ∈ Z+ and
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measurable function f , the Doob maximal operators Mn( f ) and M( f ) are defined, respectively, by
setting
(1.1) Mn( f ) := sup
0≤i≤n
|Ei( f )| and M( f ) := sup
n∈Z+
|En( f )|.
Let p ∈ (0,∞) and w be a weight, the weighted Lebesgue space Lp(Ω, wdP) is defined to be the
set of all measurable functions f on Ω such that
‖ f ‖Lp(Ω,w dP) :=
[∫
Ω
| f (x)|pw(x) dP
] 1
p
< ∞.
In 1977, Izumisawa and Kazamaki [33] obtained that w ∈ Ap0(Ω) (see Section 2 below for its defi-
nition) for some p0 ∈ (1,∞) implies that the Doob maximal operator M is bounded on L
p(Ω, wdP)
for any p ∈ (p0,∞). After this, Long [50, Theorem 6.6.3] improved their result by proving that
w ∈ Ap(Ω) with p ∈ (1,∞) if and only if the Doob maximal operator M is bounded on L
p(Ω, wdP).
Recently, the sharp weighted Doob maximal inequalities have been studied by Ose¸kowski [59, 60].
On another hand, the classical Fefferman–Stein vector-valued inequality was proved by Fef-
ferman and Stein in their celebrated paper [20]. Later, Andersen and John [1, Theorem 3.1] es-
tablished the weighted version of the vector-valued inequality for the Hardy–Littlewood maximal
operator. For the Doob maximal operator, Jiao et al. [37, Theorem 6.1] proved the Fefferman–
Stein theorem in rearrangement invariant spaces, Hyto¨nen et al. [32, Theorem 3.2.7] gave a version
in the Banach-valued setting.
The well-known Burkholder–Davis–Gundy inequality was proved by Burkholder et al. in their
excellent article [10, Theorem 1.1], and is read as follows: Let Φ : [0,∞) → [0,∞) be an Orlicz
function. If Φ is convex and there exists a positive constant C such that, for any λ ∈ (0,∞),
Φ(2λ) ≤ CΦ(λ), then, for any martingale f := ( fn)n∈Z+ ,∫
Ω
Φ(S ( f )) dP ∼
∫
Ω
Φ(M( f )) dP,(1.2)
where S ( f ) := (
∑∞
n=1 | fn − fn−1|
2)1/2 and the equivalent positive constants are independent of f .
After their outstanding work, Bonami and Le´pingle [7, Theorem 1] proved the weighted version
of (1.2). Then Johnson and Schechtman [41, Theorem 3] extended (1.2) to the setting of rear-
rangement invariant function spaces.
Moreover, more martingale inequalities were recently studied by Ose¸kowski [61, 62], Kikuchi
[44, 45, 46] and Ho [31, 30]. Especially, Ban˜uelos and Ose¸kowski studied the weighted martingale
inequalities in [3, 4]. We refer the reader to recent monographs [32, 63, 64] for more discussions
on martingale inequalities. On another hand, various martingale Hardy spaces were considered
in many articles, for instance, martingale Hardy spaces, martingale Lorentz Hardy spaces and
martingale variable Hardy spaces were studied by Weisz [76, 77, 75] and Jiao et al. [49, 40, 39,
35, 38]. Moreover, martingale Lorentz–Karamata Hardy spaces and multi-parameter martingale
Hardy spaces were investigated by Ho [29], Jiao et al. [36] and Weisz [75]. Variable martingale
Hardy spaces, martingale Morrey Hardy spaces, martingale BLO spaces, martingale Besov spaces
and Tribel–Lizorkin spaces were studied by Nakai et al. [56, 55, 57, 52, 66]. Martingale Musielak–
Orlicz Hardy spaces were dealt with by Xie at al. in [79] which mainly concern Musielak–Orlicz
NewMartingale Inequalities and Applications to Fourier Analysis 3
Hardy spaces determined by Musielak–Orlicz functions of uniformly upper type p = 1 only (see
Definition 2.9 below for its definition).
The theory of martingales has an extensive application in dyadic Fourier analysis; see, for
example, the monographes by Schipp et al. [68] and Golubov et al. [25]. In particular, Walsh–
Fourier series were investigated for example in the monographes [68, 25] and the article [78].
Besides the partial sums (sk f )k∈N (see Section 6 below for its definition) of the Walsh–Fourier
series of a martingale f , many articles (see, for example, [40, 74]) also considered the Feje´r means
defined by setting
(1.3) σn f :=
1
n
n∑
k=1
sk f , ∀ n ∈ N.
It is known that, to obtain some convergence results for the Feje´r means, one needs to investigate
the maximal Feje´r operator σ∗ defined by setting, for any martingale f ,
σ∗ f := sup
n∈N
|σn f |.
In [74, 78], using dyadic martingale theory, Weisz proved that the maximal operator σ∗ is bounded
from Hp[0, 1) to L
p[0, 1) for any given p ∈ (1
2
,∞). Very recently, Jiao et al. [40, Theorem 7.15]
investigated the boundedness of σ∗ from variable Hardy spaces to variable Lebesgue spaces.
Recall that a function ϕ : Ω × [0,∞) → [0,∞) is called a Musielak–Orlicz function if for
any x ∈ Ω, the function ϕ(x, ·) : [0,∞) → [0,∞) is an Orlicz function, namely, ϕ(x, ·) is non-
decreasing, ϕ(x, 0) = 0 and limt→∞ ϕ(x, t) = ∞, and the function ϕ(·, t) is a measurable function for
any given t ∈ [0,∞). The Musielak–Orlicz space Lϕ(Ω) is defined to be the set of all measurable
functions f with finite Luxemburg (also called as the Luxemburg–Nakano) norms ‖ f ‖Lϕ(Ω) defined
by setting
‖ f ‖Lϕ(Ω) := inf
{
λ ∈ (0,∞) :
∫
Ω
ϕ(x, | f (x)|/λ) dP(x) ≤ 1
}
.
It was originated by Nakano [58] and developed by Musielak and Orlicz [53, 54].
Observe that Musielak–Orlicz spaces are the natural generalization of many important spaces.
For example, let p ∈ (0,∞), w be a weight, Φ an Orlicz function and p(·) : Rd → [1,∞]
a measurable function. If ϕ(x, t) := tp, w(x)tp, Φ(t) or tp(x) for any x ∈ Rd and t ∈ (0,∞),
then Lϕ(Rd) become the classical Lebesgue spaces, the weighted Lebesgue spaces, Orlicz spaces
(see, for example, [65]) or the variable Lebesgue spaces (see, for example, [14]), respectively.
Moreover, if ϕ(x, t) := tp + w(x)tq for any x ∈ Rd and t ∈ (0,∞), 1 < p ≤ q < ∞, we obtain
the double phase functionals (see, for example, [5, 13]). For more examples, see Example 2.16
below. The Musielak–Orlicz spaces not only have their own interest, but they are also very useful
in partial differential equations [2, 5, 28, 26], in calculus of variations [13], in image restoration
[27, 43] and in fluid dynamics [73, 51].
Furthermore, Musielak–Orlicz Hardy spaces on Rd are fruitful in dealing with many prob-
lems of analysis; see, for example, [12, 48, 34, 80]. Especially, they naturally appear in the
endpoint estimates for the div-curl lemma and the commutators of Caldro´n–Zygmund operators
(see [6, 8, 80]). See also the monograph [80] for a detailed and complete survey of the recent
progress related to the real-variable theory and its applications of Musielak–Orlicz Hardy spaces.
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Although the theory of Musielak–Orlicz Hardy spaces has rapidly been developed in recent years,
the corresponding martingale theory associated with Musielak–Orlicz functions has not yet been
developed well.
In this article, we first obtain the boundedness of the Doob maximal operator on Lϕ(Ω). Us-
ing this and extrapolation method, we prove the weighted Fefferman–Stein vector-valued Doob
maximal inequality and a Fefferman–Stein vector-valued inequality on Lϕ(Ω). As applications,
we obtain the dual version of the Doob maximal inequality, the weak type maximal inequality and
the Stein inequality on Lϕ(Ω), which are new even in weighed Orlicz spaces. Then we establish
the atomic characterizations of martingale Musielak–Orlicz Hardy spaces Hsϕ(Ω), Pϕ(Ω), Qϕ(Ω),
HSϕ (Ω) and H
M
ϕ (Ω), which is totally different from the classical martingale Hardy spaces (see, for
example, [76]) and the classical martingale Orlicz Hardy spaces (see, for example, [52]). Using
these atomic characterizations, we explore the relationship among these martingale Musielak–
Orlicz Hardy spaces. Our theorems improve the Orlicz case [52, Theorem 2.5 and Corollary 2.6]
of Miyamoto et al. Moreover, our martingale inequalities partially improve Kazamaki [42, Theo-
rem 1]. Since Musielak–Orlicz functions unify the weight and the Orlicz function, and Musielak–
Orlicz spaces are not rearrangement invariant, it is natural to ask whether or not (1.2) still holds true
on Lϕ(Ω). We give an affirmative answer to this question. Indeed, by establishing the Davis de-
composition of HSϕ (Ω) and H
M
ϕ (Ω), we obtain the Burkholder–Davis–Gundy inequality on L
ϕ(Ω).
Finally, using the previous martingale inequalities, some applications in Fourier analysis are pre-
sented in this article. We prove that the maximal Feje´r operator is bounded from Hϕ[0, 1) to
Lϕ[0, 1). As a consequence, we obtain several convergence results on both the partial sums and
the Feje´r means of the Walsh–Fourier series. In particular, both the boundedness of the maximal
Feje´r operator and the convergence results are new even for the weighted Hardy as well as for the
(weighted) Orlicz Hardy spaces.
To be precise, this article is organized as follows.
In Section 2, we first recall some notation and notions on martingale theory, Musielak–Orlicz
functions and weights. Then we give some properties and examples of Musielak–Orlicz functions.
In Section 3, with the help of [47, Theorem 2.7], we first prove that the Doob maximal operator
M is bounded on Lϕ(Ω); see Theorem 3.2 below. Via this, we prove the weak type inequality
and the dual version of the Doob maximal inequality; see Theorems 3.3 and 3.5 below. Then,
using the extrapolation theorem (see Theorem 3.9 below, which is a variant of [16, Theorem 3.9]
on probability spaces), we obtain the weighted Fefferman–Stein inequality for the Doob maximal
operator; see Theorem 3.11 below. By establishing a vector-valued version (see Theorem 3.10
below) of the extrapolation theorem (see Theorem 3.9), we also obtain the Fefferman–Stein vector-
valued inequality on Lϕ(Ω) (see Theorem 3.12 below). The extrapolation theorems in Lϕ(Rd) were
proved by Cruz–Uribe and Ha¨sto¨ [15]. However, the extrapolation theorems in [15] need to use
the fact that the maximal operator is bounded on the dual spaces. It is hard to obtain an explicit
expression of the dual space of Lϕ(Ω) and hence the boundedness of the maximal operator on it
is difficult to obtain. However, the dual space of the weighted Lebesgue space Lp(Ω, wdP) is
already known (see, for example, [16, Theorem 3.9]), which enables us to obtain the extrapolation
theorem for the weighted Lebesgue space Lp(Ω, wdP) (see Theorem 3.10). Using both this and an
interpolation theorem of sublinear operator on Lϕ(Ω) (see Theorem 3.1 below), we prove Theorem
3.12. Remarkably, our method skillfully avoids the requirement that the Doob maximal operator is
bounded on the dual space of Lϕ(Ω). It should be mentioned that Theorem 3.12 is a probabilistic
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version of [15, Corollary 6.1] and Theorem 3.12 covers the unknown weighted Orlicz case; see
Remark 3.13. Via Theorem 3.12, we totally cover the Stein inequality [71, Theorem 3.8], which
is further generalized to the Musielak–Orlicz case; see Theorem 3.14 below.
The target of Section 4 is to establish the atomic characterizations of five Musielak–Orlicz
martingale Hardy spaces, HMϕ (Ω), Pϕ(Ω), H
s
ϕ(Ω), H
S
ϕ (Ω) and Qϕ(Ω); see Theorems 4.1, 4.4 and
4.6 below. The above five martingale Hardy spaces include weighted martingale Hardy spaces,
martingale Orlicz–Hardy spaces in [52], weighted martingale Orlicz–Hardy spaces, and variable
martingale Hardy spaces in [38, 40] as special cases (see also Remark 2.2 below for more details).
Unlike the classical case [80, Theorem 1.3.17], we introduce a new type of atoms which allow us
to eliminate the inaccuracy of the growth properties of ϕ, which is totally different from the articles
[76, 29, 36, 75, 52, 79]. This is a key idea to improve martingale inequalities [79, Theorem 1.9].
Moreover, our atomic characterizations of Musielak–Orlicz martingale Hardy spaces totally cover
the variable martingale Hardy spaces, the weighted martingale Hardy spaces and the weighted
martingale Orlicz–Hardy spaces; see Remark 4.8 below. In particular, the atomic characterizations
of HMϕ (Ω) and H
S
ϕ (Ω) are new even for martingale Hardy spaces. It should be point out that the
classical argument used in the proof of [77, Theorem 2.2] does not work for HMϕ (Ω) and H
S
ϕ (Ω).
To overcome this difficulty, we construct appropriate stopping times under the regularity condition
(see Lemma 4.7 below), which is another key idea of this article.
Section 5 is devoted to proving the Burkholder–Davis–Gundy inequality and to improving [79,
Theorem 1.9]; see Theorems 5.7, 5.12 and 5.16 below. To be precise, via atomic characterizations,
we first investigate some σ-sublinear operators defined on weighted martingale Hardy spaces; see
Theorems 5.2 and 5.3 below. Three important examples of such operators are S , s and M, respec-
tively, as in (2.1), (2.2) and (1.1). Then we establish the relationships among five Musielak–Orlicz
martingale Hardy spaces HMϕ (Ω), Pϕ(Ω), H
s
ϕ(Ω), H
S
ϕ (Ω) and Qϕ(Ω); see Theorem 5.7 below. It
is noteworthy that Theorem 5.7 totally improves Miyamoto et al. [52, Theorem 2.5 and Corol-
lary 2.6] (see Remark 5.8 below). Then we prove the Burkholder–Davis–Gundy inequality in
Lϕ(Ω) (Theorems 5.12 and 5.16). Remarkably, an important tool in the proof of the Burkholder–
Davis–Gundy inequality (see [7, Theorem 1] and [41, Theorem 3]) is the extensions of the good-λ
inequalities, which invented by Burkholder and Gundy [11] (see also [9, Lemma 7.1]). However,
good-λ inequalities do not work anymore in the present setting. The reason behind this is that
the space variant x and the growth variant t appeared in the considered Musielak–Orlicz function
ϕ(x, t) are inseparable. Using the dual version of the Doob maximal inequality and the Davis de-
composition of martingale Musielak–Orlicz Hardy spaces, we give the proof of Theorems 5.12
and 5.16. Our method is different from the classical proofs of [9, Theorem 15.1] and [7, Theo-
rem 1] (see also [50, Theorem 6.6.9]), because we did not use the good-λ inequality. Despite the
fact that our Burkholder–Davis–Gundy inequality covers several cases (see Example 2.16), the
assumptions are not stronger than that of Bonami and Le´pingle [7, Theorem 1]; see Remark 5.18
below. Using the Doob maximal inequality and the Burkholder–Gundy inequality, we then prove
that the martingale transform operator is bounded on Lϕ(Ω) (see Theorem 5.21 below).
We point out, under the condition that ϕ is of uniformly lower type p−ϕ ∈ (0, 1) and upper type
p+ϕ = 1 (see Definition 2.9 below for their definitions), Xie et al. [79, Theorems 1.4, 1.5 and
1.9] established the atomic characterizations of martingale Musielak–Orlicz Hardy spaces Hsϕ(Ω),
Pϕ(Ω) and Qϕ(Ω), and further explored the relationships among five martingale Musielak–Orlicz
Hardy spaces HMϕ (Ω), Pϕ(Ω), H
s
ϕ(Ω), H
S
ϕ (Ω) and Qϕ(Ω). In this article, via introducing a new
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kind of atoms (see Definition 2.3 below), we then remove the above restriction in [79] that ϕ is of
uniformly lower type p−ϕ ∈ (0, 1) and upper type p
+
ϕ = 1 (see Theorems 4.1 and 4.4 below). More-
over, differently from [79], we also establish the atomic characterizations of HSϕ (Ω) and H
M
ϕ (Ω)
(see Theorem 4.6 below). These improved (or new) atomic characterizations further induce the
corresponding improvement on the relationships among these martingale Musielak–Orlicz Hardy
spaces. Here, we also allow that the considered Musielak–Orlicz function is of the uniformly
lower type index p−ϕ ∈ (0,∞) and the uniformly upper type index p
+
ϕ ∈ (0,∞), which cause some
extra difficulties, because now these martingale Musielak–Orlicz Hardy spaces have wider gen-
erality than those in [79], which cover, for example, all weighted martingale Hardy spaces and
weighted martingale Orlicz–Hardy spaces, while those martingale Musielak–Orlicz Hardy spaces
in [79] cover only part of them. We point out that both the new atomic characterizations of these
martingale Musielak–Orlicz Hardy spaces and the technical lemma on appropriate stopping times
(Lemma 4.7) established in Section 4 play an essential role in overcoming these extra difficulties.
In Section 6, we introduce the Walsh system and the Feje´r means. We then prove that the
partial sum of the Walsh–Fourier series is uniformly bounded in Lϕ[0, 1) (see Theorem 6.1 below).
Moreover, we show that the Walsh–Fourier series is converges in the Lϕ[0, 1)-norm (see Corollary
6.2 below).
Finally, in Section 7, we prove that the maximal Feje´r operator is bounded from the Musielak–
Orlicz Hardy space Hϕ[0, 1) to L
ϕ[0, 1) (see Theorem 7.7 below). Theorem 7.7 is new even for the
weighted Hardy spaces as well as for (weighted) Orlicz Hardy spaces (see Theorems 7.9 and 7.10).
Moreover, we also obtain the consequences about the convergence of the Feje´r means (σn f )n∈N of
a martingale f (see Corollary 7.11 below).
Now, we fix some conventions on notation used in this article. Throughout the article, we
always let N := {1, 2, . . .}, Z+ := N ∪ {0} and C denote a positive constant, which may vary
from line to line. For any p ∈ (0,∞), we denote by p′ the conjugate exponent to p, namely,
1/p + 1/p′ = 1. We use the symbol f . g to denote that there exists a positive constant C such
that f ≤ Cg. The symbol f ∼ g is used as an abbreviation of f . g . f . We also use the following
convention: If f ≤ Cg and g = h or g ≤ h, we then write f . g ∼ h or f . g . h, rather than
f . g = h or f . g ≤ h. For any subset E of Ω, we use 1E to denote its characteristic function.
2 Preliminaries
This section includes some basic notions and lemmas used in later sections.
Denote by M the set of all martingales f := ( fn)n∈Z+ related to {Fn}n∈Z+ such that f0 = 0.
Let T be the set of all stopping times related to {Fn}n∈Z+ . For any f ∈ M and ν ∈ T , we write
f ν := { fν∧n}n∈Z+ to denote the stopped martingale and Bν := {x ∈ Ω : ν(x) < ∞}.
Now we recall the definition of the martingale Musielak–Orlicz Hardy spaces. For any f ∈ M,
denote its martingale difference by
dn f := fn − fn−1, ∀ n ∈ N.
Then the quadratic variations S n( f ) and S ( f ), and the conditional quadratic variations sn( f ) and
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s( f ) of a martingale f are defined, respectively, by setting, for any n ∈ N,
(2.1) S n( f ) :=
 n∑
i=1
|di f |
2

1
2
, S ( f ) :=
 ∞∑
i=1
|di f |
2

1
2
,
(2.2) sn( f ) :=
 n∑
i=1
Ei−1 |di f |
2

1
2
and s( f ) :=
 ∞∑
i=1
Ei−1 |di f |
2

1
2
.
Let Λ be the collection of all nondecreasing, nonnegative and adapted sequences (λn)n∈Z+ of func-
tions. Recall that a sequence (λn)n∈Z+ of functions is said to be adapted if, for any n ∈ Z+, λn is
Fn measurable. Let λ∞ := limn→∞ λn. For any f ∈ M, let
Λ[Pϕ]( f ) :=
{
(λn)n∈Z+ ∈ Λ : | fn| ≤ λn−1 for any n ∈ N, λ∞ ∈ L
ϕ(Ω)
}
and
Λ[Qϕ]( f ) :=
{
(λn)n∈Z+ ∈ Λ : S n( f ) ≤ λn−1 for any n ∈ N, λ∞ ∈ L
ϕ(Ω)
}
.
Definition 2.1. Let ϕ be a Musielak–Orlicz function. The martingale Musielak–Orlicz Hardy
spaces H∗ϕ(Ω), H
S
ϕ (Ω), H
s
ϕ(Ω), Pϕ(Ω) and Qϕ(Ω) are defined, respectively, as follows:
HMϕ (Ω) :=
{
f ∈ M : ‖ f ‖HMϕ (Ω) := ‖M( f )‖Lϕ(Ω) < ∞
}
,
HSϕ (Ω) :=
{
f ∈ M : ‖ f ‖HSϕ (Ω) := ‖S ( f )‖Lϕ(Ω) < ∞
}
,
Hsϕ(Ω) :=
{
f ∈ M : ‖ f ‖Hsϕ(Ω) := ‖s( f )‖Lϕ(Ω) < ∞
}
,
Pϕ(Ω) :=
{
f ∈ M : ‖ f ‖Pϕ(Ω) := inf
(λn)n∈Z+∈Λ[Pϕ(Ω)]
‖λ∞‖Lϕ(Ω) < ∞
}
and
Qϕ(Ω) :=
{
f ∈ M : ‖ f ‖Qϕ(Ω) := inf
(λn)n∈Z+∈Λ[Qϕ(Ω)]
‖λ∞‖Lϕ(Ω) < ∞
}
.
Remark 2.2. The above five martingale Musielak–Orlicz Hardy spaces are the generalization of
several known martingale Hardy spaces. For example, let p ∈ (0,∞), w be a weight, Φ an Orlicz
function on (0,∞) and p(·) : Ω → [1,∞] a measurable function. If ϕ(x, t) := w(x)tp, Φ(t), tp(x) or
w(x)Φ(t) for any x ∈ Ω and t ∈ (0,∞), then the corresponding martingale Musielak–Orlicz Hardy
space becomes, respectively, the weighted martingale Hardy space, the martingale Orlicz–Hardy
space (see [52, p. 671]), the variable martingale Hardy space (see [40, Chapter 2]) or the weighted
martingale Orlicz–Hardy space.
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Definition 2.3. Let ϕ be a Musielak–Orlicz function. A measurable function a is called a (ϕ,∞)s-
atom if there exists a stopping time ν related to {Fn}n∈Z+ (ν is called the stopping time associated
with a) such that
(i) an := Ena = 0 if ν ≥ n,
(ii) ‖s(a)‖L∞(Bν) ≤ ‖1Bν‖
−1
Lϕ(Ω)
.
Similarly, (ϕ,∞)S -atoms and (ϕ,∞)M-atoms are defined, respectively, via replacing (ii) in the
above definition by
‖S (a)‖L∞(Bν) ≤ ‖1Bν‖
−1
Lϕ(Ω)
and
‖M(a)‖L∞(Bν) ≤ ‖1Bν‖
−1
Lϕ(Ω).
Let r ∈ (0,∞). Denote by As(ϕ,∞) (resp., AS (ϕ,∞) or AM(ϕ,∞)) the set of all sequences
of triples {µk, ak, νk}k∈Z, where {µ
k}k∈Z are non-negative real numbers, {a
k}k∈Z are (ϕ,∞)s-atoms
(resp., (ϕ,∞)S -atoms or (ϕ,∞)M-atoms), and {ν
k}k∈Z ⊂ T satisfying (i) and (ii) of Definition 2.3,
and also ∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
< ∞.
Definition 2.4. Let ϕ be a Musielak–Orlicz function and r ∈ (0,∞). The atomic martingale
Musielak–Orlicz Hardy space H
ϕ,∞,s
at, r (Ω) (resp., H
ϕ,∞,S
at, r (Ω), H
ϕ,∞,M
at, r (Ω)) is defined to be the space
of all f ∈ M satisfying that there exists a sequence of triples, {µk, ak, νk}k∈Z ∈ As(ϕ,∞) (resp.,
AS (ϕ,∞) or AM(ϕ,∞)), such that, for any n ∈ Z+,∑
k∈Z
µkakn = fn.(2.3)
Moreover, let
‖ f ‖Hϕ,∞,sat, r (Ω)
(
resp., ‖ f ‖
H
ϕ,∞,S
at, r (Ω)
, ‖ f ‖
H
ϕ,∞,M
at, r (Ω)
)
:= inf

∥∥∥∥∥∥∥∥∥
∑
k∈Z
 µ
k1B
νk
‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
 < ∞,
where the infimum is taken over all decompositions of f as above.
The stochastic basis {Fn}n∈Z+ is said to be regular if there exists a positive constant R such that,
for any n ∈ N,
fn ≤ R fn−1(2.4)
holds true for any nonnegative martingale ( fn)n∈Z+ .
The weights we consider in this article are special weights, that is, the martingales generated
by a strictly positive ϕ ∈ L1(Ω). To be precise, let ϕ(·, t) := {ϕn(·, t)}n∈Z+ be the martingale
generated by ϕ(·, t) for any t ∈ [0,∞). For simplicity, we still use ϕ(·, t) to denote the martingale
ϕ(·, t) := {ϕn(·, t)}n∈Z+ .
The definition of Ap weights for martingales was introduced by Izumisawa and Kazamaki in
[33], which is now generalized to the Musielak–Orlicz case as follows.
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Definition 2.5. Let q ∈ [1,∞). A positive Musielak–Orlicz function ϕ : Ω × [0,∞) → [0,∞) is
said to satisfy the uniformly Aq(Ω) condition if there exists a positive constant K such that, when
q ∈ (1,∞),
sup
t∈(0,∞)
En(ϕ)(·, t)
[
En
(
ϕ
− 1
q−1
)
(·, t)
]q−1
≤ K P-almost everywhere, ∀ n ∈ Z+
and, when q = 1,
sup
t∈(0,∞)
En(ϕ)(·, t)
1
ϕ(·, t)
≤ K P-almost everywhere, ∀ n ∈ Z+.
ϕ is said to satisfy A∞(Ω) if ϕ ∈ Aq(Ω) for some q ∈ [1,∞).
It is easy to see that, for any p, q ∈ (1,∞) with p ≤ q, A1(Ω) ⊂ Ap(Ω) ⊂ Aq(Ω) ⊂ A∞(Ω).
Assuming that ϕ is a Musielak–Orlicz function, let
q(ϕ) := inf
{
q ∈ [1,∞) : ϕ ∈ Aq(Ω)
}
.
The following S condition appears naturally in the weighted martingale inequalities. For more
discussions, see Dole´ans–Dade and Meyer [17] and also Bonami and Le´pingle [7].
Definition 2.6. Let t ∈ [0,∞). The martingale ϕ(·, t) := {ϕn(·, t)}n∈Z+ is said to satisfy the uniformly
S condition, denoted by ϕ ∈ S, if there exists a positive constant K such that, for any t ∈ [0,∞),
n ∈ N and almost every ω ∈ Ω,
1
K
ϕn−1(ω, t) ≤ ϕn(ω, t) ≤ Kϕn−1(ω, t).(2.5)
The conditions S− and S+ denote two parts of S satisfying only the left or the right hand side of
the preceding inequalities, respectively.
The following lemma comes from Dole´ans–Dade and Meyer [17] (see also [50, Corollary
6.3.3]).
Lemma 2.7. Let p ∈ (1,∞) and w be a weight. If w ∈ Ap(Ω) ∩ S
−, then there exists a positive
constant ε such that w ∈ Ap−ε(Ω).
Bonami and Le´pingle [7, Section 3] gave an example to illustrate that there exists a weight
w ∈ Ap(Ω), while w <
⋃
ε∈(0,∞) Ap−ε(Ω).
Lemma 2.8. Let ϕ be a Musielak–Orlicz function and ϕ ∈ A∞(Ω). If the stochastic basis {Fn}n∈Z+
is regular, then ϕ ∈ S.
Proof. Since ϕ ∈ A∞(Ω), it follows that there exists an index p ∈ (1,∞) such that ϕ ∈ Ap(Ω). For
any x ∈ Ω and t ∈ (0,∞), let
ϕ̂(x, t) :=
[
ϕ(x, t)
]− 1
p−1 and ϕ̂n(x, t) := En
(
ϕ̂(·, t)
)
(x), n ∈ Z+.
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Then, by the Ho¨lder inequality of the conditional expectation and ϕ ∈ Ap(Ω), we find that there
exists a positive constant K such that, for any n ∈ Z+,
1 =
[
En
(
ϕ
1
pϕ
− 1
p
)]p
≤ ϕn
[
En
(
ϕ
− 1
p−1
)]p−1
= ϕnϕ̂
p−1
n ≤ K.
From this and the regularity, we deduce that, for any n ∈ N,
ϕn−1 ≤ K ϕ̂
1−p
n−1
≤ KRp−1ϕ̂
1−p
n ≤ KR
p−1ϕn,
where R is a positive constant as in (2.4). This implies that ϕ ∈ S−. Notice that the right hand side
of (2.5) follows from the regularity condition (2.4). Thus, we have ϕ ∈ S, which completes the
proof of Lemma 2.8. 
Definition 2.9. Let ϕ be a Musielak–Orlicz function. For any p ∈ (0,∞), ϕ is said to be of
uniformly lower (resp., upper) type p if there exists a positive constant C(p), depending on p, such
that, for any x ∈ Ω and t ∈ [0,∞), s ∈ (0, 1) (resp., s ∈ [1,∞)),
ϕ(x, st) ≤ C(p)s
pϕ(x, t).(2.6)
Remark 2.10. Obviously, if ϕ is both of uniformly lower type p1 and of uniformly upper type
p2, then p1 ≤ p2. Moreover, if ϕ is of uniformly lower (resp., upper) type p, then, it is also of
uniformly lower (resp., upper) type p˜ for any p˜ ∈ (0, p) (resp., p˜ ∈ (p,∞)).
Definition 2.11. Let ϕ be a Musielak–Orlicz function. For any given r ∈ (0,∞), let
ϕr(x, t) := ϕ(x, t
r), ∀ x ∈ Ω, ∀ t ∈ [0,∞).
The following lemma can be proved with standard arguments, the details being omitted.
Lemma 2.12. Let ϕ be a Musielak–Orlicz function. Then, for any measurable function f and
r ∈ (0,∞), it holds true that ∥∥∥| f |r∥∥∥
Lϕ[0,1)
= ‖ f ‖rLϕr [0,1) .
Lemma 2.13. Assumed that r ∈ (0,∞). If ϕ is a Musielak–Orlicz function of uniformly lower
(resp., upper) type p ∈ (0,∞), then ϕr is of uniformly lower (resp., upper) type pr.
Proof. The desired result follows from the fact that, for any x ∈ Ω, s ∈ (0, 1) and t ∈ (0,∞),
ϕr(x, st) = ϕ(x, s
rtr) ≤ C(p)s
prϕ(x, tr) = C(p)s
prϕr(x, t),
where C(p) is the positive constant as in (2.6). This finishes the proof of Lemma 2.13. 
Definition 2.14. Let ϕ be a Musielak–Orlicz function. Then the function
ϕ∗(x, t) = sup
u∈(0,∞)
[
ut − ϕ(x, u)
]
, ∀ x ∈ Ω, ∀ t ∈ (0,∞),(2.7)
is said to be complimentary to ϕ.
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Let us denote by ϕ∗r the complimentary function to ϕr.
The following lemma gives the relationship between the Musielak–Orlicz function and its com-
plimentary function.
Lemma 2.15. Suppose that ϕ is a Musielak–Orlicz function and ϕ∗ its complimentary function. If
ϕ is of uniformly lower (resp., upper) type p with p ∈ (1,∞), then ϕ∗ is of uniformly upper (resp.,
lower) type p′.
Proof. Suppose that ϕ is of uniformly lower type p, namely, there exists a positive constant C(p)
such that
ϕ(x, st) ≤ C(p)s
pϕ(x, t), ∀ x ∈ Ω, ∀ s ∈ (0, 1], ∀ t ∈ (0,∞)
or, equivalently,
ϕ(x, t) ≤ C(p)s
pϕ(x, t/s), ∀ x ∈ Ω, ∀ s ∈ (0, 1], ∀ t ∈ (0,∞).
We may suppose that C(p) ∈ [1,∞). Let ϕ˜(x, t) := C(p)s
pϕ(x, t/s) for any x ∈ Ω, t ∈ (0,∞)
and s ∈ (0, 1] and (ϕ˜)∗ be its complementary function. By (2.7), we know that, for any x ∈ Ω,
t ∈ (0,∞) and s ∈ (0, 1],
(ϕ˜)∗(x, t) = sup
u∈(0,∞)
[
ut − ϕ˜(x, u)
]
= sup
u∈(0,∞)
[
ut −C(p)s
pϕ(x, u/s)
]
= sup
u∈(0,∞)
[
stu −C(p)s
pϕ(x, u)
]
= Csp sup
u∈(0,∞)
[
C−1(p)s
1−ptu − ϕ(x, u)
]
= C(p)s
pϕ∗(x,C−1s1−pt).
Since ϕ(x) ≤ ϕ˜(x), from (2.7), it follows that (ϕ˜)∗(x, t) ≤ ϕ∗(x, t). Thus, we obtain, for any x ∈ Ω,
t ∈ (0,∞) and s ∈ (0, 1],
C(p)s
pϕ∗(x,C−1(p)s
1−pt) ≤ ϕ∗(x, t).
This further implies that, for any x ∈ Ω and t ∈ (0,∞),
(2.8) ϕ∗(x, vt) ≤ C
1/(p−1)
(p)
vp/(p−1)ϕ∗(x, t) = C
1/(p−1)
(p)
vp
′
ϕ∗(x, t), ∀ v ∈ [1/C(p),∞).
Since C(p) ∈ [1,∞), this shows that ϕ
∗ is of uniformly upper type p′.
The desired result can be proved similarly when ϕ is of uniformly upper type p. Indeed, simi-
larly to (2.8), we conclude that, for any x ∈ Ω and t ∈ (0,∞),
ϕ∗(x, vt) ≤ C
1/(p−1)
(p)
vp
′
ϕ∗(x, t), ∀ v ∈ (0, 1/C(p)].
Since ϕ∗ is increasing, we have, for any v ∈ ( 1
C(p)
, 1] and t ∈ (0,∞),
ϕ∗(x, vt) ≤ ϕ∗(x, t) ≤ C
p′
(p)
vp
′
ϕ∗(x, t)
and hence ϕ∗ is of uniformly lower type p′. This finishes the proof of Lemma 2.15. 
Now we give some examples of Musielak–Orlicz functions with various properties.
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Example 2.16. All the following functions ϕ are Musielak–Orlicz functions, where w is a special
weight on Ω.
(i) For any given p ∈ (1,∞) and any x ∈ Ω and t ∈ (0,∞), let ϕ(x, t) := w(x)tp/p [or ϕ(x, t) :=
w(x)tp]. Then ϕ∗(x, t) = [w(x)]
− 1
p−1 tp
′
/p′ [or ϕ∗(x, t) = [w(x)]
− 1
p−1 tp
′
/p′p
− 1
p−1 ] for any x ∈ Ω
and t ∈ (0,∞), where p′ is the conjugate index of p and hence ϕ∗ is of uniformly lower type
p− for any p− ∈ (0, p′] and of uniformly upper type p+ for any p+ ∈ [p′,∞).
(ii) Let α ∈ (2,∞) and ϕ(x, t) := w(x)tα(1 + | log t|) for any x ∈ Ω and t ∈ (0,∞). It is not
difficult to show that ϕ is of uniformly lower type α − ε and of uniformly upper type α + ε,
where ε is an arbitrary positive constant. By Remark 2.10 and Lemma 2.15, we know that
ϕ∗ is of uniformly lower type p− for any p− ∈ (0, α′) and of uniformly upper type p+ for
any p+ ∈ (α′,∞).
(iii) Let ϕ(x, t) := w(x)(et − t − 1) for any x ∈ Ω and t ∈ (0,∞). Then we know that ϕ is of
uniformly lower type p− for any p− ∈ (0, 2]. However, ϕ does not have any uniformly upper
type property.
(iv) Let α ∈ (1,∞) and ϕ(x, t) := w(x)tα(1 + log(1 + t)) for any x ∈ Ω and t ∈ (0,∞). Then ϕ is
of uniformly lower type α and of uniformly upper type α + ε for any ε ∈ (0,∞). Thus, ϕ∗
is of uniformly lower type p− for any p− ∈ (0, α′) and of uniformly upper type p+ for any
p+ ∈ [α′,∞).
(v) Let α ∈ [2,∞) and ϕ(x, t) := w(x)tα/ log(e + t) for any x ∈ Ω and t ∈ (0,∞). Then ϕ is
of uniformly lower type α − ε for any ε ∈ (0,∞) and of uniformly upper type α. Thus, ϕ∗
is of uniformly lower type p− for any p− ∈ (0, α′] and of uniformly upper type p+ for any
p+ ∈ (α′,∞).
(vi) Let α ∈ (1,∞), β ∈ (0,∞), γ ∈ [0, 2α(1 + log 2)] and
ϕ(x, t) :=
tα(
log(e + x)
)β
+
(
log(e + t)
)γ
for any x ∈ Ω = [0, 1) and t ∈ (0,∞). Then ϕ ∈ A1(Ω), which is of uniformly lower type
α − ε for any ε ∈ (0,∞) and of uniformly upper type α. Thus, ϕ∗ is of uniformly lower type
p− for any p− ∈ (0, α′] and of uniformly upper type p+ for any p+ ∈ (α′,∞) (see Yang et al.
[80, p. 11]).
(vii) Let 1 < p ≤ q < ∞ and ϕ(x, t) := tp + w(x)tq for any x ∈ Ω and t ∈ (0,∞). Then ϕ
is of uniformly lower type p− for any p− ∈ (0, p] and of uniformly upper type p+ for any
p+ ∈ [q,∞). Thus, ϕ∗ is of uniformly lower type p− for any p− ∈ (0, q′] and of uniformly
upper type p+ for any p+ ∈ [p′,∞). If w ∈ A∞(Ω), we claim that ϕ ∈ A∞(Ω). Indeed, since
w ∈ A∞(Ω), it follows that there exists q0 ∈ [1,∞) such that w ∈ Aq0(Ω). If q0 = 1, it is
clear that ϕ ∈ A1(Ω). Now we assume that q0 ∈ (1,∞). Notice that, for any n ∈ N,
tp + wnt
q
tp + wtq
≤ 1{x∈Ω: wn(x)<w(x)} +
1 + wnt
q−p
1 + wtq−p
1{x∈Ω: wn(x)≥w(x)} ≤ 1 +
wn
w
.
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From this and w ∈ Aq0(Ω), we deduce that
sup
t∈(0,∞)
En(ϕ)(·, t)
[
En
(
ϕ
− 1
q0−1
)
(·, t)
]q0−1
= sup
t∈(0,∞)
En

(
tp + wnt
q
tp + wtq
) 1
q0−1


q0−1
. 1 +
[
En
((
wn
w
) 1
q0−1
)]q0−1
∼ 1 + Enw
[
En
(
w
− 1
q0−1
)]q0−1
. 1,
namely, ϕ ∈ Aq0(Ω), which completes the proof of the above claim.
Example 2.17. Let ϕ(x, t) := tp(x) for any x ∈ Ω and t ∈ (0,∞),
1 < p1 := ess inf
x∈Ω
p(x) ≤ p2 := ess sup
x∈Ω
p(x) < ∞.
Then ϕ∗(x, t) = tq(x) for any x ∈ Ω and t ∈ (0,∞), where 1
p(x)
+ 1
q(x)
= 1. Thus, ϕ is of uniformly
lower type p− for any p− ∈ (0, p1] and of uniformly upper type p
+ for any p+ ∈ [p2,∞). However,
ϕ < A∞(Ω) (see, for example, [81, Remark 2.23]).
The following key lemma was originated from [53, Theorem 13.18] and improved by [15,
Lemma 2.7 and Remark 2.9].
Lemma 2.18. Let ϕ be Musielak–Orlicz function and ϕ∗ its complimentary function. If ϕ is of
uniformly lower type 1, then there exists a positive constant C such that, for any f ∈ Lϕ(Ω),
1
C
‖ f ‖Lϕ(Ω) ≤ sup
g∈Lϕ
∗
(Ω), ‖g‖
Lϕ
∗
(Ω)
≤1
∫
Ω
f g dP ≤ 2‖ f ‖Lϕ(Ω).(2.9)
Notice that, if the Musielak–Orlicz function ϕ is of uniformly lower type p−ϕ with p
−
ϕ ∈ (1,∞),
then (2.9) holds true.
Actually, Lemma 2.18 was proved in [15] for Musielak–Orlicz functions ϕ satisfying that there
exists a positive constant C such that, for any 0 < s < t and x ∈ Ω,
ϕ(x, s)
s
≤ C
ϕ(x, t)
t
.(2.10)
We should point out that (2.10) holds true if and only if ϕ is of uniformly lower type 1. Indeed, if
ϕ is of uniformly lower type 1, then, for any 0 < s < t and x ∈ Ω,
ϕ(x, s) = ϕ
(
x,
s
t
t
)
≤ C
s
t
ϕ(x, t).
Conversely, if (2.10) holds true with some positive constant C, then, for any s ∈ (0, 1), t ∈ (0,∞)
and x ∈ Ω,
ϕ(x, st)
st
≤ C
ϕ(x, t)
t
⇐⇒ ϕ(x, st) ≤ Csϕ(x, t).
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3 The Doob maximal operator
In this section, we explore the boundedness of the Doob maximal operator.
To prove the Doob maximal inequality for Musielak–Orlicz spaces, we need the following
interpolation theorem about the sublinear operator on Lϕ(Ω), which was proved in [47, Theorem
2.7] (see also [80, Theorem 2.1.1]).
Theorem 3.1. Let p1, p2 ∈ (0,∞), p1 < p2 and ϕ be a Musielak–Orlicz function with uniformly
lower type p−ϕ and upper type p
+
ϕ . If 0 < p1 < p
−
ϕ ≤ p
+
ϕ < p2 < ∞ and T is a sublinear
operator defined on Lp1 (Ω, ϕ(·, 1) dP) + Lp2(Ω, ϕ(·, 1) dP) satisfying that, for any i ∈ {1, 2} and
any α ∈ (0,∞), t ∈ (0,∞),
ϕ ({x ∈ Ω : |T ( f )(x)| > α}, t) ≤ Ciα
−pi
∫
Ω
| f (x)|piϕ(x, t) dP,(3.1)
where Ci is a positive constant independent of f , t and α. Then T is bounded on L
ϕ(Ω) and,
moreover, there exists a positive constant C such that, for any f ∈ Lϕ(Ω),∫
Ω
ϕ(x, |T ( f )(x)|) dP ≤ C
∫
Ω
ϕ(x, | f (x)|) dP.
Theorem 3.2. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
upper type p+ϕ . If
q(ϕ) < p−ϕ ≤ p
+
ϕ < ∞,(3.2)
then the Doob maximal operator M is bounded on Lϕ(Ω) and, moreover, there exists a positive
constant C such that, for any f ∈ Lϕ(Ω),∫
Ω
ϕ(x,M( f )(x)) dP(x) ≤ C
∫
Ω
ϕ(x, | f (x)|) dP(x).
Proof. From the definition of q(ϕ), it follows that, for any p1, p2 ∈ (q(ϕ),∞), ϕ ∈ Ap1(Ω) and
ϕ ∈ Ap2(Ω). Combining this and the weighted Doob maximal inequality (see [50, Theorem 6.6.3]),
we find that, for any f ∈ Lp1 (Ω, ϕ(·, 1) dP) + Lp2(Ω, ϕ(·, 1) dP), α ∈ (0,∞) and t ∈ (0,∞),
ϕ ({x ∈ Ω : M( f )(x) > α}, t) ≤ α−p1
∫
Ω
[
M( f )(x)
]p1 ϕ (x, t) dP . α−p1 ∫
Ω
| f (x)|p1ϕ(x, t) dP
and
ϕ ({x ∈ Ω : M( f )(x) > α}, t) ≤ α−p2
∫
Ω
[
M( f )(x)
]p2 ϕ (x, t) dP . α−p2 ∫
Ω
| f (x)|p2ϕ(x, t) dP.
From this, Theorem 3.1 and the fact that M is a sublinear operator, we deduce that M is bounded
on Lϕ(Ω), which completes the proof of Theorem 3.2. 
As a consequence, we apply Theorem 3.2 to obtain the following weak type inequality of the
Doob maximal operator on Lϕ(Ω).
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Theorem 3.3. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
upper type p+ϕ satisfying (3.2). Then there exists a positive constant C such that, for any f ∈ L
ϕ(Ω),
sup
ρ∈(0,∞)
[
ρ
∥∥∥1{x∈Ω: M( f )(x)>ρ}∥∥∥Lϕ(Ω)] ≤ C‖ f ‖Lϕ(Ω).
Proof. For any f ∈ Lϕ(Ω) and ρ ∈ (0,∞), by Theorem 3.2, we know that there exists a constant
C ∈ (1,∞) such that∫
Ω
ϕ
(
x,
1{x∈Ω: M( f )(x)>ρ}(x)
‖ f ‖Lϕ(Ω)/ρ
)
dP(x) =
∫
{x∈Ω: M( f )(x)>ρ}
ϕ
(
x,
ρ
‖ f ‖Lϕ(Ω)
)
dP(x)
≤
∫
Ω
ϕ
(
x,
M( f )(x)
‖ f ‖Lϕ(Ω)
)
dP(x) ≤ C
∫
Ω
ϕ
(
x,
f (x)
‖ f ‖Lϕ(Ω)
)
dP(x) = C.
Combining this and the uniformly lower type p−ϕ property of ϕ, we find that, for any ρ ∈ (0,∞),∫
Ω
ϕ
(
x,
[
CC(p−ϕ )
] −1
p−ϕ
1{x∈Ω: M( f )(x)>ρ}(x)
‖ f ‖Lϕ(Ω)/ρ
)
dP(x) ≤
1
C
∫
Ω
ϕ
(
x,
1{x∈Ω: M( f )(x)>ρ}(x)
‖ f ‖Lϕ(Ω)/ρ
)
dP(x) ≤ 1.
Therefore, for any ρ ∈ (0,∞), we have
∥∥∥1{x∈Ω: M( f )(x)>ρ}∥∥∥Lϕ(Ω) ≤ 1ρ
[
CC(p−ϕ )
] 1
p−ϕ ‖ f ‖Lϕ(Ω).
Thus, we obtain
sup
ρ∈(0,∞)
[
ρ
∥∥∥1{x∈Ω: M( f )(x)>ρ}∥∥∥Lϕ(Ω)] ≤ [CC(p−ϕ )] 1p−ϕ ‖ f ‖Lϕ(Ω).
This finishes the proof of Theorem 3.3. 
Using Theorem 3.2, we also obtain the following corollary.
Corollary 3.4. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ and uniformly
upper type p+ϕ . If ϕ
∗ ∈ A∞(Ω) satisfies
(3.3) q(ϕ∗) < (p+ϕ )
′ ≤ (p−ϕ )
′ < ∞,
then the Doob maximal operator M is bounded on Lϕ
∗
(Ω).
Proof. Lemma 2.15 and (3.3) imply that (3.2) holds true for the function ϕ∗. Combining this and
Theorem 3.2, we know that M is bounded on Lϕ
∗
(Ω). This finishes the proof of Corollary 3.4. 
Now we turn to the dual version of Theorem 3.2. A detailed treatment of the following in-
equality for Lp(Ω) was given by Dilworth in [18]. Moreover, Burkholder et al. [10, Theorem 3.2]
proved it in Orlicz spaces. Our result provides a general case of the dual version of the Doob
maximal inequality.
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Theorem 3.5. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ for some p
−
ϕ ∈
[1,∞). If the Doob maximal operator M is bounded on Lϕ
∗
(Ω), then there exists a positive constant
C such that, for any sequence (gk)k∈N of non-negative F measurable functions,∥∥∥∥∥∥∥
∑
k∈N
Ek(gk)
∥∥∥∥∥∥∥
Lϕ(Ω)
≤ C
∥∥∥∥∥∥∥
∑
k∈N
gk
∥∥∥∥∥∥∥
Lϕ(Ω)
.
Proof. For any non-negative measurable function f ∈ Lϕ
∗
(Ω) with ‖ f ‖Lϕ∗ (Ω) ≤ 1, by Remark 2.10,
Lemma 2.18, the monotone convergence theorem and the assumed boundedness of M on Lϕ
∗
(Ω),
we obtain ∫
Ω
∑
k∈N
Ek(gk) f dP =
∑
k∈N
∫
Ω
Ek(gk) f dP =
∑
k∈N
∫
Ω
gkEk( f ) dP
≤
∑
k∈N
∫
Ω
gk sup
k∈N
Ek( f ) dP ≤ 2
∥∥∥∥∥∥∥
∑
k∈N
gk
∥∥∥∥∥∥∥
Lϕ(Ω)
‖M( f )‖Lϕ∗ (Ω)
.
∥∥∥∥∥∥∥
∑
k∈N
gk
∥∥∥∥∥∥∥
Lϕ(Ω)
‖ f ‖Lϕ∗ (Ω) .
∥∥∥∥∥∥∥
∑
k∈N
gk
∥∥∥∥∥∥∥
Lϕ(Ω)
.
From this, Lemma 2.18 and the fact that
∑
k∈N Ek(gk) is non-negative, the conclusion follows
immediately. This finishes the proof of Theorem 3.5. 
As an immediate consequence of Corollary 3.4 and Theorem 3.5, we have the following corol-
lary.
Corollary 3.6. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ and uniformly
upper type p+ϕ . If ϕ
∗ ∈ A∞(Ω) satisfies (3.3), then there exists a positive constant C such that, for
any sequence (gk)k∈N of non-negative F measurable functions,∥∥∥∥∥∥∥
∑
k∈N
Ek(gk)
∥∥∥∥∥∥∥
Lϕ(Ω)
≤ C
∥∥∥∥∥∥∥
∑
k∈N
gk
∥∥∥∥∥∥∥
Lϕ(Ω)
.
Remark 3.7. In Theorem 3.5 and Corollary 3.6, the sequence (gk)k∈N is not assumed to be adapted.
Corollary 3.8. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ for some p
−
ϕ ∈
[2,∞). If the Doob maximal operator M is bounded on L
ϕ∗
1/2(Ω), then there exists a positive
constant C such that, for any f ∈ M,
‖ f ‖Hsϕ(Ω) ≤ C‖ f ‖HSϕ (Ω).
Proof. For any f ∈ M and k ∈ Z+, let gk := |dk+1 f |
2. Combining this, Lemmas 2.12 and 2.13, and
Theorem 3.5, we find that
‖ f ‖Hsϕ(Ω) = ‖s( f )‖Lϕ(Ω) =
∥∥∥∥∥∥∥∥
∑
k∈Z+
Ek
(
|dk+1 f |
2
)
1/2
∥∥∥∥∥∥∥∥
Lϕ(Ω)
=
∥∥∥∥∥∥∥∥
∑
k∈Z+
Ek
(
|dk+1 f |
2
)∥∥∥∥∥∥∥∥
1/2
L
ϕ1/2 (Ω)
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.
∥∥∥∥∥∥∥∥
∑
k∈Z+
|dk+1 f |
2
∥∥∥∥∥∥∥∥
1/2
L
ϕ1/2 (Ω)
∼ ‖S ( f )‖Lϕ(Ω) ∼ ‖ f ‖HSϕ (Ω),
which completes the proof of Corollary 3.8. 
Let p ∈ [1,∞) and w ∈ Ap(Ω). Denote byS the set of pairs ( f , g) of nonnegative and measurable
functions. If we write∫
Ω
[
f (x)
]p
w(x) dP(x) ≤ C
∫
Ω
[
g(x)
]p
w(x) dP(x), ∀ ( f , g) ∈ S,
we mean that the above inequality holds true for any pair ( f , g) ∈ S and the positive constant C
depends only on p and the Ap(Ω) constant of w as in Definition 2.5.
The following extrapolation theorem, Theorem 3.9, plays a crucial role in the proof of the
vector-valued extrapolation theorem, Theorem 3.10 below. The proof of Theorem 3.9 is similar to
that of [16, Theorem 3.9], the details being omitted.
Theorem 3.9. Suppose that, for some p0 ∈ [1,∞) and w0 ∈ Ap0 (Ω), there exists a positive constant
C such that ∫
Ω
[
f (x)
]p0 w0(x) dP(x) ≤ C ∫
Ω
[
g(x)
]p0 w0(x) dP(x), ∀ ( f , g) ∈ S.(3.4)
Then, for any given p ∈ (1,∞) and w ∈ Ap(Ω), there exists a positive constant C such that∫
Ω
[
f (x)
]p
w(x) dP(x) ≤ C
∫
Ω
[
g(x)
]p
w(x) dP(x), ∀ ( f , g) ∈ S.
Theorem 3.10. Assume that w0 ∈ Ap0(Ω) for some p0 ∈ [1,∞), and the set S satisfies (3.4) with
some positive constant C. Then, for any given p, r ∈ (1,∞) and w ∈ Ap(Ω), there exists a positive
constant C such that, for any pair sequence {( f j, g j)} j∈N ⊂ S,∥∥∥∥∥∥∥∥∥
∑
j∈N
f rj

1
r
∥∥∥∥∥∥∥∥∥
Lp(Ω,wdP)
≤ C
∥∥∥∥∥∥∥∥∥
∑
j∈N
grj

1
r
∥∥∥∥∥∥∥∥∥
Lp(Ω,w dP)
.(3.5)
Proof. For any given r ∈ (1,∞), let
Sr :=
(F,G) : F :=
∑
j∈N
f rj

1
r
, G :=
∑
j∈N
grj

1
r
, {( f j, g j)} j∈N ⊂ S
 .
Now, we claim that (3.4) holds true with p0 = r for the set Sr. Indeed, for any (F,G) ∈ Sr, there
exists a sequence {( f j, g j)} j∈N ⊂ S such that
F =
∑
j∈N
f rj

1
r
and G =
∑
j∈N
grj

1
r
.
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For any given w ∈ Ar(Ω), from Theorem 3.9 with p = r, it follows that∫
Ω
[F(x)]r w(x) dP(x) =
∑
j∈N
∫
Ω
[
f j(x)
]r
w(x) dP(x)
.
∑
j∈N
∫
Ω
[
g j(x)
]r
w(x) dP(x) ∼
∫
Ω
[G(x)]r w(x) dP(x),
which proves the above claim. Using this claim and Theorem 3.9 for the set Sr, we know that, for
any given p ∈ (1,∞) and w ∈ Ap(Ω),∫
Ω
[F(x)]p w(x) dP(x) .
∫
Ω
[G(x)]p w(x) dP(x), ∀ (F,G) ∈ Sr,
which implies that (3.5) holds true with some positive constant C. This finishes the proof of
Theorem 3.10. 
Using Theorem 3.10, we obtain the following weighted Fefferman–Stein vector-valued inequal-
ity for the Doob maximal operator.
Theorem 3.11. Let p ∈ (1,∞) and w ∈ Ap(Ω). Then, for any given r ∈ (1,∞), there exists a
positive constant C such that, for any sequence { f j} j∈N of measurable functions,∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
Lp(Ω,wdP)
≤ C
∥∥∥∥∥∥∥∥∥
∑
j∈N
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
Lp(Ω,wdP)
.
Proof. Let p ∈ (1,∞). Denote the family of extrapolation pairs by
S :=
{
(M( f ), | f |) : f ∈ Lp(Ω, wdP)
}
.
Then, by the weighted Doob maximal inequality (see, for example, [50, Theorem 6.6.3]), we find
that, for any given p ∈ (1,∞), w ∈ Ap(Ω) and for the set S, (3.4) holds true with some positive
constant C. Applying Theorem 3.10, we immediately obtain the Fefferman–Stein vector-valued
inequalities for the Doob maximal operator M on Lp(Ω, wdP). This finishes the proof of Theorem
3.11. 
Now, we are in a position to prove the following Fefferman–Stein vector-valued Doob maximal
inequality on Musielak–Orlicz spaces.
Theorem 3.12. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying (3.2). Then, for any given r ∈ (1,∞), there exists a positive
constant C such that, for any sequence { f j} j∈N of measurable functions,∥∥∥∥∥∥∥∥∥

∑
j∈N
[
M( f j)
]r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
≤ C
∥∥∥∥∥∥∥∥∥
∑
j∈N
∣∣∣ f j∣∣∣r

1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
.(3.6)
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Proof. Let r ∈ (1,∞). For any j ∈ N and x ∈ Ω, if
∑
j∈N | f j(x)|
r
, 0, let
f˜ j(x) :=
f j(x)
[
∑
j∈N | f j(x)|
r]
1
r
and, if
∑
j∈N | f j(x)|
r = 0, f˜ j(x) := 0. Then, for any given r ∈ (1,∞) and any x ∈ Ω, we obtain
(3.7)
∑
j∈N
∣∣∣∣ f˜ j(x)∣∣∣∣r =

1 if
∑
j∈N
| f j(x)|
r
, 0,
0 if
∑
j∈N
| f j(x)|
r = 0.
Since q(ϕ) < p−ϕ ≤ p
+
ϕ , we can choose p1 ∈ (q(ϕ), p
−
ϕ ) and p2 ∈ [p
+
ϕ ,∞). For any given r ∈ (1,∞),
consider the operator
T (h) :=

∑
j∈N
[
M
(
h f˜ j
)]r
1
r
,
where h ∈ Lp1 (Ω, ϕ(·, 1) dP) + Lp2(Ω, ϕ(·, 1) dP). Then, from the sublinearity of M and the
Minkowski inequality, we deduce that T is a sublinear operator. By (3.7) and Theorem 3.11, we
find that, for any i ∈ {1, 2}, α ∈ (0,∞), t ∈ (0,∞) and h ∈ Lp1 (Ω, ϕ(·, 1) dP) + Lp2 (Ω, ϕ(·, 1) dP),
ϕ ({x ∈ Ω : |T (h)(x)| > α}, t) = ϕ

x ∈ Ω :

∑
j∈N
[
M
(
h f˜ j
)
(x)
]r
1
r
> α
 , t
(3.8)
. α−pi
∫
Ω
|h(x)|pi
∑
j∈N
∣∣∣∣ f˜ j(x)∣∣∣∣r

pi
r
ϕ (x, t) dP(x)
. α−pi
∫
Ω
|h(x)|piϕ (x, t) dP(x).
Thus, T satisfies (3.1).
For any given r ∈ (1,∞) and any sequence { f j} j∈N of measurable functions, let
hr :=
∑
j∈N
| f j|
r

1
r
.
Then, for any j ∈ N, hr f˜ j = f j. Combining this, (3.8) and Theorem 3.1, we conclude that, for any
given r ∈ (1,∞), ∫
Ω
ϕ(x, T (hr)(x)) dP(x) .
∫
Ω
ϕ(x, hr(x)) dP(x),
which implies that (3.6) holds true with some positive constant C. This finishes the proof of
Theorem 3.12. 
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Remark 3.13. Theorem 3.12 is a probabilistic version of [15, Corollary 6.1]. It should be noticed
that [15, Corollary 6.1] does not capture weighted cases. This is because the assumptions of [15,
Corollary 6.1] requires the weight to be essentially constant; see [15, p. 4331] for more details.
However, Theorem 3.12 can cover this important case. To be precise, in Theorem 3.12, if we
choose ϕ(x, t) := w(x)Φ(t) or ϕ(x, t) := tp + w(x)tq for any x ∈ Ω and t ∈ (0,∞), where 1 < p ≤
q < ∞, w is a special weight and Φ is an Orlicz function, then, by Example 2.16, we know that
Theorem 3.12 cover the weighted Orlicz case and the case of the double phase functional, which
are also new.
Theorem 3.12 also implies that the following Musielak–Orlicz version of the Stein inequality
(see [71, p. 103, Theorem 8]) holds true.
Theorem 3.14. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying (3.2). Then, for any given r ∈ (1,∞), there exists a positive
constant C such that, for any sequence (gk)k∈N of non-negative F measurable functions,∥∥∥∥∥∥∥∥

∑
k∈N
[
Ek(gk)
]r
1
r
∥∥∥∥∥∥∥∥
Lϕ(Ω)
≤ C
∥∥∥∥∥∥∥∥∥
∑
k∈N
(gk)
r

1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
.
Proof. Notice that, for any k ∈ N, Ek(gk) ≤ M(gk). Then the desired conclusion follows immedi-
ately from Theorem 3.12. This finishes the proof of Theorem 3.14. 
Remark 3.15. For any given p ∈ (1,∞), when ϕ(x, t) := tp for any x ∈ Ω and t ∈ (0,∞),
Theorem 3.14 with r = 2 was studied by Stein [71, p. 103, Theorem 8], and then Theorem 3.14
with r ∈ (1,∞) was investigated by Dilworth [18, Theorem 3.2 and Corollary 2.4]. If, in Theorem
3.14, we choose ϕ(x, t) := t for any x ∈ Ω and t ∈ (0,∞), then Theorem 3.14 with r ∈ (1,∞) breaks
down (see [18, Remark 2.7]). Thus, since ϕ in Theorem 3.14 is of wide generality, Theorem 3.14
generalize the Stein inequality to more general case. Especially, let p ∈ (1,∞) and w be a weight,
if ϕ(x, t) := w(x)tp for any x ∈ Ω and t ∈ (0,∞), then Theorem 3.14 becomes the weighted Stein
inequality, which is also new.
4 Atomic characterizations
In this section, we establish the atomic characterization of martingale Musielak–Orlicz Hardy
spaces Hsϕ(Ω), Pϕ(Ω), Qϕ(Ω), H
M
ϕ (Ω) and H
S
ϕ (Ω).
Theorem 4.1. Let ϕ be a Musielak–Orlicz function. Then, for any given r ∈ (0, 1],
Hsϕ(Ω) = H
ϕ,∞,s
at, r (Ω) with equivalent quasi-norms.
Proof. We prove this theorem by two steps.
Step 1) Prove Hsϕ(Ω) ⊂ H
ϕ,∞,s
at, r (Ω). To prove this, let f ∈ H
s
ϕ(Ω). For any k ∈ Z, the stopping
time νk is defined by setting
νk := inf
{
n ∈ Z+ : sn+1 ( f ) > 2
k
}
(inf ∅ = ∞) .
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Obviously, the sequence (νk)k∈Z of stopping times is non-decreasing. Similarly to the proof of [77,
Theorem 2.2], we have, for the stopped martingale f ν
k
:= ( f ν
k
n )n∈Z+ := ( fn∧νk )n∈Z+ ,∑
k∈Z
(
f ν
k+1
n − f
νk
n
)
= fn almost everywhere.
For any k ∈ Z, let
µk := 2k+1
∥∥∥1{νk<∞}∥∥∥Lϕ(Ω) .
Moreover, for any k ∈ Z and n ∈ Z+, if µ
k
, 0, let
akn :=
f ν
k+1
n − f
νk
n
µk
;
otherwise, let akn := 0. We first show that, for any fixed k ∈ Z, a
k := (akn)n∈Z+ is a (ϕ,∞)s-atom. By
the definition of ak, it is easy to know that ak is a martingale. Then, for any n ∈ Z+, when ν
k ≥ n,
by the definition of f ν
k
, we have
akn =
f ν
k+1
n − f
νk
n
µk
=
fn − fn
µk
= 0.(4.1)
Thus, ak satisfies Definition 2.3(i). From (4.1), we further deduce that
1{νk=∞}
[
s(ak)
]2
≤
∞∑
n=1
1{νk≥n}En−1
(∣∣∣dnak∣∣∣2) = ∞∑
n=1
En−1
(∣∣∣1{νk≥n}dnak∣∣∣2) = 0.
Thus, we have {
x ∈ Ω : s(ak)(x) , 0
}
⊂ Bvk .
Moreover, by the definition of νk, we obtain
[
s(ak)
]2
=
∞∑
n=1
En−1
(∣∣∣dnak∣∣∣2) ≤
[
sνk+1( f )
µk
]2
≤
(
2k+1
µk
)2
,
which implies that (akn)n∈Z+ is an L
2-bounded martingale and hence (akn)n∈Z+ converges in L
2(Ω).
Denoting the limit still by ak, then, for any n ∈ Z+, En(a
k) = akn. For any n ∈ Z+ and n ≤ ν
k, we
know that akn = 0 and ‖s(a
k)‖L∞(Ω) ≤
2k+1
µk
. Therefore,
∥∥∥s(ak)∥∥∥
L∞(B
νk
)
≤
2k+1
µk
=
∥∥∥1B
νk
∥∥∥−1
Lϕ(Ω)
.
Thus, ak satisfies Definition 2.3(ii) and we further conclude that ak is a (ϕ,∞)s-atom.
We now show that {µk, ak, νk}k∈Z ∈ As(ϕ,∞). To this end, we first notice that
∑
k∈Z
 µk1Bνk‖1B
νk
‖Lϕ(Ω)

r
=
∑
k∈Z
(
2k+11B
νk
)r
.(4.2)
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For any k ∈ Z, by the definition of νk, we find that Bνk = {x ∈ Ω : s( f )(x) > 2
k} and Bνk ⊃ Bνk+1.
Let Gk := Bνk\Bνk+1, then Gk := {x ∈ Ω : 2
k < s( f )(x) ≤ 2k+1}. Now we claim that, for any given
r ∈ (0,∞),
∑
k∈Z
(
2k+11B
νk
)r
=
2r
2r − 1
∑
k∈Z
2k+11Gk

r
.(4.3)
Indeed, for any k ∈ Z, Bνk =
⋃∞
j=kG j. From this and the fact that {Gk}k∈Z are disjoint, it follows
that, for any k ∈ Z,
1B
νk
=
∞∑
j=k
1G j ,
which, implies that, for any given r ∈ (0,∞),
∑
k∈Z
(
2k+11B
νk
)r
=
∑
k∈Z
2(k+1)r

∞∑
j=k
1G j
 =∑
j∈Z
∑
k≤ j
2(k+1)r1G j =
2r
2r − 1
∑
k∈Z
2(k+1)r1Gk .
Combining this and the fact that {Gk}k∈Z are disjoint, we obtain (4.3). This proves the above claim.
From this claim, the definition of Gk and (4.2), we deduce that, for any given r ∈ (0,∞) and any
λ ∈ (0,∞),
∫
Ω
ϕ
x, 1λ

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
 dP(x) =
∫
Ω
ϕ
x, 1λ
(
2r
2r − 1
) 1
r ∑
k∈Z
2k+11Gk (x)
 dP(x)(4.4)
≤
∑
k∈Z
∫
Gk
ϕ
x, 2
(
2r
2r − 1
) 1
r s( f )(x)
λ
 dP(x)
≤
∫
Ω
ϕ
x, 2
(
2r
2r − 1
) 1
r s( f )(x)
λ
 dP(x).
For any given r ∈ (0,∞), letting λ := 2( 2
r
2r−1
)
1
r ‖ f ‖Hsϕ(Ω), then we obtain∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
≤ 2
(
2r
2r − 1
) 1
r
‖ f ‖Hsϕ(Ω).
This implies that, for any given r ∈ (0,∞), f ∈ H
ϕ,∞,s
at, r (Ω) and ‖ f ‖Hϕ,∞,sat, r (Ω)
. ‖ f ‖Hsϕ(Ω). The proof
of Step 1) is now complete.
Step 2) Prove H
ϕ,∞,s
at, r (Ω) ⊂ H
s
ϕ(Ω). To show this, for any given r ∈ (0, 1], let f ∈ H
ϕ,∞,s
at, r (Ω).
Then we can write f =
∑
k∈Z µ
kak for some sequence of triples,{
µk, ak, νk
}
k∈Z
∈ As(ϕ,∞).
By Definition 2.3(i), we know that, for any k ∈ Z,{
x ∈ Ω : s(ak)(x) , 0
}
⊂ Bvk .
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Thus, for almost every x ∈ Ω, we have
s(ak)(x) ≤
∥∥∥s(ak)∥∥∥
L∞(Ω)
1B
vk
(x) ≤ 1B
vk
(x)
∥∥∥1B
vk
∥∥∥−1
Lϕ(Ω)
.
Combining this and the subadditive of the operator s, we find that, for any given r ∈ (0, 1] and
λ ∈ (0,∞),∫
Ω
ϕ
(
x,
s( f )(x)
λ
)
dP(x) ≤
∫
Ω
ϕ
x,∑
k∈Z
µks(ak)(x)
λ
 dP(x) ≤
∫
Ω
ϕ
x,∑
k∈Z
µk1B
vk
(x)
λ‖1B
vk
‖Lϕ(Ω)
 dP(x)
≤
∫
Ω
ϕ
x, 1λ

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
 dP(x).
Therefore, for any given r ∈ (0, 1], we conclude that f ∈ Hsϕ(Ω) and ‖ f ‖Hsϕ(Ω) ≤ ‖ f ‖Hϕ,∞,sat, r (Ω)
. This
finishes the proof of Theorem 4.1. 
Remark 4.2. Clearly, Theorem 4.1 does not need the assumptions that ϕ is of uniformly lower
type p for some p ∈ (0, 1] and of uniformly upper type 1. This is different from [79, Theorem 1.4]
which need the both assumptions.
Remark 4.3. If ϕ is of uniformly upper type p for some p ∈ (0,∞) and ϕ(x, ·) is right-continuous
at 0 for almost every x ∈ Ω in Theorem 4.1, then the sum
∑m
k=l µ
kak converges to f in Hsϕ(Ω) as
m→∞, ℓ → −∞. Indeed, for any m, ℓ ∈ Z and ℓ < m, we obtain
f −
m∑
k=l
µkak =
(
f − f ν
m+1)
+ f ν
l
and
[
s
(
f − f ν
m+1)]2
=
[
s ( f )
]2
−
[
s
(
f ν
m+1)]2
.
From this, we deduce that, for any m, ℓ ∈ Z with ℓ < m and x ∈ Ω,
ϕ
x, s
 f −
m∑
k=l
µkak
 (x)
 ≤ ϕ (x, s ( f − f νm+1) (x) + s ( f νl) (x))(4.5)
≤ ϕ
(
x, 2s
(
f − f ν
m+1)
(x)
)
+ ϕ
(
x, 2s
(
f ν
l)
(x)
)
.
In addition, for any m, ℓ ∈ Z and almost every x ∈ Ω,
lim
m→∞
s
(
f − f ν
m+1
)
(x) = 0 and lim
l→−∞
s
(
f ν
l
)
(x) = 0.
Combining this and ϕ(x, ·) is right-continuous at 0 for almost every x ∈ Ω, we conclude that, for
any m, ℓ ∈ Z and almost every x ∈ Ω,
lim
m→∞
ϕ
(
x, 2s
(
f − f ν
m+1)
(x)
)
= 0 and lim
l→−∞
ϕ
(
x, 2s
(
f ν
l)
(x)
)
= 0.(4.6)
Also, we find that, for any m, ℓ ∈ Z,
s
(
f − f ν
m+1
)
≤ s( f ) and s
(
f ν
l
)
≤ s( f ),
which, together with (4.5), (4.6), the fact that ϕ is of uniformly upper type p for some p ∈ (0,∞)
and the Lebesgue dominated convergence theorem, implies that the series
∑m
k=l µ
kak converges to
f in Hsϕ(Ω) norm as m→ ∞, l→ −∞.
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Similarly, we also obtain the following atomic characterizations of Pϕ(Ω) and Qϕ(Ω).
Theorem 4.4. Let ϕ be a Musielak–Orlicz function. Then, for any given r ∈ (0, 1],
Pϕ(Ω) = H
ϕ,∞,M
at, r (Ω) and Qϕ(Ω) = H
ϕ,∞,S
at, r (Ω) with equivalent quasi-norms.
Proof. The proof of Theorem 4.4 is similar to that of Theorem 4.1. So we just give the outline and
omit the details. We only give the proof for Pϕ(Ω) because it is just slightly different from the one
for Qϕ(Ω).
Let f ∈ Pϕ(Ω) and (λn)n∈N be an adapted non-decreasing sequence satisfying that, for any
n ∈ N, | fn| ≤ λn−1 and λ∞ ∈ L
ϕ(Ω). The stopping times, in these cases, are defined by setting, for
any k ∈ Z,
νk := inf
{
n ∈ N : λn > 2
k
}
(inf ∅ = ∞).
For any k ∈ Z, let ak and µk be defined as in the proof of Theorem 4.1. Then, similarly to the proof
of Theorem 4.1, we easily know that ak is a (ϕ,∞)M-atom. By the argument same as in the proof
of Theorem 4.1, we can prove that, for any given r ∈ (0, 1],∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
≤ 2
(
2r
2r − 1
) 1
r
‖λ∞‖Lϕ(Ω).(4.7)
This implies that, for any given r ∈ (0, 1], ‖ f ‖
H
ϕ,∞,M
at, r (Ω)
. ‖ f ‖Pϕ(Ω) and Pϕ(Ω) ⊂ H
ϕ,∞,M
at, r (Ω).
Conversely, for any given r ∈ (0, 1], assume that f ∈ H
ϕ,∞,M
at, r (Ω). Then we can write f =∑
k∈Z µ
kak for some sequence of triples,{
µk, ak, νk
}
k∈Z
∈ AM(ϕ,∞).
For any n ∈ Z+, let
λn :=
∑
k∈Z
µk1{x∈Ω: νk(x)≤n}
∥∥∥M(ak)∥∥∥
L∞(Ω)
.
Then {λn}n∈Z+ is a nonnegative adapted sequence and, for any n ∈ Z+, | fn| ≤ λn−1. Thus, for any
given r ∈ (0, 1], we have
‖ f ‖Pϕ(Ω) ≤ ‖λ∞‖Lϕ(Ω) ≤
∥∥∥∥∥∥∥
∑
k∈Z
µk1B
νk
‖1B
νk
‖Lϕ(Ω)
∥∥∥∥∥∥∥
Lϕ(Ω)
≤
∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
.
From this, it follows that, for any given r ∈ (0, 1], f ∈ Pϕ(Ω) and ‖ f ‖Pϕ(Ω) ≤ ‖ f ‖Hϕ,∞,Mat, r (Ω)
. This
finishes the proof of Theorem 4.4. 
Remark 4.5. If ϕ is of uniformly upper type p for some p ∈ (0,∞) and ϕ(x, ·) is right-continuous
at 0 for almost every x ∈ Ω, then we claim that the sum
∑m
k=l µ
kak converges to f in Pϕ(Ω) as
l→ −∞ and m→ ∞. Indeed, for any n ∈ N and ℓ, m ∈ Z, let
λn,1 :=
∞∑
k=m+1
µk1{x∈Ω: νk(x)≤n}
∥∥∥M(ak)∥∥∥
L∞(Ω)
and λn,2 :=
ℓ∑
k=−∞
µk1{x∈Ω: νk(x)≤n}
∥∥∥M(ak)∥∥∥
L∞(Ω)
.
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Then {λn,1}n∈N and {λn,2}n∈N are nonnegative adapted sequences and, for any n ∈ N and ℓ, m ∈ Z,∣∣∣∣∣∣∣ fn −
m∑
k=l
µkakn
∣∣∣∣∣∣∣ =
∣∣∣∣ fn − f νm+1n + f νℓn ∣∣∣∣ ≤ ∞∑
k=m+1
∣∣∣∣ f νk+1n − f νkn ∣∣∣∣ + ℓ∑
k=−∞
∣∣∣∣ f νk+1n − f νkn ∣∣∣∣
=
∞∑
k=m+1
µk1{x∈Ω: νk(x)≤n−1}
∣∣∣akn∣∣∣ + ℓ∑
k=−∞
µk1{x∈Ω: νk(x)≤n−1}
∣∣∣akn∣∣∣ ≤ λn−1,1 + λn−1,2.
Using this, the analogue of (4.5) and (4.6), we obtain∥∥∥∥∥∥∥ f −
m∑
k=l
µkak
∥∥∥∥∥∥∥
Pϕ(Ω)
→ 0 as l→ −∞ and m→ ∞,
which completes the proof of the above claim.
The following atomic characterizations of Musielak–Orlicz Hardy spaces HMϕ (Ω) and H
S
ϕ (Ω)
are new even for classical martingale Hardy spaces. For the dyadic stochastic basis, it was proved
by Weisz [78].
Theorem 4.6. Let ϕ be a Musielak–Orlicz function and of uniformly lower type p ∈ (0,∞). If
ϕ ∈ S− and the stochastic basis is regular, then, for any given r ∈ (0, 1],
HMϕ (Ω) = H
ϕ,∞,M
at, r (Ω) and H
S
ϕ (Ω) = H
ϕ,∞,S
at, r (Ω) with equivalent quasi-norms.
To show Theorem 4.6, we need the next technical lemma, which might have some independent
interest.
Lemma 4.7. Let w be a special weight and w := (wn)n∈Z+ ∈ S
−. If the stochastic basis {Fn}n∈Z+
is regular, then, for any given nonnegative adapted process γ = (γn)n∈Z+ and λ ∈ (‖γ0‖L∞(Ω),∞),
there exists a stopping time τλ such that
{x ∈ Ω : M(γ)(x) > λ} ⊂ {x ∈ Ω : τλ(x) < ∞} ,(4.8)
sup
n≤τλ(x)
γn(x) =: Mτλ(γ)(x) ≤ λ, ∀ x ∈ Ω(4.9)
and
w ({x ∈ Ω : τλ(x) < ∞}) ≤ RKw ({x ∈ Ω : M(γ)(x) > λ}) ,(4.10)
where R and K are the same as in (2.5) and (2.4), respectively. Moreover, for any λ1, λ2 ∈ (0,∞)
with λ1 < λ2, τλ1 ≤ τλ2 .
Proof. Let λ ∈ (‖γ0‖L∞(Ω),∞) and γ = (γn)n∈Z+ be any nonnegative adapted process. For any
n ∈ N, let
Gn :=
{
x ∈ Ω :
1
wn−1(x)
E
(
1{x∈Ω: γn(x)>λ}w|Fn−1
)
(x) >
1
RK
}
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and
τλ(x) := inf {n ∈ Z+ : x ∈ Gn+1} , ∀ x ∈ Ω.
Clearly, for any n ∈ N, Gn ∈ Fn−1 and hence τλ is a stopping time. We claim that (4.8) holds true.
Indeed, by w ∈ S−, the regularity and the fact that (γn)n∈Z+ is adapted, we find that, for any n ∈ N,
1{x∈Ω: γn(x)>λ} =
1
wn
E
(
1{x∈Ω: γn(x)>λ}w|Fn
)
≤
K
wn−1
RE
(
1{x∈Ω: γn(x)>λ}w|Fn−1
)
.
From this, it follows that, for any n ∈ N,
{x ∈ Ω : γn(x) > λ} ⊂ Gn.(4.11)
Since λ > ‖γ0‖L∞(Ω), it follows that, for any x ∈ {x ∈ Ω : M(γ)(x) > λ}, there exists n ∈ Z+ such
that
x ∈ {x ∈ Ω : γn+1(x) > λ} .
Combining this and (4.11), we obtain x ∈ Gn+1. This implies that τλ(x) ≤ n, and hence (4.8) holds
true. This proves the above claim.
Now we show (4.9). When x ∈ {x ∈ Ω : τλ(x) = 0}, (4.9) follows from the assumption
λ > ‖γ0‖L∞(Ω). When x ∈ {x ∈ Ω : τλ(x) = ∞}, by (4.8), we know that
{x ∈ Ω : τλ(x) = ∞} ⊂ {x ∈ Ω : M(γ)(x) ≤ λ} .
In the remaining case x ∈ {x ∈ Ω : 0 < τλ(x) < ∞}, there exists a positive integer n such that
τλ(x) = n. From the definition of τλ, it follows that x <
⋃n
m=1Gm. Combining this and (4.11), we
obtain
x ∈
n⋃
m=1
{x ∈ Ω : γn(x) ≤ λ} .
This implies that Mτλ(γ)(x) ≤ λ. Therefore, (4.9) holds true.
Next we prove (4.10). From the definition of τλ and {x ∈ Ω : τλ(x) = n} ∈ Fn, it follows that,
for any n ∈ Z+,
{x ∈ Ω : τλ(x) = n} = {x ∈ Ω : τλ(x) = n} ∩Gn+1
=
{
x ∈ Ω :
1
wn(x)
E
(
1{x∈Ω: γn+1(x)>λ}w|Fn
)
(x)1{x∈Ω: τλ(x)=n}(x) >
1
RK
}
=
{
x ∈ Ω :
1
wn(x)
E
(
1{x∈Ω: γn+1(x)>λ}∩{x∈Ω: τλ(x)=n}w|Fn
)
(x) >
1
RK
}
,
which, together with (4.8) and the fact that, for any n, m ∈ Z+ and n , m,
{x ∈ Ω : τλ(x) = n} ∩ {x ∈ Ω : τλ(x) = m} = ∅,
implies that
w ({x ∈ Ω : τλ(x) < ∞}) =
∑
n∈Z+
w ({x ∈ Ω : τλ(x) = n})
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≤
∑
n∈Z+
RK
∫
Ω
1
wn(x)
E
(
1{x∈Ω: γn+1(x)>λ}∩{x∈Ω: τλ(x)=n}w|Fn
)
(x)w(x) dP(x)
=
∑
n∈Z+
RK
∫
Ω
1
wn(x)
E
(
1{x∈Ω: γn+1(x)>λ}∩{x∈Ω: τλ(x)=n}w|Fn
)
(x)wn(x) dP(x)
=
∑
n∈Z+
RKw ({x ∈ Ω : γn+1(x) > λ} ∩ {x ∈ Ω : τλ(x) = n})
≤
∑
n∈Z+
RKw ({x ∈ Ω : M(γ)(x) > λ} ∩ {x ∈ Ω : τλ(x) = n})
= RKw ({x ∈ Ω : M(γ)(x) > λ}) .
Thus, (4.10) holds true.
Finally, for any λ1, λ2 ∈ (0,∞) with λ1 < λ2, we know that, for any n ∈ N,
E
(
1{x∈Ω: γn(x)>λ1}w|Fn−1
)
≥ E
(
1{x∈Ω: γn(x)>λ2}w|Fn−1
)
.
Combining this and the definitions of Gn and τλ, we obtain τλ1 ≤ τλ2 . This finishes the proof of
Lemma 4.7. 
Now we are ready to prove Theorem 4.6.
Proof of Theorem 4.6. We prove this theorem only for HMϕ (Ω) because the proof for H
S
ϕ (Ω) is
similar. We do this by two steps.
Step 1) Prove HMϕ (Ω) ⊂ H
ϕ,∞,M
at, r (Ω). To this end, let f := ( fn)n∈Z+ ∈ H
M
ϕ (Ω). For any k ∈ Z and
nonnegative adapted sequence (| fn|)n∈Z+ , by Lemma 4.7, we know that there exists a stopping time
νk such that {
x ∈ Ω : M( f )(x) > 2k
}
⊂
{
x ∈ Ω : νk(x) < ∞
}
=: Bvk ,
Mνk( f )(x) ≤ 2
k, ∀ x ∈ Ω(4.12)
and
ϕ
({
x ∈ Ω : νk(x) < ∞
}
, t
)
≤ RKϕ
({
x ∈ Ω : M( f )(x) > 2k
}
, t
)
, ∀ t ∈ (0,∞).(4.13)
Moreover, the sequence {νk}k∈Z of stopping times is non-decreasing and ν
k → ∞ as k → ∞.
Similarly to the proof of Theorem 4.1, for any k ∈ Z, let
µk := 3 × 2k
∥∥∥1B
νk
∥∥∥
Lϕ(Ω)
.
Moreover, for any k ∈ Z and n ∈ Z+, if µ
k
, 0, let
akn :=
f ν
k+1
n − f
νk
n
µk
;
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otherwise, let akn := 0. We first show that, for any fixed k ∈ Z, a
k := (akn)n∈Z+ is a (ϕ,∞)M-atom.
Clearly, ak is a martingale and {
x ∈ Ω : M(ak)(x) , 0
}
⊂ Bvk .(4.14)
By (4.12), we have, for any n ∈ Z+,
∣∣∣akn∣∣∣ ≤ | f ν
k+1
n | + | f
νk
n |
µk
≤
1
µk
[
Mνk+1( f ) + Mνk( f )
]
≤
∥∥∥1B
νk
∥∥∥−1
Lϕ(Ω)
,
which implies that ∥∥∥M(ak)∥∥∥
L∞(B
νk
)
≤ ‖1B
νk
‖−1Lϕ(Ω).(4.15)
Thus, for any p ∈ (1,∞), (akn)n∈Z+ is an L
p-bounded martingale and hence (akn)n∈Z+ converges in
Lp(Ω). Denoting this limit still by ak, then En(a
k) = akn. For any n ∈ Z+, if ν
k ≥ n, by the definition
of f ν
k
, we have
akn =
f ν
k+1
n − f
νk
n
µk
=
fn − fn
µk
= 0.
Combining this and (4.15), we conclude that ak is a (ϕ,∞)M-atom.
Now we show that {µk, ak, νk}k∈Z ∈ AM(ϕ,∞). To this end, for any k ∈ Z, let Gk := Bνk\Bνk+1.
Similarly to the proof of (4.3), we find that, for any given r ∈ (0,∞),
∑
k∈Z
 µk1Bνk‖1B
νk
‖Lϕ(Ω)

r
=
6r
2r − 1
∑
k∈Z
(
2k1Gk
)r
.
Combining this, (4.13) and the fact that {Gk}k∈Z are disjoint, we know that, for any given r ∈ (0,∞)
and any λ ∈ (0,∞),
∫
Ω
ϕ
x, 1λ

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
 dP(x) =
∫
Ω
ϕ
x, 1λ
(
6r
2r − 1
) 1
r ∑
k∈Z
2k1Gk (x)
 dP(x)
=
∑
k∈Z
∫
Gk
ϕ
x,
(
6r
2r − 1
) 1
r 2k
λ
 dP(x)
≤
∑
k∈Z
∫
B
νk
ϕ
x,
(
6r
2r − 1
) 1
r 2k
λ
 dP(x)
≤ RK
∑
k∈Z
∫
{x∈Ω: M( f )(x)>2k }
ϕ
x,
(
6r
2r − 1
) 1
r 2k
λ
 dP(x) =: I
Since ϕ is of uniformly lower type p ∈ (0,∞), we know that, for any given r ∈ (0,∞) and any
λ ∈ (0,∞),
I .
∑
k∈Z
∞∑
j=k
∫
{x∈Ω: 2 j<M( f )(x)≤2 j+1 }
ϕ
x,
(
6r
2r − 1
) 1
r 2k
λ
 dP(x)
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.
∑
k∈Z
∞∑
j=k
2(k− j)p
∫
{x∈Ω: 2 j<M( f )(x)≤2 j+1}
ϕ
x,
(
6r
2r − 1
) 1
r 2 j
λ
 dP(x)
.
∑
j∈Z
∑
k≤ j
2(k− j)p
∫
{x∈Ω: 2 j<M( f )(x)≤2 j+1}
ϕ
x,
(
6r
2r − 1
) 1
r M( f )(x)
λ
 dP(x)
.
∫
Ω
ϕ
x,
(
6r
2r − 1
) 1
r M( f )(x)
λ
 dP(x).
From this, we deduce that, for any λ ∈ (0,∞),
∫
Ω
ϕ
x, 1λ

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
 dP(x) .
∫
Ω
ϕ
x,
(
6r
2r − 1
) 1
r M( f )(x)
λ
 dP(x),
which, together with the fact that ϕ is of uniformly lower type p, implies that, for any given
r ∈ (0,∞), ∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
. ‖ f ‖HMϕ (Ω).
By this, we further know that, for any given r ∈ (0,∞), f ∈ H
ϕ,∞,M
at, r (Ω) and ‖ f ‖Hϕ,∞,Mat, r (Ω)
.
‖ f ‖HMϕ (Ω). The proof of Step 1) is now complete.
Step 2) Prove H
ϕ,∞,M
at, r (Ω) ⊂ H
M
ϕ (Ω). To show this, for any given r ∈ (0, 1], Let f ∈ H
ϕ,∞,M
at, r (Ω).
Then we can write f =
∑
k∈Z µ
kak for some sequence of triples,{
µk, ak, νk
}
k∈Z
∈ AM(ϕ,∞).
By Definition 2.3(i), we know that, for any k ∈ Z,{
x ∈ Ω : M(ak)(x) , 0
}
⊂ Bvk .
Thus, for almost every x ∈ Ω, we have
M(ak)(x) ≤ ‖M(ak)‖L∞(Ω)1B
vk
(x) ≤ 1B
vk
(x)‖1B
vk
‖−1Lϕ(Ω).
Combining this and the subadditivity of the operator M, we find that, for any given r ∈ (0, 1] and
any λ ∈ (0,∞),∫
Ω
ϕ
(
x,
M( f )(x)
λ
)
dP(x) ≤
∫
Ω
ϕ
x,∑
k∈Z
µkM(ak)(x)
λ
 dP(x) ≤
∫
Ω
ϕ
x,∑
k∈Z
µk1B
vk
(x)
λ‖1B
vk
‖Lϕ(Ω)
 dP(x)
≤
∫
Ω
ϕ
x, 1λ

∑
k∈Z
 µk1Bνk (x)‖1B
νk
‖Lϕ(Ω)

r
1
r
 dP(x).
Therefore, we conclude that, for any given r ∈ (0, 1], f ∈ HMϕ (Ω) and ‖ f ‖HMϕ (Ω) ≤ ‖ f ‖Hϕ,∞,Mat, r (Ω)
,
which completes the proof of Theorem 4.6. 
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Remark 4.8. From Example 2.17, it follows that Theorems 4.1, 4.4 and 4.6 cover the atomic
characterizations of the variable martingale Hardy spaces in [40, Theorem 3.11, Theorem 3.12
and Proposition 4.19]. Let w be a special weight and Φ be an Orlicz function. For any x ∈ Ω and
t ∈ (0,∞), if ϕ(x, t) := w(x)Φ(t), then Theorems 4.1, 4.4 and 4.6 give the atomic characterizations
of the weighted martingale Orlicz Hardy spaces, which is also new.
5 Martingale inequalities
Let X be a martingale space and Y a measurable function space. An operator T : X → Y is
said to be a σ-sublinear operator if, for any complex number α,∣∣∣∣∣∣∣T

∞∑
k=1
fk

∣∣∣∣∣∣∣ ≤
∞∑
k=1
|T ( fk)| and |T (α f )| = |α||T ( f )|.
Lemma 5.1. Let a be a measurable function. If there exists a stopping time ν such that, for any
n ∈ N with n ≤ ν, En(a) = 0, then, for any n ∈ N,
En(a1A) = En(a)1A, ∀A ∈ Fν.
Moreover, let T be any one of operators S , s and M. Then, for any (ϕ,∞)T -atom a,
T (a1A) = T (a)1A, ∀A ∈ Fν,
where ν is the stopping time associated with a.
Proof. Since A ∈ Fν, it follows that, for any n ∈ N, A ∩ {ν < n} ∈ Fn−1. By this, we find that, for
any n ∈ N,
En(a1A) = En(a1A∩{ν<n} + a1A∩{ν≥n}) = En(a)1A∩{ν<n} + En(a1A∩{ν≥n}).
Now we claim that, for any n ∈ N, En(a1A∩{ν≥n}) = 0. Indeed, for any m ∈ N and m ≥ n, we have
Em(a)1{ν=m} = 0. Combining this and A ∩ {ν = m} ∈ Fm, we know that, for any B ∈ Fn,∫
B
a1A∩{ν≥n} dP =
∞∑
m=n
∫
B∩A∩{ν=m}
a dP =
∞∑
m=n
∫
B∩A∩{ν=m}
Ema dP = 0.
This proves the above claim. Notice that, for any n ∈ N, En(a) = 0 on the set {x ∈ Ω : ν(x) ≥ n}.
Therefore, we conclude that, for any n ∈ N,
En(a1A) = En(a)1A∩{ν<n} = En(a)1A.
From this, it follows that, for any (ϕ,∞)T -atom a,
T (a1A) = T (a)1A, ∀A ∈ Fν,
where ν is the stopping time associated with a and T any one of operators S , s and M. This finishes
the proof of Lemma 5.1. 
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Let w be a special weight and p ∈ (0,∞). For any x ∈ Ω and t ∈ (0,∞), let ϕ(x, t) := w(x)tp.
Let us denote the corresponding Musielak–Orlicz Hardy spaces by HMp (Ω,wdP), H
S
p (Ω,wdP),
Hsp(Ω,wdP), Qp(Ω,wdP) and Pp(Ω,wdP), respectively.
Theorem 5.2. Let w ∈ A∞(Ω) ∩ S
− be a special weight and p ∈ (0,∞). If, for any q ∈ (2,∞),
T : HSq (Ω)→ L
q(Ω) (resp., T : HMq (Ω)→ L
q(Ω)) is a bounded σ-sublinear operator and, for any
(ϕ,∞)S -atoms (resp., (ϕ,∞)M-atoms) a,
(5.1) T (a)1A = T (a1A), ∀A ∈ Fν,
where ν is the associated stopping time with a, then there exists a positive constant C such that,
for any f ∈ Qp(Ω,wdP) (resp., f ∈ Pp(Ω,wdP)),
‖T ( f )‖Lp(Ω,wdP) ≤ C‖ f ‖Qp(Ω,wdP)
(
resp., ‖T ( f )‖Lp(Ω,wdP) ≤ C‖ f ‖Pp(Ω,wdP)
)
.
Proof. For any p ∈ (0,∞), x ∈ Ω and t ∈ (0,∞), let ϕ(x, t) := w(x)tp. For any given f ∈ Qϕ(Ω),
by Theorem 4.4, we know that there exists a sequence of triples, {µk, ak, νk}k∈Z ∈ AS (ϕ,∞), such
that f =
∑
k∈Z µ
kak and∥∥∥∥∥∥∥∥∥
∑
k∈Z
2(k+1)r1B
νk

1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
=
∥∥∥∥∥∥∥∥∥

∑
k∈Z
 µk1Bνk‖1B
νk
‖Lϕ(Ω)

r
1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
. ‖ f ‖Qϕ(Ω),(5.2)
where r ∈ (0, 1], ak is a (ϕ,∞)S -atom with the associated stopping time ν
k and µk = 2k+1‖1B
νk
‖Lϕ(Ω)
for any k ∈ Z. By the σ-sublinearity of the operator T , we have
|T ( f )| ≤
∑
k∈Z
µk
∣∣∣T (ak)∣∣∣ .
From this and Lemma 2.12, it follows that, for any r ∈ (0, 1],
‖T ( f )‖Lϕ(Ω) ≤
∥∥∥∥∥∥∥∥

∑
k∈Z
[
µk
∣∣∣T (ak)∣∣∣]r

1
r
∥∥∥∥∥∥∥∥
Lϕ(Ω)
=
∥∥∥∥∥∥∥
∑
k∈Z
[
µk
∣∣∣T (ak)∣∣∣]r
∥∥∥∥∥∥∥
1
r
L
ϕ1/r (Ω)
,
where ϕ1/r is as in Definition 2.11. By this, Lemma 2.18, (5.1) and the fact that a
k = ak1B
νk
for
any k ∈ Z, we may choose a function g ∈ L
ϕ∗
1/r(Ω) with norm less than or equal to 1 such that, for
any r ∈ (0,min{1, p}],
‖T ( f )‖rLϕ(Ω) .
∫
Ω
∑
k∈Z
[
µk
∣∣∣T (ak)∣∣∣]r g dP
.
∑
k∈Z
∫
Ω
2(k+1)r‖1B
νk
‖rLϕ(Ω)1BνkEνk
(∣∣∣T (ak)∣∣∣r |g|) dP.
From the Ho¨lder inequality, we deduce that, for any r ∈ (0,min{1, p}] and q ∈ (max{2, p},∞),
‖T ( f )‖rLϕ(Ω) .
∑
k∈Z
∫
Ω
2(k+1)r1B
νk
‖1B
νk
‖rLϕ(Ω)
[
Eνk
(
|T (ak)|q
)]r/q [
Eνk
(
|g|(q/r)
′
)]1/(q/r)′
dP.(5.3)
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For any k ∈ Z and A ∈ Fνk , by (5.1), Lemma 5.1 and the boundedness of T from H
S
q (Ω) to L
q(Ω),
we find that∫
A
∣∣∣T (ak)∣∣∣q dP = ∫
Ω
∣∣∣T (ak1A)∣∣∣q dP . ∫
Ω
[
S (ak1A)
]q
dP .
∫
A
[
S (ak)
]q
dP.
By this and the fact that ak is a (ϕ,∞)S -atom, we know that, for any A ∈ Fνk ,∫
A
∣∣∣T (ak)∣∣∣q dP . ‖1B
νk
‖
−q
Lϕ(Ω)
P(A),
which implies that, for almost every x ∈ Ω,
Eνk
(∣∣∣T (ak)∣∣∣q) (x) . ‖1B
νk
‖
−q
Lϕ(Ω)
.
From this, (5.3) and Lemma 2.18, it follows that, for any r ∈ (0,min{1, p}] and q ∈ (max{2, p},∞),
‖T ( f )‖rLϕ(Ω) .
∑
k∈Z
∫
Ω
2(k+1)r1B
νk
[
Eνk
(
|g|(q/r)
′
)]1/(q/r)′
dP(5.4)
.
∫
Ω
∑
k∈Z
2(k+1)r1B
νk
[
M
(
|g|(q/r)
′ )]1/(q/r)′
dP
.
∥∥∥∥∥∥∥
∑
k∈Z
2(k+1)r1B
νk
∥∥∥∥∥∥∥
Lϕ1/r (Ω)
∥∥∥∥∥[M (|g|(q/r)′)]1/(q/r)′
∥∥∥∥∥
Lϕ∗
1/r
(Ω)
.
If p/r > 1, Example 2.16(i) tells us that ϕ∗
1/r
(x, t) = w(x)1−(p/r)
′
t(p/r)
′
p
− 1
p−1 for any x ∈ Ω and
t ∈ (0,∞), and hence we can write the second norm in the last expression of (5.4) as∥∥∥∥∥[M (|g|(q/r)′ )]1/(q/r)′
∥∥∥∥∥(p/r)
′
Lϕ∗
1/r
(Ω)
= p
− 1p−1
∫
Ω
[
M
(
|g|(q/r)
′
)](p/r)′/(q/r)′
w1−(p/r)
′
dP.(5.5)
Since w ∈ A∞(Ω), it follows that there exists r ∈ (0,min{1, p}] and r , p such that w ∈ Ap/r(Ω).
From this, it follows that w1−(p/r)
′
∈ A(p/r)′(Ω). By Lemma 2.7 and w ∈ S
−, we know that there
exists ε ∈ (0,∞) such that w1−(p/r)
′
∈ A(p/r)′−ε(Ω). We can choose q large enough such that
(p/r)′/(q/r)′ > (p/r)′ − ε.
By this, (5.5) and the Doob maximal inequality (Theorem 3.2), we have∥∥∥∥∥[M (|g|(q/r)′)]1/(q/r)′
∥∥∥∥∥(p/r)
′
Lϕ∗
1/r
(Ω)
.
∫
Ω
|g|(p/r)
′
w1−(p/r)
′
dP . 1,
because ‖g‖
L
ϕ∗
1/r (Ω)
≤ 1. From this, (5.2) and (5.4), we deduce that
‖T ( f )‖Lϕ(Ω) .
∥∥∥∥∥∥∥
∑
k∈Z
2(k+1)r1B
νk
∥∥∥∥∥∥∥
1/r
Lϕ1/r (Ω)
.
∥∥∥∥∥∥∥∥∥
∑
k∈Z
2(k+1)r1B
νk

1
r
∥∥∥∥∥∥∥∥∥
Lϕ(Ω)
. ‖ f ‖Qϕ(Ω),
which completes the proof for Qϕ(Ω). The proof for Pϕ(Ω) is similar. This finishes the proof of
Theorem 5.2. 
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Similarly to the proof of Theorem 5.2, we can prove the following theorem.
Theorem 5.3. Let w ∈ A∞(Ω) ∩ S
− be a special weight and p ∈ (0, 2). If T : Hs
2
(Ω)→ L2(Ω) is a
bounded σ-sublinear operator and, for any (ϕ,∞)s-atom a,
(5.6) T (a)1A = T (a1A), ∀A ∈ Fν,
where ν is the associated stopping time with a, then there exists a positive constant C such that,
for any f ∈ Hsp(Ω,wdP),
‖T ( f )‖Lp(Ω,wdP) ≤ C‖ f ‖Hsp(Ω,wdP).
Proof. For any ε ∈ (0, 1), we choose r small enough such that (p/r)′/(2/r)′ > (p/r)′ − ε, this is
due to
lim
r→0
(p/r)′
(p/r)′ − ε
=
1
1 − ε
and lim
r→0
(2/r)′ = 1.
Combing this and the proof of Theorem 5.2 with q replaced by 2, we obtain the desired conclusion.
This finishes the proof of Theorem 5.3. 
Corollary 5.4. Let w ∈ A∞(Ω) ∩ S
− be a special weight.
(i) If p ∈ (0,∞), then there exists a positive constant C such that, for any f ∈ M,
‖ f ‖HMp (Ω,wdP) ≤ C‖ f ‖Pp(Ω,wdP), ‖ f ‖HSp (Ω,wdP) ≤ C‖ f ‖Qp(Ω,wdP),(5.7)
‖ f ‖HSp (Ω,wdP) ≤ C‖ f ‖Pp(Ω,wdP), ‖ f ‖HMp (Ω,wdP) ≤ C‖ f ‖Qp(Ω,wdP)(5.8)
and
‖ f ‖Hsp(Ω,wdP) ≤ C‖ f ‖Pp(Ω,wdP), ‖ f ‖Hsp(Ω,wdP) ≤ C‖ f ‖Qp(Ω,wdP).(5.9)
(ii) If p ∈ (0, 2), then there exists a positive constant C such that, for any f ∈ M,
‖ f ‖HMp (Ω,wdP) ≤ C‖ f ‖H
s
p(Ω,wdP), ‖ f ‖HSp (Ω,wdP) ≤ C‖ f ‖H
s
p(Ω,wdP).(5.10)
Proof. The two inequalities in (5.7) follow easily from Definition 2.1. For the two inequalities in
(5.8), consider the operator T = M or S in Theorem 5.2. Then the both inequalities in (5.8) follow
from the Burkholder–Gundy inequality
‖S ( f )‖Lq(Ω) ∼ ‖M( f )‖Lq(Ω), ∀ q ∈ (1,∞)
(see, for example, [77, Theorem 2.12]), Lemma 5.1 and Theorem 5.2.
The both inequalities in (5.9) can be deduced from choosing T = s and applying the inequality
‖s( f )‖Lq(Ω) . ‖M( f )‖Lq(Ω) ∼ ‖S ( f )‖Lq(Ω), ∀ q ∈ (2,∞)
(see, for example, [77, Theorem 2.11(ii)]), Lemma 5.1 and Theorem 5.2.
In order to prove the both inequalities in (5.10), consider the operator T = M or S in Theorem
5.3. Then the desired inequalities in (5.10) follow immediately from
‖S ( f )‖L2(Ω) . ‖s( f )‖L2(Ω) and ‖M( f )‖L2(Ω) . ‖s( f )‖L2(Ω)
(see [77, Theorem 2.11(i)] or [11, Theorem 5.3(ii)]), Lemma 5.1 and Theorem 5.3. This finishes
the proof of Corollary 5.4. 
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Remark 5.5. Inequalities (5.10) with a special class of weights were first studied by Kazamaki
[42, Theorem 1]. Since the weight in (5.10) is of wide generality, (5.10) generalizes [42, Theorem
1] in the case when p ∈ (0, 2).
Theorem 5.6. Let ϕ ∈ A∞(Ω) ∩ S
− be a Musielak–Orlicz function with uniformly lower type p−ϕ
and uniformly upper type p+ϕ satisfying 0 < p
−
ϕ ≤ p
+
ϕ < ∞. Suppose that the σ-sublinear operator
T satisfies (5.1) and, for some q ∈ (max{1, p+ϕ },∞) and any t ∈ (0,∞),
‖T ( f )‖Lq(Ω,ϕ(·,t) dP) ≤ C‖ f ‖Hsq(Ω,ϕ(·,t) dP), ∀ f ∈ H
s
q(Ω, ϕ(·, t) dP),(5.11)
where C is a positive constant independent of f and t ∈ (0,∞). Then there exists a positive
constant C such that, for any f ∈ Hsϕ(Ω),
(5.12) ‖T ( f )‖Lϕ(Ω) ≤ C‖ f ‖Hsϕ(Ω).
The same holds true if one replaces the spaces Hsq(Ω, ϕ(·, t) dP) and H
s
ϕ(Ω) by Qq(Ω, ϕ(·, t) dP) and
Qϕ(Ω) or by Pq(Ω, ϕ(·, t) dP) and Pϕ(Ω), respectively.
Proof. Let f ∈ Hsϕ(Ω). Then, by Theorem 4.1, we know that there exists a sequence of triples,
{µk, ak, νk}k∈Z ∈ As(ϕ,∞), such that f =
∑
k∈Z µ
kak and, for any λ ∈ (0,∞),
∫
Ω
ϕ
x, 2λ
∑
k∈Z
2k+11Gk(x)
 dP(x) ≤
∫
Ω
ϕ
(
x, 4
s( f )(x)
λ
)
dP(x),(5.13)
where νk := inf{n ∈ N : sn+1( f ) > 2
k}, µk := 2k+1‖1B
νk
‖Lϕ(Ω) and Gk := Bνk\Bνk+1 for any k ∈ Z
(see (4.4)). Thus, for any k ∈ Z, we have Gk = {x ∈ Ω : 2
k < s( f )(x) ≤ 2k+1}. Since {Gk}k∈Z are
disjoint, we obtain, for any k ∈ Z, 1B
νk
=
∑∞
j=k 1G j . From this, it follows that, for any λ ∈ (0,∞),
∫
Ω
ϕ
(
x,
|T ( f )(x)|
λ
)
dP(x) ≤
∫
Ω
ϕ
x, 1λ
∑
k∈Z
µk
∣∣∣T (ak)(x)∣∣∣ 1B
νk
(x)
 dP(x)(5.14)
=
∫
Ω
ϕ
x, 1λ
∑
k∈Z
∞∑
j=k
µk
∣∣∣T (ak)(x)∣∣∣ 1G j (x)
 dP(x)
=
∑
j∈Z
∫
G j
ϕ
x, 1λ
j∑
k=−∞
2k+1
∥∥∥1B
νk
∥∥∥
Lϕ(Ω)
∣∣∣T (ak)(x)∣∣∣
 dP(x)
=: I.
Let q ∈ (max{p+ϕ , 1},∞) and ℓ ∈ (0, 1) be such that q(1 − ℓ) = p
+
ϕ . Since ϕ is of uniformly upper
type p+ϕ , we know that ϕ is of uniformly upper type q. From this, the Ho¨lder inequality and the
fact that {Gk}k∈Z are disjoint, we deduce that, for any λ ∈ (0,∞),
I .
∑
j∈Z
∫
G j
1
2( j+1)q

j∑
k=−∞
2k+1
∥∥∥1B
νk
∥∥∥
Lϕ(Ω)
∣∣∣T (ak)(x)∣∣∣

q
ϕ
(
x,
2 j+1
λ
)
dP(x)
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+
∑
j∈Z
∫
G j
ϕ
(
x,
2 j+1
λ
)
dP(x)
.
∑
j∈Z
1
2( j+1)q
∫
G j

j∑
k=−∞
2kℓq
′

q
q
′ j∑
k=−∞
2−kℓq2(k+1)q
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∣∣∣T (ak)(x)∣∣∣q ϕ (x, 2 j+1
λ
)
dP(x)
+
∫
Ω
ϕ
x, 1λ
∑
j∈Z
2 j+11G j (x)
 dP(x)
.
∑
j∈Z
1
2 jp
+
ϕ
j∑
k=−∞
2kp
+
ϕ
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∫
G j
∣∣∣T (ak)(x)∣∣∣q ϕ (x, 2 j+1
λ
)
dP(x)
+
∫
Ω
ϕ
x, 1λ
∑
j∈Z
2 j+11G j (x)
 dP(x) =: I1 + I2.
Since ϕ is of uniformly upper type p+ϕ , from (5.11), the fact that {G j} j∈Z are disjoint, a
k is a
(ϕ,∞)s-atom and
⋃∞
j=kG j = Bνk for any k ∈ Z, we deduce that, for any λ ∈ (0,∞),
I1 =
∑
k∈Z
2kp
+
ϕ
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∞∑
j=k
1
2 jp
+
ϕ
∫
G j
∣∣∣T (ak)(x)∣∣∣q ϕ (x, 2 j+1
λ
)
dP(x)(5.15)
.
∑
k∈Z
2kp
+
ϕ
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∞∑
j=k
1
2 jp
+
ϕ
∫
G j
∣∣∣T (ak)(x)∣∣∣q 2( j+1−k)p+ϕϕ (x, 2k
λ
)
dP(x)
∼
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∫
B
νk
∣∣∣T (ak)(x)∣∣∣q ϕ (x, 2k
λ
)
dP(x)
.
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∫
B
νk
[
s(ak)(x)
]q
ϕ
(
x,
2k
λ
)
dP(x)
.
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∥∥∥s(ak)∥∥∥q
L∞(Ω)
∫
B
νk
ϕ
(
x,
2k
λ
)
dP(x) .
∑
k∈Z
∫
B
νk
ϕ
(
x,
2k
λ
)
dP(x).
Combining this and the fact that ϕ is of uniformly lower type p−ϕ and, for any j ∈ Z, s( f ) > 2
j on
G j, we know that, for any λ ∈ (0,∞),
I1 .
∑
k∈Z
∞∑
j=k
∫
G j
ϕ
(
x,
2k
λ
)
dP(x) .
∑
k∈Z
∞∑
j=k
2(k− j)p
−
ϕ
∫
G j
ϕ
(
x,
2 j
λ
)
dP(x)
.
∑
j∈Z
j∑
k=−∞
2(k− j)p
−
ϕ
∫
G j
ϕ
(
x,
s( f )(x)
λ
)
dP(x) .
∫
Ω
ϕ
(
x,
s( f )(x)
λ
)
dP(x).
From this, it follows that, for any λ ∈ (0,∞),
I .
∫
Ω
ϕ
(
x,
s( f )(x)
λ
)
dP(x) + I2.
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Combining this and (5.14), we deduce that, for any λ ∈ (0,∞),∫
Ω
ϕ
(
x,
|T ( f )(x)|
λ
)
dP(x) .
∫
Ω
ϕ
(
x,
s( f )(x)
λ
)
dP(x) + I2,
which, together with (5.13), implies that, for any λ ∈ (0,∞),∫
Ω
ϕ
(
x,
|T ( f )(x)|
λ
)
dP(x) .
∫
Ω
ϕ
(
x,
s( f )(x)
λ
)
dP(x).
Thus, we complete the proof of (5.12).
Assume now that f ∈ Qϕ(Ω). Then there exists an optimal control sequence (λ
(1)
n ( f ))n∈Z+ such
that S n( f ) ≤ λ
(1)
n−1
( f ) with λ
(1)
∞ ( f ) ∈ L
ϕ(Ω). If a is a (ϕ,∞)S -atom, then λ
(1)
∞ (a) ≤ ‖S (a)‖L∞(Ω). In
the proof of (5.12), instead of (5.15), using (5.11), we conclude that, for any λ ∈ (0,∞),
I1 .
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∫
B
νk
∣∣∣T (ak)(x)∣∣∣q ϕ (x, 2k
λ
)
dP(x)
.
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∫
B
νk
[
λ
(1)
∞ (a
k)(x)
]q
ϕ
(
x,
2k
λ
)
dP(x)
.
∑
k∈Z
∥∥∥1B
νk
∥∥∥q
Lϕ(Ω)
∥∥∥S (ak)∥∥∥q
L∞(Ω)
∫
B
νk
ϕ
(
x,
2k
λ
)
dP(x) .
∑
k∈Z
∫
B
νk
ϕ
(
x,
2k
λ
)
dP(x).
Thus, the proof of (5.12) with Hsϕ(Ω) replaced by Qϕ(Ω) can be finished as above. The proof of
(5.12) with Hsϕ(Ω) replaced by Pϕ(Ω) is similar. This finishes the proof of Theorem 5.6. 
Theorem 5.7. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying 0 < p
−
ϕ ≤ p
+
ϕ < ∞.
(i) If ϕ ∈ S− and p+ϕ ∈ (0, 2), then there exists a positive constant C such that, for any f ∈
Hsϕ(Ω),
(5.16) ‖ f ‖HMϕ (Ω) ≤ C‖ f ‖H
s
ϕ(Ω).
(ii) If ϕ ∈ S− and p+ϕ ∈ (0, 2), then there exists a positive constant C such that, for any f ∈
Hsϕ(Ω),
(5.17) ‖ f ‖HSϕ (Ω) ≤ C‖ f ‖H
s
ϕ(Ω).
(iii) If ϕ ∈ S−, then there exists a positive constant C such that, for any f ∈ Qϕ(Ω),
(5.18) ‖ f ‖HMϕ (Ω) ≤ ‖ f ‖Pϕ(Ω), ‖ f ‖HSϕ (Ω) ≤ ‖ f ‖Qϕ(Ω),
(5.19) ‖ f ‖HSϕ (Ω) ≤ C‖ f ‖Pϕ(Ω), ‖ f ‖HMϕ (Ω) ≤ C‖ f ‖Qϕ(Ω),
(5.20) ‖ f ‖Hsϕ(Ω) ≤ C‖ f ‖Pϕ(Ω), ‖ f ‖Hsϕ(Ω) ≤ C‖ f ‖Qϕ(Ω),
and
(5.21)
1
C
‖ f ‖Pϕ(Ω) ≤ ‖ f ‖Qϕ(Ω) ≤ C‖ f ‖Pϕ(Ω).
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Moreover, if {Fn}n∈Z+ is regular, then
HMϕ (Ω) = Pϕ(Ω) = H
s
ϕ(Ω) = H
S
ϕ (Ω) = Qϕ(Ω)
with equivalent quasi-norms.
Proof. By Lemma 5.1, we know that the operators M, S and s are all satisfy (5.1). Then (5.16) and
(5.17) follow from (5.10) and Theorem 5.6 with T = M or T = S . Inequalities (5.18) come easily
from the definition of Pϕ(Ω) and Qϕ(Ω). Inequalities (5.19) and (5.20) follow from Corollary 5.4
and Theorem 5.6 by choosing T = M, S or s.
To prove (5.21), we use (5.19). If f = ( fn)n∈Z+ ∈ Qϕ(Ω), then there exists an optimal control
(λ
(1)
n ( f ))n∈Z+ such that S n( f ) ≤ λ
(1)
n−1
( f ) with λ
(1)
∞ ( f ) ∈ L
ϕ(Ω). Since
| fn| ≤ Mn−1( f ) + λ
(1)
n−1
( f ),
by the second inequality of (5.19), we have
‖ f ‖Pϕ(Ω) . ‖ f ‖HMϕ (Ω) +
∥∥∥∥λ(1)∞ ( f )∥∥∥∥
Lϕ(Ω)
. ‖ f ‖Qϕ(Ω).
Thus, we have f = ( fn)n∈Z+ ∈ Pϕ(Ω). Then, by the definition of Pϕ(Ω) (see Definition 2.1), we
know that there exists an optimal control (λ
(2)
n ( f ))n∈Z+ such that, for any n ∈ N, | fn| ≤ λ
(2)
n−1
( f ) and
λ
(2)
∞ ( f ) ∈ L
ϕ(Ω). Notice that, for any n ∈ N,
S n( f ) ≤ S n−1( f ) + 2λ
(2)
n−1
( f ).
Using the first inequality of (5.19), we obtain the second inequality of (5.21).
Further, assume that {Fn}n∈Z+ is regular. Since ϕ ∈ A∞(Ω), from Lemma 2.8, it follows that
ϕ ∈ S. By this and (5.21), we know that Pϕ(Ω) = Qϕ(Ω). Let f ∈ Pϕ(Ω). From Theorems 4.4 and
4.6, it follows that, for any given r ∈ (0, 1],
‖ f ‖Pϕ(Ω) ∼ ‖ f ‖Hϕ,∞,Mat, r (Ω)
∼ ‖ f ‖HMϕ (Ω).
Similarly, for any f ∈ Qϕ(Ω), we know that, for any given r ∈ (0, 1],
‖ f ‖Qϕ(Ω) ∼ ‖ f ‖Hϕ,∞,Sat, r (Ω)
∼ ‖ f ‖HSϕ (Ω).
By the regularity condition of {Fn}n∈Z+ , we find that, for any n ∈ N, |dn f |
2 ≤ REn−1(|dn f |
2) (see,
for example, [77, Proposition 2.18]) and hence
S n( f ) ≤ R
1
2 sn( f ).
Since sn( f ) ∈ Fn−1 for any n ∈ N, from the definition of Qϕ(Ω), we deduce that
‖ f ‖Qϕ(Ω) . ‖s( f )‖Lϕ(Ω) ∼ ‖ f ‖Hsϕ(Ω).
Now (5.20) yields that
‖ f ‖Qϕ(Ω) ∼ ‖ f ‖Hsϕ(Ω),
which completes the proof of Theorem 5.7. 
38 Guangheng Xie, FerencWeisz, Dachun Yang and Yong Jiao
Remark 5.8. (i) Let p ∈ (0,∞). If ϕ(x, t) := tp for any x ∈ Ω and t ∈ (0,∞), then Theorem 5.7
in this case becomes [77, Theorem 2.22].
(ii) Let Φ be an Orlicz function. Theorem 5.7 when ϕ(x, t) := Φ(t) for any x ∈ Ω and t ∈ (0,∞)
was proved by Miyamoto et al. [52, Theorem 2.5 and Corollary 2.6]. But, the assumptions
of [77, Theorems 2.11 and 2.12] require that ϕ is of lower type p−ϕ and of upper type p
+
ϕ
satisfying 0 < p−ϕ ≤ p
+
ϕ ≤ 1. However, Theorem 5.7 only needs p
+
ϕ ∈ (0, 2) in (5.16) and
(5.17). Therefore, in this sense, Theorem 5.7 generalizes and improves [52, Theorem 2.5
and Corollary 2.6].
(iii) Let w ∈ A∞(Ω) be a special weight and Φ an Orlicz function with lower type p
−
ϕ and upper
type p+ϕ satisfying 0 < p
−
ϕ ≤ p
+
ϕ < ∞. Letting ϕ(x, t) := w(x)Φ(t) for any x ∈ Ω and
t ∈ (0,∞), then Theorem 5.7 with such a ϕ is completely new.
Now we are ready to generalize the well-known Burkholder–Davis–Gundy inequality. To this
end, we shall need the Davis decomposition of the martingales from HSϕ (Ω) and H
M
ϕ (Ω) and some
additional notions.
Definition 5.9. Let ϕ be a Musielak–Orlicz function. The martingale Musielak–Orlicz Hardy
space Gϕ(Ω) is defined by setting
Gϕ(Ω) :=
 f ∈ M : ‖ f ‖Gϕ(Ω) :=
∥∥∥∥∥∥∥∥
∑
n∈Z+
|dn f |
∥∥∥∥∥∥∥∥
Lϕ(Ω)
< ∞
 .
Lemma 5.10. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ for some p
−
ϕ ∈
[1,∞). If the Doob maximal operator M is bounded on Lϕ
∗
(Ω) and f ∈ HSϕ (Ω), then there exist
h ∈ Gϕ(Ω) and g ∈ Qϕ(Ω) such that fn = hn + gn for any n ∈ Z+, and there exists a positive
constant C, independent of f , such that
‖h‖Gϕ(Ω) ≤ C‖ f ‖HSϕ (Ω) and ‖g‖Qϕ(Ω) ≤ C‖ f ‖HSϕ (Ω).
Proof. Let f ∈ HSϕ (Ω). Suppose that 0 = λ0 ≤ λ1 ≤ · · · is an adapted sequence of functions such
that, for any n ∈ Z+,
S n( f ) ≤ λn and λ∞ := sup
n∈Z+
λn ∈ L
ϕ(Ω).
Clearly, for any n ∈ N, we have
dn f = dn f1{x∈Ω: λn(x)>2λn−1(x)} + dn f1{x∈Ω: λn(x)≤2λn−1(x)}.
For any n ∈ N, let
hn :=
n∑
k=1
[
dk f1{x∈Ω: λk(x)>2λk−1(x)} − Ek−1
(
dk f1{x∈Ω: λk(x)>2λk−1(x)}
)]
and
gn :=
n∑
k=1
[
dk f1{x∈Ω: λk(x)≤2λk−1(x)} − Ek−1
(
dk f1{x∈Ω: λk(x)≤2λk−1(x)}
)]
.
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Then, for any n ∈ N, fn = hn + gn. For any k ∈ Z, on the set {x ∈ Ω : λk(x) > 2λk−1(x)}, we have
λk < 2(λk − λk−1), henceforth
|dk f |1{x∈Ω: λk(x)>2λk−1(x)} ≤ λk1{x∈Ω: λk(x)>2λk−1(x)} ≤ 2(λk − λk−1).
Thus, we conclude that, for any n ∈ N,
(5.22)
n∑
k=1
|dkh| ≤ 2λn + 2
n∑
k=1
Ek−1(λk − λk−1).
From this and Theorem 3.5, it follows that
‖h‖Gϕ(Ω) . ‖λ∞‖Lϕ(Ω).
On another hand, for any k ∈ N, we have
|dk f |1{x∈Ω: λk(x)≤2λk−1(x)} ≤ λk1{x∈Ω: λk(x)≤2λk−1(x)} ≤ 2λk−1,
which implies that
|dkg| ≤ 4λk−1.
Combining this and (5.22), we conclude that, for any n ∈ N,
S n(g) ≤ S n−1(g) + |dng| ≤ S n−1( f ) + S n−1(h) + 4λn−1
≤ λn−1 + 2λn−1 + 2
n−1∑
k=1
Ek−1(λk − λk−1) + 4λn−1.
From this and Theorem 3.5, it follows that
‖g‖Qϕ(Ω) . ‖λ∞‖Lϕ(Ω).
For any n ∈ Z+, letting λn := S n( f ), we then obtain the desired conclusion. This finishes the proof
of Lemma 5.10. 
Using Theorem 3.5, we also obtain the Davis decomposition of HMϕ (Ω), whose proof is similar
to that of Lemma 5.10, the details being omitted.
Lemma 5.11. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ for some p
−
ϕ ∈
[1,∞). If the Doob maximal operator M is bounded on Lϕ
∗
(Ω) and f ∈ HMϕ (Ω), then there exist
h ∈ Gϕ(Ω) and g ∈ Pϕ(Ω) such that fn = hn + gn for any n ∈ Z+, and there exists a positive
constant C, independent of f , such that
‖h‖Gϕ(Ω) ≤ C‖ f ‖HMϕ (Ω) and ‖g‖Pϕ(Ω) ≤ C‖ f ‖HMϕ (Ω).
The generalization of Burkholder–Davis–Gundy inequalities reads as follows.
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Theorem 5.12. Let ϕ ∈ A∞(Ω) ∩ S
− be a Musielak–Orlicz function with uniformly lower type p−ϕ
and uniformly upper type p+ϕ satisfying 1 < p
−
ϕ ≤ p
+
ϕ < ∞. If the Doob maximal operator M is
bounded on Lϕ
∗
(Ω), then there exists a positive constant C such that, for any martingale f ∈ M,
(5.23)
1
C
‖ f ‖HSϕ (Ω) ≤ ‖ f ‖HMϕ (Ω) ≤ C‖ f ‖HSϕ (Ω).
Proof. First we prove the second inequality of (5.23). Let f ∈ HSϕ (Ω). By Lemma 5.10, we know
that there exist h ∈ Gϕ(Ω) and g ∈ Qϕ(Ω) such that, for any n ∈ Z+, fn = hn + gn and
‖h‖Gϕ(Ω) . ‖ f ‖HSϕ (Ω), ‖g‖Qϕ(Ω) . ‖ f ‖HSϕ (Ω).(5.24)
It is easy to show that M(h) ≤
∑
n∈Z+ |dnh|. From this, it follows that
‖h‖HMϕ (Ω) ≤ ‖h‖Gϕ(Ω).
Using this, (5.19) and (5.24), we conclude that
‖ f ‖HMϕ (Ω) ≤ ‖h‖HMϕ (Ω) + ‖g‖HMϕ (Ω) . ‖h‖Gϕ(Ω) + ‖g‖Qϕ(Ω) . ‖ f ‖HSϕ (Ω).
The first inequality of (5.23) can be proved in the same way. This finishes the proof of Theorem
5.12. 
Remark 5.13. If, in Lemmas 5.10 and 5.11 and Theorem 5.12, the boundedness of the Doob
maximal operator on Lϕ
∗
(Ω) is replaced by the condition that ϕ∗ ∈ A∞(Ω) satisfies (3.3), then,
from Corollary 3.4, we deduce that Lemmas 5.10 and 5.11 and Theorem 5.12 still hold true.
Now, we turn to Burkholder–Davis–Gundy inequalities for the endpoint case: the uniformly
lower type index p−ϕ = 1. To this end, we first prove the following theorem, which is a generaliza-
tion of [10, Theorem 3.2].
Theorem 5.14. Let Φ : [0,∞) → [0,∞) be an Orlicz function and w a weight. Let ϕ(x, t) =
w(x)Φ(t) for any x ∈ Ω and t ∈ (0,∞). If w ∈ A1(Ω) and ϕ is of uniformly lower type 1 and of
uniformly upper type p+ϕ for some p
+
ϕ ∈ [1,∞), then there exists a positive constant C such that,
for any sequence (gk)k∈Z+ of non-negative F measurable functions,∥∥∥∥∥∥∥∥
∑
k∈Z+
Ek(gk)
∥∥∥∥∥∥∥∥
Lϕ(Ω)
≤ C
∥∥∥∥∥∥∥∥
∑
k∈Z+
gk
∥∥∥∥∥∥∥∥
Lϕ(Ω)
.
Proof. Let dP̂ := wdP. Denote the expectation and the conditional expectation operators related
to P̂, respectively, by Ê and Ên. Since w ∈ L
1(Ω), we may assume that P̂ is a probability measure.
Then (Ω,F , {Fn}n∈Z+ , P̂) is a probability space. Combining this and [10, Theorem 3.2], we obtain
ÊΦ
 ∞∑
n=1
Ên(gn)
 . ÊΦ
 ∞∑
n=1
gn
 .(5.25)
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For any F measurable function f , by [50, Proposition 6.1.7] (or [17, Section 4]), we know that,
for any n ∈ Z+,
Ên( f ) =
1
wn
En( fw).
By this and w ∈ A1(Ω), we find that, for any n ∈ Z+,
Ên( f ) = En
(
1
wn
fw
)
& En( f ).
From this and (5.25), it follows that
ÊΦ
 ∞∑
n=1
En(gn)
 . ÊΦ
 ∞∑
n=1
gn
 ,
which implies that
∫
Ω
ϕ
x, ∞∑
n=1
En(gn)(x)
 dP .
∫
Ω
ϕ
x, ∞∑
n=1
gn(x)
 dP.
This finishes the proof of Theorem 5.14. 
Remark 5.15. In Theorem 5.14, the uniformly lower type 1 and the uniformly upper type p+ ∈
[1,∞) properties of ϕ can be replaced by the condition that Φ is convex and Φ ∈ ∆2 (that is,
Φ(2t) ≤ KΦ(t) for any t ∈ (0,∞)). Indeed, if Φ is of lower type 1, then, by [28, Proposition 2.3]
(see also [15, Lemma 2.2]), we know that Φ is equivalent to a convex function. On another hand,
it is clear that Φ ∈ ∆2 if and only if ϕ is of uniformly upper type p
+ ∈ [1,∞).
Using Theorem 5.14 and Remark 5.15, we can prove the following theorem in the way same as
the proof of Theorem 5.12, the details being omitted.
Theorem 5.16. Let Φ : [0,∞) → [0,∞) be an Orlicz function and w a special weight. Let
ϕ(x, t) := w(x)Φ(t) for any x ∈ Ω and t ∈ (0,∞). If ϕ is of uniformly lower type 1 and of uniformly
upper type p+ϕ for some p
+
ϕ ∈ [1,∞) and w ∈ A1(Ω), then there exists a positive constant C such
that, for any martingale f ∈ M,
1
C
‖ f ‖HSϕ (Ω) ≤ ‖ f ‖HMϕ (Ω) ≤ C‖ f ‖HSϕ (Ω).
Now, we compare Theorems 5.12 and 5.16 with Bonami and Le´pingle [7, Theorem 1]. To this
end, we need the following notion, which was first introduced by Dole´ans–Dade et al. [17].
Definition 5.17. Let p ∈ (1,∞) and w be a special weight. Then w is said to satisfy an Âp(Ω)
condition, denoted by w ∈ Âp(Ω), if there exists a positive constant C such that, for any n ∈ Z+,
1
wn
[
Ên
(
w
1
p−1
)]p−1
≤ C.
Then w is said to satisfy Â∞(Ω) if w ∈ Âp(Ω) for some p ∈ (1,∞).
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Remark 5.18. Recall that Bonami and Le´pingle [7, Theorem 1] proved that, if w ∈ Â∞(Ω) ∩ S
−,
then the Burkholder–Davis–Gundy inequality holds true in the weighted Orlicz case. Now we
claim that Â∞(Ω)∩S
− is slightly stronger than the condition A∞(Ω)∩S
−. Indeed, let w ∈ Â∞(Ω)∩
S
−, then there exists an index p ∈ (1,∞) such that w ∈ Âp(Ω). From [7, p. 298], we deduce that
w ∈ Âp(Ω) is equivalent to
En
(
w
p
p−1
)
≤ Cpw
p
p−1
n , ∀ n ∈ Z+.
Combining this, w ∈ S− and [17, Proposition 5], we know that there exists an index q ∈ (1,∞)
such that w ∈ Aq(Ω). From this, it follows that w ∈ A∞(Ω) ∩ S
−. This proves the above claim (see
also [50, Proposition 6.1.8 and Remark 6.6.9]).
Thus, when ϕ(x, t) := w(x)Φ(t) for any x ∈ Ω and t ∈ (0,∞), the assumption on the weight of
Theorem 5.12 is slightly weaker than the assumption on the weight of [7, Theorem 1]. However,
Theorems 5.12 and 5.16 can not cover [7, Theorem 1], because Theorem 5.12 needs that the Doob
maximal operator M is bounded on Lϕ
∗
(Ω) and Theorem 5.16 needs w ∈ A1(Ω). If ϕ(x, t) := t
p
for any x ∈ Ω and t ∈ (0,∞), with p ∈ [1,∞), then Theorems 5.12 and 5.16 become the classical
Burkholder–Davis–Gundy inequality (see [10]).
The following corollary follows immediately from Lemma 2.8 and Theorems 4.1, 4.4, 4.6 and
5.7.
Corollary 5.19. Let ϕ be a Musielak–Orlicz function with uniformly lower type p−ϕ and uniformly
upper type p+ϕ satisfying 0 < p
−
ϕ ≤ p
+
ϕ < ∞. If ϕ ∈ A∞(Ω) and {Fn}n∈Z+ is regular, then, for
any given r ∈ (0, 1], Hϕ(Ω) = H
ϕ,∞,T
at, r (Ω) with equivalent quasi-norms, here T stands for any one
of operators M, s and S , and Hϕ(Ω) denotes any one of five Musielak–Orlicz martingale Hardy
spaces HMϕ (Ω), Pϕ(Ω), H
s
ϕ(Ω), H
S
ϕ (Ω) and Qϕ(Ω).
Definition 5.20. For any f := ( fn)n∈Z+ ∈ M, the martingale transform T is defined by setting, for
any n ∈ N,
(T f )n :=
n∑
k=1
vk−1dk f and (T f )0 := 0,
where, for any k ∈ Z+, vk is Fk measurable and ‖vk‖L∞(Ω) ≤ 1.
Now we turn to the boundedness of the martingale transform on Lϕ(Ω).
Theorem 5.21. Let ϕ ∈ A∞(Ω) be a Musielak–Orlicz function satisfying (3.2). If the stochastic
basis {Fn}n∈Z+ is regular, then the martingale transform T is bounded on L
ϕ(Ω).
Proof. Since ‖vk‖L∞(Ω) ≤ 1, we have S (T f ) ≤ S ( f ) P-almost everywhere. From this, Theorems
5.7 and 3.2, it follows that
‖T f ‖Lϕ(Ω) ≤ ‖M(T f )‖Lϕ(Ω) . ‖S ( f )‖Lϕ(Ω) . ‖M( f )‖Lϕ(Ω) . ‖ f ‖Lϕ(Ω),
which completes the proof of Theorem 5.21. 
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6 Walsh system and Feje´r means
Let us investigate the dyadic martingales. Namely, let Ω := [0, 1), P be the Lebesgue measure
and F the set of all Lebesgue measurable sets. By a dyadic interval, we mean one of the form
[k2−n, (k + 1)2−n) for some k, n ∈ Z+ and 0 ≤ k < 2
n. For any given n ∈ Z+ and x ∈ [0, 1),
denote by In(x) the dyadic interval of length 2
−n which contains x. For any n ∈ Z+, the σ-algebras
generated by the dyadic intervals {In(x) : x ∈ [0, 1)} is denoted by Fn. It is easy to see that (Fn)n∈Z+
is regular and increasing.
For any n ∈ Z+, the Rademacher function rn is defined by setting
r(x) :=
{
1 if x ∈ [0, 1
2
),
−1 if x ∈ [1
2
, 1)
and, for any x ∈ [0, 1),
rn(x) := r(2
nx).
It is clear that, for any n ∈ Z+, rn is Fn+1 measurable. The product system generated by the
Rademacher functions is the Walsh system
wn :=
∏
k∈Z+
r
nk
k
, ∀ n ∈ Z+,
where
(6.1) n =
∑
k∈Z+
nk2
k, nk ∈ {0, 1}.
Recall (see Fine [21]) that theWalsh-Dirichlet kernels, defined by setting, for any n ∈ N,
Dn :=
n−1∑
k=0
wk,
satisfy
D2k (x) =
{
2k if x ∈ [0, 2−k),
0 if x ∈ [2−k, 1),
∀ k ∈ Z+.
If f ∈ L1[0, 1), for any n ∈ Z+, the number f̂ (n) := E( fwn) is called the nth Walsh–Fourier
coefficient of f . We can extend this definition to martingales as follows. If f := ( fk)k∈Z+ is a
martingale, then, for any n ∈ Z+, let
f̂ (n) := lim
k→∞
E( fkwn).
Since, for any k, n ∈ Z+ and n < 2
k, wn is Fk measurable, it can immediately be seen that the
above limit does exist. Recall that, if f ∈ L1[0, 1), then Ek f → f in the L
1[0, 1)-norm, as k → ∞,
hence, for any n ∈ Z+,
f̂ (n) = lim
k→∞
E((Ek f )wn).
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Thus, the Walsh–Fourier coefficients of f ∈ L1[0, 1) are the same as the ones of the martingale
(Ek f )k∈Z+ obtained from f .
For any n ∈ N, denote by sn f the nth partial sum of the Walsh–Fourier series of a martingale
f , namely,
sn f :=
n−1∑
k=0
f̂ (k)wk.
If f ∈ L1[0, 1), then, for any n ∈ N,
sn f (x) =
∫ 1
0
f (t)Dn(x+˙t) dt,
where +˙ denotes the dyadic addition (see, for example, Schipp et al. [68] or Golubov et al. [25]).
It is easy to see that, for any n ∈ Z+,
(6.2) s2n f = fn
and hence, by the martingale convergence theorem [64, Theorem 1.34], we know that, for any
p ∈ [1,∞) and f ∈ Lp[0, 1),
lim
n→∞
s2n f = f in the L
p[0, 1)-norm.
This result was generalized by Schipp et al. [68, Theorem 4.1]. More precisely, they proved that,
for any p ∈ (1,∞) and f ∈ Lp[0, 1),
lim
n→∞
sn f = f in the L
p[0, 1)-norm.
Using the method of martingale transforms, we generalize [68, Theorem 4.1] to Lϕ[0, 1).
Theorem 6.1. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function satisfying (3.2). Then there exists
a positive constant C such that, for any f ∈ Lϕ[0, 1),
sup
n∈N
‖sn f ‖Lϕ[0,1) ≤ C ‖ f ‖Lϕ[0,1) .
Proof. It was proved by Schipp et al. [68, p. 95] that, for any n ∈ N,
sn f = wnT0( fwn),
where
T0 f :=
∞∑
k=1
nk−1dk f
and the binary coefficients nk are defined as in (6.1). Combining this, Theorem 5.21 and |wn| = 1
for any n ∈ N, we know that, for any n ∈ N,
‖sn f ‖Lϕ[0,1) = ‖T0( fwn)‖Lϕ[0,1) . ‖ fwn‖Lϕ[0,1) . ‖ f ‖Lϕ[0,1) ,
which completes the proof of Theorem 6.1. 
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Corollary 6.2. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function satisfying (3.2). Then, for any
f ∈ Lϕ[0, 1),
(6.3) lim
n→∞
sn f = f in the L
ϕ[0, 1)-norm.
Proof. It is enough to show that the Walsh polynomials are dense in Lϕ[0, 1). Indeed, by (6.2), fn
is a Walsh polynomial. By Theorem 5.7, we know that, for any n ∈ Z+,∫ 1
0
ϕ (x, | f (x) − fn(x)|) dx ≤
∫ 1
0
ϕ (x,M( f − fn)(x)) dx ∼
∫ 1
0
ϕ (x, S ( f − fn)(x)) dx.(6.4)
For almost every x ∈ [0, 1), we have
lim
n→∞
S ( f − fn)(x) = lim
n→∞

∞∑
k=n+1
|dk+1 f |
2

1/2
= 0.
By this and the facts that S ( f − fn)(x) ≤ S ( f )(x) and ϕ is of uniformly lower type p
−
ϕ , we know
that, for almost every x ∈ [0, 1),
lim
n→∞
ϕ (x, S ( f − fn)(x)) . lim
n→∞
[
S ( f − fn)(x)
S ( f )(x)
]p−ϕ
ϕ (x, S ( f )(x)) = 0.
From this and the Lebesgue dominated convergence theorem, it follows that
lim
n→∞
∫ 1
0
ϕ (x, S ( f − fn)(x)) dx = 0.
Combining this and (6.4), we have
lim
n→∞
‖ f − fn‖Lϕ[0,1) = 0.
This proves that the Walsh polynomials are dense in Lϕ[0, 1). The corollary follows from Theorem
6.1 with the usual density argument. This finishes the proof of Corollary 6.2. 
If we do not suppose that ϕ ∈ A∞[0, 1) satisfies (3.2), then (6.3) is not true. However, to
generalize the convergence result, in this case, we can consider a summability method. Recall
that, for any n ∈ N, the Feje´r means σn f of the Walsh–Fourier series of a martingale f is defined
in (1.3). Of course, {σn f }n∈N has better convergence properties than {sn f }n∈N. It is easy to show
that, for any f ∈ L1[0, 1) and n ∈ N,
σn f (x) =
∫ 1
0
f (t)Kn(x+˙t) dt,
where, for any n ∈ N, the Walsh-Feje´r kernel Kn is defined by setting
Kn :=
1
n
n∑
k=1
Dk.
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It is known (see Fine [21] or Schipp et al. [68, Theorem 1.16]) that, for any n ∈ N and x ∈ [0, 1),
(6.5) |Kn(x)| ≤
N−1∑
j=0
2 j−N
N−1∑
i= j
[
D2i(x) + D2i (x+˙2
− j−1)
]
and
(6.6) K2n(x) =
1
2
2−nD2n (x) +
n∑
j=0
2 j−nD2n(x+˙2
− j−1)
 ,
where N is a positive integer such that 2N−1 ≤ n < 2N .
7 The maximal Feje´r operator on Hϕ[0, 1)
We have proved in Theorem 5.7 that, if ϕ ∈ A∞(Ω) is a Musielak–Orlicz function with uni-
formly lower type p−ϕ and uniformly upper type p
+
ϕ and {Fn}n∈Z+ regular, then all the five martingale
Musielak–Orlicz Hardy spaces are equivalent. In this section, we consider the dyadic σ-algebras,
so {Fn}n∈Z+ is regular. If we deal with Musielak–Orlicz Hardy spaces, we always suppose the other
conditions, namely, ϕ ∈ A∞[0, 1) is a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Denote by Hϕ[0, 1) one of the five martingale Musielak–Orlicz Hardy
spaces.
In this section, we prove the boundedness of σ∗ from Hϕ[0, 1) to L
ϕ[0, 1). It is known that, for
any f ∈ Lϕ[0, 1), the Doob maximal operator M( f ) can be written as
M( f )(x) = sup
x∈I
1
P(I)
∣∣∣∣∣
∫
I
f dP
∣∣∣∣∣ ,
where I is a dyadic interval and P a Lebesgue measure. Motivating by this and the kernel functions
(6.5) and (6.6), we give two other dyadic maximal functions, which are originally introduced by
Jiao et al. [40]. Let f ∈ Lϕ[0, 1), r ∈ (0,∞) and ν be a bounded measure. For any n ∈ N and
x ∈ [0, 1), let
Uν,r,n( f )(x) := sup
I∋x
n−1∑
j=0
2( j−n)r
1
ν(I+˙2− j−1)
∣∣∣∣∣
∫
I+˙2− j−1
f dν
∣∣∣∣∣
and
Vν,r,n( f )(x) := sup
I∋x
n−1∑
j=0
n−1∑
i= j
2( j−n)r2(i−n)r2n−i
1
ν(I+˙[2− j−1, 2− j−1+˙2−i))
∣∣∣∣∣∣
∫
I+˙[2− j−1,2− j−1+˙2−i)
f dν
∣∣∣∣∣∣ ,
where the suprema are taken over all dyadic intervals I with length 2−n, which contain x. For
ν = P, we write simply Ur,n and Vr,n. The proof of the following theorem is similar to that of [40,
Theorems 7.7 and 7.10] and the details are omitted.
Theorem 7.1. Let p ∈ (1,∞] and ν be a bounded measure. If r ∈ (0,∞), then there exists a
positive constant C such that, for any n ∈ N and f ∈ Lp([0, 1), dν),
‖Uν,r,n( f )‖Lp([0,1),dν) ≤ C‖ f ‖Lp([0,1),dν).
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If r ∈ (1
2
, 1], then there exists a positive constant C such that, for any n ∈ N and f ∈ Lp([0, 1), dν),
‖Vν,r,n( f )‖Lp([0,1),dν) ≤ C‖ f ‖Lp([0,1),dν).
Let p ∈ (1,∞). Suppose that w ∈ Ap[0, 1) and ν is the measure generated by w, namely,
dν = wdP. For any dyadic interval I, by w ∈ Ap[0, 1), we have
1
P(I)
∫
I
| f | dP ≤
1
P(I)
(∫
I
| f |pwdP
)1/p [∫
I
w−1/(p−1) dP
](p−1)/p
≤
[
1
ν(I)
∫
I
| f |p dν
]1/p  1P(I)
∫
I
wdP
[
1
P(I)
∫
I
w−1/(p−1) dP
]p−1
1/p
.
[
1
ν(I)
∫
I
| f |p dν
]1/p
.
Using this, we can prove the next theorem in the usual way (see, for example, Stro¨mberg and
Torchinsky [72]), the proof being omitted.
Theorem 7.2. Let p ∈ (1,∞) and w ∈ Ap[0, 1). If r ∈ (0,∞), then there exists a positive constant
C such that, for any n ∈ N and f ∈ Lp([0, 1),wdP),
(7.1) ‖Ur,n( f )‖Lp([0,1),wdλ) ≤ C‖ f ‖Lp([0,1),wdP).
If r ∈ (1
2
, 1], then there exists a positive constant C such that, for any n ∈ N and f ∈ Lp([0, 1),wdP),
(7.2) ‖Vr,n( f )‖Lp([0,1),wdλ) ≤ C‖ f ‖Lp([0,1),wdP).
Theorem 7.3. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying (3.2). If r ∈ (0,∞), then there exists a positive constant C such
that, for any n ∈ N and f ∈ Lϕ[0, 1),∥∥∥Ur,n( f )∥∥∥Lϕ[0,1) ≤ C ‖ f ‖Lϕ[0,1) .
Moreover, if r ∈ (1
2
, 1], then there exists a positive constant C such that, for any n ∈ N and
f ∈ Lϕ[0, 1), ∥∥∥Vr,n( f )∥∥∥Lϕ[0,1) ≤ C ‖ f ‖Lϕ[0,1) .
Proof. Using Theorems 3.1 and 7.2, we can show Theorem 7.3 by the way same as the proof of
Theorem 3.2, the details being omitted. This finishes the proof of Theorem 7.3. 
Next we give a sufficient condition for a σ-sublinear operator to be bounded from Hϕ[0, 1) to
Lϕ[0, 1).
Theorem 7.4. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1) for
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some r ∈ (0,min{1,∧p−ϕ }]. Suppose further that the σ-sublinear operator T : L
∞[0, 1) → L∞[0, 1)
is bounded and
(7.3)
∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r ∣∣∣T (ak)∣∣∣r 1{τk=∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
≤ C
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
,
where C is a positive constant and, for any k ∈ Z, τk is the stopping time associated with the
(ϕ,∞)M-atom a
k and µk = 3 · 2k‖1{τk<∞}‖Lϕ[0,1). Then there exists a positive constant C such that,
for any f ∈ Hϕ[0, 1),
‖T ( f )‖Lϕ[0,1) ≤ C‖ f ‖Hϕ[0,1).
Proof. Let f ∈ Hϕ[0, 1). By Corollary 5.19 and Theorem 4.6, we know that there exist a sequence
(ak)k∈Z of (ϕ,∞)M-atoms such that
f =
∑
k∈Z
µkak and
∥∥∥∥∥∥∥∥
∑
k∈Z
(
3 · 2k
)r
1{τk<∞}

1/r
∥∥∥∥∥∥∥∥
Lϕ[0,1)
. ‖ f ‖Hϕ[0,1),(7.4)
where the sequence (τk)k∈Z are stopping times, respectively, associated with (a
k)k∈Z and, for any
k ∈ Z, µk := 3 · 2k‖1{τk<∞}‖Lϕ[0,1). Then we have
‖T ( f )‖Lϕ[0,1) ≤
∥∥∥∥∥∥∥
∑
k∈Z
µkT (ak)1{τk<∞}
∥∥∥∥∥∥∥
Lϕ[0,1)
+
∥∥∥∥∥∥∥
∑
k∈Z
µkT (ak)1{τk=∞}
∥∥∥∥∥∥∥
Lϕ[0,1)
=: B1 + B2.
We first estimate B1. Notice that, for any k ∈ Z, the sets {τk = ℓ}ℓ∈Z+ are disjoint and, for any
ℓ ∈ Z+, there exist a finite set Λk,ℓ and disjoint atoms (Ik,ℓ,m)m∈Λk,ℓ ⊂ Fℓ such that {τk = ℓ} =⋃
m∈Λk,ℓ Ik,ℓ,m. Thus, for any k ∈ Z, we have
(7.5) {τk < ∞} =
⋃
ℓ∈Z+
⋃
m∈Λk,ℓ
Ik,ℓ,m,
where {Ik,ℓ,m}ℓ∈Z+,m∈Λk,ℓ are disjoint for fixed k. From this and r ∈ (0, 1], we deduce that
B1 ≤
∥∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r ∑
ℓ∈Z+
∑
m∈Λk,ℓ
∣∣∣T (ak)∣∣∣r 1Ik,ℓ,m
∥∥∥∥∥∥∥∥
1/r
L
ϕ1/r [0,1)
.(7.6)
Since r ≤ p−ϕ , by Lemma 2.13 and Remark 2.10, we know that ϕ1/r is of uniformly lower type 1.
By this and Lemma 2.18, we can choose a function g ∈ L
ϕ∗
1/r[0, 1) with norm less than or equal to
1 such that∥∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r ∑
ℓ∈Z+
∑
m∈Λk,ℓ
∣∣∣T (ak)∣∣∣r 1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
.
∫ 1
0
∑
k∈Z
(
µk
)r ∑
ℓ∈Z+
∑
m∈Λk,ℓ
∣∣∣T (ak)∣∣∣r 1Ik,ℓ,mg dP.
Combining this, the boundedness of T on L∞[0, 1) and (7.6), we obtain
(B1)
r ≤
∫ 1
0
∑
k∈Z
(
µk
)r ∑
ℓ∈Z+
∑
m∈Λk,ℓ
∣∣∣T (ak)∣∣∣r 1Ik,ℓ,mg dP
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.
∑
k∈Z
(
µk
)r ∑
ℓ∈Z+
∑
m∈Λk,ℓ
∥∥∥T (ak)∥∥∥r
L∞[0,1)
∥∥∥1Ik,ℓ,mg∥∥∥L1(Ω)
.
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
(
3 · 2k
)r ∥∥∥1{τk<∞}∥∥∥rLϕ[0,1) ∥∥∥ak∥∥∥rL∞[0,1) ∥∥∥1Ik,ℓ,mg∥∥∥L1(Ω)
.
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
(
3 · 2k
)r
P
(
Ik,ℓ,m
) [ 1
P(Ik,ℓ,m)
∫
Ik,ℓ,m
|g| dP
]
,
which, together with the definition of the maximal operator and Lemma 2.18, further implies that
(B1)
r
.
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
(
3 · 2k
)r ∫ 1
0
1Ik,ℓ,mM(g) dP
.
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
(
3 · 2k
)r
1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
‖M(g)‖
L
ϕ∗
1/r [0,1)
.
From this, the boundedness of M on L
ϕ∗
1/r [0, 1) and (7.4), it follows that
B1 .
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
(
3 · 2k
)r
1Ik,ℓ,m
∥∥∥∥∥∥∥∥
1/r
L
ϕ1/r [0,1)
‖g‖
1/r
L
ϕ∗
1/r [0,1)
.
∥∥∥∥∥∥∥
∑
k∈Z
(
3 · 2k
)r
1{τk<∞}
∥∥∥∥∥∥∥
1/r
L
ϕ1/r [0,1)
∼
∥∥∥∥∥∥∥∥
∑
k∈Z
(
3 · 2k
)r
1{τk<∞}

1/r
∥∥∥∥∥∥∥∥
Lϕ[0,1)
. ‖ f ‖Hϕ[0,1).
On another hand, by (7.3) and (7.4), we have
B2 ≤
∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r ∣∣∣T (ak)∣∣∣r 1{τk=∞}
∥∥∥∥∥∥∥
1/r
L
ϕ1/r [0,1)
.
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
1/r
L
ϕ1/r [0,1)
. ‖ f ‖Hϕ[0,1),
which completes the proof Theorem 7.4. 
Theorem 7.5. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (1
2
, 1 ∧ p−ϕ ]. Then there exists a positive constant C such that
(7.7)
∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r [
σ∗(a
k)
]r
1{τk=∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
≤ C
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
,
where, for any k ∈ Z, τk is the stopping time associated with the (ϕ,∞)M-atom a
k and µk :=
3 · 2k‖1{τk<∞}‖Lϕ[0,1).
Proof. For any k ∈ Z and ℓ ∈ Z+, let Λk,ℓ be as in (7.5). Moreover, for any m ∈ Λk,ℓ, let Ik,ℓ,m be
also as in (7.5) and Kk,ℓ,m ∈ N satisfying P(Ik,ℓ,m) = 2
−Kk,ℓ,m . It was proved in [40, Theorem 7.14]
that, for any k ∈ Z and x ∈ {τk = ∞},
σ∗(a
k)(x) .
∥∥∥1{τk<∞}∥∥∥−1Lϕ[0,1)
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
2 j−Kk,ℓ,m1Ik,ℓ,m+˙2− j−1(x)(7.8)
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+
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
2 j−Kk,ℓ,m
Kk,ℓ,m−1∑
i= j
2i−Kk,ℓ,m1Ik,ℓ,m+˙[2− j−1,2− j−1+˙2−i)(x)

=:
∥∥∥1{τk<∞}∥∥∥−1Lϕ[0,1) [Ak(x) + Bk(x)] ,
which implies that∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r [
σ∗(a
k)
]r
1{τk=∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
.
∥∥∥∥∥∥∥
∑
k∈Z
2kr (Ak)
r
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
+
∥∥∥∥∥∥∥
∑
k∈Z
2kr (Bk)
r
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
(7.9)
=: Z1 + Z2.
By Lemma 2.18, there exists a function g ∈ L
ϕ∗
1/r[0, 1) with norm less than or equal to 1 such
that
Z1 .
∫ 1
0
∑
k∈Z
2kr (Ak)
r g dP ∼
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
2( j−Kk,ℓ,m)r1Ik,ℓ,m+˙2− j−1g dP
.
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,l,m−1∑
j=0
2( j−Kk,l,m)r
∣∣∣∣∣∣
∫
Ik,ℓ,m+˙2− j−1
g dP
∣∣∣∣∣∣
.
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
2( j−Kk,ℓ,m)r
∫ 1
0
1Ik,ℓ,m
1
P(Ik,ℓ,m+˙2− j−1)
∣∣∣∣∣∣
∫
Ik,ℓ,m+˙2− j−1
g dP
∣∣∣∣∣∣ dP,
where the last inequality follows from P(Ik,ℓ,m) = P(Ik,ℓ,m+˙2
− j−1) = 2−Kk,ℓ,m . From this and Lemma
2.18, we deduce that
Z1 .
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
1Ik,ℓ,m
Kk,ℓ,m−1∑
j=0
2( j−Kk,ℓ,m)r
1
P(Ik,ℓ,m+˙2− j−1)
∣∣∣∣∣∣
∫
Ik,ℓ,m+˙2− j−1
g dP
∣∣∣∣∣∣ dP
.
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
1Ik,ℓ,mUr,Kk,ℓ,m(g) dP
.
∥∥∥∥∥∥∥∥
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
∥∥∥Ur,Kk,ℓ,m(g)∥∥∥Lϕ∗1/r [0,1) .
By this, ‖g‖
L
ϕ∗
1/r [0,1)
≤ 1 and Theorem 7.3, we conclude that
Z1 .
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
2kr1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
‖g‖
L
ϕ∗
1/r [0,1)
.
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
.(7.10)
For Z2, we choose again a function g ∈ L
ϕ∗
1/r [0, 1) with ‖g‖
L
ϕ∗
1/r [0,1)
≤ 1 such that
Z2 .
∫ 1
0
∑
k∈Z
2kr (Bk)
r g dP.(7.11)
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It is clear that, for any k ∈ Z, i, j, ℓ ∈ Z+, m ∈ Λk,ℓ and j ≤ i ≤ Kk,ℓ,m − 1,
P(Ik,ℓ,m+˙[2
− j−1, 2− j−1+˙2−i)) = 2−i.
From this and (7.11), it follows that
Z2 .
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
Kk,ℓ,m−1∑
i= j
2( j−Kk,ℓ,m)r2(i−Kk,ℓ,m)r1Ik,ℓ,m+˙[2− j−1,2− j−1+˙2−i)g dP
.
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
Kk,ℓ,m−1∑
i= j
2( j−Kk,ℓ,m)r2(i−Kk,ℓ,m)r
∣∣∣∣∣∣
∫
Ik,ℓ,m+˙[2− j−1,2− j−1+˙2−i)
g dP
∣∣∣∣∣∣
.
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
Kk,ℓ,m−1∑
i= j
2( j−Kk,ℓ,m)r2(i−Kk,ℓ,m)r2Kk,ℓ,m−i1Ik,ℓ,m
×
1
P(Ik,ℓ,m+˙[2− j−1, 2− j−1+˙2−i))
∣∣∣∣∣∣
∫
Ik,ℓ,m+˙[2− j−1,2− j−1+˙2−i)
g dP
∣∣∣∣∣∣ dP,
which implies that
Z2 .
∫ 1
0
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
1Ik,ℓ,mVr,Kk,ℓ,m(g) dP.
Combining this, Lemma 2.18 and Theorem 7.3, we conclude that
Z2 .
∥∥∥∥∥∥∥∥
∑
k∈Z
2kr
∑
ℓ∈Z+
∑
m∈Λk,ℓ
1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
∥∥∥Vr,Kk,ℓ,m(g)∥∥∥Lϕ∗1/r [0,1)
.
∥∥∥∥∥∥∥∥
∑
k∈Z
∑
ℓ∈Z+
∑
m∈Λk,ℓ
2kr1Ik,ℓ,m
∥∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
‖g‖
L
ϕ∗
1/r [0,1)
.
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
.
From this, (7.9) and (7.10), we deduce the desired conclusion. This finishes the proof of Theorem
7.5. 
Remark 7.6. Notice that, under the assumptions of Theorem 7.5, we have p−ϕ ∈ (
1
2
,∞).
Theorem 7.7. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1) for
some r ∈ (1
2
,min{1, p−ϕ}]. Then there exists a positive constant C such that, for any f ∈ Hϕ[0, 1),
‖σ∗ f ‖Lϕ[0,1) ≤ C ‖ f ‖Hϕ[0,1) .
Proof. The conclusions of this theorem follows from Theorems 7.4 and 7.5 immediately. 
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Remark 7.8. If the condition, that the Doob maximal operator is bounded on L
ϕ∗
1/r [0, 1) for some
r ∈ (1
2
,min{1, p−ϕ }] in Theorem 7.7, is replaced by the condition that ϕ
∗
1/r
∈ A∞[0, 1) and
(7.12) q(ϕ∗1/r) < (p
+
ϕ/r)
′ ≤ (p−ϕ/r)
′ < ∞
for some r ∈ (1
2
,min{1, p−ϕ}], then, from Corollary 3.4, we deduce that the conclusion of Theorem
7.7 still holds true.
Notice that Theorem 7.7 is new even for the weighted Hardy spaces [namely, for any given
p ∈ (1
2
,∞), ϕ(x, t) := w(x)tp for any x ∈ [0, 1) and t ∈ (0,∞)] and for Orlicz Hardy spaces
[namely, ϕ(x, t) = Φ(t) for any x ∈ [0, 1) and t ∈ (0,∞), here Φ is an Orlicz function].
Theorem 7.9. Let p ∈ (1
2
,∞) and w ∈ A2p[0, 1) be a special weight. Let ϕ(x, t) := w(x)t
p for any
x ∈ [0, 1) and t ∈ (0,∞). Then there exists a positive constant C such that, for any f ∈ Hϕ[0, 1),
‖σ∗ f ‖Lϕ[0,1) ≤ C ‖ f ‖Hϕ[0,1) .
Proof. Clearly, ϕ is of uniformly lower type p and of uniformly upper type p. It is well known
that w ∈ A2p[0, 1) implies that there exists r ∈ (
1
2
,min{1, p}) such that w ∈ Ap/r[0, 1). By Example
2.16(i), we know that, for any x ∈ [0, 1) and t ∈ (0,∞),
ϕ∗1/r(x, t) = [w(x)]
−1
p/r−1 t(p/r)
′
(p/r)
−1
p/r−1
1
(p/r)′
.
Observe that ϕ∗
1/r
is of uniformly lower type (p/r)′ and of uniformly upper type (p/r)′. We can
easily check that w ∈ Ap/r[0, 1) implies w
−1
p/r−1 ∈ A(p/r)′[0, 1). From this, it follows that ϕ
∗
1/r
∈
A(p/r)′[0, 1). Then there exists ε ∈ (0,∞) such that ϕ
∗
1/r
∈ A(p/r)′−ε[0, 1). Thus, we have q(ϕ
∗
1/r
) <
(p/r)′ and hence ϕ∗
1/r
satisfies (7.12). The desired conclusion of the theorem follows from Remark
7.8. This finishes the proof of Theorem 7.9. 
Theorem 7.7 gives back the well known result of Weisz ([74, 78]) mentioned above when
ϕ(x, t) := tp for any x ∈ [0, 1) and t ∈ (0,∞), with p ∈ (1
2
,∞). For p = 1, it is due to Fujii [22]
(see also Schipp et al. [67]). If ϕ(x, t) := tp for any x ∈ [0, 1) and t ∈ (0,∞), with p ∈ (0, 1
2
], then
Theorem 7.7 is not true anymore (see Simon et al. [70], Simon [69] and Ga´t et al. [24]).
Theorem 7.10. Let Φ be an Orlicz function with lower type p−
Φ
and upper type p+
Φ
and ϕ(x, t) :=
Φ(t) for any x ∈ [0, 1) and t ∈ (0,∞). If p−
Φ
∈ (1/2,∞), then there exists a positive constant C such
that, for any f ∈ Hϕ[0, 1),
‖σ∗ f ‖Lϕ[0,1) ≤ C ‖ f ‖Hϕ[0,1) .
Proof. Choosing r ∈ (1
2
,min{1, p−
Φ
}), we can apply Remark 7.8. Then the desired conclusion of
this theorem follows from Lemmas 2.13 and 2.15 and the fact that q(ϕ∗
1/r
) = 1. This finishes the
proof of Theorem 7.10. 
By standard arguments (see, for example, Jiao et al. [40]), Theorem 7.7 implies the next con-
vergence results of (σn f )n∈N. We state these convergence results only in the general case, more ex-
actly, under the assumptions of Theorem 7.7. Let p ∈ (1
2
,∞), w ∈ A2p[0, 1) be a special weight and
Φ an Orlicz function. Obviously, we could formulate the convergence results if ϕ(x, t) := w(x)tp
or if ϕ(x, t) := Φ(t) for any x ∈ [0, 1) and t ∈ (0,∞), in other words, under the assumptions of
Theorems 7.9 or 7.10, which are new results as well.
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Corollary 7.11. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (1
2
,min{1, p−ϕ }]. If f ∈ Hϕ[0, 1), then σn f converges almost everywhere on [0, 1) as
well as in the Lϕ[0, 1)-norm as n→ ∞.
For any integrable function f , the limit of (σn f )n∈N is exactly the function. For any k ∈ Z+, let
I ∈ Fk be an atom of Fk. The restriction of a martingale f to the atom I is defined by setting, for
any n ∈ Z+,
f1I := (En f1I , n ≥ k).
Corollary 7.12. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (1
2
,min{1, p−ϕ}]. If f ∈ Hϕ[0, 1) and there exists a dyadic interval I such that the
restriction f1I ∈ L
1(I), then
lim
n→∞
σn f (x) = f (x) for almost every x ∈ I as well as in the L
ϕ(I)-norm.
Corollary 7.13. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying (3.2). Suppose that the Doob maximal operator M is bounded
on L
ϕ∗
1/r [0, 1) for some r ∈ (1
2
,min{1, p−ϕ }]. If f ∈ L
ϕ[0, 1), then
lim
n→∞
σn f (x) = f (x) for almost every x ∈ [0, 1) as well as in the L
ϕ[0, 1)-norm.
Proof. By Theorem 3.2 and f ∈ Lϕ[0, 1), we know that f ∈ Hϕ[0, 1) and hence f is integrable.
The desired conclusion follows from Corollary 7.12. This finishes the proof of Corollary 7.13. 
Considering only (σ2n )n∈N, we do not need the restriction r ∈ (
1
2
, 1].
Theorem 7.14. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (0,min{1, p−ϕ }]. Then there exists a positive constant C such that∥∥∥∥∥∥∥
∑
k∈Z
(
µk
)r
sup
n∈N
∣∣∣σ2n(ak)∣∣∣r 1{τk=∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
≤ C
∥∥∥∥∥∥∥
∑
k∈Z
2kr1{τk<∞}
∥∥∥∥∥∥∥
L
ϕ1/r [0,1)
,
where, for any k ∈ Z, τk is the stopping time associated with the (ϕ,∞)M-atom a
k and µk :=
3 · 2k‖1{τk<∞}‖Lϕ[0,1).
Proof. Similarly to (7.8), for any k ∈ Z and ℓ ∈ Z+, let Λk,ℓ be defined as in (7.5). Moreover, for
any m ∈ Λk,ℓ, let Ik,ℓ,m be defined also as in (7.5) and Kk,ℓ,m ∈ N satisfying P(Ik,ℓ,m) = 2
−Kk,ℓ,m . It
was proved in [40, Theorem 7.14] that, for any k ∈ Z and x ∈ {τk = ∞},
sup
n∈N
∣∣∣σ2n(ak)(x)∣∣∣ . ‖1{τ<∞}‖−1Lϕ[0,1) ∑
ℓ∈Z+
∑
m∈Λk,ℓ
Kk,ℓ,m−1∑
j=0
2 j−Kk,ℓ,m1Ik,ℓ,m+˙2− j−1(x).
Then the proof of this theorem can be finished as in Theorem 7.5. 
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We deduce the next result from this and Theorem 7.4.
Theorem 7.15. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1) for
some r ∈ (0,min{1, p−ϕ }]. Then there exists a positive constant C such that, for any f ∈ Hϕ[0, 1),∥∥∥∥∥∥supn∈N |σ2n f |
∥∥∥∥∥∥
Lϕ[0,1)
≤ C ‖ f ‖Hϕ[0,1) .
The following corollaries can be proved as Corollaries 7.11, 7.12 and 7.13.
Corollary 7.16. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (0,min{1, p−ϕ }]. If f ∈ Hϕ[0, 1), then σ2n f converges almost everywhere on [0, 1) as
well as in the Lϕ[0, 1)-norm as n→ ∞.
Corollary 7.17. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ . Suppose that the Doob maximal operator M is bounded on L
ϕ∗
1/r [0, 1)
for some r ∈ (0,min{1, p−ϕ }]. If f ∈ Hϕ[0, 1) and there exists a dyadic interval I such that the
restriction f1I ∈ L
1(I), then
lim
n→∞
σ2n f (x) = f (x) for almost every x ∈ I as well as in the L
ϕ(I)-norm.
Corollary 7.18. Let ϕ ∈ A∞[0, 1) be a Musielak–Orlicz function with uniformly lower type p
−
ϕ and
uniformly upper type p+ϕ satisfying (3.2). Suppose that the Doob maximal operator M is bounded
on L
ϕ∗
1/r [0, 1) for some r ∈ (0,min{1, p−ϕ }]. If f ∈ L
ϕ[0, 1), then
lim
n→∞
σ2n f (x) = f (x) for almost every x ∈ [0, 1) as well as in the L
ϕ[0, 1)-norm.
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