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Resumo
O problema de corte de estoque aparece em vários processos industriais e consiste em
produzir peças menores (itens) para atender uma determinada demanda a partir do corte
de peças maiores (objetos) disponíveis em estoque, otimizando uma função objetivo. Nesta
dissertação é apresentado um estudo sobre o Problema de Corte de Estoque com Sobras
Aproveitáveis (PCESA) unidimensional. O PCESA é um problema de corte de estoque em
que nem toda sobra resultante de um processo de corte que não é um item é considerada
como perda. Neste caso, ela é maior que um determinado comprimento e, por isso, retorna
ao estoque para ser reutilizada em processos de corte subsequentes. Para a resolução
desse problema foram desenvolvidas três versões da meta-heurística Greedy Randomized
Adaptive Search Procedures (GRASP). A meta-heurística GRASP é um procedimento
iterativo composto de uma fase de construção, onde é construída uma solução inicial
para o problema e uma fase de busca local, em que a solução construída tende a ser
melhorada. Neste trabalho, o principal objetivo ao resolver o PCESA unidimensional é a
minimização das perdas e quantidade de retalhos gerados. É considerado que o estoque
inicial é composto de objetos padronizados e retalhos de cortes anteriores. Para os retalhos
disponíveis em estoque, a construção de padrões de corte é feita utilizando o problema
da mochila restrito a fim de construir padrões de corte que aproveitem o máximo de
cada retalho, isso faz com que o uso de retalhos tenha prioridade em relação aos objetos
padronizados disponíveis. Para as três versões do método de resolução proposto foram
realizados testes computacionais com exemplares da literatura.
Palavras-chave: problema de corte de estoque unidimensional, sobras aproveitáveis,
meta-heurística, GRASP.
Abstract
The cutting stock problem appears in several industrial processes and consists of producing
smaller pieces (items) to meet a certain demand from the cutting of larger pieces (objects)
available in stock, optimizing an objective function. In this monograph it is presented a
study on the One-Dimensional Cutting Stock Problem with Usable Leftovers (CSPUL).
The CSPUL is a cutting stock problem in which not every leftover from a previous cutting
process is considered waste. If the piece is greater than a certain length, it therefore may
be returned to the stock to be used in subsequent cutting processes. In order to solve this
problem, three versions of the Greedy Randomized Adaptive Search Procedures (GRASP)
have been developed. The metaheuristic GRASP is an iterative procedure composed of
a construction phase, where a solution to the problem is constructed, and a local search
phase, in which the built solution tends to be improved. The main objective in solving the
one dimensional CSPUL, in this work, is the minimization of waste and the amount of
generated retails. It is considered that the initial stock is composed of standardized objects
and retails from previous cuts. For the retails initially available in stock, the construction
of cut patterns is done by solving a constrained knapsack problem in order to build cutting
patterns that take full advantage of each retail, this makes retails use a priority over
standardized available objects. For the three proposed methods, computational tests were
performed on copies from the literature.
Keywords: one dimensional cutting stock problem, usable leftovers, metaheuristic, GRASP.
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Introdução
A área da Pesquisa Operacional (PO) teve início durante a II Guerra Mundial,
com o objetivo de formar estratégias e táticas a serem inseridas em operações militares com
a participação de matemáticos, físicos e engenheiros. Com base em fatos e dados criavam-
se modelos matemáticos para os problemas a fim de ensaiar e avaliar o resultado das
estratégias ou decisões alternativas (Marins (2011)). Na pesquisa operacional encontram-se
várias metodologias para determinar soluções, algumas delas são, programação linear,
programação não linear, programação dinâmica e programação inteira.
Em problemas de otimização, busca-se maximizar (ou minimizar) uma função
específica a qual é chamada de função objetivo. Em geral, um problema de corte de
estoque é modelado como um problema de programação linear inteira e aparece em vários
processos industriais, por exemplo na indústria de bobinas de papel ou alumínio, placas
de metal ou madeira, chapas de vidro, plástico, barras de aço, entre outros (Morabito
(1994), Rangel e Figueiredo (2008), Silva (2008), Poldi e Arenales (2006)). O problema
de corte de estoque simula o processo de produzir peças menores (itens demandados)
com tamanhos e quantidades específicas utilizando peças maiores (objetos disponíveis em
estoque), de modo a satisfazer um (ou mais) objetivo, como por exemplo: minimizar a
perda dos objetos utilizados para produzir os itens, minimizar a quantidade de objetos a
serem cortados na produção dos itens, maximizar o lucro, etc. Um problema equivalente
ao problema de corte de estoque é a alocação de itens, de forma econômica, dentro de um
determinado objeto, o qual é conhecido como o problema de empacotamento.
Muitas empresas tem como objetivo o lucro na venda dos itens produzidos.
Minimizar as perdas de materiais nos padrões de corte utilizados para a produção dos
itens é uma possibilidade para alcançar esse objetivo. Uma forma de reduzir a perda de
material pode ser considerada admitindo-se que um pedaço cortado que não seja um item,
cujo comprimento é maior que um determinado comprimento, não seja considerado perda
e dessa forma possa ser devolvido ao estoque e ser utilizado para satisfazer demandas
futuras. Em um problema de corte de estoque, se uma sobra volta para o estoque ela é
denominada retalho, e este problema é conhecido na literatura como Problema de Corte
de Estoque com Sobras Aproveitáveis (PCESA) (Cherri (2009)). Ao cortar um objeto,
podemos gerar um retalho ao invés de uma perda. Neste caso, o retalho pode ser melhor
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utilizado futuramente contribuindo para gerar menor quantidade de resíduos e, dessa
forma, trazer menos prejuízo ao meio ambiente.
O tema central deste trabalho é o PCESA unidimensional. No PCESA, con-
sideramos dois tipos de sobras, as que não podem ser aproveitáveis e são chamadas de
perdas, e as que podem ser aproveitáveis e consequentemente são chamadas de retalhos.
Os problemas de corte e empacotamento são considerados problemas NP-difíceis
(Garey e Johnson (1979)), isto porque não existem algoritmos que resolvam esses tipos de
problemas em tempo polinomial. Em geral, os métodos usados necessitam de um longo
tempo de processamento computacional e nem sempre retornam bons resultados. Na
literatura, existem alguns algoritmos exatos, além de diversos métodos heurísticos de
resolução.
Algoritmos exatos levam a uma solução ótima, contudo, a maioria apresenta
complexidade de tempo exponencial, e isso resulta em um custo computacional muito alto.
Essa dificuldade no tempo de execução de algoritmos exatos justifica a existência de uma
grande quantidade de métodos heurísticos na literatura.
Métodos heurísticos não garantem soluções ótimas, porém, garantem soluções
subótimas em menor tempo computacional. Uma tendência é resolver o problema com
o uso de meta-heurísticas. As meta-heurísticas são métodos heurísticos que resolvem os
problemas de otimização de forma genérica, e são normalmente utilizadas para resolver
problemas em que não conhecemos algoritmos eficientes. Utilizam combinações de escolhas
aleatórias e conhecimento histórico (resultados anteriores adquiridos pelo método) para se
guiarem dentro de vizinhanças no espaço de busca. Algumas meta-heurísticas conhecidas
da literatura são: algoritmo genético, simulated annealing, GRASP, busca tabu, colônia de
formigas, colônia de abelhas, entre outras (Resende e Sousa (2013)).
O objetivo desta dissertação é propor e analisar métodos de solução para o
PCESA unidimensional. Para isto, são utilizadas heurísticas construtivas e de melhoramento
para o desenvolvimento de meta-heurísticas GRASP.
O texto desta dissertação está estruturado da seguinte forma: no Capítulo 1,
apresentamos a classificação para os problemas de corte com enfoque no problema de
corte de estoque e no PCESA unidimensionais, uma breve revisão da literatura sobre
trabalhos que abordam o PCESA e uma revisão dos trabalhos que abordam métodos
exatos para resolução do PCESA unidimensional. Além disso, dos trabalhos que abordam o
procedimento meta-heurístico GRASP para problemas de corte de estoque unidimensional,
que é o método escolhido para solução dos problemas nesta dissertação. No Capítulo 2
são abordados alguns procedimentos heurísticos e meta-heurísticos para o PCESA e é
apresentado a forma geral do algoritmo GRASP e seu desenvolvimento para a utilização em
problemas de corte de estoque com aproveitamento de sobras. No Capítulo 3, apresentamos
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as características das classes testadas e os resultados obtidos ao utilizar os métodos
desenvolvidos com os exemplares de cada classe, bem como os resultados retirados de
Cherri (2006) e Cherri (2009) para comparação dos nossos resultados. Posteriormente,
são apresentadas algumas considerações em relação as conclusões obtidas com os testes
computacionais e, por fim, as referências utilizadas para estudo e elaboração do texto
relacionado ao tema dessa dissertação.
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Capítulo 1
Problemas de corte de estoque
O problema de corte de estoque consiste, basicamente, em cortar peças maiores,
chamadas de objetos, com a finalidade de produzir peças menores, chamadas de itens, a
fim de atender uma quantidade específica de itens, chamada demanda, otimizando uma
determinada função objetivo.
Desde a publicação de Gilmore e Gomory (1961) sobre problemas de corte
e empacotamento, vem aumentando o número de pesquisas sobre o tema. A primeira
classificação dos problemas de corte e empacotamento foi proposta por Dyckhoff (1990)
a fim de unificar as diferentes notações utilizadas na literatura. O autor propôs quatro
critérios para classificá-los: dimensão, tipo de atribuição, tipo de objeto e tipo de item.
No entanto, uma mesma classe poderia concentrar uma grande diversidade de problemas,
sendo que modelos e métodos adequados a um problema poderiam não se adequar a outro
problema de uma mesma classe. Diante disso, Wäscher et al. (2007) reestruturaram a
tipologia de Dyckhoff (1990) e introduziram uma nova categoria para definir os problemas,
permitindo que cada problema tenha uma única representação. Os critérios para a nova
classificação são: dimensão, tipo de atribuição, tipo de item, tipo de objeto e forma do
item.
• Dimensão: está relacionada com as dimensões consideradas no processo de corte.
Em relação ao critério dimensão, o problema de corte pode ser classificado como:
‚ Unidimensional: neste caso, apenas uma das dimensões (comprimento) é consi-
derada no processo de corte.
Na Figura 1, aq ilustra um objeto a ser cortado enquanto bq ilustra o objeto
após ser cortado alguns tipos de itens, considerando apenas o comprimento dos
itens e a sobra produzida no objeto.
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Figura 1 – a) Objeto; b) Padrão de corte unidimensional.
‚ Bidimensional: neste caso, duas dimensões (comprimento e largura) são con-
sideradas no processo de corte. Resolver este tipo de problema, consiste em
combinar geometricamente os itens ao longo do comprimento e da largura dos
objetos em estoque.
Na Figura 2, aq ilustra um objeto a ser cortado enquanto bq ilustra o objeto
após serem cortados alguns tipos de itens, considerando comprimento e altura
dos itens e a sobra produzida no objeto.
Figura 2 – a) Objeto; b) Padrão de corte bidimensional.
‚ Tridimensional: neste caso, três dimensões (comprimento, largura e altura)
são consideradas no processo de corte. Cortar itens de um objeto para o caso
tridimensional pode ser visto como empacotar estes itens dentro de um objeto,
ou seja, um problema de bin-packing (empacotamento).
Na Figura 3, aq ilustra um objeto para alocação de itens, enquanto bq ilustra o
objeto após ser alocados os itens, considerando largura, comprimento e altura
dos itens e a sobra produzida no objeto.
Figura 3 – a) Objeto; b) Padrão de corte tridimensional (empacotamento).
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‚ N-dimensional: ocorre quando mais de três dimensões são relevantes na solução
do problema, como por exemplo, o problema de alocação de tarefas.
Problemas quadridimensionais podem ser obtidos quando problemas de empa-
cotamento tridimensionais tem o tempo como quarta dimensão. Por exemplo,
quando caixas têm que ser armazenadas em um recipiente por períodos de
tempo fixos, sem interrupções.
• Tipo de atribuição:
‚ maximização de saída: quando todos os objetos disponíveis não são suficientes
para alocar todos os itens;
‚ minimização de entrada: quando os objetos disponíveis são suficientes para
alocar todos os itens.
• Tipo de itens:
‚ itens idênticos: há apenas um único tipo de item;
‚ itens pouco heterogêneos: há muitos itens idênticos podendo ser agrupados em
classes de itens com as mesmas características;
‚ tipos muito heterogêneos: há poucos itens idênticos podendo ser agrupados
em classes de itens com as mesmas características, porém em cada classe é
composta de poucos itens.
• Tipos de objetos:
‚ um objeto: há apenas um tipo de objeto para ser utilizado;
‚ vários objetos: há mais de um tipo de objeto para ser utilizados. Os objetos
podem ser classificados como idênticos, pouco e muito heterogêneos.
• Forma dos itens:
Wäscher et al. (2007) consideraram ainda três tipos para os problemas de corte e
empacotamento: básico, intermediário e refinado.
‚ Problemas do tipo básico: são obtidos pela combinação dos critérios de tipos
de itens e tipo de atribuição. Estes problemas caracterizam-se por:
∗ maximização de saída: possuem estoque de objetos limitado, como con-
sequência, nem sempre é possível produzir todos os itens. De modo que,
almeja-se produzir o máximo de itens possíveis;
∗ minimização de entrada: possuem em estoque uma grande quantidade de
objetos, de modo a produzir todos os itens. Assim, almeja-se utilizar o
mínimo possível de objetos.
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‚ Problemas do tipo intermediário: obtidos por adicionar o critério de diversidade
dos itens na classificação de problemas do tipo básico.
‚ Problemas do tipo refinado: considera, além dos critérios da classificação dos
problemas do tipo intermediário, os critérios de dimensionalidade e da forma
dos itens, regulares (itens convexos) ou irregulares.
1.1 Problema de corte de estoque unidimensional
O problema de corte de estoque unidimensional consiste em cortar objetos
disponíveis em estoque para produzir itens demandados, em que apenas uma dimensão é
relevante para o processo de corte. Não permite produção em excesso dos itens e os objetos
em estoque devem ser aproveitados ao máximo. Se há pedaços cortados que não sejam
itens demandados, são considerados perda.
1.1.1 Problema de corte de estoque unidimensional com um tipo de objeto
em estoque
De acordo com a classificação feita em Wäscher et al. (2007), quando temos em
estoque todos os objetos idênticos, ou seja, mesmo comprimento, temos um Single Stock
Size Cutting Stock Problem (SSSCSP).
Considere que temos em estoque objetos, de comprimento L, que devem ser
cortados com a finalidade de produzir itens, de comprimentos `i, i “ 1, 2, . . . ,m e `i ď L,
em quantidades di (demanda), i “ 1, 2, . . . ,m, que são conhecidas a priori.
Definição 1.1. Definimos padrão de corte a forma como os itens se encontram sobre
os objetos e sua representação é dada da seguinte forma
a “ pa1, a2, . . . , amqT ,
em que ai P Z` é a quantidade de itens do tipo i produzidos em um determinado padrão
de corte.
Para cada padrão de corte temos associado um vetor m-dimensional a (que
contabiliza os itens produzidos).
Definição 1.2. Definimos padrão de corte homogêneo ao padrão de corte que produz
apenas um tipo de item. Caso contrário, ele é chamado de padrão de corte não homogêneo.
O vetor associado ao padrão de corte homogêneo possui apenas uma coordenada
não nula, ou seja,
a “ p0, . . . , ai, . . . , 0qT
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em que ai ‰ 0 para algum i.
Para obter um padrão de corte homogêneo, podemos considerar:
ai “
Z
L
`i
^
, i “ 1, . . . ,m.
A Figura 4 ilustra um exemplo com m “ 3 tipos de itens de comprimentos
`1 “ 2, `2 “ 3 e `3 “ 4, a serem cortados em um determinado objeto de comprimento
L “ 10. Os três primeiros padrões de corte na Figura 4 - c) são padrões de corte homogêneos.
Figura 4 – a) Objeto a ser cortado; b) Itens a serem produzidos; c) Padrões de corte.
O problema de corte de estoque unidimensional consiste em selecionar alguns
ou o total de itens, para atribuí-los e localizá-los dentro de um conjunto de objetos, de
modo a satisfazer a restrição física: o comprimento total dos itens cortados em um objeto
não deve exceder o seu tamanho, ou seja,
`1a1 ` `2a2 ` . . .` `mam ď L (1.1)
ai ě 0, i “ 1, . . . ,m e inteiro. (1.2)
As Equações (1.1) e (1.2) são restrições de um problema da mochila. A definição
detalhada do problema da mochila pode ser vista na Subseção 1.1.3.
Definição 1.3. Definimos frequência como a quantidade inteira e não negativa de vezes
que cada padrão de corte é utilizado.
Admitindo-se que a quantidade de objetos disponíveis em estoque é suficiente
para atender toda a demanda de itens, a modelagem matemática é feita da seguinte forma:
• Definir todos os padrões de corte possíveis:
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a1 “
»————–
a11
a21
...
am1
fiffiffiffiffifl , a2 “
»————–
a12
a22
...
am2
fiffiffiffiffifl , . . . , an “
»————–
a1n
a2n
...
amn
fiffiffiffiffifl .
Seja n o número de padrões de corte possíveis, isto é, o número de soluções
viáveis para (1.1) e (1.2). Essa quantidade cresce exponencialmente com o número de itens
a serem cortados. Em cada padrão de corte, temos que aij representa o número de itens
do tipo i produzidos no padrão de corte do tipo j, para i “ 1, . . . ,m e j “ 1, . . . , n.
• Definir a frequência de cada padrão de corte:
Considere xj o número de vezes que um objeto é cortado segundo o padrão de corte j e cj
o custo associado a esse padrão de corte. Se o objetivo do problema de corte de estoque
unidimensional é minimizar o custo total, um possível modelo matemático para o problema
é dado por:
minimizar
nÿ
j“1
cjxj (1.3)
sujeito a:
nÿ
j“1
aijxj ě di, i “ 1, . . . ,m (1.4)
xj ě 0 e inteiro, j “ 1, . . . , n, (1.5)
em que as Restrições (1.4) garantem que a demanda seja satisfeita e (1.5) garantem que o
número de vezes que o padrão de corte é repetido seja um número inteiro e não negativo.
Em geral, n é muito grande de modo que conhecer a priori todos os padrões de corte é
inviável.
Qualquer solução de (1.3)-(1.5) que não viole o comprimento do objeto (1.1)-
(1.2), com componentes inteiras e não negativas, fornece uma solução viável para o problema
de corte de estoque. A condição de integralidade (Restrições (1.5)) torna os problemas
de corte difíceis de serem resolvidos computacionalmente. Uma forma de contornar esta
dificuldade é relaxar a condição de integralidade das variáveis do problema e resolvê-lo pelo
método simplex com geração de colunas (Gilmore e Gomory (1963)). A partir da solução
ótima do problema relaxado, que geralmente não é inteira, encontra-se uma solução inteira
para o problema de corte de estoque original. Vários métodos (exatos e heurísticos) para
determinar a solução foram desenvolvidos, como por exemplo em Stadtler (1990), Gau e
Wäscher (1995), Belov e Scheithauer (2002), Poldi (2003), Alves e Carvalho (2008) entre
outros.
Capítulo 1. Problemas de corte de estoque 22
Outros objetivos podem ser considerados, como por exemplo minimizar a perda
total. Neste caso, o custo de cortar cada objeto na função objetivo na Equação (1.3)
torna-se:
cj “ L´
mÿ
i“1
aij`i,
definindo a perda no padrão de corte j, para j “ 1, . . . , n.
1.1.2 Problema de corte de estoque unidimensional com vários tipos de objetos
em estoque e quantidade limitada
De acordo com a classificação feita em Wäscher et al. (2007), quando existem
objetos em estoque não idênticos temos um Multiple Stock Size Cutting Stock Problem
(MSSCSP).
Para este problema, temos que considerar os seguintes parâmetros para o
estoque:
• K: número de tipos diferentes de objetos em estoque;
• Lk: comprimento do objeto do tipo k;
• ek: disponibilidade do objeto do tipo k.
Neste caso, para o objeto do tipo k, k “ 1, . . . , K, um padrão de corte deve satisfazer as
seguintes restrições:
`1a1k ` `2a2k ` . . .` `mamk ď Lk (1.6)
aik ě 0, i “ 1, . . . ,m e inteiro. (1.7)
Para cada objeto do tipo k em estoque, temos nk padrões de corte possíveis.
Com isso, os padrões de corte possíveis são da seguinte forma,
a1k “
»————–
a11k
a21k
...
am1k
fiffiffiffiffifl , a2k “
»————–
a12k
a22k
...
am2k
fiffiffiffiffifl , . . . , ankk “
»————–
a1nkk
a2nkk
...
amnkk
fiffiffiffiffifl .
Assim, para cada k, o número de possíveis soluções para (1.6) e (1.7) é nk,
onde aijk é o número de itens do tipo i produzidos no padrão de corte do tipo j para o
objeto do tipo k, para i “ 1, . . . ,m, j “ 1, . . . , nk e k “ 1, . . . , K.
Considere xjk o número de vezes que o objeto k é cortado segundo o padrão
de corte j e cjk o custo associado do padrão de corte j do objeto do tipo k. Se o objetivo
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do problema de corte de estoque unidimensional é minimizar o custo total, um possível
modelo matemático para o problema é dado por:
minimizar
Kÿ
k“1
nkÿ
j“1
cjkxjk (1.8)
sujeito a:
Kÿ
k“1
nkÿ
j“1
aijkxjk ě di, i “ 1, . . . ,m (1.9)
nkÿ
j“1
xjk ď ek, k “ 1, . . . , K (1.10)
xjk ě 0 e inteiro, para j “ 1, . . . , nk, k “ 1, . . . , K. (1.11)
As Restrições (1.9) garantem que a demanda seja satisfeita, enquanto as
Restrições (1.10) garantem que a quantidade disponível de cada tipo de objeto não seja
violada. As Restrições (1.11) garantem que o número de vezes que um padrão de corte
é usado seja um número inteiro e não negativo. O Modelo matemático (1.8)-(1.11) foi
proposto por Gilmore e Gomory (1963).
1.1.3 Problema da mochila - Knapsack problem
Encontrar todos os padrões de corte possíveis para o problema de corte de
estoque tem um custo alto. Uma forma de contornar essa dificuldade é utilizar a técnica
de geração de colunas (Gilmore e Gomory (1961, 1963)), que consiste em, a cada iteração
do método simplex, resolver um subproblema que fornece um padrão de corte atrativo. No
caso do prolema de corte unidimensional, esse subproblema é um problema da mochila.
Definição 1.4. Definimos um problema da mochila (Knapsack problem) como segue: dado
um conjunto de m itens, em que cada item i, i “ 1, 2, . . . ,m, tem um peso `i e um valor
de utilidade ci, determinar um subconjunto tal que a soma dos pesos dos elementos seja a
maior possível dentro de um certo limite (capacidade).
Suponha uma mochila de capacidade L e m itens diferentes de pesos `1, . . . , `m
e a1, . . . , am as quantidades de itens que está sendo colocado na mochila. Determinar um
subconjunto tal que a soma dos pesos dos elementos seja a maior possível é equivalente a
maximizar a seguinte equação:
maximizar c1a1 ` c2a2 ` . . .` cmam
sujeito a: `1a1 ` `2a2 ` . . .` `mam ď L (1.12)
ai ě 0, e inteiros, para i “ 1, . . . ,m.
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Neste caso a quantidade de um determinado tipo de item não está sendo
limitada, sendo assim o Problema (1.12) é a formulação de um problema da mochila
irrestrito. No caso de haver limitação na quantidade de itens de um determinado tipo o
problema da mochila é chamado de restrito ou limitado e sua formulação é da seguinte
forma:
maximizar c1a1 ` c2a2 ` . . .` cmam
sujeito a: `1a1 ` `2a2 ` . . .` `mam ď L (1.13)
0 ď ai ď ri, e inteiros, para i “ 1, . . . ,m,
em que ri é a quantidade máxima permitida do item tipo i no padrão de corte.
1.2 O problema de corte de estoque com sobras aproveitáveis
O processo de corte de peças produz sobras as quais podem ou não ser descar-
tadas, o que possibilita a perda em material do estoque. Problemas desse tipo não podem
ser classificados e organizados de acordo com a tipologia proposta por Wäscher et al.
(2007), pois admitem características diversas, tais como otimização de entrada, otimização
de saída, vários tipos de objetos em estoque ou único tipo de objeto. Dessa forma, esses
problemas são referidos como problema de corte de estoque unidimensional com sobras de
material aproveitáveis.
Definição 1.5. Definimos sobra como sendo um pedaço cortado, que não seja um item
demandado.
Uma forma de reutilizar sobras pode ser considerada quando os padrões de
corte geram sobras de comprimento suficientemente grande para voltar ao estoque. O
problema de corte de estoque unidimensional com sobras de material aproveitáveis é
definido em Cherri (2009) da seguinte forma:
Um conjunto de peças (itens) deve ser produzido a partir do corte de unidades
grandes (objetos), os quais podem ser de tamanhos padronizados (objetos que são comprados
de fornecedores) ou não padronizados (objetos que são retalhos de cortes anteriores). São
dados os tamanhos e quantidades dos itens demandados e dos objetos disponíveis em estoque.
As demandas devem ser atendidas, cortando-se os objetos disponíveis, de modo que as
sobras sejam pequenas (chamadas de perdas) ou suficientemente grande (chamados
de retalhos) para retornarem ao estoque, porém em número reduzido.
Os termos ‘pequenas’ e ‘suficientemente grande’ podem ser decidido pelo
tomador de decisões.
Assim, temos a seguinte definição para o termo retalho.
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Definição 1.6. Definimos retalho como sendo um pedaço cortado, que não seja um item,
de comprimento suficientemente grande para ser reaproveitado.
No PCESA uma sobra, que não for nula e, que não seja considerada retalho é
uma perda.
Definição 1.7. Definimos perda como sendo um pedaço cortado, que não seja um item
demandado e, que não possa ser reaproveitado.
Para melhor compreensão considere os seguintes dados de estoque e demanda
representados na Figura 5.
Figura 5 – a) Objetos em estoque; b) Itens demandados.
Neste exemplo, na Figura 5 a) ilustra três tipos de objetos de comprimentos
L1 “ 10, L2 “ 15 e L3 “ 20, cada um com uma unidade em estoque, enquanto a Figura 5
b) ilustra três tipos de itens de comprimentos `1 “ 6, `2 “ 5 e `3 “ 4 com as respectivas
demandas d1 “ 2, d2 “ 3 e d3 “ 3. Considere que um retalho é todo comprimento de sobra
que for maior ou igual ao menor comprimento de item demandado (δ “ min
i“1,...,m t`iu “ 4),
ou seja, se o comprimento da sobra for maior ou igual a quatro, obtemos um retalho.
A Figura 6 apresenta três soluções possíveis para o exemplo.
Figura 6 – Soluções possíveis para o exemplo do problema de corte de estoque
• Figura 6 (a) ilustra uma solução que resulta em um retalho de comprimento igual a
6 metros;
• Figura 6 (b) ilustra uma solução que resulta em duas perdas de comprimento igual
a 3 metros cada;
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• Figura 6 (c) ilustra uma solução que resulta em um retalho de comprimento igual a
4 metros e uma perda de comprimento igual a 2 metros.
Na solução representada na Figura 6 (a), podemos observar que o comprimento
da sobra (6 metros) é igual ao comprimento de um dos itens demandados. Note que esse
pedaço foi considerado como um retalho pois a demanda para esse item já é atendida com
os dois padrões de corte anteriores. O mesmo acontece na solução representada na Figura
6 (c).
1.2.1 Revisão da literatura para o problema de corte de estoque com sobras
aproveitáveis
Nessa subseção são apresentados alguns estudos da literatura para o problema
de corte de estoque quando sobras de materiais são aproveitáveis. Algumas das notações
utilizadas em cada trabalho apresentado, foram adaptadas de acordo com as notações
utilizadas neste trabalho.
Demanda
• m: quantidade de tipos diferentes de itens;
• `i: comprimento do item do tipo i, i “ 1, . . . ,m;
• di: demanda do item do tipo i, i “ 1, . . . ,m;
Estoque
• B: quantidade de tipos diferentes de retalhos em estoque;
• bz: comprimento do retalho do tipo z, z “ 1, . . . , B;
• gz: disponibilidade do retalho do tipo z, z “ 1, . . . , B;
• K: quantidade de tipos diferentes de objetos em estoque;
• Lk: comprimento do objeto k, k “ 1, . . . , K;
• ek: quantidade de objetos do tipo k disponível em estoque, k “ 1, . . . , K;
Parâmetros
• δ : comprimento mínimo para uma sobra ser considerada retalho.
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Os primeiros estudos que se encontram na literatura sobre corte e empaco-
tamento são os trabalhos de Kantorovich (1960), em que foram apresentados modelos
matemáticos de programação linear e métodos de resolução para o planejamento e progra-
mação da produção, e de Gilmore e Gomory (1961, 1963), em que os autores apresentam
uma técnica de geração de colunas com a finalidade de obter uma solução aproximada
para os problemas de corte.
Em algumas indústrias as sobras que são suficientemente grande são utilizadas
para gerar padrões de corte futuros, estas sobras são chamadas de retalhos. O problema
de utilização de sobras foi sugerido por Brown (1971), porém apenas tempos depois foi
abordado diretamente na literatura.
Roodman (1986) descreveu um procedimento heurístico para problemas de
corte com o objetivo de minimizar as perdas e alocar as sobras em poucos padrões de
corte. Neste procedimento, os objetos considerados foram de diferentes comprimentos e
estoque limitado.
Scheithauer (1991) faz um estudo do manuseio de retalhos para o problema
de corte de estoque unidimensional utilizando o procedimento de geração de colunas,
proposto por Gilmore e Gomory (1961, 1963) para a resolução do problema relaxado e
um procedimento de arredondamento adaptado para a obtenção de uma solução inteira.
Para determinar uma solução inteira para a solução ótima do problema relaxado, um
procedimento que também considera retalhos foi adaptado. O autor considera vários tipos
de objetos em estoque em quantidade suficientes para satisfazer toda a demanda. Para o
modelo matemático proposto, além da notação já definida, são considerados:
• wz : valor positivo estimado do retalho z;
• Nk : quantidade de padrões de corte possíveis para o objeto do tipo k;
• xjk : quantidade de vezes que o objeto do tipo k é cortado segundo o padrão de corte
j.
O modelo matemático proposto por Scheithauer (1991) é dado por:
z “ min
Kÿ
k“1
Nkÿ
j“1
˜
ck ´
Bÿ
z“1
wza
jk
m`z
¸
xjk (1.14)
s. a:
Kÿ
k“1
Nkÿ
j“1
ajki xjk ě di, @i (1.15)
xjk ě 0, e inteiro, @j, k. (1.16)
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Cada coluna a ser inserida utilizando o procedimento de geração de colunas é calculada
resolvendo-se o subproblema (1.17).
min
!
ck ´
Bÿ
z“1
wza
k
m`z ´
mÿ
i“1
σiai, tal que
mÿ
i“1
`ia
k
i `
Bÿ
z“1
bza
k
m`z ď Lk (1.17)
aki ě 0, inteiro, para i “ 1, . . . ,m`B
)
,
em que σ é o vetor de multiplicadores simplex. Foram apresentados dois exemplos para o
modelo matemático proposto, os quais segundo o autor mostram a dificuldade em utilizar
retalhos.
Gradišar et al. (1997) foram os primeiros a considerar a existência de retalhos
no problema de corte. Eles desenvolveram um modelo matemático para minimizar a
quantidade de itens que não tinham demandas satisfeitas e a perda total de material em
uma indústria de tecidos com os objetos em estoque tendo comprimentos diferentes. No
entanto, o modelo matemático não foi utilizado; ao invés, foi proposto e utilizado um
procedimento heurístico denominado COLA. Gradišar et al. (1999) modificaram o que foi
feito em Gradišar et al. (1997) de modo a satisfazer o problema quando todos os objetos
em estoque são de comprimentos diferentes. Uma versão melhorada e generalizada do
programa COLA foi denominada CUT e foram considerados dois casos: estoque suficiente
e estoque insuficiente para satisfazer demanda de produção.
Gradišar e Trkman (2005) propuseram um algoritmo com a combinação das
ideias do algoritmo Branch-and-Bound com heurísticas sequenciais, melhorando assim o
que foi proposto por Gradišar et al. (1997) e Gradišar et al. (1999).
Abuabara e Morabito (2009) fazem um estudo do problema de corte unidimensi-
onal, com o objetivo de minimizar as perdas resultantes do processo de corte, admitindo-se
reutilizar sobras que são de um determinado tamanho mínimo e em boas qualidades, sendo
essas favorecidas no processo de corte subsequente de modo a evitar a geração de novas
sobras.
Os objetos considerados em Abuabara e Morabito (2009) são tubos estruturais
metálicos em diferentes tamanhos e quantidades suficientes para satisfazer toda a demanda
e os itens a serem produzidos são aeronaves leves agrícolas. São apresentados dois modelos
de programação inteira mista lineares. O primeiro modelo proposto é uma adaptação de
Gradišar et al. (1997) e não há limites para o número de tipos de itens cortados por objeto.
O modelo envolve determinar a quantidade de itens de um determinado tipo cortados em
um determinado objeto (xij) para que as demandas dos itens sejam cumpridas e a sobra
total seja minimizada; e o segundo modelo é uma simplificação do primeiro.
Para os modelos matemáticos propostos por Abuabara e Morabito (2009) (1 e
2) além da notação já definida são considerados:
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• sk “ Lk ´
mÿ
i“1
`ixik: sobra no objeto k;
• υk: indica se o objeto k é utilizado no plano de corte, para k “ 1, . . . , K:
υk “
$&%0, se xik “ 0, i “ 1, . . . ,m,1, caso contrário; (1.18)
• uk : indica se a sobra de um objeto usado é um retalho, para k “ 1, . . . , K:
uk “
$&%0, se υk “ 1 e sk ě δ,1, caso contrário; (1.19)
• tk : indica a perda no objeto k, k “ 1, . . . , K:
tk “
$&%sk, se υk “ 1, e sk ă δ,0, caso contrário; (1.20)
• wk : variável auxiliar binária para indicar se sk ă δ pwk “ 1q ou sk ě δ pwk “ 0q;
• M : inteiro suficientemente grande, por exemplo M “ maxk tLku ´mini t`iu;
• ξ: número pequeno inteiro positivo para mudar o sinal das desigualdades de “ě”
para “ą”.
O Modelo 1 (inteiro misto) proposto por Abuabara e Morabito (2009) é dado
por:
minimizar
Kÿ
k“1
tk (1.21)
sujeito a:
mÿ
i“1
`ixik ` sk “ Lk, k “ 1, . . . , K (1.22)
Kÿ
k“1
xik “ di, i “ 1, . . . ,m (1.23)
υk ě
mÿ
i“1
xik, k “ 1, . . . , K (1.24)
mÿ
i“1
xik ěMυk, k “ 1, . . . , K (1.25)
psk ´ δq ď ´Mwk ` , k “ 1, . . . , K (1.26)
psk ´ δq ěMp1´ wkq, k “ 1, . . . , K (1.27)
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tk ´Mwk ě 0, k “ 1, . . . , K (1.28)
tk ´Mυk ě 0, k “ 1, . . . , K (1.29)
sk ` tk ě 0, k “ 1, . . . , K (1.30)
sk ´ tk `Mwk `Mυk ě 2M, k “ 1, . . . , K (1.31)
´υk ` uk ě 0, k “ 1, . . . , K (1.32)
wk ` uk ě 1, k “ 1, . . . , K (1.33)
υk ´ wk ´ uk ě 0, k “ 1, . . . , K (1.34)
Kÿ
k“1
uk ď 1, k “ 1, . . . , K (1.35)
xik ě 0, e inteiro, i “ 1, . . . ,m e k “ 1, . . . , K
sk ě 0, tk ě 0, k “ 1, . . . , K (1.36)
wk P t0, 1u, υk P t0, 1u, uk P t0, 1u, i “ 1, . . . ,m e k “ 1, . . . , K.(1.37)
Segundo os autores, o Modelo 1 não gerou soluções nos casos em que exista
dois ou mais objetos com sobras iguais a ou maiores do que δ no plano de corte, ou seja, se
as Restrições (1.35) não são satisfeitas. No Modelo 2, descrito a seguir, isso não acontece.
O Modelo 2 proposto por Abuabara e Morabito (2009) é dado por:
minimizar
Kÿ
k“1
tk (1.38)
sujeito a:
mÿ
i“1
`ixik ` sk “ Lk, k “ 1, . . . , K (1.39)
Kÿ
k“1
xik “ di, i “ 1, . . . ,m (1.40)
Nuk ď Lkυk ´
mÿ
i“1
`ixik, k “ 1, . . . , K (1.41)
Lkυk ´
mÿ
i“1
`ixik ď tk ` ukM, k “ 1, . . . , K (1.42)
Kÿ
k“1
uk ď 1, k “ 1, . . . , K (1.43)
xik ě 0, e inteiro (1.44)
tk ě 0, υk P t0, 1u, uk P t0, 1u, i “ 1, . . . ,m e k “ 1, . . . , K. (1.45)
Para evitar a geração de novos retalhos, a função objetivo pode ser substituída
por:
Capítulo 1. Problemas de corte de estoque 31
min
Kÿ
k“1
tk `
Kÿ
k“1
Lkυk
Kÿ
k“1
Lk
.
Os experimentos computacionais foram realizados com dados reais fornecidos
por uma empresa, comparando as soluções obtidas pelos Modelos 1 e 2 com as soluções
utilizadas pela empresa. Os autores concluíram que os Modelos 1 e 2 mostraram resultados
melhores que os da empresa, sendo que o Modelo 2 mostrou melhor desempenho que o
Modelo 1. O artigo também mostra resultados que ilustram o trade-off entre a perda total
e o número máximo de sobras permitidas na solução.
Koch et al. (2009) abordam o problema de corte unidimensional para uma
indústria de transformação de madeira. Para cada planejamento do corte, os objetos a
serem utilizados estão disponíveis em um local diferente do local de corte necessitando
serem transportados, dessa forma, o processo de corte leva em consideração o transporte e
manuseio do material. O estoque inicial é composto por objetos padronizados e retalhos os
quais ficam disponíveis no estoque em compartimentos denominados cassetes. O objetivo
na construção do modelo matemático desenvolvido nesse artigo é a minimização da perda e
dos custos de transporte e manipulação de material. Como há um custo para cada retalho
retornar ao estoque, a quantidade de retalhos gerados também deve ser minimizada.
Para o modelo matemático proposto por Koch et al. (2009), além da notação
já definida, são considerados,
• H : conjunto de índices de números de cassettes;
• chand : custo de manuseio por cassette;
• cwaste : custo da perda por unidade de comprimento;
• cresid : custo dos retalhos por unidade de comprimento;
• ctrimjk : custo da perda no objeto k segundo o padrão de corte j;
ctrimjk “
$’’’’’’’’’’’&’’’’’’’’’’’%
cwaste
˜
Lk ´
mÿ
i“1
`iaijk
¸
, se a sobra no padrão de corte j é uma perda;
cresid
˜
Lk ´
mÿ
i“1
`iaijk
¸
, se a sobra no padrão de corte j é um retalho;
0, nos demais casos.
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• xjk : frequência do padrão de corte do tipo j no objeto do tipo k;
• ekh : disponibilidade de objetos tipo k disponível no cassette h;
• yh : indica se o cassette h é utilizado.
yh “
#
1, se pelo menos um objeto do cassette é utilizado
0, caso contrário.
• ONMAXk : número máximo de objetos do tipo k a ser usado na solução.
O modelo matemático proposto por Koch et al. (2009) é dado por:
minimizar
Kÿ
k“1
Nkÿ
j“1
ctrimjk xjk `
Hÿ
h“1
chandyh (1.46)
sujeito a:
Kÿ
k“1
Nkÿ
j“1
aijkxjk “ di, i “ 1, . . . ,m (1.47)
Nkÿ
j“1
xjk ď
Hÿ
h“1
ekhyh, k “ 1, . . . , K (1.48)
Nkÿ
j“1
xjk ď ONMAXk, k “ 1, . . . , K (1.49)
xjk ě 0 e inteiro, j “ 1, . . . , NK , k “ 1, . . . , K (1.50)
yh P t0, 1u, h “ 1, . . . , H. (1.51)
No Modelo (1.46)-(1.51), a função objetivo (1.46) minimiza os custos relevantes
para a decisão (perdas e manuseio para movimento de cassettes). As Restrições (1.47)
garantem que a demanda seja atendida. As Restrições (1.48) garantem que a disponibilidade
de cada tipo de objeto k não será excedida. As Restrições (1.49) limitam o número de
cada tipo de objeto utilizado. As Restrições (1.50) garantem que o número de vezes que
cada padrão de corte é utilizado seja um número inteiro. As Restrições (1.51) indicam se
um determinado cassette está sendo utilizado.
No trabalho de Koch et al. (2009), é utilizada uma abordagem de solução
baseada em programação linear. O modelo é testado utilizando dados fornecidos por uma
empresa alemã de estruturas em madeira, os parâmetros utilizados são disponibilizados
pelo tomador de decisão da empresa, e as soluções obtidas são apresentadas ao mesmo em
uma tabela que proporciona uma visão geral das soluções para que seja escolhida qual será
implementada. Além disso, segundo os autores, as soluções obtidas tiveram boa aceitação
pela empresa.
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Cherri (2009) modificou alguns procedimentos heurísticos conhecidos na lite-
ratura para resolução do problema de corte de estoque unidimensional e bidimensional
com sobras aproveitáveis, no caso bidimensional também foram feitas algumas altera-
ções na abordagem grafo E/OU a fim de obter uma solução para o problema. A autora
também aborda uma estratégia fuzzy para facilitar a análise das soluções obtidas devido
à dificuldade na análise dos procedimentos heurísticos desenvolvidos que consideram o
aproveitamento das sobras. Em Cherri et al. (2009), os autores consideraram o problema
de corte de estoque unidimensional com sobras aproveitáveis e propuseram algumas heu-
rísticas. As heurísticas modificadas foram First-Fit-Decreasing-FFD, Gulosa e Residual
de Arredondamento Guloso-RAG. As heurísticas obtidas foram FFDA, GulosaA, RAGA
versão 1, 2 e 3. Em Cherri et al. (2013), algumas heurísticas apresentadas em Cherri et
al. (2009) passam novamente por modificações para que as sobras disponíveis em estoque
previamente tenham prioridade na construção dos padrões de corte em comparação aos
objetos padronizados. As heurísticas obtidas foram FFDPA, GulosaPA, RAGPA.
Em Cui e Yang (2010) foi proposto uma extensão do modelo de Scheithauer
(1991), considerando que a quantidade de objetos em estoque é limitada e a quantidade de
retalhos gerados nos padrões de corte pode ser controlada. O modelo proposto consiste
em um procedimento de programação linear que atendia a maior parte da demanda e
posteriormente utilizava um procedimento sequencial heurístico para satisfazer a demanda
ainda não atendida.
Em Cherri et al. (2014) foram reunidos e revisados trabalhos da literatura
que consideram o problema de corte de estoque unidimensional com sobras aproveitáveis.
Os trabalhos revisados foram classificados em três grupos: os que resolvem o modelo
matemático utilizando heurísticas; os que resolvem o problema utilizando a modelagem
orientada à alocação do item; e os que resolvem o problema usando abordagens de padrão
de corte orientado. Para cada trabalho, foram apresentados aplicações para o problema,
o modelo matemático quando existia e comentários dos resultados obtidos em cada um
deles.
Arenales et al. (2015) apresentam um modelo matemático para o PCESA. O
modelo proposto aborda a forma como avaliar cada coluna a ser substituída no método
de geração de colunas e faz uso da diversidade de objetos em estoque para diminuir a
perda de material. Os possíveis comprimentos de sobras são definidos previamente e a
quantidade a ser gerada é limitada.
Para este modelo são definidos os seguintes dados a seguir:
• ek: número de tipos de objetos/sobra disponível em estoque, k “ 1, . . . , K `B;
• Sk: conjunto de padrões de corte para o tipo de objeto k, k “ 1, . . . , K `B;
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• Skpzq: conjunto de padrões de corte para o tipo de objeto padrão k com o tipo de
sobra K ` z, z “ 1, . . . , B, k “ 1, . . . , K;
• aijk: número de itens tipo i no padrão de corte j para o tipo de objeto k, i “
1, . . . ,m, k “ 1, . . . , K `B, j P Sk;
• aijkz: número de itens tipo i no padrão de corte j para o tipo de objeto k e sobra
tipo K ` z, i “ 1, . . . ,m, z “ 1, . . . , B, k “ 1, . . . , K, j P Skpzq;
• cjk: perda do corte de objeto/sobra de acordo com o padrão j, k “ 1, . . . , K `B, j P
Sk;
• cjkz: perda do corte do objeto k de acordo com o padrão j ao gerar um tipo de sobra
K ` z, k “ 1, . . . , K, z “ 1, . . . , B, j P Skpzq;
• U : número máximo de sobras;
• xjk: frequência do padrão de corte do tipo j cortados a partir do objeto do tipo k,
k “ 1, . . . , K `B, j P Sk;
• xjkz: frequência do padrão de corte do tipo j cortado a partir do objeto do tipo k
gerando um tipo de sobra K ` z, k “ 1, . . . , K, z “ 1, . . . , B, j P Skpzq;
• α1 ě 1: usado para dizer quando uma nova sobra deve ser criada;
• α2 ď 1: usado para dar prioridade ao corte de sobras;
• ppi1 pi2 pi3 pi4q: multiplicador simplex em que:
‚ pi1 é um vetor de dimensão m;
‚ pi2 é um vetor de dimensão K;
‚ pi3 é um vetor de dimensão B;
‚ pi4 é um número real.
Assim, o modelo proposto é dado por:
minimizar
Kÿ
k“1
ÿ
jPSk
cjkxjk ` α1
Kÿ
k“1
K`Bÿ
z“1
ÿ
jPSkpzq
cjkzxjkz `
`α2
Bÿ
z“1
ÿ
jPSk
cjzxjz (1.52)
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sujeito a:
Kÿ
k“1
ÿ
jPSk
aijkxjk `
Kÿ
k“1
K`Bÿ
z“1
ÿ
jPSkpzq
aijkxjkz `
Bÿ
z“1
ÿ
jPSk
aijzxjz “ di, i “ 1, . . . ,m (1.53)
ÿ
jPSk
xjk `
K`Bÿ
z“1
ÿ
jPSkpzq
xjkz ď ek, k “ 1, . . . , K (1.54)ÿ
jPSk
xjz ď ez, z “ 1, . . . , B (1.55)
Kÿ
k“1
K`Bÿ
z“1
ÿ
jPSkpzq
xjkz ´
Bÿ
z“1
ÿ
jPSz
xjz ď U ´
Bÿ
z“1
ez (1.56)
xjk ě 0, k “ 1, . . . , K `B, j P Sk; (1.57)
xjkz ě 0, z “ 1, . . . , B, k “ 1, . . . , K j P Skpzq. (1.58)
No Modelo (1.52)-(1.58), a função objetivo (1.52) minimiza a sobra total dos
padrões de corte. As Restrições (1.53) garantem que a demanda de itens seja atendida. As
Restrições (1.54) e (1.55) garantem que padrões de corte gerados a partir de, respectiva-
mente, objetos padronizados e retalhos, não ultrapassem a disponibilidades dos mesmos
em estoque. As Restrições (1.56) limitam a quantidade de sobras geradas. As Restrições
(1.57) e (1.58) garantem que a quantidade de padrões de corte gerados a partir de objetos
padronizados e retalhos são inteiras e não negativas.
O Modelo (1.52)-(1.58) é resolvido utilizando uma técnica de geração de colunas
feita da seguinte forma: gerar três padrões de corte, um com objeto padronizado, um
com objeto padronizado com sobra e um com retalho, e seus respectivos custos reduzidos;
após isso, incluir o padrão de corte com o custo reduzido mais negativo encontrado; parar
quando não for encontrada nenhuma coluna com custo reduzido negativo.
Segundo os autores, a perda de material diminui a medida que as demandas
aumentam, de modo que manter os itens em estoque pode ser inaceitável. Os autores
também afirmam que, as situações de demandas pequenas a médias, juntamente com itens
médios a grandes são as situações mais propícias de permitir sobras durante o processo de
corte e as perdas também dependem dos tamanhos e disponibilidades das sobras.
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1.3 Revisão da literatura da meta-heurística GRASP para proble-
mas de corte de estoque unidimensional
Feo e Resende (1989) propuseram uma heurística probabilística para o problema
de cobertura de conjuntos. Cada índice do conjunto selecionado para compor a solução foi
escolhido aleatoriamente dentro de um conjunto menor. A cardinalidade do conjunto menor
era determinada por um parâmetro α no intervalo p0, 1q. Mais tarde, Feo e Resende (1995),
utilizando dois problemas de otimização combinatória: cobertura de conjuntos e conjunto
independente máximo, desenvolvem um procedimento iterativo em que cada solução gerada,
com o que foi proposto em Feo e Resende (1989), passa por um procedimento de busca
local. O procedimento iterativo, construir uma solução e passar por uma busca local, foi
denominado GRASP. O conjunto menor construído a cada iteração da construção da
solução é denominado Lista Restrita de Candidatos (LRC).
Em Golfeto et al. (2008) foram propostos um novo modelo matemático e uma
meta-heurística GRASP acoplado com um procedimento path-relinking para o problema
de corte de estoque ordenado. Na construção da lista restrita de candidatos, foi utilizado
a melhor e a pior solução encontrada usando a heurística construtiva FFD para um
determinado cliente que ainda não estava na sequência, a fim de encontrar o próximo
cliente na sequência. Cada pedido de cliente foi considerado como um problema bin-packing.
Para cada iteração da meta-heurística GRASP são geradas 80 soluções. Em seguida, realiza-
se uma busca local utilizando as 80 soluções encontradas e atualizando o grupo Elite (o
grupo Elite é composto pelas 20 melhores soluções obtidas até o momento). Após isso, são
realizados 40 testes usando path-relinking selecionando aleatoriamente duas soluções do
grupo Elite.
Em Neto (2004) foi abordado o problema de corte de estoque unidimensional
clássico tendo como abordagem de resolução a meta-heurística GRASP. O objetivo era
avaliar a independência entre as soluções iniciais e as soluções finais construídas a cada
iteração da meta-heurística, além de analisar a influência do parâmetro de aleatoriedade
α, utilizado na construção da lista restrita de candidatos que aparece na construção da
solução inicial, nas soluções finais. À vista disso, foram desenvolvidas três meta-heurísticas
baseadas na meta-heurística GRASP. A primeira meta-heurística proposta difere-se das
demais porque é realizada a busca local a cada iteração, já as outras duas meta-heurísticas
registram as melhores soluções iniciais da fase de construção e diferem na escolha dos
padrões de corte selecionados para o procedimento de melhoria das soluções iniciais.
Em Ravelo (2011) foram abordados três problemas de otimização combinatória:
problema de corte unidimensional com sobras aproveitáveis, problema dos companheiros
estáveis e o problema da mochila compartimentada. Os autores desenvolveram duas meta-
heurísticas GRASP, uma para o problema de corte unidimensional com sobras aproveitáveis
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e outra para o problema da mochila compartimentada. Para o problema de corte com
aproveitamento de sobras, o autor considera o problema multi-objetivo (minimizar a perda
de material e o número de retalhos no estoque), em que cada solução pode ser ideal,
aceitável ou indesejável. Para a qualidade de uma solução foi empregado o critério de
dominância de Pareto. Cada iteração da meta-heurística GRASP é inicializada com um
conjunto de soluções vazio denominado pool. A solução inicial, fase de construção, é obtida
utilizando uma heurística construtiva com os itens em uma ordem aleatória baseada na
heurística construtiva FFD. Para a fase de busca local são adotados quatro possíveis
movimentos de uma solução para uma vizinhança: movimento para criar melhores padrões,
movimento para eliminar retalhos, movimento para eliminar perdas pequenas e movimento
para diversificar a solução.
No próximo capítulo são apresentados alguns procedimentos heurísticos e
meta-heurísticos para o PCESA unidimensional
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Capítulo 2
Procedimentos heurísticos e
meta-heurísticos para o PCESA
Diante das dificuldades que tornam os problemas de programação inteira
impraticáveis computacionalmente, diversos procedimentos heurísticos e meta-heurísticos
tem sido desenvolvidos com a finalidade de encontrar boas soluções, as quais não são
necessariamente ótimas.
Neste capítulo, apresentamos procedimentos heurísticos adaptados por Cherri
(2009) para o PCESA. Seus resultados, para o caso unidimensional, são utilizados para
fazer comparações com os resultados encontrados utilizando os procedimentos heurísticos
e meta-heurísticos propostos nesta dissertação, os quais também são apresentados neste
capítulo. Foram desenvolvidos duas heurísticas (Procedimentos 3 e 4) para obter padrões
de corte a partir do retalho inicial e três meta-heurísticas (Procedimentos 10, 11 e 12)
para obter padrões de corte a partir de objetos padronizados com a finalidade de resolver
o PCESA unidimensional.
2.1 Procedimentos heurísticos
As heurísticas, para um problema matemático, são procedimentos que têm o
objetivo de encontrar uma boa solução, mesmo que não seja ótima, em tempo computacional
razoável. As heurísticas podem ser:
1. Construtiva: constrói uma solução passo a passo conforme um conjunto de regras,
as quais são estabelecidas a priori, por exemplo:
• escolha do ponto inicial: inicialização;
• critério de escolha do elemento seguinte a ser acrescentado à solução atual;
• seleção da posição onde o novo elemento vai ser inserido.
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2. De melhoramento: as heurísticas de melhoramento iniciam com uma solução viável
e tentam melhorá-la com pequenas alterações sucessivas. Um critério de parada para
essas heurísticas é quando nenhuma outra alteração melhora o resultado atual, no
entanto não há garantias de que essa seja a melhor solução para o problema.
A solução inicial pode ser obtida:
• aleatoriamente;
• com uma heurística construtiva.
Se a solução viável inicial for obtida a partir de uma heurística construtiva estamos
diante de uma heurística composta.
3. Compostas: têm uma fase construtiva e uma fase de melhoramento.
2.1.1 Heurísticas construtivas para o problema de corte de estoque
Duas heurísticas que são bastante conhecidas na literatura são as heurísticas
First Fit Decreasing pFFDq e Gulosa. Essas heurísticas foram adaptadas em Cherri
(2009) construindo novas heurísticas construtivas e residuais para o PCESA. Dessa forma,
apresentamos a seguir as heurísticas construtivas FFD e Gulosa.
2.1.1.1 Heurística construtiva FFD
A heurística construtiva FFD consiste em cortar o maior item a partir de um
objeto até que não seja mais possível, ou seja, exceder o tamanho do objeto ou, até que a
demanda do item cortado tenha sido satisfeita. Quando não for mais possível ou necessário
a alocação do maior item, começa a alocar o segundo maior item e assim por diante até o
menor item demandado. Ao final desse procedimento é construído um padrão de corte.
Este padrão de corte é usado o máximo de vezes possível sem que a demanda seja excedida
(Poldi (2003)).
2.1.1.2 Heurística construtiva Gulosa
Uma heurística construtiva Gulosa consiste em obter um padrão de corte
resolvendo-se um problema da mochila, como o Problema (1.13) da Subseção 1.1.3, e
utilizá-lo o máximo de vezes possível, ou seja, utilizá-lo até quando não haja excessos de
produção. Em seguida, atualizar a demanda dos itens inseridos no padrão de corte e o
estoque.
2.1.2 Heurísticas residuais para o problema de corte de estoque
As heurísticas residuais consistem em encontrar uma solução inteira a partir de
uma solução do problema relaxado proposto por Gilmore e Gomory (1961, 1963), ou seja,
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o método de geração de colunas. Após encontrar uma solução fracionária para o problema
original relaxado, arredonda-se para uma solução inteira. O problema residual resultante
é novamente resolvido pelo método de geração de colunas. Esse processo é repetido até
que a solução inteira encontrada seja nula, porém pode acontecer de a demanda não ser
atendida até este ponto e, nesse caso, o problema residual resultante é resolvido por alguma
heurística construtiva (Poldi (2003)).
As adaptações das heurísticas construtivas e residuais para o PCESA são
descritas em Cherri (2009).
2.2 Procedimentos meta-heurísticos
As meta-heurísticas são procedimentos heurísticos que são utilizados para
guiarem outras heurísticas. São aplicadas, em sua maioria, em problemas de grande
complexidade computacional (NP-Difícil, Garey e Johnson (1979)). Algumas das mais
conhecidas são: Genetic Algorithms (GAs), Tabu Search (TS), Simulated Annealing (SA),
Variable Neighborhood Search (VNS), Iterated Local Search (ILS) e Greedy Randomized
Adaptive Search Procedure (GRASP), entre várias outras (Resende e Sousa (2013)). Neste
trabalho está sendo utilizada a meta-heurística GRASP.
2.2.1 Greedy Randomized Adaptive Search Procedure (GRASP)
A meta-heurística GRASP, proposta por Feo e Resende (1995), é uma meta-
heurística composta por uma heurística construtiva e um procedimento de busca local.
A ideia da meta-heurística GRASP baseia-se do princípio de que quanto mais soluções
distintas e viáveis são conhecidas para um problema, maior é a possibilidade de encontrar
uma boa solução ou até mesmo uma solução ótima.
GRASP é um procedimento interativo no qual cada iteração consiste de duas
fases: construção (diferentes soluções iniciais) e busca local na vizinhança da solução
construída, retornando o ótimo local daquela vizinhança. A cada iteração da meta-heurística
GRASP uma solução é obtida. Essa solução poderá substituir a solução atual armazenada
se diante do objetivo do problema obtivermos uma solução melhor.
Um pseudocódigo para a GRASP é apresentado a seguir.
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Procedimento 1: GRASP
1 Entrada de dados();
2 Se o critério de parada GRASP não estiver satisfeito, faça:
3 ConstruirSolução;
4 BuscaLocal;
5 AtualizarSolução;
6 FimSe;
7 Retorna melhor solução encontrada;
8 FimGRASP.
A fase de construção para a GRASP é feita na Linha 3 e a fase de busca local
na Linha 4.
2.2.1.1 Fase de construção da GRASP
Na fase de construção da meta-heurística GRASP, é construída uma solução
viável para o problema original. A solução viável começa vazia e a cada iteração da fase de
construção um elemento é inserido a solução. Esse elemento é selecionado aleatoriamente
de uma lista chamada Lista Restrita de Candidatos (LRC). Os elementos que pertencem a
LRC são determinados por uma função que avalia o valor de utilidade de cada um.
Em uma heurística de construção gulosa, a cada passo é adicionado um único
elemento na construção do padrão de corte, esse elemento é o “melhor” segundo um critério
adotado e, dessa forma, ao escolhermos uma heurística de construção gulosa para a fase
de construção da meta-heurística GRASP, estamos inserindo à solução sempre o melhor
elemento. A escolha de cada elemento a ser inserido na solução é feita de forma aleatória
dentre os melhores elementos segundo algum critério.
A fase de construção da meta-heurística GRASP consiste de três passos, avali-
ação dos candidatos, construção da LRC e seleção aleatória de um elemento.
Avaliação dos candidatos
Nessa etapa é usado um critério guloso para criar uma lista com os possíveis
elementos a serem adicionados na solução. O tamanho da lista pode ser definido de duas
formas, por cardinalidade ou baseado no valor de uma função de mérito pré estabelecida.
Construção da lista restrita de candidatos
A LRC é formada pelos melhores elementos da avaliação de candidatos segundo
uma função que é adaptada a cada iteração com base nas informações obtidas a partir
do último elemento incluído. Essa função é dada por G : C Ñ R, e um parâmetro α.
Os elementos que ainda não pertencem a solução estão contidos em C e α determina a
quantidade de elementos incluídos na LRC, em que,
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• α “ 1: obtêm soluções totalmente gulosas. A cada passo, seleciona o candidato que
maximiza (ou minimiza) a função G no momento;
• α “ 0: obtêm soluções totalmente aleatórias. A cada passo, seleciona o candidato
aleatoriamente;
• 0 ă α ă 1: guloso ` aleatório. A cada passo, seleciona o candidato da LRC a qual é
composta pelos melhores elementos.
Quanto maior for a quantidade de elementos na LRC, maior é a diversidade
de soluções e, dessa forma, aumentam-se as chances de uma boa solução como saída da
GRASP. No entanto, tendo em vista que a LRC é composta pelos melhores elementos a
ser inseridos, se o tamanho da LRC aumenta, também aumenta a quantidade de elementos
não tão bons candidatos para a solução.
Seleção de um elemento aleatório
Nessa etapa é selecionado um elemento na LRC de forma aleatória para compor
a solução parcial.
Um pseudocódigo para a fase de construção da meta-heurística GRASP é
apresentado a seguir.
Procedimento 2: Fase de Construção
1 enquanto uma solução s não estiver pronta;
2 criar lista restrita de candidatos (LRC);
3 es Ð elemento selecionado aleatoriamente em LRC;
4 acrescentar es à solução s;
5 adaptar função gulosa;
6 fim.
2.2.1.2 Fase de busca local
As soluções iniciais obtidas na fase de construção da meta-heurística GRASP
não garantem otimalidade local, dessa forma, passam pelo procedimento de busca local
para que possam ser melhoradas. Uma construção de soluções de boa qualidade acelera a
busca local.
Um procedimento de busca local trabalha de forma iterativa, substituindo a
solução atual por uma solução melhor na vizinhança da solução atual. A cada iteração
da meta-heurística GRASP, geramos uma solução S com uma heurística de construção
parcialmente gulosa, e posteriormente, encontramos uma solução ótima local S 1 ao fazer
uma busca local na solução encontrada na iteração. Em seguida, verifica-se se essa solução
melhora o valor da função objetivo, ou seja, se fpS 1q é melhor que f˚ (que é o melhor
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valor encontrado até então). Se for verdade, a solução S 1 encontrada na iteração atual
passa a ser a melhor solução. O procedimento termina quando não for encontrada uma
solução melhor na vizinhança.
Definição 2.1. Dada uma estrutura de vizinhança N , uma solução S é localmente ótima
se não há melhor solução em NpSq.
As soluções encontradas nesta fase são completamente independentes. Na meta-
heurística GRASP, fatores que influenciam o seu desempenho e que podem ser considerados
parâmetros são,
(a) função gulosa: define a qualidade dos elementos incluídos na LRC e das soluções
iniciais construídas influenciando na fase de busca local;
(b) estrutura de vizinhança e a fase de busca local: definem o espaço de soluções a ser
explorado e a forma como isso é feito;
(c) cardinalidade da LRC: definem, em conjunto com a função gulosa, a maneira de
construir as soluções iniciais e a aleatoriedade do método.
2.3 Procedimentos heurísticos e meta-heurísticos para o PCESA
unidimensional
Foram propostas, nesse trabalho, três versões da meta-heurística GRASP para
o PCESA unidimensional. Cada uma dessas três versões é detalhada a seguir.
Para os retalhos inicialmente em estoque, o objetivo é aproveitar o máximo do
comprimento de cada um para gerar um padrão de corte. A sobra de cada padrão de corte
gerado a partir de um retalho é analisada, segundo um critério adotado, para decidir se o
mesmo é aceito na solução. Dessa forma, antes de iniciar a meta-heurística GRASP, são
obtidos os padrões de corte para os retalhos disponíveis em estoque, por meio da resolução
de um problema da mochila restrito. Isso possibilita, além de aproveitar ao máximo de
cada retalho utilizado, priorizar seu uso no planejamento do corte. Para cada retalho em
estoque é gerado, quando possível, apenas um padrão de corte, ou seja, a quantidade
máxima de padrões de corte gerados a partir dos retalhos é B (quantidade de retalhos em
estoque).
2.3.1 Heurística para gerar os padrões a partir dos retalhos disponíveis
Os retalhos em estoque são utilizados para gerar os padrões de corte em ordem
crescente de comprimento. Um padrão de corte gerado a partir de um retalho, é aceito se
a sobra pertencer a um intervalo determinado previamente. Ao final desse procedimento é
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retornado a demanda de itens ainda não atendida para dar início ao procedimento GRASP.
Para esse procedimento utiliza-se as informações a seguir:
Dados de entrada
• m: quantidade de tipos diferentes de itens;
• `i: comprimento do item do tipo i, i “ 1, . . . ,m;
• di: demanda do item do tipo i, i “ 1, . . . ,m;
• B: quantidade de tipos diferentes de retalhos;
• bz: comprimento do retalho do tipo z, com b1 ă . . . ă bB, z “ 1, . . . , B;
• gz: disponibilidade do retalho do tipo z, z “ 1, . . . , B;
•  “
max t`iu
i“1,...,m
´min t`iu
i“1,...,m
m
: comprimento máximo para uma perda ser considerada
aceitável.
Variáveis
• P : conjunto das sobras dos padrões de corte (produzidos a partir de retalhos e
objetos padronizados);
• pjz: comprimento da sobra no retalho z segundo o padrão de corte j;
• ri: demanda do item do tipo i atualizada (após gerar o padrão de corte e determinar
sua frequência);
• RU : quantidade total de retalhos usados.
Dados de saída
• A1: conjunto dos padrões de corte gerados a partir de retalhos disponíveis em estoque;
• ajz: padrão de corte j para o retalho do tipo z;
• aijz: quantidade de itens do tipo i, cortado a partir do retalho do tipo z, segundo o
padrão de corte j;
• X: conjunto das frequências dos padrões de corte (produzidos a partir de retalhos e
objetos padronizados);
• xjz: frequência do padrão de corte j para o retalho do tipo z.
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As heurísticas utilizadas para gerar padrões a partir de retalhos estão descritas
de forma simples nos Procedimentos 3 e 4.
No Procedimento 3, os retalhos são usados em ordem crescente de tamanho. Para
cada retalho em estoque, se for possível cortar pelo menos o item de menor comprimento,
é gerado um padrão de corte utilizando o problema da mochila restrito. Após gerar um
padrão de corte, a sobra (pjz) é analisada e, se pjz ď 4 , determina-se a sua frequência
(xjz). Após determinar a frequência do padrão de corte ela é analisada e, se a desigualdade
pjz ¨ xjz ą 2 for verdadeira, é retirada uma unidade da frequência até que a desigualdade
seja falsa. Após isso, se a frequência não se anular, o padrão de corte é aceito na solução,
atualiza-se demanda e estoque e volta a gerar um novo padrão de corte.
Procedimento 3: Padrões usando retalhos 1
Entrada: pm, `, d, B, b, g, q
Faça: b1 ď b2 ď . . . ď bB e reordene g de acordo com b
1 Para z “ 1, . . . , B, faça
2 Se bz ě min t`iu
i“1,...,m
, então
3 Encontre o padrão de corte ajz utilizando um problema da mochila restrita
e calcule a sobra pjz;
4 Se pjz ď 4 , então
5 Determine a frequência xjz do padrão de corte ajz, tal que xjz ď gz
6 Enquanto pjz ¨ xjz ą 2 , faça
7 Retire uma unidade da frequência.
8 Fim
9 Fim
10 Fim
11 Fim
Saída: pA1, X, P, r, RUq.
No Procedimento 4, os retalhos são usados em ordem crescente de tamanho. Para
cada retalho em estoque, se for possível cortar pelo menos o item de menor comprimento, é
gerado um padrão de corte utilizando o problema da mochila restrito. Após gerar o padrão
de corte a sobra (pjz) é analisada e, se a expressão pjz ď 2
m
for verdadeira, o padrão de
corte é aceito na solução, atualiza-se demanda e estoque e volta a gerar um novo padrão
de corte.
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Procedimento 4: Padrões usando retalhos 2
Entrada: pm, `, d, B, b, g, q
Faça: b1 ď b2 ď . . . ď bB e reordene g de acordo com b
1 Para z “ 1, . . . , B, faça
2 Se bz ě min t`iu
i“1,...,m
, então
3 Encontre o padrão de corte ajz utilizando um problema da mochila restrita
e calcule a sobra pjz;
4 Se pjz ď 2
m
, então
5 Determine a frequência xjz do padrão de corte ajz, tal que xjz ď gz
6 Fim
7 Fim
8 Fim
Saída: pA1, X, P, r, RUq.
2.3.2 Aplicação da meta-heurística GRASP ao problema de corte de estoque
com aproveitamento de sobras
A meta-heurística GRASP para o PCESA unidimensional é um procedimento
iterativo, onde busca-se a cada iteração uma solução melhor que a anterior. A cada iteração
da GRASP é gerado uma solução inicial. Após encontrar uma solução inicial, utilizando-se
um procedimento de melhoria, padrões de corte com perda grande são excluídos da solução
e os demais são melhorados utilizando um problema da mochila restrito. Em seguida, a
solução encontrada é comparada com a solução guardada até o momento a fim de registrar
a que tiver o melhor resultado. Para a melhor solução, é levado em consideração os valores
adquiridos das sobras (comprimento de perdas e quantidade de retalhos gerados).
Além do que já foi declarado anteriormente são considerados,
Dados de entrada
• K : quantidade de tipos diferentes de objetos em estoque;
• Lk : comprimento do objeto do tipo k, k “ 1, . . . , K;
• ek : quantidade de objetos do tipo k disponível em estoque, k “ 1, . . . , K;
• n: conjunto das quantidades de possíveis padrões de corte distintos;
• nk : quantidade de tipos diferentes de padrões de corte para o objeto do tipo k;
• δ “
mÿ
i“1
`i
m
: comprimento mínimo para uma sobra ser considerada retalho;
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• α1 “ 0, 5 e α2 “ 0, 2: parâmetros de aleatoriedade.
Variáveis
• pjk: comprimento da sobra no objeto k segundo o padrão de corte j;
• PGC: comprimento total de perdas gerados;
• LRC: lista restrita de candidatos;
• ObjU: quantidade de objetos padronizados utilizados;
• RG: quantidade de retalhos gerados;
• RGC: comprimento total de retalhos gerados.
Dados de saída
• A2: conjunto dos padrões de corte;
• ajk: padrão de corte j para o objeto do tipo k;
• aijk: quantidade de itens do tipo i, cortado a partir do objeto do tipo k, segundo o
padrão de corte j;
• xjk: frequência do padrão de corte j para o objeto k.
O valor de δ considerado neste trabalho é o mesmo que foi utilizado em Cherri
(2009). Foram desenvolvidos três procedimentos para resolver o PCESA unidimensional
após o uso dos Procedimentos 3 ou 4. Esses procedimentos foram denominados GRASP1,
GRASP2 e GRASP3. Para as três meta-heurísticas propostas foram desenvolvidas três
heurísticas (Procedimentos 5, 6 e 7) para a fase de construção da solução e duas heurísticas
(Procedimentos 8 e 9 ) para a fase de melhoria da solução. Foram feitas cem iterações para
cada fase da meta-heurística GRASP.
2.3.2.1 Construção da solução inicial
Para a fase de construção de uma solução inicial, as heurísticas propostas e
utilizadas diferem na forma como é construída a LRC. Neste trabalho foram considerados
dois valores para o parâmetro α, α1 “ 0, 5 e α2 “ 0, 2, os quais determinam a quantidade
de elementos que compõem a LRC. Foram considerados dois tipos de elementos a compor
uma LRC, itens e padrões de corte.
Capítulo 2. Procedimentos heurísticos e meta-heurísticos para o PCESA 48
Lista restrita de candidatos formada por itens
Para as heurísticas de construção da solução inicial em que a LRC é composta
por itens, a cada padrão de corte gerado, o objeto utilizado é selecionado aleatoriamente
do estoque. Ao obter um padrão de corte, a LRC é construída cada vez que um item é
inserido, e é formada por itens cujas demandas ainda não estão atendidas (os itens de uma
LRC são os candidatos a formarem o padrão de corte). Ao formar uma LRC, um item é
selecionado aleatoriamente dentre os itens que a compõem para ser inserido no padrão de
corte.
Após gerar um padrão de corte, determina-se sua frequência, atualiza-se a
demanda de itens e disponibilidade dos objetos em estoque e determina-se um novo padrão
de corte até que a demanda de itens seja atendida.
Fase de construção da solução inicial 1: Neste caso, foram considerados
dois valores para α, α1 “ 0, 5 e α2 “ 0, 2. Para construir a LRC, foi considerado o item com
demanda ainda não atendida de maior comprimento (β) para ser utilizado na função que
determina a quantidade de itens da LRC, formando assim duas lista restrita de candidatos,
LRC e LRCa. Considerando os itens com demanda não atendida temos que: a LRC é
constituída de 50% dos itens de maior comprimento; a LRCa é constituída por 20% dos
itens de menor comprimento. Uma formulação simples para a fase de construção da solução
inicial 1 está descrito no Procedimento 5.
Procedimento 5: Solução inicial 1
Entrada: pm, `, r,K, L, e,X, P, n, αq;
1 Enquanto a demanda não foi atendida, faça
2 Para j “ 1, . . . , n1 ` ¨ ¨ ¨ ` nK, faça
3 Selecione aleatoriamente um objeto Lk
4 Enquanto o padrão de corte ajk não está finalizado faça
5 calcule β “ max t`i; aijk ‰ 0, e di ‰ 0u
6 crie a lista restrita de candidatos:
7 LRC “ ti; aijk ‰ 0, e di ‰ 0 e `i ě α1βu
8 LRCa “ ti; aijk ‰ 0, e di ‰ 0 e `i ď α2βu
9 selecione aleatoriamente um elemento q de LRCa (se id ” 2 pmod 0q)
ou de LRC (se id ı 2 pmod 0q) e insira no padrão de corte ajk quantas
vezes forem possíveis.
10 Fim
11 calcule quantas vezes o padrão de corte ajk pode ser utilizado;
12 atualize demanda e estoque.
13 Fim
14 Fim
Saída: pA2, X, P, r, eq;
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Fase de construção da solução inicial 2: Neste caso, foi considerado α1 “
0, 5 como parâmetro de aleatoriedade. Para construir a LRC, foi considerado a maior
demanda dos itens com demanda ainda não atendida (β) para ser utilizado na função que
determina a quantidade de itens da LRC. Considerando os itens com demanda não atendida
temos que, a LRC é constituída de 50% dos itens de maior demanda. Uma formulação
simples para a fase de construção da solução inicial 2 está descrito no Procedimento 6.
Procedimento 6: Solução inicial 2
Entrada: pm, `, r,K, L, e,X, P, n, αq;
1 Enquanto a demanda não foi atendida, faça
2 Para j “ 1, . . . , n1 ` ¨ ¨ ¨ ` nK, faça
3 Selecione aleatoriamente um objeto Lk
4 Enquanto o padrão de corte ajk não está finalizado faça
5 calcule β “ max tdi; aijk ‰ 0u
6 crie a lista restrita de candidatos:
7 LRC “ ti; aijk ‰ 0, e di ‰ 0 e di ě α1βu selecione
aleatoriamente um elemento q de LRC e insira no padrão de corte ajk
quantas vezes forem possíveis.
8 Fim
9 calcule quantas vezes o padrão de corte ajk pode ser utilizado;
10 atualize demanda e estoque.
11 Fim
12 Fim
Saída: pA2, X, P, r, eq;
Lista restrita de candidatos formada por padrões de corte
Para a heurística de construção da solução inicial em que a LRC é composta
por padrões de corte, a cada padrão de corte gerado, o objeto utilizado é selecionado
aleatoriamente do estoque. A LRC é construída cada vez que um padrão de corte é inserido
na solução inicial, e é composta pelos índices 1, 2, 3, 4 e 5. Cada índice da LRC está
relacionada a uma forma de gerar um padrão de corte. A cada padrão de corte inserido
na solução a maneira como ele é gerado é escolhida aleatoriamente dentre os índices que
compõem a LRC.
Após gerar um padrão de corte, determina-se sua frequência, atualiza-se a
demanda de itens e disponibilidade dos objetos em estoque e volta a encontrar um novo
padrão de corte até que a demanda de itens seja atendida.
As diferentes formas utilizadas para gerar um padrão de corte são:
• aproveitar o máximo do comprimento do objeto;
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• inserir itens aleatoriamente no padrão de corte;
• inserir itens em ordem decrescente de tamanho;
• inserir itens na ordem em que estão listados;
• inserir itens em ordem de maior demanda.
Fase de construção da solução inicial 3: Uma formulação simples para
construir as soluções iniciais em que a LRC é formada por padrões de corte está descrita
no Procedimento 7.
Procedimento 7: Solução inicial 3
Entrada: pm, `, r,K, L, e,X, P, n, αq;
1 Enquanto a demanda não foi atendida, faça
2 Para j “ 1, . . . , n1 ` ¨ ¨ ¨ ` nK, faça
3 selecione aleatoriamente um objeto Lk
4 crie a lista restrita de candidatos: LRC“ t1, 2, 3, 4, 5u
5 selecione aleatoriamente um elemento q de LRC e obtenha o padrão de
corte ajk da seguinte forma:
6 Se q “ 1, então
7 aproveite o máximo do comprimento do objeto Lk
8 Fim
9 Se q “ 2, então
10 insira itens aleatoriamente no padrão de corte ajk
11 Fim
12 Se q “ 3, então
13 insira itens em ordem decrescente de tamanho no padrão de corte ajk
14 Fim
15 Se q “ 4, então
16 insira itens no padrão de corte ajk na ordem em que estão listados
17 Fim
18 Se q “ 5, então
19 insira itens em ordem de maior demanda no padrão de corte ajk
20 Fim
21 calcule quantas vezes o padrão de corte ajk pode ser utilizado
22 atualize demanda e estoque.
23 Fim
24 Fim
Saída: pA2, X, P, r, eq;
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2.3.2.2 Procedimento para melhorar as soluções iniciais
Para o procedimento de melhoria da solução, inicialmente retiramos da solução
todos os padrões de corte que produzem perdas não aceitáveis, ou seja, retiramos da
solução todos os padrões com comprimento de perda no intervalo p, δq, isso faz com que a
demanda de itens não esteja satisfeita. Após isso, analisamos os padrões de corte restantes
e, se possível, modificamos a fim de melhorar a solução inicial. A forma como modificar os
padrões de corte caracteriza os dois procedimentos utilizados para a melhoria da solução,
os quais são descritos a seguir.
Fase de melhoria da solução 1: Para a primeira heurística proposta para
melhoria da solução, após excluir os padrões de corte com perda não aceitável da solução,
encontra-se a quantidade de padrões de corte produzindo retalho (k1) e a quantidade de
padrões de corte produzindo perda (k2).
Posteriormente, seleciona-se o padrão de corte que produz o maior comprimento
de sobra desconsiderando a quantidade de vezes que ele é utilizado e retira-se uma unidade
da frequência, no caso da frequência se tornar nula, o padrão de corte é excluído da solução.
Se o menor comprimento de item com demanda não atendida não exceder o comprimento
da sobra do padrão de corte selecionado, é gerado um padrão de corte utilizando-se um
problema da mochila restrito com capacidade igual a sobra do padrão de corte selecionado.
O padrão obtido com o problema da mochila restrito é somado ao padrão selecionado
obtendo assim um novo padrão de corte. Depois de obter o padrão de corte, calcula-se
sua sobra e frequência e atualiza-se a demanda dos itens e disponibilidade dos objetos em
estoque. Isso é repetido k1 vezes.
Em seguida, seleciona-se o padrão de corte que apresenta o maior comprimento
de sobra, considerando a sua frequência. Após isso retira-se 50% dos itens de menor
comprimento do padrão de corte selecionado. Em seguida, resolve-se um problema da
mochila restrito com capacidade igual a sobra resultante do padrão de corte depois de ser
retirado itens. O padrão de corte obtido é somado ao padrão de corte selecionado obtendo
assim um novo padrão de corte. Novamente, calcula-se a sobra e frequência do padrão
de corte e atualiza-se a demanda de itens e disponibilidade de objetos em estoque. Isso é
repetido k2 vezes.
Se ainda houver demanda não atendida, resolve-se um problema da mochila
restrita obtendo-se uma padrão de corte. A sobra do padrão de corte é analisada e se
não tiver dentro dos limites definidos, são retirados itens em ordem crescente de tamanho
do padrão de corte até que isso ocorra. Isso é feito até atender a demanda ainda não
satisfeita. Uma formulação simples para a fase de melhoria (primeira versão) da solução
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inicial encontra-se no Procedimento 8.
Procedimento 8: Melhoria 1
Entrada: pA2, X, P, r, e, , δq;
1 Exclua todos os padrões de corte com perda não aceitável da solução inicial;
2 Calcule a quantidade de padrões de corte produzindo retalho (k1);
3 Calcule a quantidade de padrões de corte produzindo perda (k2);
4 Para it “ 1, . . . , k1, faça
5 Selecione o padrão de corte aMjk que produz a maior sobra pMjk ;
6 Encontre amochila resolvendo um problema da mochila restrito com capacidade
pMjk e o acrescente ao padrão de corte aMjk ;
7 Calcule quantas vezes o padrão de corte a pode ser utilizado;
8 Atualize demanda e estoque.
9 Fim
10 Para it “ 1, . . . , k2, faça
11 Selecione o padrão de corte aMjk que produz a maior sobra pMjk contando sua
frequência;
12 Retire em ordem crescente de tamanho a metade da quantidade total de itens
inseridos no padrão de corte aMjk e atualize pMjk e demanda de itens;
13 Encontre amochila resolvendo um problema da mochila restrito com capacidade
pMjk e o acrescente ao padrão de corte aMjk ;
14 Calcule quantas vezes o padrão de corte a pode ser utilizado;
15 Atualize demanda e estoque.
16 Fim
17 Enquanto a demanda não é atendida, faça
18 Encontre o padrão de corte a resolvendo um problema da mochila restrita com
capacidade Lk, em que Lk é selecionado aleatoriamente do estoque;
19 Enquanto a sobra do padrão de corte a pertencer ao intervalo
´ 
4 , δ
¯
, faça
20 Retire o item de menor comprimento do padrão de corte.
21 Fim
22 Fim
Saída: pA2, X, P, eq
Fase de melhoria da solução 2: Para a segunda heurística proposta para
melhoria da solução, após excluir os padrões de corte com perda não aceitável da solução,
encontra-se a quantidade de padrões de corte produzindo sobra (k1).
Posteriormente, seleciona-se o padrão de corte que apresenta o maior compri-
mento de sobra, considerando a sua frequência. Em seguida, é retirado 50% dos itens de
menor comprimento do padrão de corte. Após isso, resolve-se um problema da mochila
restrito com capacidade igual a sobra resultante do padrão de corte depois de ser retirado
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itens. O padrão de corte obtido é somado ao padrão de corte selecionado obtendo assim um
novo padrão de corte. Depois de obter o padrão de corte, é analisada a sobra gerada e se
não tiver dentro dos limites definidos, são retirados itens em ordem crescente de tamanho
do padrão de corte até que isso ocorra. Novamente, calcula-se a sobra e frequência do
padrão de corte e atualiza-se a demanda de itens e disponibilidade de objetos em estoque.
Isso é repetido k2 vezes.
Se ainda houver demanda não atendida, resolve-se um problema da mochila
restrita obtendo-se uma padrão de corte. A sobra do padrão de corte é analisada e se
não tiver dentro dos limites definidos, são retirados itens em ordem crescente de tamanho
do padrão de corte até que isso ocorra. Isso é feito até atender a demanda ainda não
satisfeita. Uma formulação simples para a fase de melhoria (segunda versão) da solução
inicial encontra-se no Procedimento 9.
Procedimento 9: Melhoria 2
Entrada: pA2, X, P, r, e, , δq;
1 Exclua todos os padrões de corte com perda não aceitável da solução inicial;
2 Calcule a quantidade de padrões de corte produzindo sobra (k1);
3 Para it “ 1, . . . , k1, faça
4 Selecione o padrão de corte aMjk que produz a maior sobra pMjk contando sua
frequência;
5 Retire em ordem crescente de tamanho a metade da quantidade total de itens
inseridos no padrão de corte aMjk e atualize pMjk e demanda de itens;
6 Encontre o padrão de corte amochila resolvendo um problema da mochila
restrito com capacidade pMjk e o acrescente ao padrão de corte aMjk ;
7 Enquanto a sobra do padrão de corte a pertencer ao intervalo
ˆ
δ
2 , δ
˙
, faça
8 Retire o item de menor comprimento do padrão de corte.
9 Fim
10 Calcule quantas vezes o padrão de corte a pode ser utilizado;
11 Atualize demanda e estoque;
12 Fim
13 Enquanto a demanda não é atendida, faça
14 Encontre o padrão de corte a resolvendo um problema da mochila restrita com
capacidade Lk, em que Lk é selecionado aleatoriamente do estoque;
15 Enquanto a sobra do padrão de corte a pertencer ao intervalo
ˆ
δ
2 , δ
˙
, faça
16 Retire o item de menor comprimento do padrão de corte
17 Fim
18 Fim
Saída: pA2, X, P, eq
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Após encontrar uma solução inicial e submetê-la ao procedimento de melhoria
da solução, temos que o conjunto de padrões de corte em cada iteração é dada por
A “ A1 Y A2.
Para calcular os valores dos retalhos e perdas considere primeiramente que a
quantidade de objetos padronizados utilizados pObjUq, a quantidade de retalhos gerados
pRGq, o comprimento de retalhos gerado pRGCq e o comprimento da perda gerada pPGCq
são nulos, ou seja:
ObjU “ 0;
RG “ 0;
RGC “ 0;
PGC “ 0.
Após isso, os valores das perdas e retalhos são calculados como segue:
1. Para j “ 1, . . . , nK e k “ 1, . . . , K (objetos padronizados),
• se pjk ě δ, então:
RG “ RG` xjk;
RGC “ RGC ` xjk ¨ pjk.
• se 0 ă pjk ă δ, então:
PGC “ PGC ` xjk ¨ pjk.
2. Para j, z “ 1, . . . , B (retalhos),
Pocedimento 3: se 0 ă pjz ă 4 , então:
PGC “ PGC ` xjz ¨ pjz.
Pocedimento 4: se 0 ă pjz ă 2
m
, então:
PGC “ PGC ` xjz ¨ pjz.
Em cada iteração da meta-heurística guarda-se a melhor solução até o momento.
Para analisar qual é a melhor solução foi considerado o seguinte critério:
registrar: a melhor solução é a que tiver a menor soma do comprimento total de perdas
com a quantidade de retalhos gerados. Se em uma determinada iteração a soma
do comprimento total de perdas com a quantidade de retalhos gerados for igual ao
que estiver armazenado até o momento, é analisado a quantidade total de retalhos
gerados e guardado como melhor solução a que tiver a menor quantidade;
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Com as três heurísticas para construir uma solução inicial, Procedimentos 5, 6 e
7, as duas heurísticas para para melhorar a solução inicial construída, Procedimentos 8 e 9,
e a forma de armazenar (registrar) a melhor solução de todas as iterações (100 iterações),
foram propostas três meta-heurísticas GRASP, denominadas GRASP1, GRASP2 e GRASP3.
As meta-heurísticas propostas estão apresentadas de forma simples nos Procedimentos 10,
11 e 12.
O Procedimento 3 foi utilizado para gerar padrões de corte a partir de retalhos
em estoque antes de iniciar a meta-heurística GRASP1.
Para o Procedimento 10, foram considerados:
• α1 “ 0, 5;
• α2 “ 0, 2.
Procedimento 10: GRASP1
Entrada: pm, `, r,K, L, e,X, P, n, α1, α2q;
1 Para iter “ 1, . . . , 100, faça
2 Construir solução inicial com Procedimento 5;
3 Melhorar solução inicial com o Procedimento 8;
4 Atualizar solução armazenada de acordo com o registrar;
5 Retorna melhor solução encontrada;
6 Fim
Saída: pS,X, P, eq;
O Procedimento 4 foi utilizado para gerar padrões de corte a partir de retalhos
em estoque antes de iniciar as meta-heurísticas GRASP2 e GRASP3.
Para o Procedimento 11, foi considerado α “ α1 “ 0, 5.
Procedimento 11: GRASP2
Entrada: pm, `, r,K, L, e,X, P, n, αq;
1 Para iter “ 1, . . . , 100, faça
2 Se o critério de parada GRASP não estiver satisfeito faça:
3 Construir solução inicial com Procedimento 6;
4 Melhorar solução inicial com o Procedimento 9;
5 Atualizar solução armazenada de acordo com o registrar;
6 Retorna melhor solução encontrada;
7 Fim
Saída: pS,X, P, eq;
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Procedimento 12: GRASP3
Entrada: pm, `, r,K, L, e,X, P, nq;
1 Para iter “ 1, . . . , 100, faça
2 Se o critério de parada GRASP não estiver satisfeito faça:
3 Construir solução inicial com Procedimento 7;
4 Melhorar solução inicial com o Procedimento 9;
5 Atualizar solução armazenada de acordo com o registrar;
6 Retorna melhor solução encontrada;
7 Fim
Saída: pS,X, P, eq;
Em resumo, ilustramos na Figura 7 os passos para obter as meta-heurísticas
GRASP1, GRASP2 e GRASP3.
Padrões
usando
retalhos 1
Padrões
usando
retalhos 2
Solução
inicial 1
Solução
inicial 2
Solução
inicial 3
Melhoria 1
Melhoria 2
r
e
g
i
s
t
r
a
r
GRASP1
GRASP2
GRASP3
Figura 7 – Etapas das meta-heurísticas GRASP1, GRASP2 e GRASP3.
2.3.2.3 Um exemplo para as meta-heurísticas GRASP1, GRASP2 e GRASP3
Para esse exemplo, considere que temos em estoque K “ 2 tipos de objetos
padronizados e B “ 3 tipos de retalhos (ver Tabela 1), ambos em quantidades limitadas.
Com esse estoque, deve-se atender a demanda para m “ 10 tipos de itens, em que os
comprimentos e quantidades estão disponíveis na Tabela 2.
O comprimento mínimo para uma sobra ser considerada retalho é δ “ 43 e o
comprimento máximo para a perda ser considerada pequena é  “ 7, 3.
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Tabela 1 – Dados do exemplo (Estoque)
Objeto padronizado
Índice Comprimneto Disponibilidade
1 1000 100
2 1100 100
Retalho
Índice Comprimento Disponibilidade
1 47 5
2 277 9
3 492 4
Tabela 2 – Dados do exemplo (Itens)
Item Comprimento Disponibilidade
1 81 85
2 70 304
3 58 172
4 60 160
5 49 78
6 37 463
7 26 382
8 27 276
9 16 484
10 8 42
A Tabela 3 ilustra os resultados encontrados por Cherri (2009) para as heurísti-
cas GulosaA, RAG2A e RAGPA, bem como os resultados encontrados para as meta-heurísticas
propostas GRASP1, GRASP2 e GRASP3, em que:
• Retalho usado: é a quantidade total de retalhos usados;
• Comp. objeto usado: é a comprimento total de objetos padronizados utilizados;
• Comp. perda gerada: é o comprimento total da perda gerada;
• Retalho gerado: é a quantidade total de retalhos gerados;
• Comp. retalho gerado: é o comprimento total do retalho gerado.
Pela Tabela 3 podemos observar que as meta-heurísticas GRASP1, GRASP2
e GRASP3 aproveitaram grande quantidade de retalhos disponíveis em estoque, em que
apenas a heurística RAGPA obteve resultado melhor. O mesmo aconteceu com o comprimento
total de objetos padronizados utilizados para gerar a solução, neste caso as meta-heurísticas
testadas mostrou-se melhor que duas heurísticas comparadas, GulosaA e RAGA2. Também
podemos observar que as meta-heurísticas GRASP1, GRASP2 e GRASP3 não geraram
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perda na solução, assim como a heurística GulosaA, e todas, heurísticas e meta-heurísticas,
geraram apenas um retalho para o estoque.
Tabela 3 – Solução do exemplo
Retalho Comp. Comp. Retalho Comp.
usado objeto perda gerado retalho
usado gerada gerado
GulosaA 1 94000 0 1 119
RAGA2 3 93500 14 1 159
RAGPA 18 89800 10 1 328
GRASP1 13 90300 0 1 603
GRASP2 13 90000 0 1 303
GRASP3 13 89800 0 1 103
Para este exemplo, as meta-heurísticas GRASP1, GRASP2 e GRASP3 mostra-
ram bons resultados, visto que nenhuma delas produziu perdas e apenas um retalho foi
acrescentado ao estoque. Além disso, do estoque inicial foram utilizados treze retalhos, ou
seja, ao atender a demanda dos itens houve redução no número de retalhos estocados.
No próximo capítulo são apresentados alguns exemplos e resultados da literatura,
além dos resultados dos testes realizados para as meta-heurísticas GRASP1, GRASP2 e
GRASP3.
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Capítulo 3
Testes computacionais
Neste capítulo são apresentados os testes computacionais realizados para ana-
lisar o desempenho das meta-heurísticas GRASP1, GRASP2 e GRASP3 para o PCESA
unidimensional. Os códigos para os testes computacionais foram desenvolvidos no software
MATLAB, e utilizou-se o CPLEX para obter os padrões de corte a partir da solução do
problema da mochila restrito.
Os testes foram realizados em um microcomputador processador Intel(R)
Core(TM) i7´ 4790 CPU 3, 60GHz, com memória RAM de 16, 00 Gb, sistema operacional
Windows 10. Para os testes computacionais foram utilizadas os exemplares de Cherri
(2006) e Cherri (2009).
Nas tabelas referentes as soluções obtidas para os exemplares temos:
• Retalho usado representa a quantidade total de retalhos usados;
• Objeto usado representa a quantidade total de objetos padronizados usados;
• Comp. perda gerada representa o comprimento total da perda gerada;
• Comp. retalho gerado representa o comprimento total do retalho gerado.
• Padrão com retalho representa a quantidade total de padrões com retalhos gerados.
3.1 Alguns exemplares disponíveis na literatura
Nesta seção, apresentamos alguns exemplares e suas soluções disponíveis em
Cherri (2006) e Cherri (2009) e os resultados encontrados utilizando os Procedimentos 3,
4, 10, 11 e 12 apresentados na Seção 2.3.
Exemplo 1: para este exemplo são considerados 5 tipos de objetos em estoque,
em que dois são objetos padronizados e três são retalhos conforme a Tabela 4 e 10 tipos
de itens conforme a Tabela 5.
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Tabela 4 – Dados do exemplo 1 (Estoque).
Objeto padronizado
Índice Comprimento Disponibilidade
1 1000 100
2 1100 100
Retalho
Índice Comprimento Disponibilidade
1 50 6
2 265 5
3 495 9
Assim, temos m “ 10, B “ 3, K “ 2. O comprimento mínimo para uma sobra
ser considerada retalho é δ “ 42, 7 e o comprimento máximo para a perda ser considerada
pequena é  “ 7, 5.
Tabela 5 – Dados do exemplo 1 (Itens).
Item Comprimento Demanda
1 82 191
2 72 14
3 61 148
4 50 374
5 51 462
6 40 276
7 28 53
8 17 48
9 19 116
10 7 46
As soluções para o Exemplo 1 obtidas em Cherri (2006) e pelas meta-heurísticas
GRASP1, GRASP2 e GRASP3 são ilustrados na Tabela 6.
Tabela 6 – Solução do exemplo 1.
Retalho Objeto Comp. Comp. Padrão
usado usado perda retalho com
gerada gerado retalho
GULOSAR 3 83 10 189 1
RAGR1 2 76 2 87 1
RAGR2 2 76 2 87 1
RAGR3 4 75 2 92 1
GRASP1 20 74 0 454 1
GRASP2 20 74 0 754 1
GRASP3 20 73 0 54 1
Podemos observar na Tabela 6 que as meta-heurísticas propostas são os únicos
procedimentos que não apresentam perda, e utilizaram menor quantidade de objetos
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padronizados na construção da solução, além disso, geraram apenas um retalho na solução
e utilizaram a maior quantidade de retalhos em estoque. Embora todos os procedimentos
gerem apenas um retalho na solução, as meta-heurísticas GRASP1 e GRASP2 foram as
que tiveram o maior comprimento no retalho gerado.
Para este exemplo, as meta-heurísticas GRASP1, GRASP2 e GRASP3 mostraram-
se com melhor desempenho em relação as heurísticas comparadas, visto que nenhuma
delas produziu perdas e apenas um retalho foi acrescentando ao estoque, além disso, foram
utilizados vinte retalhos do estoque inicial, ou seja, ao atender a demanda dos itens houve
redução do estoque em retalhos.
Exemplo 2: para este exemplo são considerados 9 tipos de objetos em estoque,
em que dois são objetos padronizados e sete são retalhos conforme a Tabela 7 e 10 tipos de
itens conforme a Tabela 8. Dessa forma, m “ 10, B “ 7 e K “ 2. O comprimento mínimo
para uma sobra ser considerada retalho é δ “ 26 e o comprimento máximo para a perda
ser considerada pequena é  “ 3, 9.
Tabela 7 – Dados do exemplo 2 (Estoque).
Objeto padronizado
Índice Comprimento Disponibilidade
1 1000 100
2 1100 100
Retalho
Índice Comprimento Disponibilidade
1 115 6
2 353 5
3 102 4
4 340 9
5 104 4
6 327 9
7 91 4
Tabela 8 – Dados do exemplo 2 (Itens).
Item Comprimento Demanda
1 41 583
2 35 288
3 36 385
4 30 725
5 23 585
6 17 537
7 18 789
8 11 29
9 5 359
10 44 248
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As soluções para o Exemplo 2 obtidas em Cherri (2006) e pelas meta-heurísticas
GRASP1, GRASP2 e GRASP3 são apresentadas na Tabela 9.
Tabela 9 – Solução do exemplo 2.
Retalho Objeto Comp. Comp. Padrão
usado usado perda retalho com
gerada gerado retalho
GULOSAR 2 117 1 0 0
RAGR1 5 110 1 86 1
RAGR2 5 110 1 86 1
RAGR3 5 110 4 68 1
GRASP1 40 105 0 688 1
GRASP2 40 105 0 688 1
GRASP3 40 108 0 288 1
Pela Tabela 9, podemos observar que a heurística GULOSAR utiliza mais
objetos para atender a demanda e não produz retalho além de produzir pouca perda, no
entanto, utilizou a maior quantidade de objetos padronizados e a menor quantidade de
retalhos na construção da solução. As meta-heurísticas GRASP1, GRASP2 e GRASP3
utilizam mais retalhos do estoque, mais da metade e são os únicos procedimentos que não
produzem perdas, além disso utilizam a menor quantidade de objetos padronizados na
construção da solução. Embora as meta-heurísticas gerem apenas um retalho na solução
cada uma, o comprimento total de retalhos gerados é maior.
Para este exemplo, as meta-heurísticas GRASP1, GRASP2 e GRASP3 mos-
traram melhor desempenho do que as heurísticas compradas, visto que nenhuma delas
produziram perdas e apenas um retalho foi gerado na solução, além de, do estoque inicial
de retalhos foram utilizados quarenta, ou seja, ao atender a demanda dos itens houve
redução de retalhos no estoque final.
Exemplo 3: para este exemplo são considerados nove tipos de objetos em
estoque, em que dois são objetos padronizados e sete são retalhos (ver Tabela 10) e dez
tipos de itens (ver Tabela 11). Dessa forma, m “ 10, B “ 7 e K “ 2. O comprimento
mínimo para uma sobra ser considerada retalho é δ “ 93, 6 e o comprimento máximo para
a perda ser considerada pequena é  “ 4, 3.
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Tabela 10 – Dados do exemplo 3 (Estoque).
Objeto padronizado
Índice Comprimento Disponibilidade
1 1000 100
2 1100 100
Retalho
Índice Comprimento Disponibilidade
1 216 2
2 420 7
3 204 2
4 409 7
5 193 6
6 398 5
7 195 4
Tabela 11 – Dados do exemplo 3 (Itens).
Item Comprimento Disponibilidade
1 112 202
2 113 161
3 106 147
4 100 94
5 94 121
6 95 83
7 88 203
8 82 165
9 76 17
10 70 203
As soluções para o Exemplo 3 obtidas em Cherri (2006) e pelas meta-heurísticas
GRASP1, GRASP2 e GRASP3 estão disponíveis na Tabela 12.
Tabela 12 – Solução do exemplo 3.
Retalho Objeto Comp. Comp. Padrão
usado usado perda retalho com
gerada gerado retalho
GULOSAR 33 124 40 4977 9
RAGR1 5 122 5 117 1
RAGR2 5 122 5 117 1
RAGR3 4 122 18 600 1
GRASP1 25 116 3 348 1
GRASP2 25 116 0 451 1
GRASP3 25 121 0 151 1
Na Tabela 12, vemos que as meta-heurísticas GRASP1 e GRASP2 utilizaram a
menor quantidade de objetos padronizados na solução, já que utilizaram grande quantidade
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de retalhos do estoque para obter o plano de corte, ficando atrás apenas da heurística
GULOSAR, porém, essa heurística gerou a maior quantidade de padrões de corte produzindo
retalhos além de gerar o maior comprimento da perda na construção da solução. As meta-
heurísticas foram as que tiveram a menor quantidade de perdas geradas, além disso as
meta-heurísticas GRASP2 e GRASP3 são os únicos procedimentos que não produzem
perdas na solução.
Para este exemplo, as meta-heurísticas GRASP1, GRASP2 e GRASP3 mos-
traram melhor desempenho do que as heurísticas comparadas, visto que duas delas não
produziram perdas e apenas um retalho foi acrescentando ao estoque, além de, do estoque
inicial de retalhos foram utilizados vinte e cinco, ou seja, ao atender a demanda dos itens
houve redução do estoque em retalhos.
Para os exemplos 1, 2 e 3, podemos concluir que o uso de uma das meta-
heurísticas GRASP1, GRASP2 ou GRASP3 é uma boa escolha quando temos como
objetivo o menor comprimento de perda e a menor quantidade de padrões de corte
produzindo retalho na solução. Ou seja, encontrar um solução para os problemas com o
uso das meta-heurísticas propostas, ao invés das heurísticas utilizadas para comparação,
satisfazemos melhor o nosso objetivo.
3.2 Classes de exemplos
Nesta seção apresentamos alguns resultados computacionais das classes de
exemplos utilizadas em Cherri (2009) considerando os seguintes dados:
‚ Número de objetos padronizados com diferentes comprimentos disponível em estoque
foi K “ 2;
‚ Comprimento dos objetos em estoque foram L1 “ 1000 e L2 “ 1100;
‚ Disponibilidade dos objetos padronizados em estoque foram e1 “ e2 “ 100;
‚ Número de diferentes tipos de itens demandados foram m “ 10, 20 e 40;
‚ O comprimento de cada item foi gerado aleatoriamente no intervalo rv1L, v2Ls, em que
(a) L “ L1 ` L22 ;
(b) v1 “ 0, 01 e v2 “ 0, 2 e 0, 8.
‚ Número de retalhos com diferentes comprimentos disponíveis em estoque foram B “ 3, 5
e 7;
‚ O comprimento de cada retalho em estoque pbzq foi gerado aleatoriamente no intervalo„
δ,
L1
2

;
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‚ A disponibilidade de cada retalho em estoque pgzq foi gerada aleatoriamente no intervalo
r1, 10s;
‚ Quantidade total de objetos (padrão e retalho) em estoque foi K “ 5, 7 e 9;
‚ A demanda para cada item foi gerada aleatoriamente no intervalo»————–0, 02 ¨
Kÿ
k“1
ekLk `
Bÿ
z“1
gzbz
mÿ
i“1
`i
,
Kÿ
k“1
ekLk `
Bÿ
z“1
gzbz
mÿ
i“1
`i
fiffiffiffiffifl.
Com esse dados dezesseis classes de exemplos foram geradas em que cada classe possui
vinte exemplos. A Tabela 13 mostra como cada classe foi gerada, em que
• P é referente aos itens que são gerados com v2 “ 0, 2 (itens pouco heterogêneos);
• M é referente aos itens que são gerados com v2 “ 0, 8 (itens muito heterogêneos).
Tabela 13 – Descrição das Classes.
Parâmetros
Classe K m Itens
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
5 10 P
5 10 M
5 20 P
5 20 M
5 40 P
5 40 M
7 10 P
7 10 M
7 20 P
7 20 M
7 40 P
7 40 M
9 10 P
9 10 M
9 20 P
9 20 M
3.2.1 Resultados para as classes de exemplos
Os 320 exemplos distribuídos nas 16 classes, sendo que cada classe é composta
por 20 exemplos, foram testados para as meta-heurísticas GRASP1, GRASP2 e GRASP3.
Os resultados encontrados para os testes computacionais realizados com os procedimentos
propostos, juntamente com os resultados das heurísticas construtivas e residuais, disponíveis
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em Cherri (2009), estão apresentado nas Tabelas 16, 17, 18, 19, 20 e 21, em que, a primeira
coluna está relacionada a classe dos exemplares, a segunda, terceira, quarta e quinta
colunas representam, respectivamente, os resultados para as heurísticas GulosaA, RAGA1,
RAGA2 e RAGA3. Nas Tabelas 16, 18, 19, 20 e 21, a sexta, sétima e oitava colunas
apresentam, respectivamente, os resultados encontrados utilizando-se as meta-heurísticas
GRASP1, GRASP2 e GRASP3, na Tabela 17, a sexta coluna representa os resultados
encontrados com o Procedimento 3: Padrões usando retalhos 1 e a sétima e oitava colunas
representam os resultados encontrados com o Procedimento 4: Padrões usando retalhos 2.
Os resultados obtidos para as classes com itens demandados pouco heterogêneos
(classes ímpares) e itens demandados muito heterogêneos (classes pares) foram diferentes
quanto a qualidade do método proposto e utilizado para obter as soluções. Dessa forma,
fez-se uma análise dos comprimentos dos itens demandados e objetos disponíveis para
compreender tal distinção.
Como os resultados obtidos pelo uso das meta-heurísticas propostas e os
resultados retirados de Cherri (2009) foram analisados, para alguns casos, separadamente
para as classes com itens pouco e muito heterogêneos adotamos os seguintes valores para
fazer referências a media de valores:
M: média de todas as classes:
M1: média das classes compostas por itens pouco heterogêneos;
M2: média das classes compostas por itens muito heterogêneos.
As Tabelas 14 e 15 apresentam a quantidade em média de itens demandados
cortados por objeto em cada classe, em que a Tabela 14 está relacionada a itens demandados
pouco heterogêneos (M1) e a Tabela 15 está relacionada a itens demandados muito
heterogêneos (M2).
Tabela 14 – Média de itens pouco heterogê-
neos cortados em um objeto.
Classe Itens por
objeto
C1 22,70
C3 23,18
C5 23,11
C7 32,05
C9 32,21
C11 32,72
C13 41,61
C15 42,30
M1 31,23
Tabela 15 – Média de itens muito heterogê-
neos cortados em um objeto.
Classe Itens por
objeto
C2 5,79
C4 5,63
C6 6,18
C8 8,68
C10 7,83
C12 8,62
C14 11,27
C16 10,25
M2 8,03
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Podemos observar nas Tabelas 14 e 15 que os padrões de corte gerados nos
exemplares das classes com itens demandados pouco heterogêneos são construídos cortando-
se mais itens em cada objeto, em média 31,24 (M1) itens são cortados em um objeto, já os
padrões de corte gerados nos exemplares das classes com itens muito heterogêneos cortam
em média 8,03 (M2) itens por objeto. Assim, os exemplares das classes com itens pouco
heterogêneos possuem mais opções para combinar os itens e gerar um padrão de corte, de
modo que a possibilidade de se obter um padrão de corte com menos perda é maior do
que as classes com itens muito heterogêneos.
Tabela 16 – Comprimento total de perdas (média de cada classe).
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
15,00
40,20
12,60
32,30
8,50
74,50
11,00
54,30
11,10
20,10
11,70
37,80
16,30
49,60
20,90
50,60
RAGA1 RAGA2 RAGA3
7,80 7,10 6,60
87,60 97,30 93,80
3,20 3,30 3,40
18,80 18,70 24,40
3,50 3,50 1,70
7,40 7,40 6,70
2,40 2,40 3,30
19,40 17,00 21,40
1,20 1,20 1,90
8,10 7,40 8,80
1,60 1,70 3,90
4,00 3,80 2,80
1,10 1,00 1,10
11,50 12,00 12,50
1,40 1,30 2,00
4,30 4,30 5,60
GRASP1 GRASP2 GRASP3
0,30 0,95 0,40
190,25 75,20 88,55
0,65 0,30 0,00
95,35 48,15 56,65
0,00 0,10 0,05
17,75 47,50 47,30
0,20 0,65 0,35
45,80 31,70 34,80
0,00 0,20 0,00
13,30 9,75 11,20
0,00 0,10 0,00
0,40 11,50 9,35
0,25 0,25 0,15
14,05 20,35 25,55
0,00 0,00 0,00
8,30 8,00 5,80
M1 13,39 2,78 2,69 2,99 0,17 0,32 0,12
M2 44,92 20,14 20,99 22,00 48,15 31,52 34,18
Da Tabela 16, que representa a perda em média de cada uma das 16 classes de
exemplares e as médas M1 e M2, podemos afirmar que, nas classes compostas por itens
pouco heterogêneos, a perda média resultante da solução foi menor nas meta-heurísticas
propostas. Já as classes compostas por itens muito heterogêneos, a meta-heurística GRASP1
gerou maiores perdas, principalmente na Classe 2, em que a perda é bem maior que nas
heurísticas. Nas meta-heurísticas GRASP2 e GRASP3, também houve perdas maiores
quando analisado os exemplares com itens muito heterogêneos, porém o maior aumento
foi observado na Classe 4. A meta-heurística GRASP1, na Classe 2, obteve melhores
resultados apenas quando comparado a quantidade de retalhos utilizados. Observamos
que, em 87, 5% dos exemplares na meta-heurística GRASP1 e 93, 75% dos exemplares
nas meta-heurísticas GRASP2 GRASP3, geraram menor comprimento total de perdas
na solução do que pelo menos uma das heurísticas comparadas e menor que todas as
heurísticas comparadas em 56, 25% dos exemplares nas meta-heurísticas GRASP1 e 50%
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dos exemplares na meta-heurística GRASP2 e GRASP3.
Figura 8 – Comprimento da perda gerada (média dos exemplares com itens pouco hetero-
gêneos).
As Figuras 8 e 9 ilustram a média das perdas das 16 classes, sendo que a Figura
8 é refente as perdas das classes compostas por itens pouco heterogêneos (M1) e a Figura
9 é referente as perdas das classes compostas por itens muito heterogêneos (M2). Quando
podemos cortar uma quantidade suficientemente grande de itens em um padrão de corte
(itens pouco heterogêneos), obtemos um comprimento de perda pequeno (média das oito
classes) nas meta-heurísticas, com a utilização da meta-heurística GRASP1 obtemos uma
média da perda de 0, 17, com a utilização da meta-heurística GRASP2 obtemos uma média
da perda de 0, 31 e com a meta-heurística GRASP3 obtemos uma média da perda de 0, 11.
Figura 9 – Comprimento da perda gerada (média dos exemplares com itens muito hetero-
gêneos).
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Em relação a perda total gerada na solução para os exemplares compostos por
itens muito heterogêneos, obtemos na média das classes perdas de 48, 15, 31, 51 e 34, 18,
para as meta-heurísticas GRASP1, GRASP2 e GRASP3, respectivamente.
A Tabela 17 apresenta a quantidade em média de cada classe de retalhos usados
do estoque inicial e os valores referentes a média M, em que, na construção de uma solução
para utilizando-se os procedimentos propostos, esses valores foram obtidos ao ser utilizados
os Procedimentos 3, representados na coluna 6 e 4, representados nas colunas 7 e 8.
Tabela 17 – Quantidade total de retalhos usados (média de cada classe).
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
8,60
4,50
8,70
4,40
5,50
6,10
11,70
11,20
9,90
11,60
8,70
10,10
12,00
13,50
13,50
14,30
RAGA1 RAGA2 RAGA3
4,80 4,90 4,50
4,20 4,40 4,30
4,50 4,50 4,50
4,10 4,20 3,50
3,90 3,90 4,20
3,40 3,40 3,00
4,60 4,60 4,80
6,20 6,10 5,40
4,20 4,20 4,30
4,10 4,20 3,50
3,80 3,70 6,20
2,60 2,60 3,80
4,40 4,40 3,60
5,60 6,00 6,80
4,00 4,20 5,00
4,90 4,90 3,80
GRASP1 GRASP2 GRASP3
16,65 16,65 16,65
6,25 7,70 7,70
16,30 16,30 16,30
12,40 11,45 11,45
14,70 14,70 14,70
9,25 9,25 9,25
27,20 27,30 27,30
16,40 17,75 17,75
28,10 28,10 28,10
24,05 24,15 22,15
25,50 25,50 25,50
18,85 18,85 18,85
40,85 40,85 40,85
30,15 32,10 32,10
40,00 40,00 40,00
34,25 33,65 33,65
M 9,64 4,33 4,39 4,45 22,56 22,77 22,77
Com os Procedimentos 3 e 4, observamos que a quantidade de retalhos utilizados
na solução, com a abordagem proposta, foi maior do que nas heurísticas comparadas, como
podemos observar na Tabela 17. Foram utilizados 81% com o uso do Procedimento 3 e
81, 14% com o uso do Procedimento 4 dos retalhos disponíveis no estoque inicial (todos os
exemplares), o que contribuiu para que com o uso das meta-heurísticas GRASP1, GRASP2
e GRASP3, a quantidade de retalhos no estoque final fosse menor.
A Tabela 18 representa a quantidade em média de retalhos gerados em cada
classe para as heurísticas comparadas, construtiva e residuais, e as meta-heurísticas
propostas, GRASP1, GRASP2 e GRASP3, além dos valores referentes as médias M1 e M2.
Podemos observar na Tabela 18, que 62, 5% das classes na meta-heurística
GRASP1, 43, 75% na meta-heurística GRASP2 e 50% na meta-heurística GRASP3 geraram
menor quantidade de retalhos que todas as heurísticas comparadas. Nas classes com itens
pouco heterogêneos, todas as meta-heurísticas tiveram bons resultados para a quantidade
de retalhos gerados na solução. Nas classes com itens muito heterogêneos, observamos
que quando poucos itens podem ser cortados do objetos não só a perda, mas também a
quantidade de retalhos gerados não é satisfatória.
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Tabela 18 – Quantidade total de retalhos gerados (média de cada classe).
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
2,70
4,20
2,10
4,10
1,60
1,80
3,90
9,00
2,60
7,20
0,60
2,80
3,20
1,30
3,00
4,10
RAGA1 RAGA2 RAGA3
2,20 2,30 2,00
11,30 9,30 10,80
2,20 2,20 2,50
4,90 4,80 4,70
2,10 2,20 2,00
1,60 1,60 2,10
2,10 2,10 1,60
3,10 3,00 3,30
1,50 1,50 1,80
1,50 1,70 1,60
1,80 1,70 2,60
1,10 1,20 1,70
1,70 1,70 1,50
1,80 2,10 2,80
1,30 1,40 2,20
2,10 2,10 1,50
GRASP1 GRASP2 GRASP3
1,05 1,00 1,00
29,50 33,75 32,95
1,20 1,20 1,05
15,60 21,00 20,05
0,00 0,15 0,65
1,40 11,95 9,40
1,00 1,00 1,00
10,00 11,80 11,70
1,00 1,10 1,00
12,70 8,05 7,85
0,00 0,45 0,95
0,05 2,35 2,70
1,00 1,75 1,00
6,55 8,65 8,25
1,00 1,00 1,00
5,85 6,50 7,50
M1 2,47 1,86 1,89 2,02 0,78 0,96 0,96
M2 4,31 3,42 3,22 3,56 10,21 13,01 12,85
Figura 10 – Quantidade de retalhos gerados (média dos exemplares com itens pouco
heterogêneos).
Nas meta-heurísticas GRASP1, GRASP2 e GRASP3, a quantidade de retalhos
gerados por classe foi menor nas que são compostas por itens pouco heterogêneos (Figura
10) do que nas classes compostas por itens muito heterogêneos (Figura 11).
Se ao obtermos uma solução para o PCESA unidimensional, tivermos como
objetivo a menor quantidade de retalhos ou o menor comprimento de perda gerados,
temos que analisar a característica dos exemplares, pois se for compostos por itens
muito heterogêneo não é viável utilizar umas das meta-heurísticas propostas, porém se os
exemplares forem compostos por itens pouco heterogêneos podemos optar por quaisquer
das meta-heurísticas aqui propostas. Neste último caso, se a prioridade é gerar o menor
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comprimento de perda, optamos por usar a meta-heurística GRASP3 e, se a prioridade é
gerar a menor quantidade de retalhos, optamos por usar a meta-heurística GRASP1
Figura 11 – Quantidade de retalhos gerados (média dos exemplares com itens muito
heterogêneos).
A Tabela 19 representa por classe, a média do comprimento de retalhos gerados
e os valores referentes a média M. Observamos que se em uma determinada classe umas
das meta-heurísticas GRASP1 ou GRASP2 ou GRASP3 gera maior quantidade de retalhos
que a outra, não necessariamente terá maior comprimento total de retalhos gerados, o que
podemos afirmar pelas Tabelas 18 e 19. Ou seja, a quantidade de retalhos gerados não é
proporcional ao comprimento total dos retalhos gerados, uma vez que podemos ter dois
retalhos gerados com comprimentos igual a 10 cada, ou um retalho gerado de comprimento
30.
Tabela 19 – Comprimento total de retalhos gerados (média de cada classe).
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
1161,90
19668,50
1027,00
14682,20
599,40
6021,00
1020,70
5621,00
662,90
5000,10
358,30
2072,10
925,00
4440,70
789,30
4262,80
RAGA1 RAGA2 RAGA3
359,60 409,80 375,10
3791,90 3307,60 3664,70
319,10 312,70 322,20
1668,80 1460,80 1666,50
205,30 208,00 197,00
420,10 420,10 632,60
259,90 254,80 323,60
652,40 606,00 540,60
153,20 154,80 179,10
304,40 347,30 333,30
200,50 233,80 223,10
174,00 183,60 320,70
226,10 227,60 130,60
196,50 248,60 381,50
136,40 140,80 204,20
329,50 329,50 225,80
GRASP1 GRASP2 GRASP3
457,80 472,15 387,70
12107,80 13811,50 13278,15
414,85 405,20 470,50
6591,60 8448,00 8274,50
0,00 53,75 263,80
503,20 4798,05 3508,25
459,10 481,85 422,15
2016,75 2756,65 1339,00
506,25 456,05 481,25
2889,95 2243,30 2231,85
0,00 161,50 295,15
25,75 842,00 954,15
502,60 442,60 417,70
1677,70 1868,20 1738,00
390,65 580,65 380,65
1333,50 1373,90 1571,10
M 4269,70 587,40 552,90 607,50 1867,30 2449,70 2289,40
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A Tabela 20 representa a quantidade em média de objetos padronizados usados
nas soluções das heurísticas comparadas e dos procedimentos propostos, GRASP1, GRASP2
e GRASP3, além dos valores referentes a média M.
Tabela 20 – Quantidade total de objetos padronizados utilizados (média de cada classe) .
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
110,30
129,50
109,40
116,40
106,20
113,20
108,20
114,40
109,40
104,20
108,30
107,20
112,50
101,00
111,90
112,70
RAGA1 RAGA2 RAGA3
102,60 102,60 102,70
113,70 113,30 113,60
101,50 101,50 101,50
101,40 101,10 101,50
98,00 98,00 98,00
102,50 102,50 102,80
102,40 102,40 102,30
107,50 107,50 107,60
101,80 101,80 101,90
97,60 97,60 97,90
100,80 100,80 100,40
100,50 100,50 100,30
106,00 106,00 105,80
94,60 94,60 94,70
105,10 105,10 105,10
105,30 105,30 105,40
GRASP1 GRASP2 GRASP3
105,00 104,25 105,05
121,00 121,90 121,45
103,40 103,75 103,20
104,40 106,85 106,50
81,35 95,30 98,50
85,65 108,25 107,55
100,10 100,15 99,75
107,70 108,05 108,35
100,85 101,45 101,45
96,50 96,55 97,10
90,50 99,85 102,20
86,15 100,30 100,30
100,95 101,35 100,70
91,95 91,10 91,60
101,80 101,90 101,95
103,10 102,95 103,10
M 110,92 102,58 102,56 102,59 98,77 102,75 103,09
Pela Tabela 20, observamos que em 43, 75% das classes, as meta-heurísticas
GRASP1, GRASP2 e GRASP3 utilizaram menos objetos padronizados na construção da
solução do que as heurísticas comparadas. O maior aumento em objetos padronizados
utilizados que obtemos nas meta-heurísticas propostas foi na Classe 2, porém esse aumento
aconteceu apenas nas heurísticas residuais, visto que a heurística construtiva GulosaA
utilizou uma quantidade considerável de objetos padronizados a mais.
Figura 12 – Objetos padronizados usados (média dos 320 exemplares).
Pela Figura 12 podemos afirmar que a meta-heurística GRASP1 utilizou em
média (M) uma quantidade menor de objetos padronizados para obter a solução para os
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exemplares. Nos dois casos em que isso não aconteceu, o acréscimo do total de objetos
padronizados utilizados foi de apenas um objeto, bem próximos dos procedimentos compa-
rados com os melhores resultados obtidos. O uso dos Procedimentos 3 e 4 contribuíam
para que os valores encontrados referentes a objetos padronizados fossem satisfatórios,
pois o uso de tais possibilitam utilizar muitos dos retalhos do estoque inicial contribuindo
para menor quantidade de objetos padronizados utilizados. Dessa forma, se ao obtermos
uma solução para o PCESA unidimensional, tivermos como objetivo a menor quantidade
de objetos padronizados utilizados, optamos por usar a meta-heurística GRASP1
A Tabela 21 ilustra a redução ou aumento do retalho final, ou seja, a quantidade
de retalho em estoque após obtermos uma solução para o problema. Para obtermos essa
tabela, da quantidade de retalhos iniciantemente em estoque diminuímos a quantidade
de retalhos usados e somamos a quantidade de retalhos gerados na solução para cada
um dos exemplos dispostos nas dezesseis classes, após isso, calculamos a média M dos
320 exemplares. Podemos observar na Tabela 21 que, em 87, 5% das classes na meta-
heurística GRASP1 e 81, 25% das classes nas meta-heurísticas GRASP2 e GRASP3, ao
encontrar uma solução para os problemas testes, reduziram o estoque de retalhos. Nas
classes com redução de retalhos no estoque final, obteve maior nas meta-heurísticas, porém
quando houve aumento, também foi maior. No entanto, só houve aumento de retalhos em
estoque em duas classes comparadas na meta-heurística GRASP1 e três classes comparadas
nas meta-heurísticas GRASP2 e GRASP3. Dessa forma, houve uma compensação com a
quantidade de retalhos em estoque ao obter o plano de corte, visto que em algumas classes,
as meta-heurísticas geraram mais retalhos na construção dos padrões de corte, no entanto,
utilizaram mais retalhos do estoque inicial.
Tabela 21 – Redução ou aumento de retalhos em estoque (média de cada classe).
Heurística Heurísticas Meta-heurística
contrutiva residuais GRASP
Classe
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12
C13
C14
C15
C16
GulosaA
-5,90
-0,30
-6,60
-0,30
-3,90
-4,30
-7,80
-2,20
-7,30
-4,40
-8,10
-7,30
-8,80
-12,20
-10,50
-10,20
RAGA1 RAGA2 RAGA3
-2,60 -2,60 -2,50
+7,10 +4,90 +6,50
-2,30 -2,30 -2,00
+0,80 +0,60 +1,20
-1,80 -1,70 -2,20
-1,80 -1,80 -0,90
-2,50 -2,50 -3,20
-3,10 -3,10 -2,10
-2,70 -2,70 -2,50
-2,60 -2,50 -1,90
-2,00 -2,00 -3,60
-1,50 -1,40 -2,10
-2,70 -2,70 -2,10
-3,80 -3,90 -4,00
-2,70 -2,80 -2,80
-2,80 -2,80 -2,30
GRASP1 GRASP2 GRASP3
-15,60 -15,65 -15,65
+23,25 +30,00 +25,25
-15,10 -15,10 -15,25
+3,20 +9,55 +18,60
-14,70 -14,55 -14,05
-7,85 +2,70 +0,15
-26,20 -26,30 -26,30
-6,40 -5,95 -6,05
-27,10 -27,00 -27,10
-11,35 -16,10 -14,30
-25,50 -25,05 -24,55
-18,80 -16,50 -16,15
-39,85 -39,10 -39,85
-23,60 -23,45 -23,85
-39,00 -39,00 -39,00
-28,40 -27,15 -26,15
M -6,26 -1,69 -1,83 -1,66 -17,06 -15,54 -15,11
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Figura 13 – Redução de retalhos no estoque final (média dos 320 exemplares).
Quando analisado todo o estoque (inicial e final), houve uma redução na
quantidade de retalhos disponíveis no estoque após obter as soluções para todas as classes
de exemplares, com o uso dos procedimentos propostos GRASP1, GRASP2 e GRASP3 e
as heurísticas comparados disponíveis em Cherri (2009). Pela Figura 13 podemos concluir
que a redução de retalhos em estoque foi maior nas meta-heurísticas, sendo que a maior
redução foi na meta-heurística GRASP1. Assim, se ao obtermos uma solução para o PCESA
unidimensional, tivermos como objetivo a redução de retalhos em estoque, optamos por
usar a meta-heurística GRASP1
Em relação ao tempo computacional, observamos que para resolver os pro-
cedimentos Padrões usando retalhos 1 ou Padrões usando retalhos 2 juntamente com a
meta-heurística GRASP1 ou GRASP2 ou GRASP3 foi necessário um tempo maior que o
tempo utilizado para resolver as heurísticas comparadas. De acordo com Cherri (2009), os
320 exemplos foram resolvidos com tempo médio (M) de 0,367s na heurística construtiva
GulosaA, 22, 55s, 22, 7s e 81, 85s, respectivamente, nas heurísticas construtivas RAGA1,
RAGA2 e RAGA3. Já com o uso das meta-heurísticas GRASP1, GRASP2 e GRASP3
obtivemos tempo médio (M) de 141, 11s, 117, 97s e 130, 74s, respectivamente, na resolução
dos exemplos, sendo que s representa segundos.
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Conclusão
Neste trabalho foi realizado um estudo sobre problema de corte de estoque
unidimensional com sobras aproveitáveis. Foram desenvolvidas e implementadas três versões
da meta-heurística GRASP as quais foram chamadas de GRASP1, GRASP2 e GRASP3
e dois procedimentos para gerar padrões de corte a partir de retalhos no estoque inicial,
chamados de Padrões usando retalhos 1 e Padrões usando retalhos 2. Os procedimentos
propostos tem por objetivo a minimização das perdas considerando sobras aproveitáveis
(retalhos).
Utilizando os softwares MATLAB e CPLEX, foram realizadas testes compu-
tacionais com dados fornecidos por Cherri (2009). Os resultados encontrados com o uso
das meta-heurísticas GRASP1, GRASP2 e GRASP3 foram comparados com os resultados
apresentados em Cherri (2009) com o uso das heurísticas GulosaA, RAGA1, RAGA2 e
RAGA3 utilizando os mesmos exemplares.
Os resultados encontrados para os procedimentos propostos apresentados na
Seção 3.2 foram mais eficientes que as heurísticas comparadas em: estoque inicial de
retalhos utilizado, em média, 2 e 5 vezes a mais que as heurísticas construtivas e residuais,
respectivamente; objetos padronizados utilizados, neste caso o melhor resultado,M“ 98, 78,
foi encontrado para a meta-heurística GRASP1, sendo superior ao melhor resultado
encontrado por Cherri (2009) em 3, 78 objetos; e, estoque final de retalhos, neste caso, os
três procedimentos propostos tiveram resultados superiores ao melhor resultado obtido
em Cherri (2009) de pelo menos 60%. Para os valores da perdas e dos retalhos gerado, os
resultados foram analisados por tipos de itens por classe, nas classes compostas por itens
pouco heterogêneos, as meta-heurísticas GRASP1, GRASP2 e GRASP3 resultou em valores
menores que 1, tanto na análise do comprimento da perda quanto a quantidade de retalho
gerado pela média M1, já nas heurísticas comparadas o melhor valor observado para a
perda foi de 2, 69 e para a quantidade de retalho 1, 87. Para as classes compostas por itens
muito heterogêneos, não foram encontrados bons resultados, principalmente nas classes
iniciais, como por exemplo a Classe 2 na meta-heurística GRASP1. Isso acontece devido ao
comprimento dos itens demandados, já que nos comprimentos dos objetos padronizados,
em média corta-se três ou quatro itens, dificultando uma boa combinação para gerar uma
perda pequena.
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Na análise dos resultados obtidos pelas meta-heurísticas propostas é considerado
o melhor resultado em relação a perda gerada o menor comprimento. Dessa forma, podemos
afirmar que quando analisado a média de todas as classes de exemplares testados a meta-
heurística GRASP2 obteve o melhor resultado. Para as classes compostas por itens pouco
heterogêneo, o melhor resultado da média dessas classes foi encontrado com o uso da
meta-heurística GRASP3 e nas classes comportas por itens muito heterogêneos o melhor
resultado foi encontrado com o uso da meta-heurística GRASP2. Em relação a quantidade
de retalhos gerados na solução, o qual é considerado melhor se a quantidade for pequena,
podemos afirmar que a meta-heurística GRASP1 obteve os melhores resultados quando
analisado a média de todas as classes e também nos casos das classes com itens pouco e
muito heterogêneos.
Para a quantidade de objetos padronizados utilizados, em que pretende-se
utilizar a menor quantidade possível, a quantidade de retalhos do estoque inicial usados,
em que pretende-se utilizar o máximo possível e o estoque final de retalhos, em que
pretende-se reduzir essa quantidade ou, se houver aumento que seja a mínima possível,
analisamos fazendo o comparativo de todas as classes e obtemos os melhores resultados,
nos três dados analisados, na meta-heurística GRASP1.
Como propostas de trabalhos futuros, podemos estender os procedimentos
desenvolvidos para o PCESA unidimensional com dimensionamento de lotes, em que,
determinamos a quantidade de itens a serem produzidos em cada período do horizonte
de planejamento, de modo que a demanda em cada pedido seja atendida sem atrasos de
produção e que haja minimização das perdas e quantidade de retalhos gerados. Além disso,
podemos estender as meta-heurísticas para o caso bidimensional.
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