An active pedestrian protection system is required to operate in realtime and produce an extremely low false alarm. To achieve these requirements, Broggi et al. detected critical areas using a laser scanner and found pedestrians only in these areas via a camera. However, using heterogeneous sensors requires complicated system architecture and laser scanners have drawbacks in terms of installability and durability. Therefore, this letter proposes a critical area detection method using a stereo camera. This configuration can overcome the aforementioned drawbacks and detect both critical areas and pedestrians using a single sensor module. The proposed method detects critical areas by extracting local extrema of the depth change profile along a free space boundary. Experiments show its feasibility quantitatively.
Free space boundary detection: This method uses a dense disparity map. Although a dense disparity map requires a high computational cost, its embedded implementation is available thanks to recent research on hard-wired stereo matching. For instance, Daimler implemented semiglobal matching (SGM) using field-programmable gate array (FPGA) and achieved a frame rate of 25Hz [5] . We used SGM to make a dense disparity map. Fig. 1a shows an example of a dense disparity map.
Once a dense disparity map is acquired, the boundary between the free space and the obstacles is detected. This task uses uv-disparity [6] and consists of two steps: v-disparity based road surface estimation and u-disparity based obstacle detection. v-disparity is built by accumulating the pixels of the same disparity along the vertical axis of the image. A flat road surface appears as a straight line in the vdisparity. As in practice roads are not always flat, we model the road surface with a piecewise linear function and estimate it using consecutive Hough Transformations. Fig. 1b depicts the detected road surface with a red line on the v-disparity. After pixels belonging to the road surface are eliminated from the disparity map, the u-disparity is constructed. As the free space boundary can be detected by finding the nearest obstacle in the u-disparity, we search the first peak larger than a threshold from the bottom to the top of the u-disparity. The threshold (t) is adaptively selected according to (1) because an object appears with a different size proportional to the disparity value.
where H is the minimum height of the obstacle of interest and B is the baseline of the stereo camera. d is a disparity value. Fig. 1c depicts the free space boundary with a red line on the u-disparity. As the point of the free space boundary has a u-coordinate and disparity value, the vcoordinate can be determined using the relation between the disparity value and the v-coordinate of the detected road surface. Thus, the free space boundary in the u-disparity can be projected onto the image ( Fig.  1d with a green solid line). Critical area detection: After a depth map is constructed from the disparity map, critical areas are detected by finding any drastic changes in the depth profile. The search range for the depth change is set to 1.0m from the free space boundary (between the green solid and red dashed lines in Fig. 1d ). This is because a typical parked vehicle is expected to be taller than 1.0m. In order to eliminate the effect of stereo matching errors, we measure the depth of i-th column by taking the median value of a window centred on the column. The window height and width are set to 1.0m and 0.1m, respectively. Depth change at the i-th column (c i ) is calculated by taking the difference of the adjacent windows as (2) .
where med(W i ) is a median value of the window at the i-th column of image. The black line in Fig. 2a shows the depth change profile corresponding to the situation in Fig. 1d . This figure shows that critical areas have drastic depth changes and appear as extrema in the depth change profile. Thus, we select the local extrema in this profile as critical area candidates. As the local minima indicate the locations where depths are dramatically decreased from left to right according to (2) , pedestrians can suddenly appear toward the right direction at these locations. Using the same principle, the local maxima imply the locations where pedestrians can make an abrupt appearance toward the left direction. In Fig. 2a , blue inverted triangles and red triangles are local minima and maxima, respectively.
After finding the critical area candidates, we select only the interesting ones. In terms of the walking direction, we are interested in the pedestrians walking toward the road since they can collide with the vehicle. Thus, this method estimates the heading direction of the vehicle and retains the candidates where pedestrians can appear toward the heading direction. This means that the final critical areas should be local minima on the left side of the heading direction and local maxima on the right side of the heading direction. Fig. 2b depicts the final detection result. In this figure, blue solid and red dashed lines indicate the critical areas produced by the local minima and maxima, respectively, and a magenta cross is the heading direction. Critical areas are depicted with a height of 1.7m and are similar in height to humans. The heading direction is roughly estimated by taking the farthest location of the free space, but its accuracy is sufficient for candidate filtering.
Fig. 2 Critical area detection a Depth change profile with local minima and maxima b Final result of critical area detection
Experimental results: The proposed method was evaluated using a public database [7] which was acquired under real driving situations. For performance evaluation, 288 situations from this database were selected. A total of 1156 critical areas located within 40.0m of the camera were manually designated as ground truth. A critical area is considered to be correctly detected if its location is within 0.15m from the ground truth. In terms of detection rate, the proposed method shows a true positive rate of 95.8% and a false positive rate of 2.8%. This result reveals that this method can effectively detect critical areas with a small number of false positives. In terms of ROI reduction, the following four ROI selection approaches are compared. 1) The first approach conducts the pedestrian detector by fixing its window size based on the geometry between the camera and the road [3] . 2) The second one conducts the first approach only outside of the free space.
3) The third one conducts the first approach only at the free space boundary pixels. 4) The last one conducts the first approach only around (±0.15m) of the critical areas detected by the proposed method. In this comparison, pedestrian detection is assumed to be conducted pixel-wise within 40.0m from the camera. Table 1 shows the average numbers that the pedestrian detector should perform in a single image. It can be noticed that the proposed method can dramatically reduce the number of ROIs. Thus, this method can decrease both the computational cost and false alarms of an active pedestrian protection system. Conclusions: This letter proposes a stereo vision-based critical area detection method, which is expected to replace scanning lasers for active pedestrian protection systems. As stereo vision consists of homogeneous sensors and has good installability and durability, commercialization of active pedestrian protection systems delayed by the drawbacks of scanning lasers could gather greater momentum. Furthermore, this experiment shows that the proposed method can be implemented by combining simple operations.
