MAVE-NN: Quantitative Modeling of Genotype-Phenotype Maps as Information Bottlenecks by Tareen, Ammar et al.
Supplemental Information: MAVE-NN: Quantitative Modeling
of Genotype- Phenotype Maps as Information Bottlenecks
Ammar Tareen
Simons Center for Quantitative Biology
Cold Spring Harbor Laboratory
Cold Spring Harbor, NY 11724
tareen@cshl.edu
William T. Ireland
Department of Physics,
California Institute of Technology
Pasadena, CA 91125
wireland@caltech.edu
Anna Posfai
Simons Center for Quantitative Biology
Cold Spring Harbor Laboratory
Cold Spring Harbor, NY 11724
posfai@cshl.edu
David M. McCandlish
Simons Center for Quantitative Biology
Cold Spring Harbor Laboratory
Cold Spring Harbor, NY 11724
mccandlish@cshl.edu
Justin B. Kinney
Simons Center for Quantitative Biology
Cold Spring Harbor Laboratory
Cold Spring Harbor, NY 11724
jkinney@cshl.edu
S1 Simulations
Here we assess the performance of MAVE-NN on realistic simulated DMS, MPSA, and Sort-Seq datasets, thus
demonstrating its ability to accurately recover latent phenotype parameters, and measurement nonlinearities.
S1.1 GE regression on simulated DMS datasets
We simulated a dataset consisting of 535,918 amino-acid sequences based on the sequence of protein GB1, with each
sequence mutagenized at a rate of 5% per amino acid, and with each variant amino acid equally likely. We generated
simulated log enrichment values for this simulated library by using both ~θ and g(·) from the GE model trained by
MAVE-NN on the original GB1 dataset from [S1] (described in the results section of the main text), with added
Gaussian noise having variance σ2 = 0.3, which is equal to the mean squared deviation of the original trained model.
We then used MAVE-NN to infer the nonlinear function g(·) and addtitive latent phenotype parameters ~θ from these
simulated data.
Fig. S1a shows simulated observations y vs. the ground truth latent phenotype φ. The inferred GE function shows
remarkable agreement with the true function g (Fig. S1a). Model predictions on held-out test data yielded a very
high R2 value with ground truth (noiseless) observation values (Fig. S1b). Plotting inferred latent phenotype values φ
against ground truth values also shows near-perfect correspondence (Fig. S1c). A scatter plot of inferred parameters ~θ
vs. ground-truth parameters also shows very high correspondence (Fig. S1d).
We also performed GE regression on datasets of similar composition having variable sizes. Model inference time on a
standard laptop computer (3.1 GHz CPU) was recorded and is plotted vs. dataset size in Fig. S1e. Model inference
for the original published dataset was fast and took ∼ 10 minutes. Additionally, model performance improved with
increasing simulated dataset size, but even moderately sized datasets, e.g. 10,000 simulated observations, achieved very
high R2 values (Fig. S1f).
Figure S1: GE regression on simulated GB1 data. A library of 535,918 simulated sequences was generated by
mutagenizing the GB1 wild-type sequence at a rate of 5% per amino-acid, with each variant amino acid equally likely.
A GE regression model, trained by MAVE-NN on the 535,918 original GB1 variant sequences and their log enrichment
values from [S1], was used to generate log enrichment values for the simulated sequence library. Gaussian noise was
then added to these simulated log enrichment values and MAVE-NN was used to train a separate GE regression model
on these noisy data. (a) The true GE nonlinearity (blue curve) and simulated log enrichment values y (gray) are plotted,
along with the inferred GE nonlinearity (dashed curve) against inferred latent phenotype values φ. (b) The inferred
GE model achieves R2 = 0.99 against noiseless held-out test data. (c) Plotting the inferred latent phenotype φ against
the true latent phenotype shows near-perfect correspondence. (d) Inferred linear model parameters vs. ground truth
parameters. (e) Inference time for datasets of varying size simulated in the same manner as above. The inference time
for the real GB1 dataset is shown by the blue dot, while the inference time for the simulated library used to make panels
(a-d) is indicated by the green dot. (f) R2 values, as in panel b, as a function of dataset size. For each dataset size in
(e-f), the black dot shows the mean inference time and mean R2, respectively, for 10 simulations, whereas gray dots
show individual values. For every simulation, we used the same GE architecture as in the main text, i.e., 1 sigmoidally
activated hidden layer with 200 nodes, and each simulated dataset was split 60% : 20% : 20% into training, validation,
and test sets. We used the Adam optimizer with a learning rate of 5× 10−3 with early stopping, and used mean squared
error as the loss function. Parameter values in panel (d) are mean centered and normalized.
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S1.2 Pairwise GE regression on simulated MPSA datasets
We generated a simulated dataset consisting of 32,768 5′ ss sequences based on the template sequence NNNGYNNNN,
where position +1 was fixed to have G, position +2 was fixed to have Y, and with all other nucleotides N equally likely.
We generated simulated log-10 PSI values for this simulated library by using both ~θ and g(·) from the pairwise GE
model trained by MAVE-NN on the original 5′ ss dataset from [S2] (described in the results section of the main text),
with added Gaussian noise having variance σ2 = 0.05, which is equal to the mean squared deviation of the original
trained model. We then used MAVE-NN to infer the nonlinear function g(·) and addtitive latent phenotype parameters
~θ from these simulated data.
Fig. S2a shows simulated observations y vs. the ground truth latent phenotype φ. The inferred pairwise GE function
shows remarkable agreement with the true function g (Fig. S2a). Model predictions on held-out test data yielded a very
high R2 value with ground truth (noiseless) observation values (Fig. S2b). Plotting inferred latent phenotype values φ
against ground truth values also shows near-perfect correspondence (Fig. S2c). A scatter plot of inferred parameters ~θ
vs. ground-truth parameters also shows very high correspondence (Fig. S2d).
We also performed pairwise GE regression on datasets of similar composition having variable sizes. Model inference
time on a standard laptop computer (3.1 GHz CPU) was recorded and is plotted vs. dataset size in Fig. S2e. Model
inference for the original published dataset was fast and took ∼ 1 minute. Additionally, model performance improved
with increasing simulated dataset size, but even moderately sized datasets, e.g. 10,000 simulated observations, achieved
very high R2 values (Fig. S2f).
S1.3 NA regression on simulated Sort-Seq datasets
We simulated a library of 51,835 sequences containing scattered mutations based on the lac promoter of E. coli RNAP.
As in the main text, we assume that E. coli RNAP is the only protein present in the system. Each sequence in this
library is mutagenized at a fixed rate of 12% per nucleotide, with each nucleotide equally likely. For each simulated
sequence, we generated a latent phenotype φ using the parameters ~θ from the model trained on the full-wt Sort-Seq
dataset from [S3] (described in the results section of the main text). We then use the noise model pi(y|φ), also inferred
from the Sort-Seq full-wt dataset, to sample bin values, i.e., y ∼ pi(y|φ). We then used MAVE-NN to infer the noise
model pi(y|φ) and the latent phenotype parameters ~θ from these simulated data.
Fig. S3a shows the full-wt ground truth latent phenotype parameters ~θ plotted as a sequence logo. The corresponding
latent phenotype model parameters inferred by MAVE-NN from simulated data are shown in Fig. S3b. Both logos
looks strikingly similar. This similarity is captured in Fig. S3c, which shows R2 = 0.99 between true parameters and
MAVE-NN inferred inferred parameters.
We also performed NA regression on datasets of similar composition having variable sizes. Model inference time on a
standard laptop computer (3.1 GHz CPU) was recorded and is plotted vs. dataset size in Fig. S3d. Model inference for
the original published dataset was fast and took ∼ 1 minute. Additionally, model performance improved with increasing
simulated dataset size, with simulated datasets having > 104 sequences achieving very high R2 values (Fig. S3e)
between inferred parameters and true parameters.
S2 Experimental conditions for the Sort-Seq experiments
Here we describe the different experimental conditions used in the five Sort-Seq experiments that we analyzed in the
main text. For fitting our models, we used the Sort-Seq experiments that contained point mutations in the RNAP
binding site. These experiments were rnap-wt, full-wt, full-500, full-150, and full-0. In all experiments, “rnap-” meant
that the mutation region consisted of only the RNAP binding site (i.e., [-39:-4]), whereas “full-” meant that the entire
promoter region was mutagenized (i.e., [-75:-1]). The rnap-wt and full-wt experiments used the MG1655 strain of
E. coli, 500 µM of cAMP concentration, 10 output bins, and a 12% and 15% mutation rate per nucleotide position,
respectively. The full-500, full-150, and full-0 experiments used the TK310 E. coli strain, 500, 150, and 0 µM of cAMP
concentration, respectively, 5 output bins, and a 12% mutation rate per nucleotide position.
S3 Gauge fixing
To fix redundant degrees of freedom in model parameters, the parameters returned by MAVE-NN are gauge fixed. The
mathematical transformations for gauge fixing additive, neighbor, and pairwise models are described below.
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Figure S2: Pairwise GE regression on simulated 5′ ss data. A library of 32,768 simulated 5′ ss sequences was generated
based on the template sequence NNNGYNNNN, where position +1 was fixed to have G, position +2 was fixed to have
Y, and with all other nucleotides N equally likely. A pairwise GE regression model, trained by MAVE-NN on the
32,768 original 5′ ss sequences and their log-10 PSI values from [S2], was used to generate log-10 PSI values for the
simulated sequence library. Gaussian noise was then added to these simulated log-10 PSI values and MAVE-NN was
used to train a separate pairwise GE regression model on these noisy data. (a) The true GE nonlinearity (blue curve)
and simulated log-10 PSI values y (gray) are plotted, along with the inferred GE nonlinearity (dashed curve) against
inferred latent phenotype values φ. (b) The inferred GE model achieves R2 = 0.99 against noiseless held-out test data.
(c) Plotting the inferred latent phenotype φ against the true latent phenotype shows near-perfect correspondence. (d)
Inferred linear model parameters vs. ground truth parameters. (e) Inference time for datasets of varying size simulated
in the same manner as above. The inference time for the real 5′ ss dataset is shown by the blue dot, while the inference
time for the simulated library used to make panels (a-d) is indicated by the green dot. (f) R2 values, as in panel b, as
a function of dataset size. For each dataset size in (e-f), the black dot shows the mean inference time and mean R2,
respectively, for 10 simulations, whereas gray dots show individual values. For every simulation, we used the same GE
architecture as in the main text, i.e., 1 sigmoidally activated hidden layer with 50 nodes, and each simulated dataset
was split 60% : 20% : 20% into training, validation, and test sets. We used the Adam optimizer with a learning rate of
2× 10−3 with early stopping, and used mean squared error as the loss function. Parameter values in panel (d) are mean
centered and normalized.
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Figure S3: NA regression on a simulated Sort-Seq dataset. A library of 5× 104 simulated sequences was generated
by mutagenizing the E. coli lac promoter at a rate of 12% per nucleotide, with each nucleotide equally likely. (a) An
additive model, inferred using NA regression for the full-wt dataset from [S3], and described in results section of the
main text, was used to simulate the latent phenotype φ for each simulated sequence. The parameters of this model are
displayed as a sequence logo. Simulated sequences were sorted into bins using the noise model p(y|φ) inferred from
the full-wt data, also described in the main text, by sampling y ∼ p(y|φ). (b) Additive model parameters extracted
from an NA model trained on these simulated Sort-Seq data and displayed as a sequence logo. This sequence logo is
nearly identical to the logo in (a), illustrating the reproducibility of NA regression. (c) Scatter plot of inferred vs. true
parameters of the sequence logos in panels (a, b). (d) Inference time as a function of simulated dataset size. The green
dot shows the inference time for the full-wt dataset from [S3], and the blue dot shows inference time for the results in
panels (b) and (c). (e) Shows R2 values between inferred and true parameters as a function of dataset size, with the blue
dot showing the R2 for the results shown in (b-c). For each dataset size in (d-e), the black dot shows the mean inference
time and mean R2, respectively, for 10 simulations, whereas gray dots show individual values. For every simulation, we
used the same NA architecture as in the main text. Each simulated dataset was split 60% : 20% : 20% into training,
validation, and test sets. We used the Adam optimizer with a learning rate of 5× 10−3 with early stopping, and used
negative log-likelihood as the loss function. 5
S3.1 Additive model
Fixing the gauge for additive models corresponds to making the transformation,
θcl → θcl − θ¯l = θ′cl, (S1)
where c indexes characters, l indexes positions, θ¯l refers to the mean of parameters at position l, and ~θ′ refers to the
transformed parameters. This transformation is also applied to the GE nonlinearity such that g(φ) = g′(φ′), and
to the noise model such that pi(y|φ) = pi′(y|φ′). Thus, these transformations do not affect model predictions. The
transformation from g → g′ is made as follows. We first write φ′ in terms of φ,
φ′ =
∑
c,l
= θ′clxcl =
∑
c,l
(θcl − θ¯l)xcl = φ+ a, (S2)
where a = −∑c,l θ¯lxcl. We now define g′ as
g′(φ′) ≡ g(φ′ − a) = g(φ). (S3)
We define pi′ as
pi′(y|φ′) ≡ pi(y|φ′ − a) = pi(y|φ). (S4)
S3.2 Neighbor model
We are looking for the gauge transformation ~g (on the set of all neighbor features and a constant feature) for which the
gauge fixed model parameters ~θ′′ = ~θ + ~g satisfy the following properties:
1. The new parameters ~θ′′ are mean-centered for each position pair and the new parameters reproduce the same
activity landscape as the original parameters up to a constant shift. Specifically, there exists a constant a such
that
L−1∑
l=1
∑
c1,c2
θc1c2lxc1lxc2(l+1) =
L−1∑
l=1
∑
c1,c2
θ′′c1c2lxc1lxc2(l+1) + a. for all sequences x, and (S5)∑
c1,c2
θ′′c1c2l = 0 for all positions l = 1, . . . , L− 1. (S6)
2. Among model parameter vectors that satisfy the conditions in point 1, ~θ′′ has the smallest L2-norm.
Here, we give the formula for the gauge that satisfies the above conditions. We define ~θ′′ in two steps. First, let
θ′c1c2l = θc1c2l −
1
C2
∑
c,c′
θcc′l. (S7)
We note that ~θ′ satisfies (S5) and (S6) with
a =
1
C2
L−1∑
l=1
∑
c,c′
θcc′l. (S8)
Next, for each position l and character c, we introduce the quantities
sc?l =
∑
c′
θ′cc′l and s?c(l−1) =
∑
c′
θ′c′c(l−1), (S9)
and we define
θ′′c1c2l =

θ′c1c2l +
1
2C
(−s?c2l + sc2?(l+1)) if l = 1
θ′c1c2l +
1
2C
(
s?c1(l−1) − s?c2l − sc1?l + sc2?(l+1)
)
if l = 2, . . . , L− 2
θ′c1c2l +
1
2C
(
s?c1(l−1) − sc1?l
)
if l = L− 1.
(S10)
The thus defined ~θ′′ satisfies condition 2 as well as condition 1 above.
By (S5), we have φ′′neighbor = φneighbor − a with a given in (S8), and thus we define
g′′(φ′′neighbor) ≡ g(φ′′neighbor + a) = g(φneighbor), (S11)
and we define
pi′′(y|φ′′neighbor) ≡ pi(y|φ′′neighbor + a) = pi(y|φneighbor). (S12)
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S3.3 Pairwise model
We are looking for the gauge transformation ~g (on the set of all pairwise features and a constant feature) for which the
gauge fixed model parameters ~θ′′ = ~θ + ~g satisfy the following properties:
1. The new parameters ~θ′′ are mean-centered for each position pair and the new parameters reproduce the same
activity landscape as the original parameters up to a constant shift. Specifically, there exists a constant a such
that ∑
l1<l2
∑
c1,c2
θc1c2l1l2xc1l1xc2l2 =
∑
l1<l2
∑
c1,c2
θ′′c1c2l1l2xc1l1xc2l2 + a. for all sequences x, and (S13)∑
c1,c2
θ′′c1c2l1l2 = 0 for all position pairs l1 < l2. (S14)
2. Among model parameter vectors that satisfy the conditions in point 1, ~θ′′ has the smallest L2-norm.
Here we give the formula for the gauge that satisfies the above conditions, for a derivation of the formula see [unpublished
work].
We define ~θ′′ in two steps. First, let
θ′c1c2l1l2 = θc1c2l1l2 −
1
C2
∑
c,c′
θcc′l1l2 . (S15)
We note that ~θ′ satisfies (S14) and (S13) with
a =
1
C2
∑
l1<l2
∑
c,c′
θcc′l1l2 . (S16)
Next, for each position pair l1 < l2 and character c, we introduce
sc1?l1l2 =
∑
c′
θ′c1c′l1l2 and s?c2l1l2 =
∑
c′
θ′c′c2l1l2 ,
and define
θ′′c1c2l1l2 = θ
′
c1c2l1l2 +
1
(L− 1)C
(
l1−1∑
l′=1
(−(L− 2))δl′l2 s?c1l′l1 +
L∑
l′=l1+1
(−(L− 2))δl′l2 sc1?l1l′+
+
l2−1∑
l′=1
(−(L− 2))δl′l1 s?c2l′l2 +
L∑
l′=l2+1
(−(L− 2))δl′l1 sc2?l2l′
)
The thus defined ~θ′′ satisfies condition 2 as well as condition 1 above.
By (S13), we have φ′′pairwise = φpairwise − a with a given in (S16), and thus we define
g′′(φ′′pairwise) ≡ g(φ′′pairwise + a) = g(φpairwise), (S17)
and we define
pi′′(y|φ′′pairwise) ≡ pi(y|φ′′pairwise + a) = pi(y|φpairwise). (S18)
S3.4 Parameter normalization
To facilitate comparison of parameters inferred between models, we normalize the gauge fixed parameters. This
corresponds to,
θgfcl →
θgfcl√
σ2(φtrain)
, (S19)
where σ2(φtrain) represents the variance of the latent phenotype evaluated using training data and ~θgf represent gauge
fixed parameters. The latent phenotype is defined as,
φ′′ =
~θgf√
σ2(φtrain)
· x (S20)
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To keep GE model predictions the same, g transforms as,
g′′(φ′′) = g(
√
σ2(φtrain) ·
~θgf√
σ2(φtrain)
· ~x+ a) = g(
√
σ2(φtrain)(φ
′′) + a). (S21)
To keep NA model predictions the same, pi transforms as,
pi′′(y|φ′′) = pi(y|
√
σ2(φtrain) ·
~θgf√
σ2(φtrain)
· ~x+ a) = pi(y|
√
σ2(φtrain)(φ
′′) + a). (S22)
S4 Connection between log likelihood and mutual information
In this section, we describe the connection between log likelihood and mutual information (MI). These ideas closely
follow the arguments presented in [S4, S5]. Given a MAVE dataset {(~xn, yn)}Nn=1, the standard approach to solving
an inference problem is to assume a specific functional form for the noise model, pi(y|φ), and then subsequently
maximize the likelihood p({yn}{ ~xn}, ~θ, pi). Here ~θ refers to the model parameters we wish to infer. The parameters
~θ deterministically relate each sequence ~x to the latent phenotype, φ(~x; ~θ) and the noise model pi relates φ to its
experimental readout y. These assumptions are related by the following Markov chain:
~x
sequence
deterministic model
φ(~x;~θ)−−−−−−−→ φ
latent phenotype
noise model
pi(y|φ)−−−−→ y
bin
, (S23)
where the corresponding per-datum log-likelihood is given by,
L[~θ, pi] = 1
N
N∑
n=1
log[pi(yn|φ(~xn; ~θ))]. (S24)
In any experiment, including MAVEs, the exact functional form of the noise model is rarely known, and assuming a
specific form of pi could lead to biased or incorrectly inferred model parameters. MI maximization is a complementary
inference procedure that does not require the assumption of a specific form of experimental noise. Instead, the noise
model is learned as part of the inference process along with model parameters. MI is given by,
I[~θ] = I[φ; y] =
∑
y
∫
dφ p(y, φ) log
p(y|φ)
p(y)
(S25)
In the limit N →∞, Eq. S24 can be written as
L[~θ, pi] =
∑
y
∫
dφ p(φ, y) log pi(y|φ), (S26)
and equivalently as
L[~θ, pi] = I(~θ)−DKL(~θ||pi)−H[y]. (S27)
p(y, φ) in Eq. S26 is the empirical joint distribution between φ and y. The first term in Eq. S27 is the MI between φ
and y. The second term is the Kullback-Leibler divergence between the empirical distribution p(y|φ) and the assumed
noise function pi(y|φ), given by
DKL(~θ||pi) =
∑
y
∫
dφ p(φ, y) log
p(y|φ)
pi(y|φ) . (S28)
The third term is the Shannon entropy of measurements and is independent of θ or pi, and can be ignored for optimization.
Note that the Kullback-Leibler term vanishes by setting p(y|φ) = pi(y|φ).
The equivalence between MI and likelihood can be seen as follows. If we put a Bayesian prior p(pi) on the noise model
pi, the relevant objective function becomes the per-datum marginal likelihood given by,
Lm(~θ) = 1
N
log
∫
dpi p(pi)p({yn}{ ~xn}, ~θ, pi). (S29)
This is analogous to Eq. S24 computed after all marginalizing over all possible noise functions. The marginal likelihood
in Eq. S29 can be written as
Lm(~θ) = I(~θ)−∆(~θ)−H[y], (S30)
8
where
∆(~θ) = − 1
N
log
[ ∫
dpi p(pi)e−NDKL(~θ||pi)
]
. (S31)
Under weak assumptions about the prior, the term ∆→ 0 as N →∞. If the prior is parametric, then ∆ decays as 1N ,
while ∆ decays more slowly for a nonparametric prior (See Appendix A in [S4] for details). Thus, in the large data
limit, to maximize L[~θ, pi], it suffices to maximize I(~θ).
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