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Resumen—Hoy en dı´a, el uso de los servicios Over-The-Top
tales como streaming de vı´deo, servicios web y redes sociales
es dominante en el tra´fico de Internet. En consecuencia, existe
un amplio intere´s por parte de los proveedores de servicios de
Internet en conocer la calidad de este tipo de comunicaciones
para poder proporcionar el mejor servicio y por tanto la
mejor experiencia a los usuarios. Para este propo´sito, se
propone FlexiTop, un sistema flexible y escalable de medidas
activas de calidad para este tipo de servicios, que permite
obtener me´tricas con un consumo de recursos contenido. El
disen˜o propuesto ha sido implementado y validado mediante
pruebas. Ası´ mismo se ha realizado una campan˜a de medidas
durante varios meses en diferentes equipos, pudie´ndose
concluir que el sistema cumple con las expectativas de los
actores involucrados.
Palabras Clave—QoS, medidas activas, servicios OTT,
streaming, servicios web.
I. INTRODUCCIO´N
Un servicio Over-The-Top (OTT) se define como aquel
que se provee a trave´s de la red sin que ningu´n operador
de telecomunicaciones este´ involucrado en su envı´o,
desarrollo o planificacio´n [1], es decir, un servicio que
utiliza la red como mero canal de transporte sin ningu´n
otro tipo de consideracio´n.
Los servicios OTT tienen necesidades y naturalezas muy
heteroge´neas. Mientras que, por un lado, los servicios
de streaming multimedia requieren un ancho de banda
dado y poca variabilidad del mismo, los servicios web
tienen como prioridad el tiempo de respuesta. Adema´s,
desde el punto de vista de Calidad de la Experiencia
(Quality of Experience, QoE) [2], existen otras me´tricas
ma´s relevantes que las tradicionalmente utilizadas en el
ana´lisis de tra´fico de red. Por ejemplo, en estos casos es
de intere´s no u´nicamente el tiempo de respuesta de las
peticiones, sino tambie´n el tiempo total para finalizar una
operacio´n de alto nivel o una transaccio´n completa. Estas
diferencias llevan a la necesidad de analizar para´metros
distintos segu´n cada servicio.
Ma´s alla´ de los para´metros que se desean analizar,
muchos servicios actualmente funcionan bajo HTTPS, lo
que dificulta el ana´lisis pasivo de los mismos. Por ejemplo,
es necesario poder ver el contenido de las peticiones HTTP
para obtener me´tricas que son de gran intere´s para los
demandantes de este sistema, tales como el porcentaje de
fallos HTTP o los co´digos de respuesta de las peticiones.
Por ello, las medidas activas —en las cuales se puede
monitorizar completamente el tra´fico que envı´a y recibe el
agente de medicio´n— son pra´cticamente la u´nica forma de
identificar y analizar el tra´fico que generan estos servicios
sin recurrir a mecanismos para descifrar la conexio´n,
solucio´n que esta´ limitada a escenarios muy concretos.
Adema´s, el cambio constante de estos servicios, no
solo en te´rminos de prestaciones sino tambie´n en cuanto
a funcionalidad y mecanismos de comunicacio´n, hace
necesario que los sistemas de medicio´n evolucionen al
mismo ritmo que lo hacen dichos servicios. Actualmente,
centrarse en herramientas que midan un solo protocolo, o
que se basen en una arquitectura disen˜ada exclusivamente
sobre el protocolo que se quiere analizar, tendra´n un
periodo de vida corto.
Adicionalmente, el intere´s por estas medidas no
proviene u´nicamente de los Proveedores de Servicio de
Internet (Internet Service Providers, ISP), sino tambie´n
de los usuarios. Como respuesta a esta necesidad, en este
artı´culo se plantea FlexiTop, un sistema comercializado
por naudit que se puede ejecutar en equipos de muy bajo
coste y que permite un despliegue masivo de manera que
se puedan registrar, agregar y analizar las medidas tomadas
en cada uno de los dispositivos de una red de miles de
puntos de medida.
Este ana´lisis de servicios como YouTube [3] u otros
servicios web [4] se ha realizado previamente de manera
bastante exhaustiva en entornos de pruebas controlados.
Sin embargo, la propuesta de este artı´culo es un sistema
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Prestaciones (Key Performance Indicator, KPI) de la
aplicacio´n y medidas a nivel de red, centra´ndose en
aquellas me´tricas que son de intere´s para los ISP y los
usuarios. Adema´s, esta propuesta tambie´n aborda aspectos
como la escalabilidad o el consumo de recursos, que en
otros trabajos no han sido objeto de estudio.
La propuesta ha sido probada en diferentes tipos
de dispositivos, abarcando PCs de sobremesa, entornos
virtualizados y sistemas empotrados de bajo coste. Los
resultados han sido satisfactorios en todos los casos, las
me´tricas se han validado con distintas alternativas y se ha
logrado elaborar comparativas y ana´lisis de estos servicios
que permiten identificar los problemas que pueden causar
una deficiente calidad de experiencia.
Para explicar el funcionamiento de FlexiTop, el artı´culo
se ha estructurado de la siguiente manera: La seccio´n II
realiza un estudio de las tecnologı´as ma´s usadas en
la actualidad en los servicios OTT, explica´ndose a
continuacio´n en la seccio´n III las diferentes alternativas
a esta propuesta. Posteriormente, la seccio´n IV enumera
las me´tricas que son de intere´s tanto para los usuarios
como para los ISP. Tras ello, en la seccio´n V se describe
la arquitectura del agente de medicio´n. En relacio´n con
las me´tricas, en la seccio´n VI se analizan la configuracio´n
de pruebas y los diferentes tests desarrollados, para
ası´ exponer los diferentes me´todos y aproximaciones
necesarias para medir un servicio a la vez que se muestran
y comentan algunos de los resultados obtenidos en la
seccio´n VII. Finalmente se presentan las conclusiones y
lı´neas de trabajo futuro.
II. PRELIMINARES
Para poder analizar los servicios, es necesario conocer
las tecnologı´as y esta´ndares que permiten que estos
se presten. En el caso de los servicios de streaming
multimedia, actualmente se utilizan ampliamente distintas
tecnologı´as con bastantes similitudes. Los ejemplos ma´s
usados de estas son:
1) Dynamic Adaptive Streaming over HTTP (DASH,
Streaming Adaptativo Dina´mico sobre HTTP):
te´cnica de streaming con tasa binaria adaptativa
desde servidores HTTP convencionales [5].
2) HTTP Live Streaming (HLS, Streaming en Vivo con
HTTP): te´cnica similar a la anterior con servidores
convencionales que almacenan fragmentos con
distintos tipos de codificacio´n [6].
La mayor parte de las tecnologı´as anteriores comparten
la caracterı´stica de utilizar HTTP(S) como canal de
transporte. Esta naturaleza permite que medir la calidad
de estos servicios se base, en parte, en medir la calidad
de estas conexiones HTTP. Sin embargo, se encuentran
dificultades cuando se resuelven las URLs de los recursos
solicitados ya que en la mayorı´a de casos estos fragmentos
de vı´deo son servidos por una Red de Distribucio´n de
Contenidos (Content Delivery Network, CDN), luego su
resolucio´n depende de la geolocalizacio´n del cliente y del
servicio de nombres (Domain Name System, DNS).
Un factor importante aparte de la tecnologı´a que provee
el servicio es la configuracio´n del reproductor o de la
aplicacio´n cliente. En este caso, existen para´metros como
el taman˜o de los buffers, los cambios programados de una
calidad de vı´deo a otra o el co´dec que se utiliza que tienen
una gran importancia en el correcto funcionamiento de los
servicios. Sin embargo, estos no son aspectos que este´n
relacionados con el funcionamiento de la red y, por tanto,
no son de aplicacio´n en este artı´culo.
Por otro lado, existen diferentes me´todos de
comunicacio´n para servicios web. Los ma´s utilizados son:
1) Representational State Transfer (REST,
Transferencia de Estados Figurativos): arquitectura
de comunicacio´n basada en recursos HTTP.
2) Simple Object Access Protocol (SOAP, Protocolo
Sencillo de Acceso a Objetos): protocolo esta´ndar
de intercambio de datos y llamadas a procedimientos
sobre HTTP.
Actualmente, tanto aplicaciones en pa´ginas web como
aplicaciones para dispositivos mo´viles utilizan protocolos
basados en REST para la comunicacio´n entre cliente y
servidor, por lo que existe un claro intere´s en el ana´lisis
de los tiempos de respuesta de estas RESTful APIs.
III. ESTADO DEL ARTE
En la actualidad, existe una gran variedad de me´tricas
estandarizadas a nivel de red y de transporte. Estas
me´tricas proporcionan informacio´n relevante acerca de los
flujos originados por un servicio y pueden proporcionar
informacio´n de intere´s para analizar las causas de las
me´tricas observadas a nivel de aplicacio´n y de la QoE.
Muchas de estas me´tricas han sido estandarizadas por el
grupo de trabajo IPPM (Internet Protocol Performance
Metrics) del IETF (Internet Engineering Task Force). En
concreto, son de relevancia para este trabajo la medicio´n
de latencia en un sentido [7] y en ambos [8], que
estandarizan las me´tricas de latencia a nivel de red y que
por tanto muestran metodologı´as de medicio´n que son de
intere´s.
Otros trabajos [9] siguen una aproximacio´n
radicalmente distinta a las medidas activas para resolver
el problema del tra´fico cifrado, basada en caracterizar el
tra´fico de estos servicios a base de encontrar patrones a
nivel de red y de flujo [10]. Esta aproximacio´n, tambie´n
plausible, requiere sin embargo un mayor ca´lculo y un
desarrollo ma´s extenso de modelos matema´ticos que se
adapten a estos patrones deseados. Se pueden encontrar
caracterizaciones ya realizadas para Facebook [4] y
YouTube [11].
Para los servicios OTT, se ha observado ampliamente
que existe una alta correlacio´n entre los para´metros de
Calidad de Servicio (Quality of Service, QoS) y de
QoE [12]. Por tanto, esta´ probado el intere´s en el ana´lisis
de la calidad de servicio de las conexiones que utilizan
estos servicios. Tambie´n existen diferentes trabajos que
analizan la calidad de experiencia y de servicio de
YouTube [3] o de otros servicios de vı´deo o televisio´n
bajo demanda [13]. Sin embargo, ninguno de los casos
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Fig. 1. Series de los tiempos de respuesta de DNS
adopta un enfoque ma´s amplio que se centre en mu´ltiples
servicios.
Ma´s alla´ de estas me´tricas cla´sicas y con el fin de
poder obtener resultados ma´s correlados con la QoE y
de relevancia para los usuarios, se analizan KPIs del
nivel de aplicacio´n. Existen ana´lisis previos de algunos
de estos, especialmente en el impacto de aspectos de
configuracio´n de la aplicacio´n como el taman˜o del buffer
en estas me´tricas y KPIs percibidos a nivel de aplicacio´n.
Queda fuera del a´mbito de este trabajo analizar estos
para´metros. En la medida de lo posible se proveera´
una aproximacio´n agno´stica a estos aspectos o en caso
contrario, se proporcionara´ una configuracio´n modificable
para poder ver el impacto de estos para´metros.
IV. ME´TRICAS DE INTERE´S
Como se ha motivado en la introduccio´n, las me´tricas
han de diferir segu´n el tipo de servicio que se desea
medir. La caracterizacio´n de estas me´tricas y garantizar
su uniformidad (estandarizacio´n) es por tanto necesario.
A. DNS
En primer lugar, es prioritario medir el rendimiento
de las peticiones DNS por el intere´s que tiene conocer
co´mo se resuelven los nombres de dominio al acceder
a un servicio. Con este propo´sito, se toma el tiempo de
respuesta como principal me´trica y adema´s se almacenan
las direcciones IP resultantes de la respuesta como apoyo
para un posible ana´lisis posterior.
En la Fig. 1 se muestra un ejemplo de serie temporal de
la mediana de los tiempos de respuesta del servicio DNS
para los 20 dominios ma´s visitados en Espan˜a. Para esta
tarea de identificar estos dominios ma´s visitados se puede
utilizar un listado pu´blico. En este caso se ha utilizado
Alexa1. Estas me´tricas se pueden comprobar mediante la
herramienta dig2.
B. HTTP
Ya que la mayorı´a de servicios funcionan sobre
HTTP(S), se requiere de un sistema de medicio´n especı´fico
para este protocolo.
La aproximacio´n seguida se basa en medir el tiempo de
envı´o de una peticio´n (Request spread) y posteriormente
1http://www.alexa.com/topsites/countries/ES
2https://ftp.isc.org/isc/bind9/cur/9.11/doc/arm/man.dig.html
medir el tiempo de recepcio´n diferenciando dos marcas
temporales: la llegada del primer paquete y la llegada del
u´ltimo. Estas dos marcas temporales van a servir para
estimar lo que serı´a el tiempo de servicio y el tiempo de
transmisio´n de la respuesta (Response Spread). Adema´s,
tambie´n se pueden obtener otras me´tricas del nivel de red
(p.e., fragmentacio´n) y de transporte (p.e., retransmisiones
o ventanas 0) al analizar las conexiones asociadas a las
peticiones HTTP.
Estas me´tricas se extienden al principal uso del
protocolo analizado: la navegacio´n web. Para este
protocolo se pretenden dar estas me´tricas separadas segu´n
sea el documento base o las dependencias del mismo.
Las dependencias se descargan concurrentemente. Se ha
seguido una aproximacio´n similar a la propuesta en
TRANSUM [14], un disector para Wireshark que realiza
un ana´lisis de tiempos de respuesta de HTTP y otros
protocolos como FTP o SMB2.
C. Streaming multimedia
Para servicios de streaming de contenido multimedia,
un para´metro de probada relevancia es el throughput. No
solo es un factor limitante para la calidad del contenido,
sino que la variabilidad del mismo puede generar parones,
cambios de calidad y otros problemas asociados al proceso
de buffering que causan una mala calidad de experiencia.
Por tanto, para este tipo de servicios se realizan
mediciones del ancho de banda consumido, del tiempo
de descarga y el tiempo total de procesado (ana´lisis de los
manifiestos, obtencio´n de las URLs, etc.) que se combinan
con las medidas anteriormente mencionadas para HTTP.
D. Servicios web
Hay una variedad de servicios que funcionan sobre
HTTP. Estos servicios abarcan desde redes sociales,
servicios de mensajerı´a hasta servicios de almacenamiento
en la nube. Debido a su heterogeneidad, estos servicios van
a tener unas necesidades variadas.
En general, los para´metros de intere´s en este caso van
a ser el tiempo de acceso, tiempo de completado de las
transacciones y velocidad de descarga. La naturaleza de
las transacciones es un factor dependiente del servicio, por
lo que en ciertos casos realizar estas transacciones puede
ser excesivamente complejo. A diferencia de los servicios
anteriores, el tiempo de procesado de la peticio´n en el
servidor y en el cliente es tambie´n un factor relevante.
E. Otros servicios
Ma´s alla´ de los servicios que funcionan sobre HTTP,
existen otros servicios que funcionan directamente sobre
TCP/IP. Para estos servicios, se podrı´an dar, co´mo se ha
mencionado antes, me´tricas del nivel de red y transporte.
Sin embargo, el ana´lisis del rendimiento de la aplicacio´n
resulta de mayor intere´s de cara a medidas ma´s correladas
con la QoE.
Uno de los principales servicios con estas caracterı´sticas
ha sido el correo electro´nico a trave´s de los protocolos ma´s
comunes de acceso: SMTP, IMAP y POP3.
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Fig. 2. Arquitectura del agente de medicio´n.
V. ARQUITECTURA
En el disen˜o del sistema, se han tenido en cuenta los
requisitos del sistema para dar la solucio´n ma´s adecuada.
Los ma´s relevantes para esta tarea han sido:
• Flexibilidad: como se ha motivado previamente, la
flexibilidad del sistema tiene que ser acorde con el
nivel de cambio de los servicios.
• Escalabilidad: de igual manera, el sistema ha de
poder desplegarse en diferentes localizaciones sin
requerir grandes procesos de configuracio´n, de tal
manera que los resultados este´n disponibles de
manera centralizada y de manera local.
• Bajo consumo de recursos: con el fin de ejecutar el
sistema con el menor impacto posible y adema´s en
equipos de bajo coste, se pretende limitar el consumo
del sistema ası´ como proveer soluciones eficientes.
Estas prioridades resultan en una arquitectura del agente
que realiza las medidas segu´n se muestra en la Fig. 2:
1) Mo´dulo de DNS: este mo´dulo es utilizado por todos
los tests para medir el tiempo de resolucio´n de las
peticiones al servicio de nombres.
2) Mo´dulo de HTTP: este mo´dulo permite realizar
pruebas de manera concurrente o con un u´nico
hilo para estimar la ma´xima velocidad de descarga
que se puede alcanzar. Soporta mu´ltiples URLs,
configuracio´n de nu´mero ma´ximo de hilos y distintas
opciones para los buffers y repeticiones.
3) Database Access Object (DAO, Objeto de Acceso
a Bases de Datos): mo´dulo que se encarga de
abstraer la recoleccio´n (y el envı´o) de resultados y
las herramientas de registro de errores.
4) Otras bibliotecas y utilidades: adema´s se proveen
bibliotecas propias (p.e. e-mail) y se pueden utilizar
otras externas para construir las peticiones de las
diferentes APIs del servicio o para el procesado del
resultado de la peticio´n.
Esta arquitectura permite no solo el desarrollo adecuado
del proyecto, sino que garantiza que se puedan medir
nuevos servicios en el futuro, ası´ como modificar los
ya implementados. Cada test se implementa segu´n el
siguiente esquema gene´rico: se obtienen las URLs del
servicio, se resuelven mediante el mo´dulo de DNS, se
utiliza el modulo de HTTP u otro para calcular las
diferentes me´tricas y se utiliza el DAO para guardar los
resultados. En principio, los tests son independientes, pero
pueden llamarse unos a otros o depender unos de otros
para casos de prueba complejos.
Aparte de los agentes de medicio´n, se tiene un
servidor que puede realizar tareas tales como actualizacio´n
de los tests, recepcio´n de resultados, asignacio´n de
identificadores, activacio´n o desactivacio´n de tests o
ana´lisis estadı´stico. Esto permite que el agente no sea
solo interesante para el cliente que instale el sistema, sino
tambie´n para el proveedor que recibira´ estadı´sticas y datos
de intere´s sobre el funcionamiento de los servicios en la
red que sean de ayuda para proporcionar un nivel superior
de calidad a los usuarios.
VI. ENTORNO EXPERIMENTAL
El software del agente de medicio´n ha sido desarrollado
en Python, por la portabilidad y versatilidad que ofrece.
E´ste se ha probado en diferentes dispositivos:
1) Orange Pi Plus: H3 Quad-core Cortex-A7, 1GB
DDR3, Gigabit Ethernet.
2) Equipo de pruebas (host): Intel Core i7 860, 8GB
DDR3, Gigabit Ethernet.
3) Ma´quina virtual (guest): dos nu´cleos, 1GB DDR3,
2GB de disco duro, Gigabit Ethernet.
La propuesta completa ha estado ejecuta´ndose de
manera continuada en los diferentes equipos. En el primero
de los mencionados, el sistema se dedica exclusivamente
al sistema de medicio´n, aunque nunca se utilizan todos los
recursos disponibles. En el segundo caso, se ha ejecutado
el sistema sobre el propio host y en diferentes entornos
virtualizados: mediante una ma´quina virtual y mediante
un contenedor Docker. Ambos equipos se encuentran
conectados a la red de la Universidad Auto´noma de
Madrid.
El entorno virtualizado es interesante, porque permite
no solo registrar los recursos consumidos sino tambie´n
limitar y controlar el consumo de los mismos y el uso del
hardware del host, p.e., el nu´mero de nu´cleos, la memoria
RAM disponible o el espacio en disco.
El sistema servidor se encuentra instalado en el equipo
de pruebas. Este sistema incluye visualizacio´n en tiempo
real y ana´lisis de datos.
VII. PRUEBAS Y RESULTADOS
Una vez se ha implementado la arquitectura propuesta,
se implementan tests de diferentes servicios para validar
el disen˜o realizado. Estos servicios son:
• Servicios de streaming multimedia: Netflix,
YouTube, Yomvi, Spotify.
• Servicios web: Twitter, Facebook, Dropbox,
Speedtest, Google (buscador), Navegacio´n web.
• Otros: Correo electro´nico.
En la implementacio´n de cada test se han utilizado
te´cnicas variadas para simular la utilizacio´n de cada
uno de los servicios. A continuacio´n se explican las
particularidades de cada servicio, ası´ como los principales
procesos usados dependiendo del servicio, y se muestran
algunos resultados obtenidos.
This work is licensed under a Creative Commons 4.0 International License (CC BY-NC-ND 4.0)
EDITORIAL UNIVERSITAT POLITÈCNICA DE VALÈNCIA
4
FlexiTop: sistema de medidas de calidad de servicio escalable y flexible para servicios OTT
A. Servicios de streaming multimedia
El procedimiento para tomar medidas esta´ orientado a
obtener el ancho de banda utilizado. Para ello, se obtienen
varias URLs de fragmentos de contenido multimedia y se
descargan de manera simulta´nea utilizando varios hilos y
conexiones.
La manera de obtener las URLs difiere segu´n el servicio.
Para YouTube, existen tanto bibliotecas como formas de
descargar el vı´deo analizando el manifiesto DASH. De
manera muy similar, Spotify provee una API REST3 que
permite obtener URLs de muestras de cada cancio´n. Estos
servicios exponen alguna forma de acceso a las URLs, por
lo que no es necesario utilizar te´cnicas ma´s avanzadas.
No obstante, para otros servicios implementados, se
ha requerido de la te´cnica de interposicio´n (Man in
the Middle) para analizar las conexiones HTTPS que se
utilizan en el servicio. Esto permite hallar las URLs y
analizar la lo´gica del servicio. Con el mismo propo´sito,
se ha estudiado tambie´n el co´digo de reproductores
multimedia online para determinar con mayor precisio´n
el funcionamiento del servicio y validar la informacio´n
obtenida. Un ejemplo de este procedimiento ha sido el
caso de Yomvi, en el que el ana´lisis del co´digo y de
las conexiones HTTPS ha permitido realizar pruebas de
rendimiento del servicio con un consumo de recursos
reducido y sin la necesidad de ejecutar un navegador web.
Sin embargo, para otros casos este proceso puede ser
tedioso e incluso resultar intensivo para el agente de
medicio´n. En estos casos no queda otra alternativa ma´s que
ejecutar un navegador durante un corto periodo de tiempo
para probar el servicio. Aunque esta aproximacio´n es
viable y se han desarrollado herramientas que se integran
con el navegador para capturar estas peticiones, no es
la situacio´n deseable para mantener un bajo consumo de
recursos. Este es el caso de Netflix, en el cual se envı´a
el manifiesto DASH cifrado y la u´nica manera de obtener
URLs serı´a realizar el proceso descrito. No obstante, tras
la publicacio´n de la herramienta fast.com4, proporcionada
por Netflix para probar la velocidad de descarga de su
servicio de vı´deo, se ha realizado ingenierı´a inversa y
ası´ se ha construido un me´todo similar para obtener estas
URLs sin necesidad de ejecutar el reproductor de Netflix.
En la Fig. 3 se muestran los resultados de throughput en
Mbps obtenidos durante varias semanas. En esta figura se
puede ver la variabilidad de estos servicios ası´ como las
notables diferencias de rendimiento en media. Se puede
observar una mejora clara en la velocidad de descarga de
YouTube en torno al 4 de febrero. Este tipo de ana´lisis
permite averiguar cambios en la configuracio´n del servicio,
como es el caso anterior, momentos de mayor congestio´n
a lo largo de la semana o del dı´a, etc.
En los casos en los que ha sido posible, se han
validado los resultados de estas medidas con ayuda de






















Fig. 3. Series temporales del ancho de banda (mbps) para Netflix,
YouTube y Yomvi.
B. Servicios web
Para los servicios web, se realiza un proceso ana´logo
al anterior. Para los servicios que proveen un API pu´blica
basada en REST, se construye un sistema de medicio´n en
torno al tiempo de respuesta de las peticiones. Esto sucede
por ejemplo con Twitter5 o Dropbox6.
Por otro lado, para el resto de servicios se ha realizado
un ana´lisis de las peticiones utilizando de nuevo la te´cnica
de interposicio´n para analizar la lo´gica del protocolo. Para
ciertos servicios como WhatsApp esta aproximacio´n es la
u´nica posible. Se encuentran ya diferentes bibliotecas que
permiten el acceso al API de WhatsApp. Sin embargo,
en ocasiones se impone en los te´rminos y condiciones
del servicio que el acceso al mismo debe ser u´nicamente
realizado a trave´s de su cliente oficial. Esto impide, al
menos desde un punto de vista legal, la medicio´n de estos
servicios salvo a trave´s de la ejecucio´n del cliente oficial y
por tanto forzando la integracio´n del sistema de medicio´n
en la aplicacio´n cliente, creando en general un sobrecoste
de consumo de recursos y de tiempo de desarrollo a tener
en cuenta.
Para el caso de la navegacio´n web, se ha analizado el
tiempo de descarga de cualquier pa´gina. Para esta tarea, se
descarga el documento principal HTML, se obtienen las
dependencias de ese documento y se procede a su descarga
en paralelo. Durante la descarga se contabiliza el tiempo de
envı´o de todas la peticiones a la vez, ası´ como el tiempo
de recepcio´n (desde que se recibe el primer fragmento
de la primera dependencia hasta que se ha completado la
descarga de todas las dependencias). Esto permite simular
el mecanismo de carga de una pa´gina web.
Por ahora, los documentos JavaScript se descargan,
pero no se interpretan evitando ası´ fallos de seguridad
y manteniendo el consumo de recursos al mı´nimo. No
obstante, esto provoca que las medidas sean poco fieles
para pa´ginas con un contenido mayoritariamente dina´mico.
En el resto de webs, los tiempos han sido validados
satisfactoriamente con varios navegadores webs. Para
futuras versiones, se plantea la posibilidad de ejecutar
co´digo JavaScript con ayuda de tecnologı´as que simulan
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Fig. 4. Serie temporal del tiempo de publicacio´n de un tweet y del
tiempo de recuperacio´n del timeline
que el agente ejecute un navegador completo donde se
tomen estas medidas con ayuda de un complemento.
En la Fig. 4 se representan las medianas de los
tiempos de respuesta del servicio Twitter. Sin entrar en
aspectos de funcionamiento interno de las aplicaciones,
esta me´trica deberı´a estar mucho ma´s cercana a la calidad
de experiencia percibida por el usuario que el ana´lisis del
tiempo de establecimiento de la conexio´n.
C. Otros servicios
Para este caso concreto se realizan medidas del correo
electro´nico. Igual que en los casos anteriores, se proveen
algunos KPIs y me´tricas. Algunos ejemplos son: tiempo
que se tarda en establecer una sesio´n por IMAP o SMTP,
tiempo de envı´o o recepcio´n y descarga de un correo de un
taman˜o dado y velocidad de descarga de un correo. Esto
muestra simplemente co´mo gran parte de las herramientas
desarrolladas tambie´n son de utilidad en protocolos que
no utilizan HTTP como medio de transporte.
De igual manera, el ana´lisis pasivo serı´a una alternativa.
Sin embargo, pese a poder identificar los flujos al utilizar
puertos conocidos, es imposible analizar los comandos del
protocolo si el tra´fico va cifrado. Por tanto, es inviable
cuantificar el tiempo de envı´o de un correo o el tiempo de
consulta de la bandeja de entrada con un ana´lisis pasivo.
Por ello, las medidas activas son una opcio´n ma´s adecuada.
En particular, este sistema proporciona la capacidad de
ana´lisis de los KPIs, ası´ como la identificacio´n de los flujos
para su posterior ana´lisis.
VIII. CONCLUSIONES
Las medidas activas han demostrado ser una alternativa
al puro ana´lisis pasivo del tra´fico. No solo se evita
el problema del ana´lisis del tra´fico cifrado y el de la
caracterizacio´n y deteccio´n de los flujos generados por los
servicios, sino que adema´s se tiene control y conocimiento
de ciertos para´metros del nivel de aplicacio´n como el
nu´mero de conexiones utilizadas o el taman˜o del buffer
utilizado.
Como prueba de concepto, se ha realizado una
implementacio´n de esta arquitectura ası´ como de varios
tests relevantes para los usuarios. Los resultados obtenidos
son satisfactorios y han sido validados con diferentes
herramientas especı´ficas de cada servicio. Segu´n se ha
mostrado en la seccio´n anterior, el sistema implementado
es completamente funcional y las medidas obtenidas son
relevantes para el rendimiento de los servicios.
Adema´s, la utilidad de estas medidas va ma´s alla´ del
ana´lisis del servicio en sı´. Con la caracterizacio´n de las
me´tricas y KPIs de intere´s y mediante el tratamiento de los
datos obtenidos, se podrı´a utilizar el sistema para buscar
tambie´n la causa de los cambios de rendimiento, llegando a
poder caracterizar mejoras en la infraestructura, detectando
horas puntas de uso o posibles anomalı´as a nivel de red.
La arquitectura propuesta permite el cumplimiento de
los requisitos y, adema´s, realizar implementaciones de
servicios muy heteroge´neos sin necesidad de que esto
implique un coste de desarrollo desmedido. Tambie´n
se ha realizado un ana´lisis de los servicios que son
de intere´s para los usuarios. A partir de ello, se han
propuesto procedimientos de elaboracio´n de futuros tests
que permitira´n actualizar el sistema conforme surjan
nuevas aplicaciones y servicios.
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