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Abstract
This thesis studies properties such as confluence and termination for a rule model
with condition-effect rules. A rule model is first defined and the complexity of solving
these problems is analysed. Analysis of both confluence and termination shows that
they are PSPACE-complete for our rule model. We give algorithms for testing these
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6Notations, Symbols and Abbreviations
Abbreviations
AI Artificial Intelligence
CAV Computer-Aided Verification
SAT Satisfiability
LTL Linear Temporal Logic
CTL Computation Tree Logic
ECA Event-Condition-Action
DTM Deterministic Turing Machine
NTM Non-Deterministic Turing Machine
Notations and Symbols
This table contains the notations used in the thesis for quick reference.
A Set of state variables
(p, e) Rule
R Set of all rules (or forced rules) in the rule model
s State
S Set of all possible states of the system
I Initial state
(A,R, I) Transition system
Rs Set of applicable rules in state s
succe(s) Successor state on application of rule (p, e) to state s
P(s) Set of all possible successor states to state s
U Set of event rules
(A,R,U , I) Transition system with events
1 Introduction
Transition system models are widely used in describing dynamic systems and rep-
resenting various kinds of software as well as hardware systems [2]. Transition
systems can model telecommunication protocols, communication networks, electricity
networks, embedded software programs, distributed control systems, algorithms etc.
Many real world applications can be modeled by sequences of states, each obtained
through systematic transitions. The state-transition models can then be analysed,
verified, validated and monitored. Transition systems can also be subjected to very
powerful formal analysis methods [15] which help us study their properties much
more closely. Using these methods, we can also control and implement an actual
process. As an example, before a piece of program or software is written, its high
level transition system model can be created and analysed first [43]. If the analysis
yields desired result, we can go ahead and implement the actual software. This
application, describing software as a transition system, is the main motivation for
this thesis.
A transition system model consists of a set of states and a set of transitions. The
transitions govern how the system can move from one state to another. There are
various ways in which the transitions can be defined. We analyse transition systems
where transitions are condition-effect rules. These rules together form a rule model
which is the main object of study in this thesis.
Rule Model
The rule model is defined by of a set of rules. Each rule in the rule model consists of
two parts: the precondition and the effect.
1. The precondition is a Boolean combination of conditions over state variables.
If the precondition is true, then the rule is applicable, i.e., it can be fired.
2. The effect describes what happens when the rule is fired, i.e., how state variables
change as a result. In the simplest case, the effect simply consists of assignments
x := e, where x is a state variable and e is an expression of the same type as
the state variable.
In this rule model, the system has an initial state and other states that are obtained
from this initial state by sequences of rule firings (transitions). Some rule, whose
precondition is satisfied in the initial state, is fired first. The effect of this rule can fur-
ther make other rules applicable, which can then be fired, leading to potentially long
sequence of rule firings. Section 3 presents the terminology and the formal definitions
required to define the rule model. We study the case in which if multiple rules are
applicable, one of the rules is fired non-deterministically. This firing rule may dynam-
ically cause some other rules to be applicable. In our case, one of the applicable rules
8must always fire until none of the rules remain applicable. In other words, the system
should always have a maximal execution. As this is non-deterministic, there can be
multiple sequences of possible executions. Different orders of rule executions may
lead the system into different terminal states, if the executions terminate at all. The
non-deterministic behaviour makes the system quite unpredictable. Our interest lies
in predicting this behaviour, in terms of properties such as confluence and termination.
Confluence is the property of a system that all possible sequences of rule firings lead
to the same state. Without this property, the choice of the next rule to be fired is
critical in the sense that it may affect which terminal state is reached. An example
of this can be seen when a university student has to study certain required courses
in order to graduate. The order in which the required courses are done does not
make a difference in the end result, i.e., graduation. At any point, the student has a
plethora of courses he can do, but can select only a few every semester. Sometimes,
there is some internal order required among few courses but ultimately whatever
way he selects, he will still graduate after he completes the required credits, making
this system confluent. If this system was not confluent, the student might never
be able to graduate if he selects one wrong course. So, confluence is quite often a
desired property. This makes studying confluence property for complex transition
systems, before implementation in real world processes, both necessary and quite
interesting. The confluence property is often expressed as follows: If states s1 and
s2 are reachable from the initial state, then there is a state s3 that is reachable
from both s1 and s2. Confluence properties have earlier been investigated mostly in
connection with algebraic and equational reasoning, and rewriting systems [20].
Another important property we analyse is termination. Terminating systems have
the property that all possible sequences of rule firings are finite. This means all
maximal executions in a terminating system are finite. Just like confluence, this
is usually a desired property. If we model the university student from the above
example and write a rule that the student can pick a course again if it is available,
there is a possibility that the student keeps picking the same course every year and
never graduates. This analogy can be applied to complex algorithms and programs
as well. If they keep doing certain action again and again, and keep returning to the
same state again and again, they may never terminate. For a system defined by the
rule model to be terminating, it should terminate in every possible rule execution
sequence. Another important property to analyse, about sequences of rule firings,
is their length. We are interested in finding a finite upper bound on the length of
rule firings. If there is some finite bound N on the lengths of rule firing sequences, it
may also be important to find as tight such N as possible.
For these properties, we are interested in the following:
• Computational complexity: What are the computation resources (memory,
time) that are needed in determining whether the property in question holds.
• Algorithms: We want to develop practically efficient algorithms for testing
9these properties, even when testing them is theoretically, in the worst case,
very difficult.
• Special cases: We want to identify syntactical and structural features that
make it easier to test these properties. We would like to have these tests run
in polynomial time, which is not in general achievable.
We look into the confluence and termination properties for systems with an evolving
state in Section 4. We prove that both confluence and termination properties are
PSPACE-complete for our rule model.
After studying these properties with a theory-oriented view, we move towards more
practical aspects of these in Section 5. In the framework that motivates our work,
the rule firings to be analysed are triggered by specific events, and confluence and
termination problems need to be analysed only for states which immediately follow
these events. We incorporate this into our rule model, so now, in the rule model,
none of the rules are applicable initially. Then some event occurs (e.g., user action)
which makes some rules applicable. One of the applicable rules is always fired until
no rules are further applicable. This repeats the next time some event occurs. We
prove that this addition to the rule model does not affect the complexity of confluence
and termination problems.
Finally, in Section 6 we look at some special cases in which these intractable problems
of confluence and termination can be solved in PTIME. Under some special and
restricted cases, the algorithms and results from this section can be applied in real
world systems to make confluence and termination problems tractable.
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2 Background
In this section, we first look into some of the previous research regarding transition
systems and what kind of problems have been analyzed using these transition system
models. We also explain our main motivation behind this thesis, and then look at
the research areas where confluence and termination problems have been studied
previously.
2.1 Transition System Models
In the field of computer science, transition system models have a very prominent
place in AI (Artificial Intelligence) and CAV (Computer-Aided Verification) research.
Planning and decision-making in AI deals with deciding what sequences of actions to
take, so that the system reaches the goal or goal state. STRIPS planner [25], which
became quite successful in 1970’s, used state-transition paradigm where transitions
were defined through STRIPS operators. In planning problem, a plan can only exist
if the goal state is reachable, i.e., there exists a sequence of transitions which can take
the system from an initial state to the goal state. Testing reachability is an integral
part of any planning problem. A useful result regarding reachability is that it has
been proven to be PSPACE-complete in general, and NP-hard or NP-complete with
certain restrictions for the STRIPS planner [8]. STRIPS also paved way for other
planners [7, 31] using similar transition system models. Later, the approach of using
SAT (satisfiability) for state-space search in a transition model gained prominence in
bounded model checking for LTL (Linear Temporal Logic) [6] and CTL (Computation
Tree Logic) [12]. Model checking is used as a verification technique for verifying
properties of transition system models using temporal logic to search the associated
state-transition graphs [13, 14]. In computer-aided verification, reachability analysis
is also quite important, especially for problems like deadlock detection and prevention
(e.g., [18], [24]), and safety analysis [33]. A great tool for modeling transition systems
and their verification are Petri nets [37]. Petri nets are a graphical and mathematical
modeling tool for the representation of distributed systems, especially asynchronous,
non-deterministic and parallel systems [34].
All this research relies on transition system models in one form or another. The
applications of transition systems described here are just a small snippet of their
power and flexibility. Transition systems have a much wider range of applications
and have generated a lot of interest in many research areas. Unfortunately listing all
those down is beyond the scope of this thesis.
In a transition system model, states can be represented as atomic objects. But
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for representing very large systems, it can quickly get unwieldy and unnecessarily
complex. Also, the state spaces of many systems are highly regular, so instead of
listing them enumeratively, we can represent the states compactly with just the
valuation of state variables. If we restrict the system to two-valued (Boolean) state
variables, we need only n such state variables to represent 2n states. The transitions
between the states can then be represented in terms of changes to the values of
these state variables. In our case, the transitions are condition-effect rules that
describe what values the state variables must have before a rule can be applied,
and how the values of the state variables change after a rule has been fired. We
represent these rules succinctly as tuples (p, e) where p is the precondition and e is
the effect. The precondition p is a propositional formula over state variables and e is
a set of literals over state variables. This one rule can act as a transition from all
states where precondition p holds to all the new states obtained by making true the
literals in the effect. So a small number of rules can represent a very high number of
different transitions between the states. This type of representation using valuation
of state variables is called succinct transition system [39] and has been used in some
applications, for example, in dynamic systems diagnosis [40].
2.2 Motivation
This research is part of the EIAI project at Aalto University, Finland. The EIAI
project deals with automation in software production and covers all major parts of
software development including database management, internal control logic, and user
interfaces, for knowledge-intensive information systems. The idea behind the project
is that all parts of software system are represented as condition-effect rules. These
condition-effect rules make various functionalities available to the users, which the
user can choose whether to apply or not. In addition to this, there are condition-effect
rules that will fire without being requested by a user. These rules respond to certain
changes in the software data and describe obligatory behaviours of the software
system. E.g., a banking software can be set up so that bills are automatically paid
whenever salary is deposited in the account every month. In this case the system does
not need the user action every month for every bill payment. Instead it automatically
carries out the required action in response to the change in the data that occurs
when the salary is deposited.
This thesis is a preliminary investigation on the rule analytics pertaining to these
condition-effect rules for the EIAI project. In this thesis, our focus is on Boolean
facts, but the EIAI project itself supports a richer set of datatypes and is capable of
achieving a very high degree of automation in the production of complex large-scale
software systems.
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2.3 Related Work
Confluence and termination have been an integral part of computational analysis
and have been studied extensively for rewriting systems [20], but the research does
not translate well to a general rule model as discussed in this thesis. Rewriting
systems can be said to have evolved from lambda calculus and have been widely used
in decision theory, equational reasoning, programming, automatic theorem proving,
etc. [21]. In rewriting systems there are rules which replace a term on the left side
with a term on the right. Here the replacements are non-deterministically chosen as
more than one replacement can be possible at a time. Confluence in rewriting systems
is known as Church-Rosser property. The system is said to have Church-Rosser
property if the order in which the reductions are applied does not make any difference
to the eventual result [11]. Confluence and Termination in rewriting systems is in
general undecidable [27, 38], but it has been proven to be decidable under certain
restrictions for some rewriting systems [35, 17, 19]. Dershowitz [20] gives a fairly
comprehensive survey about rewriting systems, discussing both termination and
confluence. In [30], results for both confluence and termination are applied from
non-conditional rewriting to conditional rewriting systems. Our rule model is closest
to this conditional rewriting systems in which rewriting rules are applied only if
certain conditions are true. But our rule model is still vastly different and the results
for rewriting systems cannot be directly applied to this.
The other areas where confluence and termination have been investigated are database
management systems and Petri nets [37]. Petri nets are place/transition nets in
which tokens in different places represent the state of the system. The transitions in
a Petri net may fire if there are sufficient number of tokens in the transition’s input
place. This representation of transitions is quite close to our framework of rules and
can be mapped to our condition-effect rules, but not in general vice versa, as the rules
in our rule model can be extended much more easily to include complex datatypes
with complex preconditions for the transitions to fire. Termination problem has been
studied in context of Petri nets mostly as fair nontermination problem [9]. Petri nets
can have some fairness conditions that govern how often the transitions are fired
with respect to how often they are firable. The fair non-termination problem is the
problem of determining if there exists an infinite sequence of transitions following
the given fairness property. Howell et al. [26] discuss the decidability of this non-
termination problem under different fairness definitions. Zimmer et al. [46] discuss
termination based on the analysis of the reachability graph of a Petri net by modeling
rule semantics of database system to Petri nets, but they do not go into the details
about the complexity of their methods.
Confluence for Petri nets is related to home marking problem and it has been first
studied as directedness in [4]. In a dynamic system, home state is a state which
is reachable from every other reachable state. The home marking problem is the
problem of testing if the given state is a home state. Studying this problem is
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especially useful for cyclic processes such as operating systems, which have to reach
a home state after all operation sequences. This home marking problem has been
proven to be decidable [23]. Instead of finding out if the given state is a home
state, we are more interested in determining if the system has any home state at all.
This problem is much closer to our confluence problem and has been proven to be
decidable [5]. Leahu and Tiplea [32] prove that the confluence property in connec-
tion with Petri nets is decidable and also explore its relation to term rewriting systems.
Confluence and termination analysis has also been an integral part of database
management systems with active rules. Modern database management systems now
have computing capabilities to automatically respond to events that happen either
internally or externally to the database system. These database systems consist of
a passive database and a set of active rules with ECA (Event-Condition-Action)
paradigm quite similar to the ones in the rule model we discuss. The database auto-
matically takes required actions after an event occurs if certain conditions are met.
It is quite important in these systems that the rule execution terminates and also
that the same set of rules leads to the same terminal state in all possible execution
sequences. We are interested in static analysis, i.e., analysis done before the system
is in execution. Aiken et al. [1] discuss these properties of confluence and termination
for a state-transition rule system called Starburst using the method of triggering
graphs. Priority among rules is assumed in their discussion and commutativity among
rules, i.e., rules which do not affect one another, is first discussed in that paper.
Voort and Siebes [44] also make similar analysis for different semantics based on how
the rules trigger when an event occurs. Wang et al. [45] investigate the confluence
property in active databases with meta-rules (rules which govern the interaction
between other rules) and determine the complexity of testing confluence. This is
related to our work as, similar to our model, it has dynamically changing system in
which execution of one rule may cause other rules to be firable. But non-determinism
in rule firing is the main focus in this thesis, while the inclusion of meta-rules takes
this non-determinism away. The meta-rules control the interactions and relationships
among different rules, and when multiple rules are firable, it determines which rule
should be fired. The meta-rules also help determine, in polynomial time, whether
a rule will never execute, or if only some rules can ever execute, a task much more
complex without the determinism of the meta-rules, as we will see once we define
the rule model. The groundwork for meta-rules and static database system has been
laid in [28]. Decidability and undecidability of termination problem with respect to
various languages for active database is discussed by Bailey et al. [3]. Termination (or
halting problem) is a classic example of an undecidable problem, but it is decidable
for a linear bounded automaton (a Turing machine with finite space) as there are only
limited number of configurations to test. So decidability of termination depends on
how the system and rule model are defined. Comai and Tanca [16] translate the set
of rules from different rules models to an internal format consisting of logical clauses
and amalgamate the analyses of confluence and termination with rule prioritization.
Efforts have also been made for applying results of Petri nets to database models by
converting the active rules to transitions in Petri net [10, 29].
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As we see here, priority among rules, which makes the system more deterministic,
has been a recurring theme among the research about active rules. In this thesis
our focus in on non-determinism. Also, the confluence and termination properties
studied previously have not quite been in the same context as in this thesis. Our
goal is in describing software as a transition system, where the rules describe steps of
the computation, and analysing this transition system so as to provide better insight
to the developer in regards to the behaviour of the software.
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3 The Rule Model
This section presents the Boolean rule model that has been used for all the analysis
done in the thesis. Other terminology and the formal definitions used throughout
the thesis are also defined in this section. As mentioned in the introduction, a rule
consists of a precondition and an effect. To define Boolean rule model, we only
consider Boolean variables, but this rule model can be easily extended to encompass
other datatypes like integers, reals etc. as well. Some definitions presented in this
section are directly inspired from succinct transitions system [39].
3.1 Propositional Formulas
Let X be a set of propositional variables (atomic propositions). These variables must
take value of either TRUE or FALSE. Propositional formulas are constructed from
atomic propositions by using logical connectives. The symbols ∧, ∨ and ¬ are logical
connectives denoting the conjunction, disjunction and negation respectively.
Definition 1 (Propositional formulas). If X is a set of propositional variables,
the set of propositional formulas is defined inductively as follows:
1. For all x ∈ X, x is a propositional formula.
2. The symbols ⊥ and ⊤, respectively denoting truth-values FALSE and TRUE,
are propositional formulas.
3. If ϕ is a propositional formula, then so is ¬ϕ.
4. If ϕ and ϕ′ are propositional formulas, then so is ϕ ∨ ϕ′.
5. If ϕ and ϕ′ are propositional formulas, then so is ϕ ∧ ϕ′.
We define the implication ϕ→ ϕ′ as an abbreviation for ¬ϕ∨ ϕ′, and the equivalence
ϕ↔ ϕ′ as an abbreviation for (ϕ→ ϕ′) ∧ (ϕ′ → ϕ).
Definition 2 (Literal). A literal is either a propositional variable or its negation.
If X is a set of propositional variables, then for all x ∈ X, the propositional variable
x and the negated propositional variable ¬x are literals.
We define the complements of literals as x = ¬x and ¬x = x for all x ∈ X.
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Definition 3 (Valuation of propositional variables). A valuation v : X →
{0, 1} is a mapping from propositional variables X = {x1, ..., xn} to truth-values 0
and 1. The values 0 and 1 correspond to FALSE and TRUE, respectively. For a
propositional variable x ∈ X, we define v |= x if and only if v(x) = 1.
If L is a set of propositional formulas over X, valuations can be extended to formulas
ϕ ∈ L, i.e., the valuation function is given by v : L → {0, 1}.
Definition 4 (Valuation of propositional formulas). A given valuation v : X →
{0, 1} of atomic propositions can be extended to a valuation of arbitrary propositional
formulas ϕ and ϕ′ over X as follows:
1. v(¬ϕ) = 1 iff v(ϕ) = 0
2. v(⊤) = 1
3. v(⊥) = 0
4. v(ϕ ∧ ϕ′) = 1 iff v(ϕ) = 1 and v(ϕ′) = 1
5. v(ϕ ∨ ϕ′) = 1 iff v(ϕ) = 1 or v(ϕ′) = 1
6. v(ϕ→ ϕ′) = 1 iff v(ϕ) = 0 or v(ϕ′) = 1
7. v(ϕ↔ ϕ′) = 1 iff v(ϕ) = v(ϕ′)
3.2 Transition System
We define our rule model as a transition system (A,R, I) where A is a finite set of
propositional variables to represent states of the system, R is a finite set of rules
which act as transitions and I is the initial state.
The states of the system are represented as the valuation of propositional variables
in A. Since the variables represent states, we call these variables as state variables.
They take the values TRUE or FALSE.
Definition 5 (State). Let A be a finite set of state variables. Each state s is defined
as a valuation of A.
s : A → {0, 1}
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As we identify states with valuations of state variables, we can also use propositional
formulas over these state variables to identify sets of states. The set of all possible
states is represented by S. The initial state of the system is denoted by I.
We can also represent actions or effects of rules in our rule model as changes to the
valuation of state variables. Rules are the transitions in our rule model and firing
them changes the state of the system. This brings us to the definition of rules.
Definition 6 (Rule). Let A be a finite set of state variables. A rule is defined as a
tuple (p, e) where
1. p is a propositional formula over A, called the precondition, and
2. e is a finite set of literals over A, called the effect of the rule.
We denote the set of all the rules by R.
When the valuation of the propositional formula p is 1 in a state s, it means that
the precondition is TRUE. In that case, (p, e) can be an applicable rule in state s.
Definition 7 (Applicable rules in state s). For a particular state s, all rules and
only those rules are applicable for which
1. s |= p ( p is true in state s),
2. for each l ∈ e, l̄ /∈ e (effects are consistent), and
3. for some l ∈ e, s(l) = 0 (the effect should change at least one state variable).
The 2nd point states that the literals in the effect should not contradict each other,
and to elaborate on 3rd point a bit more, an applicable rule should be capable
of changing the current state. If literals in the rule’s effect are already true, it is
irrelevant if it fires or not, as it will not change the state of the system. So, in our
rule model, we do not consider it as an applicable rule.
The set of all applicable rules in state s is denoted by Rs.
Rs ⊆ R
An applicable rule (p, e) in state s is applied or fired by making TRUE all literals
in the set e of the rule and retaining the values of state variables for state s not
occurring in e. A fired rule always changes the state of the system, as only those
rules which can change the state of the system can be applicable (see 3rd point in
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the definition of applicable rules). The new state obtained is called the successor state.
When multiple rules are applicable, one of the rules is arbitrarily chosen to be fired.
This is where the non-determinism comes into the picture. This is true for systems
where there is no defined priority among rules.
Definition 8 (Successor of a state with respect to a rule). Let A be a finite
set of state variables. State s′ is a successor of state s with respect to the applicable
rule (p, e) ∈ Rs where
1. s′ |= e, and
2. s′(a) = s(a) for all a ∈ A that do not occur in e.
The set of all possible successors s′ from all applicable rules in the state s is de-
noted by P(s). Each state s can have at most one successor state s′ for each rule inRs.
The rule (p, e) can be thought of as a function which takes a state as an input and
applies the effect e. The state s′ obtained on application of rule (p, e) to state s is
denoted by function succe(s):
succe(s) = s′.
In the successor state, new rules can become applicable which can then be fired to
make other rules applicable resulting in a longer execution sequence. An execution
is a sequence of states such that each consecutive state is obtained by firing one of
the applicable rules in the previous state.
Definition 9 (Execution). An execution from state s1 to sn is an ordered se-
quence of states (s1, s2, . . . , si, . . . , sn) such that there exists a sequence of rules
((p1, e1), (p2, e2), . . . , (pi, ei), . . . , (pn−1, en−1)) for all 1 ≤ i ≤ n− 1, where
1. (pi, ei) ∈ Rsi , and
2. si+1 = succei(si).
In an execution, each state can also be said to be reachable from any of the previous
states by firing the rules in the order required by the execution.
Definition 10 (Reachable state). A state s′ is reachable from s if and only if
there is an execution (s, . . . , s′) from state s to state s′.
The set of all the states reachable from s is denoted by C(s). So if s′ is reachable
from s, we denote it as s′ ∈ C(s).
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Definition 11 (Infinite execution). An infinite execution is an ordered sequence
of states (s1, s2, . . . , si−1, si, si+1, . . . ) such that, there exists a corresponding sequence
of rules ((p1, e1), (p2, e2), . . . , (pi−1, ei−1), (pi, ei), (pi+1, ei+1), . . . ), where
1. (pi, ei) ∈ Rsi , and
2. si+1 = succei(si).
Definition 12 (Maximal execution). An execution is maximal if either of the
following holds.
1. The execution is finite, hence of the form (s1, s2, . . . , sn), and P(sn) = ∅. There
are no applicable rules in the final state of the execution.
2. The execution is infinite.
Every transition system has at least one maximal execution. One of the applicable
rules is always fired until there are none left. The system might have an infinite
maximal execution if there is always some applicable rule to fire. This infinite
execution is not desirable, so we are more interested in determining whether the
system always terminates.
3.3 Properties of the System
Now we look at the properties of the system we are interested in studying.
Definition 13 (Terminating system). A system is terminating if there is no
infinite execution sequence in the system, or in other words, all maximal executions
are finite.
Non-terminating systems have at least one infinite maximal execution sequence. In
terminating systems, we are also interested in finding how many rules are fired before
the system terminates or if there is some finite bound N on the lengths of rule firing
sequences. It may also be important to find as tight N as possible.
Definition 14 (Bound of a terminating system). A terminating system (A,R, I)
is N-bounded, if there is no execution (I, s1, ..., sn) in the system, such that n > N .
Another important property we look into is confluence. This property is often ex-
pressed as follows: If states s1 and s2 are reachable from the initial state I, then
there is always a state s3 that is reachable from both s1 and s2. A common state
should be reachable from any other reachable state in the system for it to be confluent.
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Definition 15 (Confluent system). A system (A,R, I) is confluent if for all
s1, s2 ∈ C(I), there exists a state s3 such that s3 ∈ C(s1) and s3 ∈ C(s2).
Note that the system need not be terminating for it to be confluent or confluent for
it to be terminating. A non-terminating system can be confluent if there is always a
unique reachable state from all the states even if the system is stuck in a loop, which
is an infinite execution. This is shown in Figure 1(a). There is a loop in the system
but the final state sf is always reachable. While Figure 1(b) shows two possible final
states, but without any loop formed. The system terminates but it might end up in
any of the final states, so it is not confluent.
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Figure 1: (a) Non-terminating, confluent system (b) Terminating, non-confluent
system
Definition 16 (Convergent system). A system which is both terminating and
confluent is a convergent system.
Our focus in this thesis is more on convergent systems as the confluence property
in a terminating system is desirable. Without this property, the choice of the next
rule to be applied is critical in the sense that it may affect which terminal state is
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Figure 2: (a) Convergent system (b) Non-terminating, non-confluent system
reached. A terminating rule set is confluent if for an initial state, the order of rule exe-
cution does not influence the final state of the system and there is only one final state.
Figure 2(a) shows an example of convergent system. It is both confluent and termi-
nating. Figure 2(b) is neither confluent nor terminating.
In the next section we analyse these properties for the system with some rules
applicable in the initial state and then other states are obtained from this initial
state by a sequence of rule firings. In our case, in every state, one of the applicable
rules must fire, and the firing sequence stops only when and if the system reaches a
state with no applicable rules.
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4 Analysis
In this section we discuss and prove some important results about confluence and
termination using the definitions and the rule model discussed in the previous section.
First let us look briefly at various complexity classes.
4.1 Complexity Classes
In this subsection, we will define Turing machines, and go over preliminaries of time
and space complexity classes such as P, NP, PSPACE and NPSPACE. For a detailed
introduction to computational complexity, see any of the standard textbooks like C.
H. Papadimitriou [36], or M. Sipser [42].
Definition 17 (Turing machine [42]). A Turing machine is a tuple (Q,Σ,Γ, δ, q0, qaccept, qreject),
where Q, Σ, Γ are all finite sets and
1. Q is the set of states,
2. Σ is the input alphabet not containing the blank symbol #,
3. Γ is the tape alphabet, where # ∈ Γ and Σ ⊆ Γ,
4. δ : Q× Γ→ Q× Γ×{move left, move right} is the transition function,
5. q0 ∈ Q is the start state,
6. qaccept ∈ Q is the accepting state, and
7. qreject ∈ Q is the rejecting state, qreject ̸= qaccept.
In theory of computational complexity, a decision problem is a computational problem
that has either a yes or a no as an answer for a given input. The decision problem is
called solvable or decidable if a Turing machine halts and answers correctly on all
possible instances of the problem. The input for the Turing machine is a string on
the tape and the answer is yes if the Turing machine reaches an accepting state or a
no if it reaches a rejecting state.
For time complexities, class P (or PTIME) consists of all decision problems solvable
in polynomial computation time by a deterministic Turing machine (DTM), while
class NP consists of all decision problems solvable by a non-deterministic Turing
machine (NTM) in polynomial time. Language L′ is said to be polynomial time
many-one reducible to L, if there exists a polynomial time computable function f
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where for every x, x ∈ L′ iff f(x) ∈ L. For complexity class C, a problem L is called
C-hard if all problems L′ ∈ C are polynomial time many-one reducible to L. Problem
L is C-complete if it belongs to class C and is also C-hard.
For space complexities, PSPACE is the class of decision problems solvable in poly-
nomial space on a deterministic Turing machine, while class NPSPACE is the class
of decision problems solvable in polynomial space on a non-deterministic Turing
machine. One important result regarding space complexities is that PSPACE =
NPSPACE by Savitch’s theorem [41].
The main result in this thesis is the simulation of deterministic Turing machine in
polynomial space.
4.2 Confluence
First we study the property of confluence.
Definition 18 (Instance of the confluence problem). An instance of the con-
fluence problem is specified by a tuple (A,R, I) where A is a finite set of state
variables, R is a finite set of rules, and I is the initial state given by the valuation of
the state variables in A.
We define CONFLUENCE as the decision problem of determining if an instance
(A,R, I) of confluence problem is a confluent system.
Lemma 1. CONFLUENCE is in PSPACE.
Proof Idea. To prove that CONFLUENCE is in PSPACE, we can reduce this
problem to reachability (or planning) problem, which has been proven to be in
PSPACE [8]. We can check if a common state is reachable from every other reachable
state.
Proof. First we see that the problem of testing if a state s2 is reachable from state
s1, i.e., check if s2 ∈ C(s1), is in PSPACE. This is similar to the STRIPS plan-
ning problem which has been proven to be PSPACE-complete.The proof is given in [8].
In our rule model, applicable rules can be non-deterministically chosen to be fired
and also the number of states is bounded by the number of state variables. So, if
there are n state variables, then the length of the smallest reachability path is less
than 2n as it exhausts all possible states and after this, the states are bound to
repeat. If a reachable path exits it should already be found by then. So only 2n rule
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firings are required to check reachability. In this non-deterministic model only the
latest state needs to be stored for all execution paths and maximum execution length
can only be 2n. If a state is reachable from any other state, it can be found on one of
the execution branches. Also the space needed to store a state is polynomial in terms
of state variables. As each branch of this non-deterministic model needs polynomial
space, this is in NPSPACE. But Savitch’s theorem [41] proves that NPSPACE =
PSPACE. So reachability is in PSPACE.
The following Algorithm 1: REACH(s1, s2, t), based on Savitch’s proof [41], solves
the problem of reachability in PSPACE for our model. It tests whether a reachability
path of length ≤ t exists. It calls itself recursively, and each level has to store only
the two states and the value of t. As states are represented by state variables, only
polynomial space is needed to save the states. Furthermore, the value of t is also
halved in each recursion. Here t is a power of 2 and maximum value it can take is 2n.
So the space needed by the algorithm is O(log t), or in other words O(f(n)) which is
polynomial in n for 2n maximum execution length.
Algorithm 1: REACH(s1, s2, t)
if t = 1 then
if s1 = s2 OR s2 ∈ P(s1) then
/* check if s2 is reachable from s1 in 0 or 1 steps as t
is a power of 2. */
return TRUE;
else
return FALSE;
end
else
for all states s′ do
/* Use recursion */
if REACH (s1, s′, t2) AND REACH (s′, s2,
t
2) then
return TRUE;
end
end
return FALSE;
end
We use this PSPACE reachability algorithm to prove that CONFLUENCE is in
PSPACE.
Algorithm 2: CONF(A,R, I) tests confluence for a system (A,R, I). As stated
above there are 2n states possible. The set of all possible states in the system is
denoted by S. The states in S can be enumerated one by one from the state variables
present in A.
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Algorithm 2: CONF(A,R, I)
for all pairs of states s1 ∈ S and s2 ∈ S do
if REACH (I, s1, 2n) AND REACH (I, s2, 2n) then
is_confluent := 0;
for all states s3 ∈ S do
if REACH (s1, s3, 2n) AND REACH (s2, s3, 2n) then
/* Set confluent flag only if the states are
confluent */
is_confluent := 1;
end
end
/* If confluent flag is not set then the system is not
confluent. */
if is_confluent = 0 then
return FALSE;
end
end
end
return TRUE;
As the representation of each state in the rule model is a polynomial function of the
number of state variables, each state requires only polynomial space to store. So the
iteration of states for all three s1, s2 and s3 takes polynomial f(n) space for n state
variables. Also each call to REACH takes polynomial space, as discussed earlier and
in [8], during its call and returns TRUE or FALSE upon execution. As each part
of the algorithm to check confluence takes only polynomial space, the problem is in
PSPACE.
Lemma 2. CONFLUENCE is PSPACE-hard.
Proof Idea. To prove that CONFLUENCE is PSPACE-hard, we need to show
that every language in PSPACE can be reduced to CONFLUENCE, or in other
words, reduce any polynomial space bounded Turing machine to our problem of
CONFLUENCE in polynomial time. We can do so by encoding transitions of the
Turing machine to our rule model, and making sure that it is confluent only when
the Turing machine accepts and non-confluent when it rejects. This can be achieved
by introducing an additional rule which offers the system an alternative execution
path to the system state corresponding to the accepting state of the Turing machine.
Proof. LetM be any polynomial space bounded deterministic Turing machine which
decides a language in PSPACE. As it is space bounded, let n be the length of the
tape. So position of the head can be at any place 0, 1, . . . , n − 1. If the length of
input string to the Turing machine is k, n is a polynomial function f(k).
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We can define state variables as
• in(i, x) = symbol x is in tape position i, x ∈ Γ, and
• at(i, q) = the Turing machine is in state q and the head is in position i.
So if the Turing machine contains input on the tape from position 1 to k, the initial
configuration of the Turing machine can be encoded in our rule model as,
I = at(0, q0), in(0,#), in(1, x1), in(2, x2), . . . , in(k, xk),
in(k + 1,#), in(k + 2,#), . . . , in(n− 1,#) variables are TRUE
. . . and all other state variable are FALSE.
Now, the rule model for the CONFLUENCE problem is defined by rules. So we
encode transitions of the Turing machine as rules. Suppose the Turing machine is in
state q, the machine head is at position i < n− 1, the head reads alphabet x at ith
position, and the transition is to replace x with y, move right and be in state q′, it
can be encoded to our rule model in a rule (p, e) defined as follows:
pi,x,q = in(i, x) ∧ at(i, q)
ei,x,y,q,q′ = {¬in(i, x), ¬at(i, q), in(i, y), at(i+ 1, q′)}
Similarly, if the head is at position i > 0 and moves left, it can be encoded to our
rule model in a rule (p, e) as follows:
pi,x,q = in(i, x) ∧ at(i, q)
ei,x,y,q,q′ = {¬in(i, x), ¬at(i, q), in(i, y), at(i− 1, q′)}
Here we limit the value of i to i < n− 1 and i > 0, for rules corresponding to right
and left movement of the head respectively, to handle boundary conditions.
Now qaccept is the accepting state of the Turing machine where it halts. We assume
that the Turing machine moves its head all the way back to the 0th position and clears
the entire tape when it reaches the accepting state before halting, i.e., at(0, qaccept)
is TRUE and in(i,#) is TRUE for all possible values of i. To reduce this Turing
machine to CONFLUENCE problem, we will add one more transition rule to reach
qaccept directly from initial configuration where at(0, q0) is TRUE. We add a new rule
(pnew, enew) corresponding to the transition.
pnew = at(0, q0)
enew = {at(0, qaccept), ¬at(0, q0), in(0,#), in(1,#), . . . , in(n− 1,#)}
∪ {¬in(i, x) | 0 ≤ i ≤ n− 1 and x ∈ Γ \ {#}}
This concludes our encoding of a polynomial space bounded Turing machine to our
confluence problem. The newly produced rule set will be confluent if the Turing
machine M reaches accepting state, it will be non-confluent otherwise. The extra
rule (pnew, enew) applicable in initial state completes the rule model. If the space
bounded Turing machine M accepts an input, after executing its transitions, it will
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end in an accepting state. We have corresponding rules in our rule set for each
transition through which our rule set will also reach the accepting state. But there
is also another path through the new rule (pnew, enew). So the rule set is confluent.
If the Turing machine M rejects the input, M reaches the rejecting state instead of
accepting state, and in our rule set the paths would never merge into single state.
So, if an input is rejected, only one path through (pnew, enew) reaches qreject and the
system is not confluent.
Figure 3 shows a visualization of the reduction. The rule (pnew, enew) is a new rule
which is added to make system confluent.
Initial State
 
Final state 
 
( , )p1 e1
I
{at(0, ),…qaccept
{at(0, ),…q0
( , )pnew enew
( , )pf ef
Figure 3: Confluent system
Because the rules can precisely encode the transitions, the system is confluent if
and only if the Turing machine halts in an accepting state. The system would not
be confluent if the Turing machine does not reach the accepting state. The state
variables in our rule model are defined using i, q and x. The values of i depend on
the tape length n which is polynomial f(k) in terms of input length k. Also the
values which q can take depend on the number of states of the Turing machine which
is polynomial in terms of the Turing machine description length ∥M∥, and x belongs
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to the finite alphabet set Γ.
As there are only polynomial number of i, q and x combinations, there can only be
polynomial number of rules. As a result, the reduction to CONFLUENCE from
PSPACE Turing machine will also be in polynomial time with respect to f(k) and
∥M∥. As a polynomial space bounded Turing machine can be reduced to CONFLU-
ENCE in polynomial time, CONFLUENCE is PSPACE-hard.
Theorem 3. CONFLUENCE is PSPACE-complete.
From Lemma 1 and Lemma 2, as CONFLUENCE is both in PSPACE and PSPACE-
hard, it is PSPACE-complete.
4.3 Termination
Now we focus on the property of termination.
Lemma 4. A system (A,R, I) is terminating if and only if for all states s1 ∈ C(I)
and s2 ̸= s1, if s2 ∈ C(s1), then s1 /∈ C(s2).
Proof. We first prove the implication from left to right. Assume that the system
(A,R, I) is terminating. If a system is terminating then the system has no infinite
execution (from Definition 13). Let (I, . . . , s1, . . . , s2) be an execution in the termi-
nating system (A,R, I). Here s2 ̸= s1 and s2 ∈ C(s1). If s1 ∈ C(s2), then there exists
an infinite maximal execution (I, . . . , s1, . . . , s2, . . . , s1, . . . , s2, . . . ) which makes the
system non-terminating. So if the system is terminating, s1 /∈ C(s2) must hold.
Now we prove the implication from right to left. Assume that in a system (A,R, I),
for all states s1 ∈ C(I) and s2 ≠ s1, if s2 ∈ C(s1), then s1 /∈ C(s2). Our rule model
has a finite number of state variables and therefore finite number of states. Suppose
there are t states in total. The maximum number of different states that can occur
in an execution is t. If the execution goes on further, there must be two (or more)
occurrences of some state s1. From Definition 7, every rule application must change
the state of the system. As a result if the system is non-terminating then there is
a maximal execution such as (I, . . . , s1, . . . , s2, . . . , s1, . . . ) where some state s1 is
repeated with the system reaching some other state s2 in between. But this would
mean that there is some s1 and s2 such that s1 ̸= s2, s2 ∈ C(s1) and s1 ∈ C(s2).
This contradicts our assumption that s1 /∈ C(s2). Therefore the system must be
terminating if s1 /∈ C(s2). Hence, the lemma holds.
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Lemma 4 basically states that a terminating system cannot have any loops in it.
This means that if any state is reachable from another state, the system should not
be able to go back to that previous state again. If it can, then the system might get
stuck in a loop and may never terminate.
Definition 19 (Instance of the termination problem). An instance of the ter-
mination problem is specified by a tuple (A,R, I) where A is a finite set of state
variables, R is a finite set of rules, and I is the initial state given by the valuation of
the state variables in A.
We define TERMINATION as the decision problem of determining if an instance
(A,R, I) of termination problem is a terminating system according to Definition 13
and Lemma 4.
Lemma 5. TERMINATION is in PSPACE.
Proof Idea. We can test TERMINATION by checking if a loop can be formed
between any two states reachable from the initial state. We can use the reachability
algorithm which has been proven to be in PSPACE [8] to prove that TERMINATION
is also in PSPACE.
Proof. The reachability problem of finding if a state s2 is reachable from state s1, i.e.,
check if s2 ∈ C(s1), is in PSPACE. We use the same Algorithm 1: REACH(s1, s2, t)
described previously to prove that TERMINATION is in PSPACE. For n state
variables in the system, the total number of states is 2n. The set of all possible states
of the system is given by S.
Algorithm 3: TERM(A,R, I) tests termination for a system (A,R, I). For all the
states in the system, the algorithm checks if it is reachable from the initial state I. If
it is reachable, the algorithm checks every other state to see if a loop can be formed.
If a loop can be formed, the system is non-terminating, else it is terminating (from
Lemma 4).
Each for loop iteration of states for s1 and s2 takes polynomial f(n) space if there
are n state variables. Also each call to REACH takes polynomial space during its
call and returns TRUE or FALSE upon completion. As each part of the algorithm
to test TERMINATION takes only polynomial space, the problem is in PSPACE.
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Algorithm 3: TERM(A,R, I)
for all states s1 in S do
if REACH (I, s1, 2n) then
for all states s2 in S do
if s1 ̸= s2 AND REACH (s1, s2, 2n) AND REACH (s2, s1, 2n) then
return FALSE;
end
end
end
end
return TRUE;
Lemma 6. TERMINATION is PSPACE-hard.
Proof Idea. To prove that TERMINATION is PSPACE-hard, we need to reduce
any polynomial space bounded Turing machine to our problem of TERMINATION
in polynomial time. We can do so by encoding transitions of the Turing machine to
our rule model in a way that it is terminating only when the Turing machine accepts.
This can be achieved by introducing an additional rule which forms a loop between
the rejecting state of the Turing machine and some other reachable state.
Proof. To prove TERMINATION is PSPACE-hard, we will use the same poly-
nomial space bounded deterministic Turing machine M , defined in the previous
proof, which decides a language in PSPACE. We will also use the same procedure
as in the previous proof to encode the transitions of the Turing machine to our model.
For M , let n be the length of the tape. So position of the head can be at any
place 0, 1, . . . , n− 1. If the length of input string to the Turing machine is k, n is a
polynomial function f(k). We define state variables as
• in(i, x) = symbol x is in tape position i, x ∈ Γ, and
• at(i, q) = the Turing machine is in state q and the head is in position i.
So if the Turing machine contains input on the tape from position 1 to k, the initial
configuration of the Turing machine can be encoded in our rule model as,
I = at(0, q0), in(0,#), in(1, x1), in(2, x2), . . . , in(k, xk),
in(k + 1,#), in(k + 2,#), . . . , in(n− 1,#) variables are TRUE
. . . and all other state variable are FALSE.
The rules (pi,q,x, ei,q,x) are also defined similarly to the previous proof. For Turing
machine in state q, the machine head at position i < n− 1, and the head reading
alphabet x at ith position, the transition to replace x with y, move right, and be in
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state q′ can be encoded to our rule model in a rule (p, e) defined as follows:
pi,x,q = in(i, x) ∧ at(i, q)
ei,x,y,q,q′ = {¬in(i, x), ¬at(i, q), in(i, y), at(i+ 1, q′)}
We can handle all transitions of the Turing machines using such rules as discussed
in the proof of Lemma 2. We limit the value of i to i < n − 1 and i > 0, for
rules corresponding to right and left movement of the head respectively, to handle
boundary conditions.
Now, instead of qaccept we will add a rule in our model from qreject. The state qreject is
the rejecting state of the Turing machine where it halts while rejecting the input. We
assume that the Turing machine moves its head all the way back to the 0th position
and clears the entire tape when it reaches the rejecting state before halting, i.e.,
at(0, qreject) is TRUE and in(i,#) is TRUE for all possible values of i. To reduce this
Turing machine to TERMINATION problem, we will add one more transition rule
from the rejecting state qreject to the initial configuration where at(0, q0) is TRUE.
We add a new rule (pnew, enew) corresponding to the transition.
pnew = at(0, qreject)
enew = {at(0, q0),¬at(0, qreject)}
∪ {in(i, x) | 0 ≤ i ≤ n− 1, x ∈ Γ and in(i, x) is TRUE in state I}
∪ {¬in(i, x) | 0 ≤ i ≤ n− 1, x ∈ Γ and in(i, x) is FALSE in state I}
This rule makes the system go back to the state I corresponding to the initial
configuration.
This concludes our encoding of a polynomial space bounded Turing Machine to
our TERMINATION problem. The newly produced rule set will be terminating if
the Turing machine M reaches accepting state, it will form a loop if it rejects. If
M accepts an input in PSPACE, after executing its transitions, it will end in an
accepting state. We have corresponding rules in our rule set for each transition
through which our rule set will reach the accepting state. As there are no loops in
this path, the system is terminating. But if it reaches a rejecting state, the new
rule (pnew, enew) ensures that there is a path back to initial state and the system is
non-terminating.
Figure 4 shows a visualization of the reduction. The rule (pnew, enew) is a new rule
which takes the system from the rejecting state to I. This forms a loop and the
system would be non-terminating. If it reaches accepting state, the system would
terminate.
Because the rules can precisely encode the transitions, the system is terminating
if and only if the Turing machine halts in an accepting state. The system would
not be terminating if the Turing machine does not reach the accepting state. The
32
Initial State
 
Final 
Rejecting state 
 
 
( , )p
1
e
1
I
{at(0, ),…q
reject
{at(0, ),…q
0
( , )p
new
e
new
( , )p
f
e
f
Loop
Final 
Accepting State 
 
 
{at(0, ),…q
accept
Figure 4: Non-terminating system
state variables in our rule model are defined using i, q and x. The values of i depend
on the tape length n which is polynomial f(k) in terms of input length k. Also the
values which q can take depend on the number of states of the Turing machine which
is polynomial in terms of the Turing machine description length ∥M∥, and x belongs
to the finite alphabet set Γ.
As there are only polynomial number of i, q and x combinations, there can only be
polynomial number of rules. As a result, the reduction to TERMINATION from
PSPACE Turing machine will also be in polynomial time with respect to f(k) and
∥M∥. As a polynomial space bounded Turing machine can be reduced to TERMI-
NATION in polynomial time, TERMINATION is PSPACE-hard.
Theorem 7. TERMINATION is PSPACE-complete.
From Lemma 5 and Lemma 6, as Termination is both in PSPACE and PSPACE-hard,
it is PSPACE-complete.
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4.4 Boundedness
A process needs computing resources in the form of time and space when carrying
out instructions. A system might be terminating but may have a lot of rules to fire in
a single execution sequence and take quite a long time to complete it. For n Boolean
state variables, the total number of states in the system is 2n. This is the maximum
number of states that a terminating system can reach in a single execution. The
important thing to note here is that this upper bound is exponential with respect to
number of state variables. Therefore there is an obvious practical interest to test,
whether the length of the rule sequences is bounded more strongly than this. Finding
the minimum bound on the length of executions is useful while designing a system
using state transition models.
Let us analyse the relationship of the bound with the number of rules in the system.
Let x be the number of rules in the transition system (A,R, I). If we limit the length
of the executions to a constant c, then there can be at most xc different transition
sequences of length c. This is polynomial in x. We can test this bound by checking
that there are no rules applicable in all states reachable by a transition sequence of
length c. Hence the test for boundedness for constant length bounds is polynomial.
Table 1: Complexity results for different bounds
Bound Complexity
c P
p(x) NP
2p(x) PSPACE
If the bound is polynomial in x, then there are at most xp(x) transition sequences to
check. This is not polynomial any more. However, we can use a non-deterministic
polynomial time process for testing boundedness as follows: Guess a sequence of
p(x) actions non-deterministically, and if the state reachable has applicable rules in
it, then the system is not bounded, otherwise it is bounded. As the guessing part
is done non-deterministically, the problem of determining if the system is bounded
with some p(x) can be solved by a non-deterministic Turing machine. Hence the
problem of testing boundedness for polynomial bounds is in NP.
For an exponential bound, the total number of transitions can be at most x2p(x) . In
this case the complexity of finding the bound is PSPACE as we can go through each
execution one by one testing its length with only the current state saved in memory,
which requires polynomial amount of space.
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5 Practical Considerations
5.1 Rule Model with Event Rules
In the previous sections, we analysed confluence and termination for executions
starting from the given initial state. When a system terminates after a maximal
execution, we can say that the system has stabilized as no rules are applicable. So
we call this a stable state. Now in real world usually some event occurs, e.g., some
internal change in the system or a user action, which triggers some rules again. We
use special kind of rules called event rules to model these events. The event rules
makes other non-event rules applicable. Whenever rules other than event rules are
applicable, the system always runs for a maximal execution until it terminates. In
other words, these other rules are forced to be fired for maximal execution, so we
call non-event rules as forced rules.
The new rule model with events is represented as (A,R,U , I) where A is a finite set
of state variables, R is a finite set of forced rules, U is a finite set of event rules, and I
is the initial state. Now our rule model consists of two types of rules: event rules and
forced rules. The difference between them is that the event rules may or may not fire
even if they are applicable, whereas one of the applicable forced rules must always
fire until none of the forced rules remain applicable. The event rule is not forced
as we use it to model something not in control of the system itself. We consider
an event happening as a consequence of a stable state for the purpose of analysis,
and we consider stable state as a state in which none of the forced rules are applicable.
Definition 20 (Stable state). State s is called a stable state if either of the following
holds for all forced rules (p, e) ∈ R.
1. s ̸|= p.
2. succe(s) = s.
This means that for a state to be stable, for all forced rules in the rule model,
either their precondition is FALSE or their effects would not change the state. For a
terminating maximal execution, the final state in which the execution terminates is
a stable state as none of the forced rules are applicable. Before an execution starts
again, there has to be a change in the system state which takes it from a stable state
to a state where rules are applicable again. This is an event indicated by an event
rule in our rule model.
The application of event rules is only considered in stable states. The definition
of an event rule is syntactically same as the definition of a rule. So an event rule
can be thought of as a special kind of a rule. For the transition system (A,R,U , I),
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the event rules in U determine how the new executions will start after the system
has already completed its first execution. Whenever an event occurs, the system
responds to it by firing applicable forced rules to maximal execution. Also only one
event can occur until the system terminates and not all events can occur in all stable
states. An event can occur in a stable state only if it is applicable.
Because we differentiate between event rules and forced rules, we also slightly mod-
ify the definition of reachability and maximal execution to fit this modified rule model.
Definition 21 (Reachable state in a rule model with events). A state s′ is
reachable from s if and only if there is an execution (s, . . . , s′) using only forced
rules from state s to state s′.
The set of all the states reachable from s is denoted by C(s). So, if s′ is reachable
from s using only forced rules, we denote it as s′ ∈ C(s).
Definition 22 (Maximal execution for a system with events). An execution
is maximal for a system with events if either of the following holds.
1. The execution using only forced rules is finite, hence of the form (s1, s2, . . . , sn),
and no forced rule is applicable in state sn.
2. The execution using only forced rules is infinite.
In practical applications usually there are many states that the system can never
be in. For example, if we represent the motion of a robot using a transition system,
where different Boolean state variables correspond to the position of the robot, then
these variables can take only limited values due the the constraint that the robot
cannot be in multiple positions at once. The states of the system which represent
that the robot is in two places at once are intrinsically not attainable. We need to
eliminate such states from the system when we analyse properties such as confluence
and termination. We call stable states that the system can actually reach at some
point using both forced rules and event rules as s-reachable states.
Definition 23 (S-reachable state). For a transition system (A,R,U , I), we define
St, a set of s-reachable states, as follows:
1. If s ∈ C(I) is a stable state, then s ∈ St.
2. If s is an s-reachable state, then any stable state s′ ∈ C(succe(s)), for any event
rule (p, e) ∈ U applicable in s, is also an s-reachable state.
3. The set being defined is the smallest set that satisfies (1) and (2).
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S-reachable states are stable states and no forced rules are applicable in these states.
Finding s-reachable states is quite useful as we can focus on analysing events in only
s-reachable states and safely ignore other stable states that can never be reached.
The executions begin after an event occurs in an s-reachable state and the system
moves to its successor state where the forced rules could become applicable. We
call the successor states of s-reachable states due to any event rule as e-reachable states.
Definition 24 (E-reachable state). For a transition system (A,R,U , I), we define
Se, a set of e-reachable states, as follows:
1. Initial state I ∈ Se.
2. For any s-reachable state s and any event rule (p, e) ∈ U applicable in s, if
s′ = succe(s), then s′ ∈ Se.
We include initial state I in the set Se of e-reachable states as it is also a state from
where executions using forced rules could begin. Note that a state can be both an
s-reachable state and an e-reachable state if no forced rule is applicable in the state
and it is also a successor of some other s-reachable state due to some event rule.
Successor of a state with respect to a rule is defined exactly the same as before. One
important thing to note here is that successor to a stable state is considered only
from an event rule, while for all other states the successor is considered only from
forced rules. The set of successor states of state s is denoted by P(s).
Now we look at the properties we are interested in studying for a rule model with
events.
Definition 25 (Confluent system with events). A system (A,R,U , I) is con-
fluent if for all s1, s2 ∈ C(s) where s is an e-reachable state, there exists a state s3
such that s3 ∈ C(s1) and s3 ∈ C(s2).
Definition 26 (Terminating system with events). A system with events is
terminating if there is no infinite execution sequence using only forced rules in the
system starting from an e-reachable state, or in other words, all maximal executions
starting from an e-reachable state using only forced rules are finite.
Definition 27 (Bound of a terminating system with events). A terminating
system (A,R,U , I) is called N -bounded, if for all e-reachable states s there is no
execution (s, s1, ..., sn) using only forced rules such that n > N .
Under this modified rule model with events, the first execution always starts in the
initial state I. We have already analysed such executions from starting state I in the
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previous section, so we move our focus to other executions. All other executions in
the rule model with events start with an s-reachable state s and an event (pv, ev) ∈ U .
This takes the system to an e-reachable state s′ = succev(s) where forced rules
(pf , ef) ∈ R could become applicable. If they are applicable, firing these rules can
make other rules applicable leading to potentially longer sequences of rule firings
and this continues until a stable state is reached again. One important thing to note
is that after an event occurs, another event cannot occur again before the system
has terminated. As the system has maximal execution, all applicable forced rules
are forced to fire until a stable state is reached and only then can another event
occur if it is applicable in that stable state. As a result the set of reachable states
for any execution depends not only on the forced rules but also on the e-reachable
state the execution starts in. E-reachable states in turn depend on the s-reachable
states and the events which occur in those states. Different s-reachable states with
same event may lead to different e-reachable states, while different events from the
same s-reachable state may also lead to different e-reachable states. The later is
shown in Figure 5. The figure shows only a part of the state transition graph where
different events from the same s-reachable state lead to different e-reachable states
and different terminating states.
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Figure 5: Termination and confluence with different events
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In a confluent system, executions starting from the initial state I are confluent. For
a system with events to be confluent, the executions from all possible e-reachable
states should also be confluent. If for any e-reachable state, the execution is not
confluent, the entire system is called non-confluent. Similarly, for a system with
events to be terminating, there should be no loop in any execution branch from
any of the e-reachable states. Even if there is a loop formed on an execution path
of only one of the e-reachable states, the system is non-terminating. A part of
state-transition graph for a non-confluent and non-terminating system is shown in
Figure 6. The execution through event 1 is terminating but not confluent, so the
system is not confluent. The execution through event 2 is non-terminating. As there
is one non-terminating execution branch, we say that the system is non-terminating.
5.2 Analysis of Rule Model with Events
We now see how the introduction of events in our rule model changes the complexity
of termination and confluence problems.
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5.2.1 Confluence and Termination
Instances for CONFLUENCE and TERMINATION decision problems for the modi-
fied rule model are now given by (A,R,U , I) where A is a finite set of state variables,
R is a finite set of forced rules, U is a finite set of event rules, and I is the initial state.
We have already analysed executions starting from the initial state I in the previous
section. So now we analyse executions starting from some e-reachable state. Before
we do this, we need to find all s-reachable states in the system. Once we do that
we can use events to find the e-reachable states. Algorithm 4: SREACH(s1, s2, t)
is similar to Algorithm 1: REACH(s1, s2, t), but SREACH(s1, s2, t) also takes into
account the stable states and uses event rules to find successors of those states. The
call SREACH(s1, s2, t) tests if s2 is reachable in t steps from s1 using both forced
rules and event rules if no forced rules are applicable. The number of steps t is in
powers of 2 here and the maximum value it can take is 2n as it is the maximum
number of states the system can have for n Boolean state variables. The function
calls itself recursively, and each level has to store only the two states and the value of
t. Furthermore, the value of t is also halved in each recursion. So the space needed
by the algorithm is O(log t), or in other words O(f(n)) which is polynomial in n.
Algorithm 4: SREACH(s1, s2, t)
if t = 1 then
if s1 = s2 then
return TRUE;
else if s2 = succe(s1) for some forced rule (p, e) ∈ R applicable in s1
then
return TRUE;
else if no forced rule is applicable in s1 AND s2 = succe(s1) for some
event rule (p, e) ∈ U applicable in s1 then
return TRUE;
else
return FALSE;
end
else
for all states s′ do
/* Use recursion */
if SREACH (s1, s′, t2) AND SREACH (s′, s2,
t
2) then
return TRUE;
end
end
return FALSE;
end
Algorithm 5 defines a function isSreachable(s,R) which takes a state as input and
checks first if it is stable using all the forced rules in the system and then checks if it
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is s-reachable from initial state I using Algorithm 4: SREACH(s1, s2, t). This is also
in PSPACE as there are only finite number of forced rules and as SREACH(s1, s2, t)
runs in PSPACE. In this algorithm, n is the number of state variables.
Algorithm 5: isSreachable(s)
for all (p, e) ∈ R do
/* Check if precondition is true for any forced rule and if
effect changes the state. */
if s |= p AND succe(s) ̸= s then
return FALSE;
end
end
/* Check if s-reachable. */
if SREACH (I, s, 2n) then
return TRUE;
end
return FALSE;
We can use Algorithm 5 to find an s-reachable state and then iterate through all the
event rules (p, e) ∈ U that can be applied in this state. The successor state succe(s)
is an e-reachable state obtained on firing an event rule (p, e) in s-reachable state s.
From this state onwards only the forced rules in the rule model are relevant. We
have already proven in the previous section that testing confluence for a system with
a rule set R and no events is in PSPACE (from Lemma 1). We use the Algorithm 2:
CONF(A,R, succe(s)) by using succe(s) to define a transition system in place of
I. This is shown in Algorithm 6. Here S is the set of all states in the system. As
Algorithm 2 runs in polynomial space, and as finding all e-reachable states along
with iterating through finite number of states and events runs in PSPACE, we can
say that testing confluence for a rule model with events is in PSPACE.
Algorithm 6: CONF_EVENT (A,R,U , I)
for all s ∈ S do
if isSreachable(s) then
for all (p, e) ∈ U applicable in s do
if CONF(A,R, succe(s))= FALSE then
return FALSE;
end
end
end
end
return TRUE;
Similarly, for termination problem, we use Algorithm 3: TERM(A,R, succev(s))
which runs in PSPACE, to test termination as shown here in Algorithm 7. Also
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iterating through all possible s-reachable state and event combination needs polyno-
mial space. Hence termination problem for rule model with events is also in PSPACE.
Algorithm 7: TERM_EVENT (A,R,U , I)
for all s ∈ S do
if isSreachable(s) then
for all (p, e) ∈ U applicable in s do
if TERM(A,R, succe(s))= FALSE then
return FALSE;
end
end
end
end
return TRUE;
We have already proven that CONFLUENCE and TERMINATION are PSPACE-
hard for transition system (A,R, I) without events. We can represent the same
transition system as a special case of transition system with events (A,R,U , I) where
U = ∅. As every transition system without events (A,R, I) can be reduced to a
transition system with events (A,R,U , I), testing confluence and termination for
the later is at least as hard as the former. We can also directly reduce the space
bounded Turing machine to the special case of transition system with empty event
rule set exactly as we did in the proofs of Lemma 2 and Lemma 6. Hence, testing
confluence and termination for a rule model with events is PSPACE-hard.
Corollary 1 (to Theorem 3). CONFLUENCE for a rule model with events is
PSPACE-complete.
Corollary 2 (to Theorem 7). TERMINATION for a rule model with events is
PSPACE-complete.
As solving CONFLUENCE and TERMINATION for a rule model with events is
both in PSPACE and PSPACE-hard, it is PSPACE-complete. We see here that
introduction of events does not change the space complexity of solving these problems.
5.2.2 Boundedness
Analysing boundedness in terms of number of state variable is exponential for a
rule model without events, and it also holds true for a rule model with events as
the number of states is still exponential in terms of state variables. If we analyse
the relationship of the bound with the number of rules and events in the system,
we quickly see that finding the bound is much harder with events than the system
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without events. Even if we limit ourselves to a constant bound c on the length of
executions, we still need to find all e-reachable states first and then test the length of
executions starting from those states. Finding all s-reachable states and subsequently
all e-reachable states is in PSPACE as shown by the Algorithm 5. This also holds for
polynomial bounds. So testing boundedness for a system with events is in PSPACE
unlike the system without events for which it was in P and NP for constant and
polynomial bounds respectively.
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6 Restricted And Tractable Cases
As seen in the previous sections, the confluence and termination problems are
PSPACE-complete and therefore intractable. In this section we look at some special
cases or scenarios, in which the problems might become more tractable. We are
interested in algorithms which run in polynomial time and can be used in practical
applications.
6.1 Rule Model with Non-Interfering Rules
Depending on how the rules are defined, the confluence and termination problems
might be solved in polynomial time in some cases. For this we will look at interference
among rules first. A forced rule interferes with another forced rule, if the literals
in its effect can falsify the precondition or negate any literal in the effect of the
other forced rule. The concept of interference has first been discussed by Blum
and Furst [7] to avoid considering actions in many different orders, to speed up
search for planning problem. In their framework several actions may be specified to
occur at the same time step of the plan so long as they do not interfere with each other.
Definition 28 (Positive and negative occurrences). We define the positive and
negative occurrences of a state variable a in a propositional formula ϕ over the set A
of state variables follows:
1. a occurs positively in a, for all a ∈ A,
2. a occurs positively in ϕ ∧ ϕ′ if it occurs positively in ϕ or ϕ′,
3. a occurs positively in ϕ ∨ ϕ′ if it occurs positively in ϕ or ϕ′,
4. a occurs positively in ¬ϕ if it occurs negatively in ϕ,
5. a occurs negatively in ϕ ∧ ϕ′ if it occurs negatively in ϕ or ϕ′,
6. a occurs negatively in ϕ ∨ ϕ′ if it occurs negatively in ϕ or ϕ′,
7. a occurs negatively in ¬ϕ if it occurs positively in ϕ.
A state variable a occurs in ϕ if it occurs positively or occurs negatively in ϕ.
Definition 29 (Interference). A forced rule (p1, e1) ∈ R interferes with forced
rule (p2, e2) ∈ R if any of the following holds.
1. e1 ∩ {l | l ∈ e2} ≠ ∅
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2. e2 ∩ {l | l ∈ e1} ≠ ∅
3. For some a ∈ e1, a occurs in p2 negatively.
4. For some ¬a ∈ e1, a occurs in p2 positively.
5. For some a ∈ e2, a occurs in p1 negatively.
6. For some ¬a ∈ e2, a occurs in p1 positively.
If (p1, e1) interferes with (p2, e2), it logically follows that (p2, e2) also interferes with
(p1, e1). So they are both a pair of interfering rules.
Definition 30 (Non-interfering rules). If two forced rules (p1, e1) and (p2, e2) do
not interfere with each other, they are non-interfering with respect to each other. If
a forced rule does not interfere with any other forced rule in the system, the rule is a
non-interfering rule.
Note. We use the term non-interfering rule to mean that a forced rule is non-
interfering with all other forced rules in the rule model unless it is specifically
mentioned that the rule is non-interfering with some other specific rule.
In our rule model, non-interference is relevant only to the forced rules as the final
state of the execution depends on what order the forced rules are fired. For event
rules, only one event rule is fired at the start of an execution and other event rules
do not affect the executions starting from that particular event.
The effects of a non-interfering rule do not falsify the precondition of any other
forced rule and also do not negate the effects of any other forced rule in the rule set.
But more importantly, no other forced rule can falsify the precondition of the non-
interfering rule or negate its effects. After any forced rule from the rule set is fired, the
precondition of a non-interfering rule can never become FALSE if it was TRUE before
the other rule fired. Also once the non-interfering rule has fired, the literals in the
effect will stay TRUE until the system terminates as no other forced rule can negate it.
Lemma 8. If a non-interfering rule (p, e) is fired in an execution and the fi-
nal state of the execution is sf , then sf |= e. If multiple non-interfering rules
(p1, e1), (p2, e2), . . . , (pk, ek) are fired in an execution and the final state of the execu-
tion is sf , then sf |= E where E = e1 ∪ e2 ∪ · · · ∪ ek.
Proof. If one non-interfering rule (p, e) is fired at any point in an execution sequence,
then by definition of non-interfering rules, the literals in its effect are never falsified
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as none of the other forced rules interfere with it. So if the resulting state of the
execution is sf , sf |= e. Similarly, for multiple non-interfering rules, none of the
literals in their effects are falsified (by definition) by other forced rules. As a result,
if any number of non-interfering rules (p1, e1), (p2, e2), . . . , (pk, ek) are fired at any
position in an execution, each literal in all their effects still hold in the resulting
state, i.e., sf |= E where E = e1 ∪ e2 ∪ · · · ∪ ek.
Theorem 9. If all forced rules in the system are non-interfering, then the system is
terminating.
Proof. Consider any execution sequence in the system, and let (p1, e1), (p2, e2), . . . ,
(pn, en) be the rules that are fired at least once in the execution sequence. Suppose
one of these rules (p, e) is applicable and fired in some state si of the execution. So
all effects of the rule (p, e) are TRUE in the successor state, that is, if successor state
to si after firing rule (p, e) is si+1, then si+1 |= e. Since the rule set is non-interfering,
none of the rules fired later can make any literal in e false. So for the next states in
the execution, si+2 |= e, si+3 |= e, and so on. As e will always hold in all successive
states, the rule (p, e) cannot become applicable again, and therefore there can be
no second occurrence of (p, e) in the execution. As this holds for any (p, e) in the
execution, there can be at most one occurrence of any rule. Also the total number of
rules in the rule model is finite. Therefore the all executions must be finite and the
system is terminating.
Lemma 10. If the forced rule set R in a transition system (A,R,U , I) has only
non-interfering rules, then all maximal execution sequences starting from the same
e-reachable state have the same set of resulting effects.
Proof. Let the system (A,R,U , I) under consideration have all non-interfering rules
in R. From Theorem 9, we know that if all forced rules in the rule set are non-
interfering, the system is terminating. So each maximal execution is terminating.
Let M = {(p1, e1), (p2, e2), . . . , (pm, em)} be an ordered set of forced rules fired in
some maximal execution sequence starting from an e-reachable state se and with
final state sf . Using Lemma 8, we can say that sf |= E where E = e1 ∪ e2 ∪ · · · ∪ em.
Let M′ = {(p′1, e′1), (p′2, e′2), . . . , (p′n, e′n)} be an ordered set of forced rules fired in
some other maximal execution starting from the same e-reachable state se and having
final state s′f . Using Lemma 8, s′f |= E ′ where E ′ = e′1 ∪ e′2 ∪ · · · ∪ e′n.
First we use induction to show that E ⊆ E ′. We show that for every rule (p, e) ∈M,
either (p, e) ∈M′, or some other rules in M′ have the same set of effects as the rule
(p, e). The mathematical induction is on i for the ordered rules {(p1, e1), (p2, e2), . . . , (pi, ei)} ∈
M.
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Induction hypothesis: Each rule in the ordered set M until the rule (pi, ei) is
either fired in M′ or the literals in its effect are made true by other rules in M′.
Base case i = 1: For first rule (p1, e1) in the execution sequence M, se |= p1.
As all forced rules in the system are non-interfering, no other rule can falsify the
pre-condition of (p1, e1). As a result p1 will always be TRUE as it is applicable in the
starting state se. After precondition has been made TRUE, in a maximal execution,
the only way a non-interfering rule can stop being applicable is if the literals in its
effect have also been made TRUE. So either the rule (p1, e1) has to be fired or its
effects have to become TRUE due to some other rules in any execution starting from
se. Hence for any other maximal execution M′, either (p1, e1) ∈M′ or some other
rules in M′ have the same set of effects as the rule (p1, e1).
Inductive step i ≥ 1: From the induction hypothesis, for each rule (p, e) ∈ M
until the rule (pi, ei) ∈ M, either it is fired in M′ or the literals in its effect are
made true by other rules in M′. For (pi+1, ei+1) ∈M, the precondition pi+1 holds
after the effects of all rules till (pi, ei) are made TRUE. As all forced rules in the
system are non-interfering, no other rule can falsify the pre-condition of (pi+1, ei+1).
So either the rule (pi+1, ei+1) has to be fired or literals in its effect have to be made
TRUE by some other rules in execution sequence M′.
As a result for every rule (p, e) ∈ M, either (p, e) ∈ M′, or some other rules have
the same set of effects as the rule (p, e). Also the effects of the fired rules cannot
be falsified until the maximal execution terminates as the rules are non-interfering.
Hence we can say E ⊆ E ′. We can similarly prove that every rule in M′ is also
present in M or its effects are made true by other rules in M, showing E ′ ⊆ E.
Thus, we can say E = E ′. Also as this would hold for all maximal executions, we
can say that all maximal execution sequences starting from the same e-reachable
state have the same set of resulting effects.
Theorem 11. If the forced rule set R in a transition system (A,R,U , I) has only
non-interfering rules, then the system is confluent.
Proof. From Theorem 9, we know that if all forced rules in the rule set are non-
interfering, the system is terminating. For the system to be confluent, the terminating
state needs to be the same for all maximal executions starting from the same e-
reachable state.
For a transition system (A,R,U , I), let se be any e-reachable state from where an
execution starts. From Lemma 10, we know that all maximal executions starting
from the same e-reachable state have same set of effects. Let this set of effects be
denoted by E. So if a maximal execution starting from an e-reachable state se has a
final state sf , then
1. sf |= E, and
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2. sf (a) = se(a) for all a ∈ A that do not occur in E.
As all maximal executions have the same set of effects, the final state for all maximal
executions starting from se is the same state sf . As all executions starting from any
e-reachable state are confluent, the system is confluent.
Theorem 12. Testing if all forced rules of the system are non-interfering is polyno-
mial time.
Proof. Algorithm 8 tests if two rules are interfering in PTIME. It checks all the
conditions stated in Definition 29. Both rules should not have any contradicting
effects and none of the rules should be able to falsify the precondition of the other.
This involves testing each literal from one rule against each literal and state variable
in the effect and precondition of the other rule.
To check if a literal can falsify a precondition, we need to check the following:
1. If the variable of the positive literal occurs negatively in the precondition of
the other rule.
2. If the variable of the negative literal occurs positively in the precondition of
the other rule.
The maximum number of literals in the rule are limited by the maximum number of
state variables. So if there are n state variables, the worst case time complexity of
testing interference is O(n2) which is PTIME.
Algorithm 8: interferes((p1, e1), (p2, e2))
for all l ∈ e1 do
if l̄ ∈ e2 OR l can falsify p2 then
return TRUE;
end
end
for all l ∈ e2 do
if l can falsify p1 then
return TRUE;
end
end
return FALSE;
Algorithm 9 iterates over all pairs of forced rules in the rule set and tests interference
for each pair. If there are m rules, iterating over all rules has time complexity O(m2)
which is also PTIME. So testing if all rules in the system are non-interfering is
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polynomial time.
Algorithm 9: nonInteference()
for all pairs of rules (p1, e1) ∈ R and (p2, e2) ∈ R do
if interferes((p1, e1), (p2, e2)) then
return FALSE;
end
end
return TRUE;
Corollary 3 (to Theorem 9). If all forced rules in the system contain only positive
literals in their effects and state variables occur only positively in their preconditions,
or if all forced rules contain only negative literals in their effects and state variables
occur only negatively in their preconditions, then the system is terminating.
Corollary 4 (to Theorem 11). If all forced rules in the system contain only positive
literals in their effects and state variables occur only positively in their preconditions,
or if all forced rules contain only negative literals in their effects and state variables
occur only negatively in their preconditions, then the system is confluent.
If the literals in the forced rules are only positive, they cannot negate any other
literal in any other forced rule, nor can they falsify precondition of any other forced
rule if the state variable in the preconditions also occur positively. Same is true
for rules with only negative literals and state variable occurring negatively. As the
system has only non-interfering rules, the system is confluent and it also terminates.
One important thing to note here is that lack of interference is a sufficient but not
a necessary condition for confluence or termination. For example, consider a rule
model with two forced rules (a,¬a) and (b,¬a). If the system starts in state where
v(a) = 1 and v(b) = 1, the system is confluent and terminating, but the rules are
interfering.
6.2 Rule Model with Interfering Rules
If the forced rules in the system are interfering with each other then determining if
the system is confluent or terminating is more difficult. We need to employ some
other techniques and methods.
The first thing we can do to reduce the difficulty of the problem is to eliminate rules
which can never be fired from the rule model. But as proven below, this problem is
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not tractable.
Theorem 13. Testing if a forced rule in the rule model is never applicable is PSPACE-
complete.
Proof Idea. To prove that this problem is in PSPACE, we can reduce it to reach-
ability (or planning) problem, which has been proven to be in PSPACE [8]. We
can check if a state in which the given rule can be applicable is reachable from the
initial state or from some other e-reachable state. To prove that this problem is
PSPACE-hard, we need to reduce any polynomial space bounded Turing machine to
our problem in polynomial time. We can do so by encoding transitions of the Turing
machine to our rule model similar to how it was done in Section 4 for Lemma 2 and
Lemma 6. We can then introduce a rule which will only be applicable if the Turing
machine reaches the rejecting state. If the Turing machine reaches the accepting
state the rule should never be applicable.
Proof. Algorithm 10 takes a rule (p, e) as input and checks if it is applicable in any
state reachable from the initial state or from any e-reachable state. If the algorithm
returns TRUE, the rule can never be applicable in any execution. We use the
PSPACE Algorithm 4, SREACH (s1, s2, t) to test this. The call SREACH(s1, s2, t)
takes into account the stable states and uses event rules to find successor of those
states. For a system with n state variables, 2n is the total number of states and the
set of all possible states of the system is given by S. Testing applicability of a rule
takes a fixed amount of space as we only need to store the current state and the rule.
As all parts of the algorithm use only polynomial amount of space, the algorithm
works in PSPACE.
Algorithm 10: CheckRule((p, e))
for all states s in S do
/* Check if s is reachable from I. */
if SREACH (I, s, 2n) then
/* Check if the rule is applicable */
if s |= p then
/* Check if effect changes the state */
if succe(s) ̸= s then
return FALSE:
end
end
end
end
return TRUE;
For PSPACE-hardness proof, we need to reduce a polynomial space bounded Turing
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machine to our problem in polynomial time.
We will use the same polynomial space bounded deterministic Turing machine M ,
used in Lemma 2 and Lemma 6, which decides languages in PSPACE. We will also
use the same procedure as in those proofs to encode the transitions of the Turing
machine to our rule model.
For M , let n be the length of the tape. So position of the head can be at any
place 0, 1, . . . , n− 1. If the length of input string to the Turing machine is k, n is a
polynomial function f(k). We define state variables as
• in(i, x) = symbol x is in tape position i, x ∈ Γ, and
• at(i, q) = the Turing machine is in state q and the head is in position i.
So if the Turing machine contains input on the tape from position 1 to k, the initial
configuration of the Turing machine can be encoded in our rule model as,
I = at(0, q0), in(0,#), in(1, x1), in(2, x2), . . . , in(k, xk),
in(k + 1,#), in(k + 2,#), . . . , in(n− 1,#) variables are TRUE
. . . and all other state variable are FALSE.
The rules (pi,q,x, ei,q,x) are also defined similarly as in the previous proofs. We define
only forced rules and keep the event rule set empty. For Turing machine in state
q, the machine head at position i < n− 1, and the head reading alphabet x at ith
position, the transition to replace x with y, move right and be in state q′ can be
encoded to our rule model in a forced rule (p, e) defined as follows:
pi,x,q = in(i, x) ∧ at(i, q)
ei,x,y,q,q′ = {¬in(i, x), ¬at(i, q), in(i, y), at(i+ 1, q′)}
We can handle all transitions of the Turing machines using such rules as discussed
in the proofs of Lemma 2 and Lemma 6. We limit the value of i to i < n− 1 and
i > 0, for rules corresponding to right and left movement of the head respectively, to
handle boundary conditions.
Now, we will add an additional forced rule in our model from qreject. The state
qreject is the rejecting state of the Turing machine where it halts while rejecting the
input. We assume that the Turing machine moves its head all the way back to the
0th position and clears the entire tape when it reaches the rejecting state before
halting, i.e., at(0, qreject) is TRUE and in(i,#) is TRUE for all possible values of i.
To reduce this Turing machine to our problem of testing if a rule never fires, we will
add one more transition rule from the rejecting state qreject to a new state which is
not reachable without firing this new rule. There are many options for this, but one
of the easy ways to do this is to use a state in which all state variables are TRUE.
This is because it guarantees that this state has never been reached before as any
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other state reduced from the Turing machine cannot have a state variable at(i, qj)
TRUE for more than one values of i or j.
So the new rule can then be :
pnew = at(0, qreject)
enew =
n⋃︁
i=0
m⋃︁
j=0
{at(i, qj)} ∪
n⋃︁
i=0
⋃︁
x∈Γ
{in(i, x)}
This new rule will only be fired if the Turing machine reaches the rejecting state.
So if we query this particular rule to our problem, it will correctly answer that the
rule will never be fired if the Turing machine reaches the accepting state. The state
variables in our rule model are defined using i, q and x. The values of i depend
on the tape length n which is polynomial f(k) in terms of input length k. Also
the values which q can take depend on the number of states of the Turing machine
which is polynomial in terms of the Turing machine description length ∥M∥, and x
belongs to the finite alphabet set Γ. As there are only polynomial number of i, q and
x combinations, there can only be polynomial number of rules, which results in a
polynomial time reduction of the Turing machine to our problem. So this reduction
proves that the problem of testing if a rule in the rule model is never be applicable
is PSPACE-hard.
As this problem is both in PSPACE and PSPACE-hard, it is PSPACE-complete.
6.2.1 Approximation Method
As the complexity for finding which rules can be fired and which rules can never be
fired with certainty is quite high, we can instead use an approximation method in
PTIME for this. The approximation is given as follows:
1. Take any event rule, and let M be the set of literals in the effect of the event
rule and literals entailed by the precondition which the effect does not change.
An event can occur only in a stable state where none of the forced rules are
applicable. If forced rules in the system are (p1, e1), (p2, e2), ..., (pn, en), then
stable states satisfy the formula (¬p1∨ el1)∧ (¬p2∨ el2)∧ ...∧ (¬pn∨ eln) where
each eli =
⋀︁
ei
l, for 1 ≤ i ≤ n. Let all the literals logically entailed by this
formula be a set N . Let L0 =M ∪N .
Literals entailed by a propositional formula can be found by a satisfiability
algorithm, but the running time of any such algorithm is exponential in the
worst case. Instead, such literals could be found by approximating satisfiability
as follows: to see if l is a logical consequence of some set C of clauses, perform
unit resolution with C ∪ {l̄}. If the empty clause is obtained, then l is a logical
consequence of C. Unit resolution can be performed in linear time in the size
of a clause set [22].
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2. Define inductively a sequence of sets Li for i > 0 as follows.
Li = Li−1 \ {l̄ | l ∈ e for some forced rule (p, e) such that Li−1 ̸|= ¬p}
3. If Li = Li+1 for some i, then the literals in Li must hold forever, in other words,
they cannot be made false by an execution sequence of any length. So, all rules
(p, e) not falsified by Li (i.e., Li ̸|= ¬p) may become applicable.
4. Repeat steps 1-3 for all event rules in the rule model. The forced rules which
do not become applicable due to any of the events can be removed from further
analysis.
This approximation works in polynomial time as there are only linear number of
events, rules and literals in the size of the transition system description. It goes
through each event and in the worst case needs to go through all rules for each lit-
eral. The approximation may or may not reduce the number of rules in the rule model.
Now we can perform analysis only on the forced rules which may become applicable,
while safely ignoring other forced rules. Also as we have seen earlier, non-interfering
rules do not affect the confluence of termination of the system. So we move our
attention to interfering rules.
6.2.2 Clusters of Interfering Rules
Interfering rules might form clusters where rules may only interfere with some other
rules in the same cluster, but not with rules outside that particular cluster. Finding
and analysing these clusters individually can be easier than analysing the entire
system at once. Note that we only discuss interference and non-interference with
respect to forced rules.
Definition 31 (Cluster). A set c of forced rules is a cluster if no rule (p, e) ∈ c
interferes with any other rule (p′, e′) ∈ R \ c for the transition system (A,R,U , I).
We use the following Algorithm 11 to find the smallest possible clusters from the
forced rule set R for the system (A,R,U , I) such that each forced rule belongs to at
least one cluster. Each ck is a cluster of interfering rules and the maximum value of k
gives the maximum number of clusters that can be formed such that no rules in one
cluster interfere with any rules in any other cluster. For a system in which all forced
rules are non-interfering, if there are n forced rules then there would be maximum of
n clusters that could be formed in such a way. This algorithm basically computes the
equivalence classes induced by the interference relation, i.e., the reflexive transitive
closure of the interference relation.
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Algorithm 11: CLUSTER (A,R,U , I)
k := 1;
repeat
Take a rule (p, e) ∈ R unassigned to any cluster cl, l ≤ k;
ck := {(p, e)}; /* Assign the rule to a cluster */
r := {}; /* set to keep track of checked rules */
repeat
Take any rule (pi, ei) ∈ ck such that (pi, ei) /∈ r
r := r ∪ {(pi, ei)};
for all other rules (pj, ej) ∈ R and (pj, ej) ̸∈ any cluster cl, l ≤ k do
if interferes((pi, ei), (pj, ej)) then
ck := ck ∪ {(pj, ej)};
end
end
until ck = r;
k := k + 1;
until all rules in R are assigned a cluster ;
return all clusters;
In the clusters obtained from this algorithm, all rules interfere with at least one other
rule in the same cluster. This algorithm has to go through each rule to check if it
interferes with any other rule. So if there are m rules, and n state variables, the time
complexity of this algorithm isO(m2n2) as it also uses Algorithm 8 to test interference.
Rules in a cluster do not interfere with any rule outside their own cluster. That
means union of two clusters is also a cluster as rules in the union would not interfere
with any rules outside that the union.
Now non-interfering rules do not have any influence over termination as termination
requires at least two rules with interfering effects. They also do not affect confluence
as, from Lemma 8, if a non-interfering rule is fired in any maximal execution the
literals in its effect hold in all maximal executions. So, as these rules have influence
neither on termination nor on confluence, we must focus only on analysing the
clusters with multiple interfering rules and analyse their properties.
6.3 Analysis with Clusters
In this subsection we will see how properties of clusters can be used to determine
termination and confluence of the whole system under certain conditions. We first
look at definitions of terminating clusters and confluent clusters.
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Definition 32 (Terminating cluster). For a transition system (A,R,U , I), let Se
be the set of all e-reachable states. A cluster c ⊆ R is terminating if all executions
starting from any e-reachable state se ∈ Se using only rules (p, e) ∈ c are terminating.
Definition 33 (Confluent cluster). For a transition system (A,R,U , I), let Se
be the set of all e-reachable states. A cluster c ⊆ R is confluent if all executions
starting from any e-reachable state se ∈ Se using only rules (p, e) ∈ c are confluent.
Definition 34 (Mutually non-interfering clusters). If no rule from cluster c1
interferes with any rule from the cluster c2, then c1 and c2 aremutually non-interfering.
Algorithm 11 gives a set of clusters which are all mutually non-interfering. Now
take an example of a system with initial state I = {a,¬b,¬c,¬d}, no event rules,
and two mutually non-interfering clusters from the system, c1 = {(a, {b})} and
c2 = {(b, {c}), (¬c, {d})}. Each cluster taken separately is confluent, but their union
is not. This is because the rule in c1 can make a rule in c2 applicable. Similarly, for
a system with initial state I = {a,¬b,¬c,¬d}, no event rules, and two mutually non-
interfering clusters from the system, c1 = {(a, {b})} and c2 = {(b, {c}), (c, {¬c})},
each cluster taken separately is terminating, but their union is not.
Lemma 14. The union of two mutually non-interfering confluent clusters is conflu-
ent if for all variables x in the effects of the rules of one cluster, x does not occur in
the precondition of the rules in the other cluster.
Proof. For the system (A,R,U , I), let c1 ⊆ R and c2 ⊆ R be two mutually non-
interfering confluent clusters such that for all x in the effects of the rules of one
cluster, x does not occur in the precondition of the rules in the other cluster. Let
Se be the set of all e-reachable states for the system (A,R,U , I). For executions
starting from any se ∈ Se, let sf1 be a reachable state in any execution using only
rules from confluent cluster c1 as c1 is confluent. So for all x such that se(x) ̸= sf1(x),
x ∈ e or ¬x ∈ e for some (p, e) ∈ c1. The rules in c1 and c2 do not interfere with
each other and also according to the theorem statement, the effects of rules in one
cluster cannot make TRUE the precondition of the rules in other cluster. So even if
the rules from cluster c2 are fired, it cannot make rules from c1 applicable.
For the same se ∈ Se, let sf2 be a reachable state in any execution using only rules
from c2. Following the same reasoning, for all x such that se(x) ̸= sf2(x), x ∈ e or
¬x ∈ e for some (p, e) ∈ c2, and no rule in c2 can be made applicable due to rules in c1.
So for any execution starting from se using rules from c1 ∪ c2 , there exists a state
sf such that sf(x) = sf1(x) for all x such that se(x) ̸= sf1(x), and sf(x) = sf2(x)
for all x such that se(x) ̸= sf2(x). As a result, the system is confluent with sf being
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reachable from all reachable states for executions starting from se.
This result is valid for executions starting from any e-reachable state. Hence, the
union of two mutually non-interfering confluent clusters is a confluent cluster if for
all variables x in the effects of the rules of one cluster, x does not occur in the
precondition of the rules in the other cluster.
Theorem 15. The union of any number of mutually non-interfering confluent clus-
ters is confluent if for all x in the effects of the rules of any cluster, x does not occur
in the precondition of the rules in any other cluster.
Proof. The proof is by mathematical induction in the number of clusters i.
Induction hypothesis: For i mutually non-interfering confluent clusters such that
for all x in the effects of the rules of any cluster, x does not occur in the precondition
of the rules in any other cluster, their union is confluent.
Base case i = 1: For one confluent cluster, it is trivial as the rules set is already
confluent.
Inductive step i ≥ 1: Lemma 14 proves this for the union of two clusters. Using
the induction hypothesis, let c1, c2, . . . , ci be the i mutually non-interfering confluent
clusters such that their union is also a confluent cluster. We need to prove that union
of this cluster with i+ 1th non-interfering confluent cluster ci+1 is confluent if for all
x in the effects of the rules of any cluster, x does not occur in the precondition of
the rules in any other cluster.
Let c = c1 ∪ c2 ∪ · · · ∪ ci. This is confluent and as all clusters are mutually non-
interfering, we can treat this as one cluster whose rules do not interfere with rules
in ci+1. Also as no variable x in the effects of the rules of one cluster occurs in the
precondition of the rules in the other cluster for both c and ci+1, we can say that
c ∪ ci+1 is confluent from Lemma 14.
Hence the union of any number of mutually non-interfering confluent clusters is
confluent if for all x in the effects of the rules of any cluster, x does not occur in the
precondition of the rules in any other cluster.
Lemma 16. The union of two mutually non-interfering terminating clusters is
terminating if for all variables x in the effects of the rules of one cluster, x does not
occur in the precondition of any rule in any other cluster.
Proof. For the system (A,R,U , I), let c1 ⊆ R and c2 ⊆ R be two mutually non-
interfering terminating clusters such that for all x in the effects of the rules of one
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cluster, x does not occur in the precondition of the rules in the other cluster. Let Se
be the set of all e-reachable states for the system (A,R,U , I). The rules in c1 and c2
do not interfere with each other and also according to the theorem statement, the
effects of rules in one cluster cannot make TRUE the precondition of the rules in
other cluster. This means rules in one cluster cannot make the rules in other cluster
applicable. Also both clusters are terminating. So for any execution from e-reachable
state se ∈ Se only finite number of rules from c1 will be fired, as rules from c2 cannot
make any additional rule from c1 applicable. Similarly, for any execution from the
same e-reachable state se ∈ Se only finite number of rules from c2 will be fired, as
rules from c1 cannot make any additional rule from c2 applicable. So only finite
number of rules will be fired in any execution starting from any e-reachable state
using rules from both c1 and c2. This result is valid for executions starting from any
e-reachable states. Hence, c1 ∪ c2 is terminating.
Theorem 17. The union of any number of mutually non-interfering terminating
clusters is terminating if for all variables x in the effects of the rules of one cluster,
x does not occur in the precondition of any rule in the other cluster.
Proof. The proof is by mathematical induction in the number of clusters i.
Induction hypothesis: For i mutually non-interfering terminating clusters such
that for all x in the effects of the rules of any of the clusters, x does not occur in the
precondition of the rules in any other cluster, their union is terminating.
Base case i = 1: For one terminating cluster, it is trivial as the rules set is already
terminating.
Inductive step i ≥ 1: Lemma 16 proves this for the union of two clusters. Using
the induction hypothesis, let c1, c2, . . . , ci be the i mutually non-interfering termi-
nating clusters such that their union is also a terminating cluster. We need to prove
that union of this cluster with i+ 1th non-interfering terminating cluster ci+1 is also
terminating if for all x in the effects of the rules of any cluster, x does not occur in
the precondition of the rules in any other cluster.
Let c = c1 ∪ c2 ∪ · · · ∪ ci. This is terminating and as all clusters are mutually
non-interfering, we can treat this as one cluster whose rules do not interfere with
rules in ci+1. Also as no variable x in the effects of the rules of one cluster occur in
the precondition of the rules in the other cluster for both c and ci+1, we can say that
c ∪ ci+1 is terminating from Lemma 16.
Hence the union of any number of mutually non-interfering confluent clusters is
terminating if for all x in the effects of the rules of any cluster, x does not occur in
the precondition of the rules in any other cluster.
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Testing if the clusters are internally confluent or terminating is still in PSPACE. The
approximation method and finding clusters of interfering rules may bring the difficulty
of the problem low enough that it can be tested in reasonable time, but the problem
is still PSPACE-complete. In the worst case, the approximations reduce nothing and
the entire rule set is just one big cluster, which is exactly our original problem. Also
the clusters can be internally terminating, but not confluent or confluent but not
terminating. These properties are not related with one another as mentioned before.
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7 Conclusion and Future Work
This thesis has been a preliminary investigation for rule analytics, mainly conflu-
ence and termination problems, pertaining to condition-effect rules for the EIAI
project. The focus in this thesis was on a rule model with only Boolean facts as
datatype. Confluence and termination problems for such kind of rule model are
PSPACE-complete. We also looked into certain practical aspects such as events
which do not affect the PSPACE complexity of these problems. Finding bounds,
however, is in PSPACE for a rule model with events, while it is in P and NP if we
limit the analysis to constant and polynomial bounds respectively, for a rule model
without events. Finally, we presented algorithms for some tractable cases which can
be applied in practical applications. A rule model with all non-interfering rules can
be analyzed in PTIME, while rule model with interfering rules is much more complex.
We discussed an approximation method to find out which rules can be fired in the
system and clustering method to make the problems easier to solve for certain rule
models. This section is not exhaustive and more tractable cases should be studied in
future.
The next step is to analyse these problems for a rule model with conditional effects
consisting of if-else statements and then move to more complex rule models with
other datatypes such as integers and reals.
Another important aspect to look into is incremental method of analysis. Currently
all analysis has to be done again for any modification such as addition of a rule or
removal of a rule in the rule model. In future, we would like to look into methods
in which the previous analysis result still stays valid and supplements in speeding
the analyses of the modified rule model. We would also like to look into convergent
systems, which are both terminating and confluent, and study if checking one of the
termination or confluent properties helps deciding the other, i.e., to test if there is
any relationship between termination and confluence.
Priority among rules is something we have not discussed in this thesis. The rules in our
rule model do not have any inherent priority. Our focus has been on non-determinism
in the execution sequence. One of the applicable rules is non-deterministically chosen
to fire. But if there is some ordered priority among applicable rules in each state
of the system, the rules can only be fired in a certain order (or some rules may not
fire at all). This brings some determinism to the execution and the system might be
made both terminating and confluent based on how the priorities are assigned to the
rules. This is something that can be studied further especially for intractable cases
in the presence of interfering rules.
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