Abstract. In this paper we present an e cient, stable and parallelizable direct method for the solution of the (inde nite) linear algebraic systems that arise in the solution of fourth order partial di erential equations (PDEs) using mixed nite element approximations. The method is intended particularly for use when multiple right-hand sides occur, and when high accuracy is required in these solutions. The algorithm is described in some detail and its performance is illustrated through the numerical solution of a biharmonic eigenvalue problem: where the smallest eigenpair is approximated using inverse iteration after discretization via the Ciarlet-Raviart mixed nite element method.
Introduction
Fourth order partial di erential operators play a signi cant role in modeling a wide variety of physical processes. For example, the clamped plate problem and the buckling plate problem, which arise in the theory of plates and shells 34] are important equations used in the design of structures. However, in comparison with second order operators, a relatively small amount of literature is dedicated to such problems. Nevertheless, a variety of numerical procedures for solving fourth order problems have been investigated, usually based upon the Rayleigh{Ritz method, using either high-order polynomial approximations or di erent nite element formulations (see, for example, 5 When high-order polynomials are used, the resulting linear algebra typically requires the solution of dense systems of equations for which standard Gaussian elimination schemes are appropriate. We do not consider such cases in this paper. Instead we focus on the use of nite element techniques. When using conforming elements these techniques fall into essentially two distinct classes: either a standard weak form of the di erential equation may be obtained (by two applications of the divergence theorem) yielding a problem whose solution lies in H 2 , or a mixed method may be used in which a secondary variable is used to directly approximate the second derivative of the primary variable. This latter problem has a solution in H 1 H 1 which means that a nite element solution may be sought based upon straightforward C 0 Lagrangian elements 14], 33], 38]. The former problem requires the use of C 1 nite elements (e.g. 2], 6], 14]) which are not so simple to work with in more than one dimension. Since, for this paper, we are concerned with problems in greater than one dimension (mainly two dimensions in fact), we now restrict attention to a mixed nite element method based upon C 0 elements. The purpose of the paper is to propose an e cient 1 direct solver for the resulting algebraic equations which makes use of the underlying structure of this mixed nite element formulation.
In the next section we provide some motivation for wishing to use a direct, rather than an iterative, linear solver by describing a family of biharmonic eigenproblems. The use of inverse iteration (for example) leads to a sequence of linear systems to be solved: each with the same inde nite matrix but a di erent right-hand side. Moreover, it is demonstrated that very high accuracy is required in the solution of these systems in order to get an accurate representation of the fundamental eigenfunction. Section 3 then outlines the particular nite element discretization that we wish to consider, which is originally due to Ciarlet and Raviart 15] . Despite the fact that the biharmonic problem is self-adjoint and elliptic, this mixed nite element formulation is shown to give rise to an inde nite algebraic system which is known to be highly ill- conditioned 23] . Recently, a number of authors have considered the solution of these linear systems using iterative techniques based upon e cient multigrid algorithms (see 23] , 29] , 35] for example). These methods appear to perform well in terms of their speed and low storage requirements, however, they do require the existence (or construction) of a multilevel mesh hierarchy which is not always convenient. Moreover, when multiple right-hand sides must be solved for, and very high accuracy is required, there are clearly potential advantages to be gained from using a direct, rather than an iterative, technique.
Having provided some motivation in Sections 2 and 3, Section 4 introduces details of the direct method that we propose for this class of inde nite system. It is based upon permuting the initial system to a block tridiagonal form, and then applying block Gaussian elimination on this system. The memory requirements are minimized by exploiting the sparsity pattern of the coe cient matrix and, because of the e cient re-use of data obtained in the process of factorization, the method is suitable for problems with multiple right-hand sides. The proposed method shows high accuracy when tested on a range of problems, as demonstrated in Section 5, and performs more e ciently than the use of sparse direct solvers on the original linear systems (also shown in Section 5). The paper concludes with a brief discussion of the algorithm presented, including issues such as its e cient parallelization (using the standard LAPACK libraries for example, see 1]) and the possible use of fast Laplacian solvers on regular structured grids.
A fourth order eigenvalue problem
This section is intended to provide the motivation for the rest of the paper by introducing some practical problems for which the discretized biharmonic equation must be solved on unstructured meshes, with multiple right-hand sides and to a very high level of accuracy. There are likely to be other situations where the same requirements arise, such as in iterative design processes for example, but we do not consider these here.
Consider the following two biharmonic eigenvalue problems:
2 u = u in ; u = @u @n = 0 on @ ; (1) which is usually referred to as the clamped plate eigenproblem, and 2 u = ? u in ; u = @u @n = 0 on @ ;
2 which is the buckling plate eigenproblem 34]. These problems have some interesting features. In particular, the eigenfunctions corresponding to each of the eigenvalues in these problems may be shown to possess extreme oscillatory behaviour near to any su ciently small corners of the domain . The rst numerical evidence of this behaviour dates from 1972 when Bauer and Reiss 4] reported this e ect for the eigenfunction corresponding to the smallest eigenvalue of the clamped plate problem on the unit square. However, because this e ect only occurs in areas where the eigenfunction values are exceptionally small (relative to values near the centre of the domain), the result was thought to be surprising and was questioned at that time. Nevertheless, later theoretical results (e.g. 8], 16], 17], 24], 25]), as well as more accurate computations ( 37] ), con rmed this initial work to be correct.
For a full discussion of the oscillatory structure of the solutions to (1) near a corner the reader is referred to 16], which builds upon the earlier papers 8] and 24] (see also 25]). By considering asymptotic expansions for the eigenfunctions, u, of (1) along the symmetry line of a corner of the domain (with internal angle ), a number of results may be derived. In particular, if r n is the distance along the symmetry line to a local extremal value of u and s n is the distance to a zero of this function, where n increases with decreasing distance from the corner, then it may be shown that r n r n+1 s n s n+1 exp( = );
as n ! 1. Here is the imaginary part of the complex solution p = + i of the transcendental equation p ? 1 + sin((p ? 1) ) sin = 0 (4) which has the smallest real part. In addition the ratio of the magnitudes of the consecutive extrema can also be derived asymptotically as t n t n+1 r n r n+1
as n ! 1. (Note that (4) has only real solutions if > 0:8128 = 146 30 0 , from which it may be concluded that the oscillations are only present for angles smaller than this critical value.) In recent years many authors have tried to verify numerically these theoretical results using a variety of computational techniques (see, for example, 5], 12], 22], 37]). Since the oscillatory features occur very close to the corners and are damped out very quickly, most of these attempts have, due to discretization errors and numerical inaccuracy, failed to nd more than one sign change. Clearly this is not su cient to verify equation (3) . A notable exception to this is the recent paper of Bj rstad and Tj stheim ( 7] ) in which the authors report ve correct sign changes for the principal eigenfunction. For this work a spectral Legendre{Galerkin method is used and computations are performed using quadruple precision arithmetic.
The above considerations demonstrate that the solutions to eigenproblems of the form (1) or (2) on domains which contain corners of su ciently small internal angles ( < 0:8128 in two dimensions for example) can be highly oscillatory in the neighbourhood of these corners. Moreover, as one approaches such a corner these sign changes become closer together and the magnitude of the function gets smaller. If a numerical method based upon the use of nite elements is to be able to resolve some of these oscillations therefore, it is clear that a very ne mesh is required close to these corners. Furthermore, the algebraic equations which result from such a discretization will need to be solved very accurately if the relative error in the magnitudes of the rst few oscillations is to be acceptable (since the size of the solution at these local extrema is many orders of magnitude smaller than it is away from the corners).
Before introducing our proposed direct method for the solution of these algebraic equations, which is designed to satisfy the above requirements, the next section brie y describes the nite element discretization. This is based upon the use of C 0 Lagrange nite elements and so may be applied on an unstructured mesh on an arbitrary polygonal domain in two dimensions. 3 The Ciarlet{Raviart mixed formulation Let us consider the biharmonic problem 2 u = f; (6) de ned on some domain in R 2 , subject to the Dirichlet boundary conditions u = @u @n = 0 on @ :
In (6) (9) and using Green's formula we may obtain a weak formulation of the original problem (6){ (7) 
where C is independent of h.
Consider the choice of bases f i g n b +ne i=1 for V h and f i g n b i=1 for W h , where i are the usual Lagrange \hat" functions of degree m and the degrees of freedom are enumerated so that those that lie on the boundary of are ordered last (from n b + 1 to n b + n e ). In 30], for example, it is shown that for m 2 the Brezzi stability conditions are satis ed for these spaces and in 15] the following asymptotic error estimate is given:
(11) (Note that one may also use spaces of di ering polynomial degree for V h and W h but for simplicity we do not discuss such a generalization here.) It is possible to rewrite Problem 3.3 as the following linear algebraic system (in block matrix form): The coe cient matrix in (12) is inde nite and is clearly not diagonally dominant. Moreover, this matrix becomes extremely ill-conditioned as the mesh parameter h ! 0. Hence the fast, stable and accurate solution of (12) is a task that presents signi cant di culties when the mesh becomes very ne.
Recall that when solving a biharmonic eigenproblem f takes one of the forms given in (8) . Hence (12) is really an algebraic eigenvalue problem. Assuming that the solutions of interest correspond to the smallest eigenvalues in magnitude then it is appropriate to apply an iterative technique such as the inverse power method or a Lanczos algorithm (see, for example, 21]). In either case it will be necessary to solve a system with the same coe cient matrix (the inde nite matrix of (12)) at each iteration. Since this matrix is sparse one possible approach would be to make use of iterative techniques, such as Krylov subspace methods for example (e.g. 21], 36]). However, when very high accuracy is required and the system is highly ill-conditioned these algorithms rely almost entirely on the quality of the preconditioner used. Good preconditioners for other mixed nite element problems, for solving Stokes' equations or the linear elasticity equations for example, have been successfully developed in recent years (see 32], 36]) but these clearly do not apply to systems of the form (12) which have very di erent spectral properties.
Another technique that may be considered is to solve the Schur complement system, in which (12) is reduced to KM ?1 K t u = f: (13) Now the coe cient matrix is symmetric and positive-de nite however it is still extremely illconditioned (with a condition number of O(h ?4 ) as h ! 0, 23]). Hence, for an iterative solver, the same di culties of nding an appropriate preconditioner arise here as for the original saddle-point problem. Moreover, lack of sparsity in the matrix KM ?1 K t , which is of dimension n b n b , prevents the use of a direct solver for (13) when the number of unknowns is large.
Probably the most successful approach that has been used to solve systems of the form (12) and (13) are multigrid algorithms. Details of how the multigrid approach may be applied to such problems can be found in 23], 30] for example. These algorithms are capable of producing very accurate solutions however they are most e cient when only moderate accuracy is required (in which case fewer cycles need to be completed). Their major disadvantage however is the need for a hierarchy of grids to be present, which can be a major complication (and signi cant overhead) when non-uniform meshes are required on complex geometries. Also, like other iterative approaches, the multigrid solvers in 23], 30] do not use any information from the rst solution of a problem to improve the e ciency of subsequent solves using the same matrix with a di erent right-hand vector.
This therefore leads us to consider the use of direct methods for the solution of multiple systems of the form (12) . Since the coe cient matrix is not diagonally dominant the use of sparse Gaussian elimination (or LU factorization) will require a pivoting strategy that ensures stability as well as a small amount of ll-in. There are a number of software tools that are designed for this type of problem (e.g. 18], 27]) however, of those that we considered here, we found the code called SuperLU ( 18] ) to be the most e cient. When compared with iterative techniques on the nite element grids described in Section 5 below, this code not only executed fastest but also provided results with a greater number of signi cant digits of accuracy.
We have not explicitly contrasted the performance of SuperLU against the multigrid approach of 23] since our objective is to consider methods appropriate for arbitrary unstructured grids which are as straightforward as possible to use. Nevertheless we have considered the asymptotic cost of this sparse direct method on systems of the form (12) as the mesh size h is decreased uniformly. Table 1 shows the number of oating point operations required by SuperLU for various uniform meshes when using piecewise polynomials of degree 3. As can be seen the solver appears to have a complexity of approximately O(n 1:8 ) for this class of problem (where n is the dimension of the linear system and the average value for the exponent is calculated from the three nest meshes), with a complexity of approximately O(n 1:3 ) for subsequent right-hand sides. This second asymptotic rate is similar to that obtained by the multigrid approach in 23] however the cost of the sparse factorization is somewhat greater. This factorization cost may be contrasted with the number of operations required to solve nite element discretizations of Laplace's equation on similar grids using SuperLU. These gures are given for piecewise cubic polynomial approximations in Table  2 . For these problems we observe an approximate cost of O(n 1:6 ) for the sparse factorization of a matrix of dimension n. It is this disparity that motivates the direct method that is described in the following section. Table 1 : The number of oating point operations required to factorize and solve (forward and backward substitution) n n systems of the form (12) resulting from piecewise cubic nite element discretizations of (6) on uniform grids. Here f and s are the exponents in work estimates of the form Cn for the factorization and the solution steps respectively.
A new direct method
In this section we introduce an e cient direct method for solving the system (12) . The approach is related to a technique which has been used in constrained optimization algorithms, (see 20] for example), and is essentially based upon a block Gaussian elimination in a manner which allows us to exploit the sparsity patterns arising from our particular application. Let us consider more carefully the sparsity pattern of the coe cient matrix of the system (12) where, for simplicity, only piecewise linear approximations are made to u and v in (9) in the rst instance. As in the previous section, denote by n b the number of interior nodes in the triangulation of , and by n e the number of nodes on the boundary @ . The sparsity pattern of the coe cient matrix corresponding to a 4 element by 4 element uniform mesh (hence n b = 9 and n e = 16) is shown on the Fig. 1 . The boundaries between the blocks denoted in (12) are marked by the second row and column of tick marks (after row and column 25). In addition another row and column of tick marks have been added to de ne a new block decomposition. This is created by splitting the blocks M and K in (12) is obtained. Observe that in (14) the block M i is of size n b n b , M b is of size n e n e , K i is of size n b n b and the interface rectangular blocks M c and K c have sizes n e n b and n b n e respectively. The unknown vector and the right-hand side are partitioned accordingly. (Note that when the mesh is large, unlike for Fig. 1 below, the number of nodes inside the body, n b , will be much greater than the number of nodes satisfying the essential boundary conditions, n e . In fact, for a two-dimensional problem, it will generally be the case that n b n 2 e as h ! 0.)
The system (14) may be simply rearranged by interchanging the rst and third row blocks and then eliminating the unknowns v i from this new third block of equations, to obtain
The system is now in block tridiagonal form and may be solved by means of Gaussian elimination (sometimes referred to in this special case of a tridiagonal (or block-tridiagonal) system as the Thomas method). This yields the following equations: 
Note that the unknown vector u must now be equal to Z 3 . Consequently, the algorithm for solving the linear system (14) can be organized in 3 macro steps as follows.
Step 1. The equations (16) may be rewritten as K i B 1 = ?K c ; K i Z 1 = ?f: (19) This is really a single system with n e + 1 right-hand sides which may be expressed as (20) The sparse matrix K i is symmetric and positive de nite. In order to solve the systems (20), we may therefore use sparse Cholesky factorization of the coe cient matrix K i with any ordering of the unknowns (e.g. for minimum ll-in or bandedness, etc.), followed by a forward and backsubstitution phase.
It should be noted that when it is necessary to solve the biharmonic problem (1) repeatedly for di erent right-hand side vectors, the coe cient matrix in (14) remains the same. This will enable us to re-use a signi cant amount of data calculated in the rst solve. At this stage, the sparse Cholesky factorization of the block K i and the matrix B 1 will remain unchanged, hence for subsequent calculations this step reduces to a single forward and back-substitution phase to obtain the vector Z 1 .
Step 2. We now consider equations (17 (21) The sizes of the matrices involved in (21) are as follows: M b + M c B 1 is of size n e n e , K t c is n e n b and M c Z 1 is n e 1. Consequently, the unknown matrices, B 2 and Z 2 , are of size n e n b and n e 1 respectively. Hence (21) may be considered as n b + 1 systems of n e equations, each with the same coe cient matrix. This coe cient matrix, M b + M c B 1 , is both dense and nonsymmetric. The conventional approach to solving (21) would therefore be to perform a full LU factorization of the coe cient matrix (with pivoting as necessary) followed by n b + 1 forward and backward substitutions. It may be observed however that since n b n e the forward and backward substitution phase is more time-consuming than the factorization (since it has complexity O(n b n 2 e ) which is greater than O(n 3 e )). Given that the matrix K t c on the right-hand side of (21) We may again note that many of the calculations in this step need only be performed once when the biharmonic equation is solved many times with di erent right-hand sides. In particular, since the coe cient matrix in (21) depends only upon the coe cient matrix of the original system, (12), the inverse need only be calculated once and than re-used. Consequently, on all subsequent applications of this algorithm, Step 2 reduces to just two matrix{vector multiplications in order to calculate the vector Z 2 .
Step 3. Finally, we consider the third block of equations (18) . These may be rewritten in the 
Here the matrix M t c +M i B 1 is of size n b n e , B 2 is n e n b and K t i is n b n b . The overall coe cient matrix is consequently of size n b n b . Similar considerations for the right-hand side show it to be an n b 1 matrix. Hence it is necessary to solve a single system of n b equations. At rst sight this appears to be prohibitively expensive since the coe cient matrix in (22) is both dense and non-symmetric, thus requiring O(n 3 b ) operations (and O(n 2 b ) memory locations) for a solution. Fortunately however a simple modi cation of formula (18) can lead to a signi cant reduction in the complexity of this step.
To compute the action of the inverse matrix (K t i + (M t c + M i B 1 )B 2 ) ?1 in (18) we may apply the Sherman{Morrison{Woodbury formula (see 21] for example) which gives a closed expression for the inverse of a rank k correction of an n n matrix. In the case where k n this formula can be very e cient. Given the matrices A 2 R n n and U; V t 2 R n k , we have (A + UV t ) ? (23) This means that it is possible to reduce the problem of inverting the original matrix A + UV t of size n n to the inversion of the matrix A plus inversion of the matrix I + V t A ?1 U of dimension k k. Note that in our case n = n b and k = n e (and recall that n e n b ). Moreover the matrix A = K t i is sparse, symmetric, positive-de nite and has already been factorized so this modi cation will be especially e cient here. it is possible to write equation (18) in the form Z 3 = (K t i + U 2 B 2 ) ?1 g: (24) Applying formula (23) to (24) Here we again bene t from not having computed B 2 explicitly since it is possible to express where I is the n e n e identity matrix. Phase 2d). Solve the system Y 3 X 2 = X 1 where Y 3 is of size n e n e and X 1 and X 2 are of size n e 1. The matrix Y 3 is dense and nonsymmetric so it is necessary to perform LU factorization (possibly with pivoting for stability) which requires O(n 3 e ) operations. This is then followed by forward and back-substitution.
Again it should be noted that the matrix Y 3 is dependent only upon matrices which do not include the right-hand side vector or the matrices Z 1 and Z 2 (which themselves depend upon the right-hand side). Therefore, in the calculations that involve solving multiple systems with the same coe cient matrix, phases 2a){2d) need be performed only once, for the rst right-hand side. For subsequent solves all that needs to be done at this substep is a single forward and back-substitution to calculate X 2 from the factorization of Y 3 .
3) Calculate X 3 = U 2 X 2 . The complexity of performing this dense matrix{vector multiplication is O(n b n e ) = O(n 3 e ). However, by replacing U 2 by M t c + M i B 1 , which is in turn equal to M t c ?
Given that the sparse factorization of K i is already known, this may be computed with a complexity of O(n b ) = O(n 2 e ) plus the cost of one forward and backward substitution using the sparse factors of K i . (In practice this forward and backward substitution is the dominant cost.) 4) Calculate Z 00 3 = (K t i ) ?1 X 3 . This may be expressed as K t i Z 00 3 = X 3 ; 12 which is a single system for which the coe cient matrix has already been factorized. Hence, only application of forward and back-substitution is necessary.
Step 3.3) Calculation of Z 3 = Z 0 3 ? Z 00 3 . Simple vector subtraction now allows us to calculate the required vector Z 3 (which is in fact the unknown vector u).
The complete algorithm outlined above is presented in Figure 2 (with f used to denote the right-hand side vector). In this gure the steps of the algorithm that need only be performed once when multiple right-hand sides are being solved for are displayed in bold. The column next to each step displays the asymptotic complexity of that step, where it is assumed that n b n 2 e , the cost of a sparse Cholesky factorization of the n b n b matrix K i is O(n f b ) and the cost of a single forward and backward substitution is O(n s b ). Note that it is assumed that s 1 when determining the dominant contributions to steps 3.1 and 3.10 in the gure. (Also note that the steps in the gure have been renumbered from those above for further clarity.) STEP 1 
Figure 2: Summary of the algorithm for solving (14) along with the asymptotic complexity of each step (note that n b n 2 e ). Those steps shown in bold need not be repeated when second or subsequent right-hand sides are solved for.
Although the derivation of this direct algorithm is described in terms of piecewise linear polynomial approximations, the use of higher order Lagrange polynomial nite element spaces has no signi cant e ect on either the algorithm itself or the asymptotic costs presented. (Where n b generalizes to be the total number of unknowns inside the body, or on a Neumann boundary, and n e the total number of unknowns on the essential boundary.)
Clearly the overall computational cost of the algorithm will depend upon the performance characteristics of the sparse solver used for the systems involving the symmetric positive-de nite matrix K i . In particular the most expensive step of the rst solve using this algorithm will have a complexity of either O(n f b ) (step 1. Table 2 suggests that when SuperLU ( 18] ) is used for the sparse solves f 1:6 and s 1:2, hence steps 1.2 and 3.5 are likely to dominate with an asymptotic cost of approximately O(n 1:7 b ). For second and subsequent right-hand sides the dominant terms will have a cost of O(n s b ) O(n 1:2 b ). Inspection of Table 1 suggests that there is likely to be a signi cant saving when using this new algorithm in comparison to the application of a general sparse direct solver to the original system.
Numerical results
In this section we report on the performance of the proposed algorithm when applied to linear systems of the form (14) obtained from the mixed nite element discretization of the biharmonic equation on unstructured grids (using SuperLU for the factorization and solution of systems involving K i ). In order to demonstrate the accuracy of the method we rst present some results for the biharmonic eigenvalue problem (1) on a unit square domain = (0; 1) 2 using piecewise cubic C 0 elements (since, by (11) , these are more accurate than piecewise linears or piecewise quadratics). These results are contrasted with the known analytic expressions for the ratio of the distance between zeros as a corner is approached, (3), and with the numerical results in 7] obtained using a high order spectral Legendre-Galerkin method with quadruple precision arithmetic. Having established the accuracy of the solver its complexity is then contrasted with that of SuperLU ( 18] ) applied to the full system (14) , which is the best alternative direct solver that we have been able to nd. All comparisons are given in terms of the number of oating point operations required, as in Tables 1 and 2 , so as to ensure that the results are neither platform nor implementation dependent. When = =2 the solution of equation (4) with smallest real part may be shown to be p = 3:739593284 + 1:11902448i. Hence, by substituting = 3:739593284 and = 1:11902448 into (3) and (5), we obtain r n r n+1 s n s n+1 16:567429848 and t n t n+1 36267:54987 (28) as n ! 1. (Recall from section 2 that r n is the distance along the bisector of the angle to the n th local extremal value of the eigenfunction u, t n is the magnitude of this extremum, and s n the distance to the n th zero.) In Table 3 we present some numerical results for the rst of these ratios, obtained by solving (1) on the unit square using piecewise cubic C 0 elements on a sequence of unstructured meshes over a quarter of the domain (making use of symmetry at x = 1=2 and y = 1=2 and applying appropriate Neumann conditions at these boundaries). N denotes the dimension of the linear system resulting from each of the non-uniformly re ned meshes, which are designed to allow greater resolution of the eigenfunction in the corner. Table 4 shows calculations of the same ratios for a di erent sequence of non-uniformly re ned meshes, on an eighth of the domain (utilizing further symmetry along the bisector of the corner). In each case the calculations are based upon the approximation of the principal eigenfunction (i.e. that which corresponds to the smallest eigenvalue) using inverse iteration, and the nal column of the tables is used to present the best numerical results obtained in 7] . The non-uniform meshes used to produce the other columns of these tables have a mesh size, h, of O(10 ?7 ) near the corner and O(10 ?2 ) near the centre of the domain; with a gradual transition between the two. The precise details of the meshes depend upon the exact grid sizes. Moreover, for the calculations on an eighth of the domain the mesh is divided using polar rather than Cartesian coordinates. Table 4 : The ratio of distances between consecutive zeros calculated using piecewise cubic C 0 elements on a sequence of non-uniformly re ned grids on an eighth of the unit square domain. Tables 3 and 4 reveals a good correspondence between our double precision nite element calculations and the quadruple precision spectral results presented in 7] . Furthermore, the ratios obtained in each of these cases are remarkably close to the asymptotic limit of 16:56742776 for the continuous problem (as given in (28)). It may also be observed from (28) that the ratio of the magnitudes, t n , of the consecutive extrema for this angle is comparatively large. Consequently the size of the oscillations decreases very rapidly as the corner is approached. For example, the magnitude of the fth extremum from the centre is approximately 10 ?23 times the size of the eigenfunction at the centre. This implies that very high accuracy is required in both the discretization and the direct solver in order to have any signi cant digits of accuracy in this value. Similar results to those in Tables 3 and 4 may also be obtained for the buckling plate problem (2) and so a similar degree of accuracy is also required: see 26] for details.
Inspection of
Further demonstrations of the accuracy of the method come from its application to more general domains (indeed justi cation for the use of the nite element method, rather than spectral techniques such as that in 7] for example, stems from its applicability to quite general geometries).
In 11] we present a number of applications of the solver described above on a variety of di erent domains (both convex and non-convex and with curved and straight boundaries). The common feature in each case being the requirement to solve systems with many right-hand sides to a very high numerical accuracy.
We now focus on the computational expense of the new direct solver that we propose. In particular, we wish to verify the claim made in the previous section that we expect to obtain better performance than by applying a sparse direct solver to the discrete fourth order system (14) directly. In Tables 5 and 6 results are presented for piecewise cubic approximations on the same two di erent sequences of meshes used to generate the ratios of distances between consecutive zeros (quoted in Tables 3 and 4 ). In each case the subscript f is used to denote the number of operations required for the rst solution of the system (14) and the subscript s denotes the number of operations required for each subsequent solve. \New" refers to the algorithm proposed in Section 4 (using SuperLU ( 18] ) to factor and solve the sparse positive-de nite systems) and SLU refers to the application of SuperLU directly to (14) . The ratios quoted allow comparison between the two approaches to be made. Note also that in each table the grid sizes quoted indicate only the number of intervals on each boundary of the domain, however, since the meshes are unstructured, the total number of degrees of freedom, N, gives a more accurate indication of the overall size of the problem. Table 6 : Computational costs, both absolute (measured in oating point multiplications) and relative (Ratio), of the proposed (New) algorithm and SuperLU (SLU) for the rst (f) and subsequent (s) solution of the system (14) obtained from piecewise cubic C 0 elements on a sequence of non-uniformly re ned grids on an eighth of the unit square domain.
Inspection of Tables 5 and 6 clearly shows that in each case the cost of subsequent solves is almost insigni cant in comparison to the cost of the rst solve. In addition, as the discrete systems become larger, the advantage of using the new algorithm becomes more and more signi cant. Moreover, these operation counts compare very favourably with the solution of (14) using other available software: either sparse direct ( 27] ) or iterative ( 21] , 32]).
Conclusions
In this paper we present a new e cient method for solving the linear algebraic system which arises from the mixed nite element approximation of the biharmonic problem. The method is based upon reducing the initial system to block tridiagonal form and then applying block Gaussian elimination. In this way we are able to exploit the sparsity of the blocks, allowing signi cant reductions in execution time and memory requirements in comparison with more general sparse direct solvers (although such solvers are used within the new algorithm). The approach is especially suitable for problems where the solution of multiple systems with the same coe cient matrix is required to a high level of accuracy, such as with biharmonic eigenvalue computations using inverse iteration or when solving the biharmonic equation with multiple load vectors.
Although the method introduced here is designed with unstructured nite element grids in mind it appears to also have some potential for use with structured grids, where fast Laplacian solvers (based upon cyclic reduction for example (e.g. 21])) might be used. Another area in which the work may be extended is in the parallel implementation of the algorithm. All of the substeps shown in Fig. 2 may be implemented in parallel: the main requirements being a parallel sparse direct solver (steps 1.1, 1.2, 1.3, 3.1, 3.2, 3.5, 3.10 and 3.11) and a parallel dense solver (steps 2.2, 3.8 and 3.9), along with a number of matrix{vector and matrix{matrix multiplications. Use of parallel BLAS or ScaLAPACK (see 1], 13]) would provide e cient implementations of all of these operations except for the sparse factorization and solve. It may be noted however that SuperLU, for example, has also been implemented in parallel 19] (or a parallel banded solver could be used), and so a complete parallel algorithm appears to be achievable in an e cient manner.
