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Résuḿe : Dans le contexte des Processus de Décision Markoviens (PDM)̀a grands espaces d’états avec
approximation lińeaire de la fonction de valeur, nous proposons un nouvel algorithme, Least-Squaresλ
Policy Iteration (LSλPI), qui ǵeńeralise et h́erite des propríet́es int́eressantes de deux algorithmes exis-
tants :λ-Policy Iteration (λPI) (Bertsekas & Ioffe, 1996) et Least-Squares Policy Iteration (LSPI) (La-
goudakis & Parr, 2003). Si le paramètreλ deλPI permet, comme dans la plupart des algorithmes du
domaine, de faire un compromis biais-variance dans l’évaluation d’une politique, il introduit́egalement
de l’optimisme dans un schéma de type it́eration sur les politiques. A la manière de LSPI, l’algorithme
que nous proposons ne nécessite pas de géńerer de nouveaux́echantillonsà chaque changement de
politique (il est off-policy), les utilise de manière efficace (c’est une ḿethode du second ordre) et n’a
pas besoin de disposer d’un modèle du PDM. Nouśetablissons un résultat analytique très ǵeńeral qui
montre qu’il est raisonnable d’introduire de l’optimisme dans un schéma PI, dans le sens où il garantit
la performance de la politique lorsque l’erreur d’approximation est conrôlée à chaque it́eration. Ce
résultat s’applique en particulierà LSλPI. Finalement, nous vérifions empiriquement sur un problème
simple de type chaı̂ne d’́etats et sur le jeu de Tetris l’intér̂et de ce nouvel algorithme, en montrant que
le param̀etreλ permet d’aḿeliorer la convergence et la performance de la politique obtenues par LSPI.
Introduction
Nous consid́erons la question de résoudre des Processus Décisionnels de Markov (PDM) de manière ap-
proch́ee, dans le cas où la fonction de valeur est estimée par une architecture linéaire et̀a l’aide d’́echantillons,
typiquement lorsque l’espace d’états est trop grand pour une résolution exacte.
TD(λ) avec approximation lińeaire (Sutton & Barto, 1998) est un algorithme fondateur de la communaut́e
de l’apprentissage par renforcement. Il estime la fonctionde valeur en utilisant les différences temporelles
d’une trajectoireéchantillonńee, et un param̀etreλ ∈ [0, 1] contr̂ole la profondeur des mises̀a jour de
la fonction de valeur. Avec les grandes valeurs deλ, l’estimation d́epend fortement des trajectoires ob-
serv́ees et a donc une variance plus importante. Lorsqueλ est petit, on accorde au contraire plus de cr´ dit
à l’approximation courante de la fonction de valeur et moinsauxéchantillons observ́es, ce qui introduit un
biais qui ralentit la convergence. Cecompromis biais-variancede TD(λ) a ét́e étudíe analytiquement dans
Kearns & Singh (2000).
L’algorithme TD(λ) est une approximation du premier ordre et présente par conséquent deux inconv́enients.
Il ne tire pas le meilleur usage des informations données par leśechantillons, et requiert l’usage d’un
param̀etre facteur d’apprentissage qui s’avère souvent difficilèa ŕegler. Les ḿethodes dites dusecond
ordre ou aux moindres carrés telles que LSTD(0) (Bradtke & Barto, 1996), LSTD(λ) (Boyan, 2002) et
LSPE(λ) (Nedíc & Bertsekas, 2003; Yu & Bertsekas, 2009) ont pour but de pallier ces inconv́enients. Elles
construisent explicitement un système lińeaire qui caractérise la solution vers laquelle un algorithme du
premier ordre convergerait, mais elles exploitent les informations deśechantillons de manière plus efficace
et ne ńecessitent en ǵeńeral pas de facteur d’apprentissage. Ainsi, le nombre d’it´ rations ńecessaires pour
converger est plus faible en pratique, mê e si chaque itération a une complexité deO(p2) au lieu deO(p),
où p est la dimension de l’architecture linéaire. De plus, il áet́e argument́e analytiquement et empirique-
ment (voir par exemple Boyan (2002); Schoknecht (2002); Yu &Bertsekas (2009)) que les méthodes du







































TD(λ) (Sutton & Barto, 1998) ×
LSTD(0) (Bradtke & Barto, 1996) ×
LSTD(λ) (Boyan, 2002) × ×
LSPE(λ) (Yu & Bertsekas, 2009) × ×
λPI (Bertsekas & Ioffe, 1996) × × ×
LSPI (Lagoudakis & Parr, 2003) × ×
LSλPI × × × ×
FIGURE 1 – Principales caractéristiques des travaux de l’état de l’art : avec ou sans paramètre de compromis
λ, avecévaluation optimiste de la fonction de valeur ou non, dans lecontexte des moindres carrés ou non,
et avećevaluation off-policy ou non. LSλPI peutêtre vu comme une géńeralisation optimiste de LSPI avec
un param̀etreλ, comme une approximation du second ordre et off-policy deλPI, ou encore comme une
variante avec contrôle optimiste et off-policy de LSPE(λ).
Alors que l’algorithme LSTD(λ) (Boyan, 2002) est une version du second ordre de TD(λ), LSPE(λ) (Yu
& Bertsekas, 2009) s’inspire d’un algorithme moins connu,λ-Policy Iteration (λPI), propośe par Bertsekas
& Ioffe (1996). Siλ permet ici aussi de faire un compromis biais-variance, il joueégalement un autre rôle.
λPI est un algorithme qui ǵeńeralise les deux algorithmes classiques de la programmation dynamique Value
Iteration et Policy Iteration pour calculer une politique optimale :λ correspond icìa la taille du pas effectúe
en direction de la fonction de valeur de la politique que l’onévalue (λ = 0 correspond̀a Value Iteration,
tandis queλ = 1 correspond̀a Policy Iteration). Ainsi, pourλPI, une valeur deλ < 1 permet d’introduire
une forme d’optimisme1, dans le sens òu on ne cherche plus̀a calculer entìerement la valeur de la politique
courante, mais seulementà s’en approcher avant de changer de politique.
Les approches du second ordre que nous venons de mentionner,l rsqu’elles utilisent un param̀etreλ pour
faire un compromis biais-variance, estiment la fonction deval ur de façon on-policy, c’est-à dire en utilisant
deséchantillons ǵeńeŕes par la politiquèa évaluer. Nous nous intéressons dans cet articleà l’évaluationoff-
policy, c’est-̀a-dire l’évaluation d’une politiquèa partir d’́echantillons quelconques. Une telleévaluation
est int́eressante car elle peut s’inscrire dans un cadre d’it´ ration sur les politiques sans avoirà reǵeńerer
deséchantillons̀a chaque it́eration. C’est une id́ee qu’on retrouve dans LSPI (Lagoudakis & Parr, 2003),
la différence essentielle avec l’algorithme que nous allons pré enter iciétant que LSPI n’introduit pas
d’optimisme via un param̀etreλ.
Après avoiŕevoqúe des caractéristiques qui nous ont paru intéressantes dans les algorithmes de la littérature
(compromis biais-variance, optimisme,évaluation du second ordre, off-policy et donc possibilité d’itérer sur
les politiques sans reg´ ńerer deśechantillons), nous pouvons dire de l’algorithme que nous allons pŕesenter,
Least-Squaresλ Policy Iteration (LSλPI), qu’il està notre connaissance le premierà toutes les posséder. La
figure 1 liste les principaux travaux avec lesquels LSλPI est líe et ŕesume leurs caractéristiques. LSλPI peut
être vu comme une géńeralisation de LSPI avec un paramètreλ qui établit un compromis biais-variance
et ajoute de l’optimisme, comme une version du second ordre et off-policy deλPI, ou comme une version
avec it́eration sur les politiques et off-policy de LSPE(λ).
La suite de cet article est organisée de la manière suivante. Dans la section 1, après avoir introduit les
notations, nous présentons l’algorithmeλPI dans le cas exact. Dans la section 2, nous considérons le cas
approximatif : nous d́etaillons LSλPI et nous d́ecrivons un ŕesultat de convergence g´ ńeral des algorithmes
optimistes avec approximation (dontλPI fait partie). Enfin, la section 3 présente des expériences illustrant
LSλPI et montrant l’int́er̂et d’introduire ce nouveau paramètreλ par rapport̀a LSPI.
1. Une notion d’optimisme analogue (quoiqu’un peu plus extrême) est d́ecrite par Bertsekas & Tsitsiklis (1996), chapitres 5.4 et
6.4. Nous reprenons ce terme dans le sens où l’on change de politique avant d’avoir fini de calculer la valeur de la politique pŕećedente.
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1 λ-Policy Iteration dans le cas exact
Nous introduisons ici les notations que nous utiliserons etnous pŕesentons une vue d’ensemble deλPI
dans le cas exact. Le lecteur pourra se réf´ rerà Bertsekas & Ioffe (1996) pour une description plus détaillée
de cet algorithme.
1.1 Notations utiliśees
Le cadre des Processus Décisionnels de Markov (PDM) permet de formaliser le contrˆ le optimal stochas-
tique, qui consid̀ere un agent devant prendre des d´ cisions afin de maximiser un signal de récompense sur
le long terme. Un Processus Décisionnel de Markov est défini comme un quadruplet(S,A, P,R) où :
– S est l’espace d’́etats ;
– A est l’espace d’actions ;
– P est la fonction de transition :P (s, a, s′) est la probabilit́e d’arriver dans l’́etats′ sachant que l’on est
dans l’́etats et que l’on effectue l’actiona.
– R est la fonction de ŕecompense :R(s, a, s′) ∈ R est la ŕecompense reçue en effectuant l’actiona ∈ A
depuis l’́etats ∈ S et en arrivant dans l’états′. On utilisera la notation simplifíeeR(s, a) pour d́esigner
la récompense moyenne d’un coupleétat-action :R(s, a) =
∑
s′∈S
P (s, a, s′)R(s, a, s′)
La dynamique du système v́erifie la propríet́e de Markov, c’est-̀a-dire que les probabilités de transitions
dépendent de l’́etat courant et de l’action choisie uniquement, et pas desétat pŕećedemment visit́es. Une
politique est une fonctionπ : S → A qui associèa chaquéetat l’action correspondante :π(s) = a. On
utiliseraégalement la notationπ(s, a), avecπ(s, a) = 1 si π(s) = a et 0 sinon2. La fonction de valeur
d’une politiqueπ est la fonctionQπ : S ×A → R qui associèa chaque couplétat-action3 l’espérance du
cumul des ŕecompenses que l’on peut obtenirà partir de cet́etat, en effectuant cette action et en suivant la
politiqueπ ensuite :





∣∣∣∣∣ s0 = s, a0 = a, at = π(st) pourt ≥ 1
]
oùγ ∈ [0, 1] est unfacteur d’actualisationpermettant de diminuer l’importance des r´ compenses lointaines.
Si la propríet́e de Markov est v́erifiée, une propriét́e fondamentale de la fonction de valeur est le fait qu’elle
vérifie uneéquation ŕecursive,l’ équation de Bellman(Bellman, 1957) :
Qπ(s, a) = R(s, a) + γ
∑
s′∈S
P (s, a, s′)Qπ(s′, π(s′)). (1)
Ainsi, la valeur d’un couplé tat-action d́epend de la ŕecompense imḿediate et de la valeur des´ tats suivants.
Cetteéquation ŕecursive est le fondement de nombreux algorithmes liés aux PDM. On peut la réécrire de
manìere condenśee en introduisant l’oṕerateur de BellmanBπ défini pour tout vecteurQ par
BπQ = R+ γPπQ









et Pπ est la matrice de transition du PDM induite par le choix d’uneaction donńee suivie de la politique
π ensuite :Pπ(s, a, s′, a′) = P (s, a, s′)π(s′, a′). Cet oṕerateurBπ est contractant (Puterman, 1994) et son
unique point fixe est la fonction de valeurQπ. Ainsi,Qπ est la seule fonction de valeur qui vérifie l’équation
de BellmanBπQ = Q.
2. On utilise dans cet article uniquement des politiques déterministes.
3. On consid́ere uniquement des fonctions de valeur définies sur l’espace des couplesétats-actions car nous cherchonsà apprendre
une politique sans utiliser de modèle du PDM. Cependant, notre description deλPI s’appliquéegalement pour des fonctions de valeur
définies sur l’espace d’états seul.
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On noteQ∗ la fonction de valeur optimale, qui associeà chaque couplétat-action la meilleure espérance
possible des ŕecompenses.
Q∗(s, a) = max
π
Qπ(s, a).
Il peut exister plusieurs politiques optimales, qui partagent alors cette fonction de valeur. Si l’on connaı̂t





Nous utiliserons la notationπ = glouton(Q) pour d́esigner une politique gloutonne par rapportà Q.
La fonction de valeur optimale vérifie elle aussi unéquation ŕecursive,l’ équation d’optimalit́e de Bell-
man(Bellman, 1957) :





P (s, a, s′)Q∗(s′, a′)
)
. (2)
Là aussi, on peut introduire un opérateur, not́eB :





P (s, a, s′)Q(s′, a′)
)
(3)
et l’équation (2) peut se réécrire de manìere condenśee :BQ∗ = Q∗. L’opérateurB est contractant (Puter-
man, 1994) et son unique point fixe est la fonction de valeur optimaleQ∗. Q∗ est donc la seule fonction de
valeur v́erifiantBQ = Q. Ces deux oṕerateurs permettent notamment d’exprimer le fait qu’une politique
π est gloutonne par rapportà une fonction de valeurQ : on a dans ce casBQ = BπQ. Nous passons
maintenant̀a la pŕesentation des algorithmes qui permettent de calculer la fonction de valeur optimale.
1.2 Value Iteration
L’algorithme Value Iteration (Bellman, 1957), issu de la programmation dynamique, est l’un des algo-
rithmes standards des PDM. Nous le pr´ sentons ici (Algorithme 1) sous un angle particulier, qui permettra
de mieux mettre eńevidence le lien avecλPI.




k ← k + 1
jusqu’ à ‖Qk+1 −Qk‖∞ < ǫ
‖·‖∞ désigne la norme infinie sur l’espace des fonctions de valeur,c’est-̀a-dire‖Q‖∞ = max(s,a) |Q(s, a)|.
À chaque it́eration, la politiqueπk+1 est choisie comme la politique gloutonne par rapportà Qk, puis la
valeur suivanteQk+1 est calcuĺee en appliquant une fois l’opérateur de Bellman sur la valeur couranteQk.
CommeBπk+1Qk = BQk, chaque it́eration revient en fait̀a appliquer l’oṕerateur d’optimalit́e de Bellman
B présent́e plus haut. Comme cet opérateur est contractant et que son unique point fixe est la fonction de
valeur optimaleQ∗, l’algorithme converge vers la valeur optimale.
1.3 Policy Iteration
Avec l’algorithme Policy Iteration (Bellman, 1957), la politique πk+1 est choisie comme la politique
gloutonne par rapport̀aQk, puisQk+1 est calcuĺee comme la valeur de la politiqueπk+1 (Algorithme 2).
Pour cela, on peut appliquer successivement l’opérateurBπk+1 jusqu’̀a atteindre son point fixe qui est la
valeur de la politiqueπk+1, ce qui est́equivalentà ŕesoudre l’́equation de Bellman (équation (1)) analy-
tiquement. La phase d’évaluation est plus coûteuse en ǵeńeral que celle de Value Iteration puisqu’il faut
appliquer un grand nombre de fois l’opérateur de Bellman. En contrepartie, Policy Iteration nécessite en
géńeral moins d’it́erations pour converger.
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k ← k + 1
jusqu’ à πk+1 = πk
1.4 Modified Policy Iteration
Un algorithme interḿediaire entre Value Iteration et Policy Iteration consisteà appliquer l’oṕerateur de
Bellman un nombre d́etermińe de foism. Ainsi, on ne calcule pas entièrement la valeur de la politique
couranteπk (contrairement̀a Policy Iteration), mais on peut s’en approcher plus rapidement qu’avec Value
Iteration. Cette ḿethode est intituĺee Modified Policy Iteration (Puterman, 1994) et est détailléeà l’Algo-
rithme 3. Lorsquem = 1, on retrouve Value Iteration, et lorsquem→∞, on retrouve Policy Iteration.







k ← k + 1
jusqu’ à ‖Qk+1 −Qk‖∞ < ǫ
1.5 λ-Policy Iteration
λ-Policy Iteration (λPI), introduit par Bertsekas & Ioffe (1996), propose une autre manìere de ǵeńeraliser
Value Iteration et Policy Iteration. Comme dans les algorithmes pŕećedents, la nouvelle politiqueπk+1 est
choisie comme la politique gloutonne surQk, puis on calcule une nouvelle fonction de valeurQk+1. Un
param̀etreλ ∈ [0, 1] sṕecifie si la misèa jour de la fonction de valeur est plus proche de Policy Iteration
(λ = 1) ou de Value Iteration (λ = 0). λ correspond̀a la taille du pas effectúe en direction deQπk+1 . Les
auteurs de l’algorithme ont introduit un opérateur not́eMk et d́efini à chaque it́erationk pour tout vecteur
Q par
MkQ = (1− λ)Bπk+1Qk + λBπk+1Q. (4)
Intuitivement, cet oṕerateur peut̂etre vu comme une applicationamortiede l’opérateur de BellmanBπk+1 .
Ils ont établi que l’oṕerateurMk est contractant de facteurγλ. L’algorithmeλPI calcule son point fixe en
effectuant des applications successives deMk (voir Algorithme 4). Lorsqueλ = 1, on aMk = Bπk+1 et






k ← k + 1
jusqu’ à ‖Qk+1 −Qk‖∞ < ǫ
l’algorithme se ram̀eneà Policy Iteration. Plusλ est grand, et plus le vecteurQk+1 calcuĺe s’approche de
Qπk+1 . A l’inverse, lorsqueλ = 0, on aQk+1 = Bπk+1Qk et on retrouve Value Iteration.
Bertsekas & Ioffe (1996) ont montré que la misèa jour de la fonction de valeur correspond, lorsque
λ < 1, à une moyenne ǵeoḿetrique de termes identiquesà ceux de Modified Policy Iteration. On a en effet
Qk+1 = TλQk, où l’opérateurTλ est d́efini pour tout vecteurQ par







λPI converge vers la fonction de valeur optimale pour toutλ ∈ [0, 1] (Bertsekas & Ioffe, 1996). La vi-
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FIGURE 2 – Vue intuitive de λPI dans la partition des politiques gloutonnes :D’après Bertsekas &
Tsitsiklis (1996), on peut d́ecomposer l’espace des fonctions de valeur en un ensemble depolyh` dres, òu
chaque polyh̀edre correspond̀a une ŕegion òu une politique est gloutonne. Policy Iteration calcule un pas
d’une seuléetape directement versQπk+1 tandis que Value Iteration réalise plusieurs petits pas en direction
deQπk+1 . Modified Policy Iteration (MPI) etλPI sont interḿediaires : ils ŕealisent unéetape en direction
deQπk+1 , dont la longueur est paramétrable parm etλ respectivement.
tesse de convergence asymptotique aét́e caract́eriśee analytiquement par ses auteurs. Nous rappelons ici ce
résultat :
Proposition 1 (Convergence deλ-Policy Iteration (Bertsekas & Ioffe, 1996))











On voit ici que le facteurβ = γ(1−λ)1−λγ est compris entre0 (lorsqueλ = 1) et γ (lorsqueλ = 0). La
convergence asymptotique est donc plus rapide pour les valeurs d λ proches de 1. Les petites valeurs deλ
introduisent ainsi un biais, dû au fait que l’on ne calcule plus la fonction de valeur de la politique courante,
mais que l’on se contente de s’en approcher. L’ensemble des algorithmes que nous venons de présenter,
ainsi que leur comportement en termes de biais, est illustré su la figure 2.
2 Cas approch́e : Least-Squaresλ Policy Iteration
Nous venons de présenterλPI (Bertsekas & Ioffe, 1996) dans le cas exact et de rappeler son principal
résultat de convergence, qui montre que lorsqueλ < 1, un biais d̂u à l’évaluation incompl̀ete d́egrade la
vitesse de convergence asymptotique. Dans le cas exact, le param̀etreλ n’a que peu d’utilit́e car rien ne
vient compenser ce biais : la convergence asymptotique est plus lente et il n’y a pas de contrepartie. En
pratique, c’est alors Modified Policy Iteration (Algorithme 3), plus simple queλPI, qui induit la meilleure
convergence (Thiery & Scherrer, 2009c).
C’est dans le cas approché, lorsque la fonction de valeur est approximative et qu’elle st estiḿeeà l’aide
d’échantillons, que diminuerλ va s’av́erer int́eressant. D’abord, notons que la convergence asymptotique
correspond au moment où la politique obtenue est optimale et où il ne reste plus qu’à affiner la fonction de
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valeur ; ici, le fait que la vitesse de convergence asymptotique se d́egrade lorsqueλ < 1 va s’av́erer peu
crucial dans la mesure où de toute manière, on ne peut en géńeral pas atteindre une politique optimale.
Ensuite, l’estimation qui est calculée a une certaine variance qui va pouvoirêtre diminúee gr̂aceà λ.
Bertsekas & Ioffe (1996) ont en effet montré que la misèa jour dansλPI pouvait s’́ecrire de la manière
incrementale suivante :Qk+1 ← Qk +∆k, avec





∣∣∣s0 = s, a0 = a, at = πk+1(st) pour t ≥ 1
]
(6)
où lesδk sont les diff́erences temporelles définies parδk(s, a, s′) = R(s, a, s′) + γQk(s′, πk+1(s′)) −
Qk(s, a). Cette expression sous forme d’esp´ rance met eńevidence le fait queλ a une influence de type
compromis biais-variance. Lorsqueλ = 1, on peut voir que∆k = (I−γPπk+1)
−1(R+γPπk+1Qk−Qk) =
Qπk+1 − Qk. Ainsi, on calcule la vraie fonction de valeur deπk+1 et il n’y a pas de biais. Cependant,
lorsque l’on recourt̀a de l’́echantillonnage pour estimer∆k, on peut voir sur l’́equation (6) que l’horizon
de la sommèa estimer est plus important pour les grandes valeurs deλ. La variance de l’estimation risque
alors de ṕenaliser l’algorithme. En revanche, lorsqueλ < 1, cette variance est réduite. En contrepartie, on
retrouve le biais líe au fait que le vecteurQk+1 calcuĺe à chaque it́eration n’est plus la valeur deπk+1. Le
nombre d’it́erations ńecessaires sera donc plus important, mais chaque itération sera moins sensibleà la
variance de l’estimation.
2.1 Architecture d’approximation
Avant de d́etailler la manìere dont nous allons exploiter ce compromis biais-variancedans le cadre des
moindres carŕes, nous pŕesentons les notations spécifiques au cas approché, et en particulier aux ḿethodes
d’it ération sur les politiques. On considère une architecture d’approximation linéaire classique.̀A chaque
itérationk, on maintient̀a jour une politiqueπk et une fonction de valeur̂Qk. La politique suivanteπk+1
est alors la politique gloutonne par rapportà Q̂k, puis on repŕesenteQ̂k+1 avec une combinaison linéaire





Les termesφi(s, a) sontp fonctions de base arbitraires et leswk+1,i sont les param̀etres de l’architecture.
Comme en ǵeńeral p ≪ |S||A| lorsque l’espace d’états est grand, stocker une fonction de valeur ainsi
repŕesent́ee demande beaucoup moins d’espace qu’une repr´ s ntation tabulaire. En notantφ(s, a) le vecteur






















Q̂k+1 peut être not́e Q̂k+1 = Φwk+1, où wk+1 est le vecteur des paramètres(wk+1,1, ..., wk+1,p) ca-
ract́erisant la fonction de valeur̂Qk+1.
2.2 Idée ǵenérale
Dans Least-Squares Policy Iteration (LSPI) (Lagoudakis & Parr, 2003), qui est une version approximative
de Policy Iteration, le vecteurwk+1 est calcuĺe à chaque it́eration de manièreà ce queQ̂k+1 approche la




La démarche que nous proposons ici, intitulée Least-SquaresλPolicy Iteration (LSλPI) consistèa ǵeńeraliser
LSPI en y ajoutant le param̀etreλ de λPI. On peut remarquer dans les Algorithmes 2 et 4 que la seule
diff érence entre Policy Iteration etλPI en version exacte est l’opérateur dont on calcule le point fixe : il
s’agit de l’oṕerateur de BellmanBπk+1 dans le cas de Policy Iteration, et de l’opérateurMk dans le cas de
λPI. L’idée de LSλPI est donc de rechercher non pas le point fixe deBπk+1 , mais celui de l’oṕerateur plus
géńeralMk. Il s’agit donc de d́eterminer unwk+1 tel que
MkΦwk+1 ≃ Φwk+1.
Ainsi, on ne cherche plus̀a estimer la valeurQπk+1 , mais le vecteurQk+1 queλPI calculerait en version
exacte. LSPI devient donc un cas particulier de LSλPI pour lequelλ = 1. LSPI poss̀ede plusieurs ca-
ract́eristiques int́eressantes que LSλPI conserve naturellement : l’échantillonnage efficace (il s’agit d’une
méthode du second ordre), l’évaluation off-policy de la fonction de valeur, qui permet dŕeutiliser les
mêmeséchantillons malgŕe les changements de politique, et le fait que le modèle u PDM soit optionnel
mais puissêetre exploit́e s’il est disponible. LSλPI ajouteà cela les caractéristiques deλPI discut́ees plus
haut : le compromis biais-variance, qui peut améliorer la qualit́e de l’estimation, et l’́evaluation optimiste
de la fonction de valeur.
2.3 Méthode de projection du point fixe (PF)
Pour calculerwk+1, LSPI peut utiliser deux ḿethodes standards, la méthode de projection du point fixe
(PF) ou la ḿethode de minimisation du résidu quadratique (RQ), décrites par exemple dans Schoknecht
(2002); Munos (2003); Lagoudakis & Parr (2003). Nous les g´ ńeralisons ici dans le cas de LSλPI.
CommeMkQ̂k+1 n’est pas dans l’espace défini par les fonctions de base en géńeral, le principe de la
méthode du point fixe (PF) est de lui appliquer une projection orthogonale. On cherche donc la fonction de
valeur approximativêQk+1 = Φwk+1 qui vérifie
Q̂k+1 = ΠMkQ̂k+1 (7)
où Π est la matrice de projection orthogonale, d´ finie parΠ = Φ(ΦTDµΦ)−1ΦTDµ. Dµ repŕesente la
matrice diagonale de taille|S||A| dont les termes sont les poids de la projection, notésµ(s, a) où µ est une
distribution de probabilit́es surS×A. Π correspond̀a la projection orthogonale selon la norme quadratique





En d́eveloppant l’́equation (7) et en utilisant de la définition deMk (équation (4)), on obtient
Φwk+1 = Φ(Φ
TDµΦ)
−1ΦTDµ(R+ (1− λ)γPπk+1Φwk + λγPπk+1Φwk+1)
ΦTDµΦwk+1 = Φ
TDµ(R+ (1− λ)γPπk+1Φwk + λγPπk+1Φwk+1)
0 = ΦTDµ(R+ (1− λ)γPπk+1Φwk + λγPπk+1Φwk+1 − Φwk+1).
Ainsi, wk+1 est la solution du système lińeaireAw = b, de taillep × p (rappelons quep est le nombre de
fonctions de base), avec
A = ΦTDµ(Φ− λγPπk+1Φ) et b = Φ
TDµ(R+ (1− λ)γPπk+1Φwk).
Lorsque le nombre d’états est́elev́e,A et b ne peuvent paŝetre calcuĺes directement, m̂eme si un mod̀ele
du PDM est disponible. Cependant, en développant la structure deA etb, on remarque que ceux-ci peuvent
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On peut alors les estimerà partir d’un ensemble deL échantillons de la forme(s, a, r′, s′), avec(s, a) ∼ µ,
s′ ∼ P (s, a, ·) et r′ = R(s, a, s′). Afin de simplifier l’écriture des estimations, nous allons en fait estimer
LA et Lb, ce qui ne changera pas la solution trouvéeétant donńe que l’on souhaite résoudre le système
linéaireAw = b. NotonsÃ et b̃ les estimations deLA et Lb baśees sur leśechantillons. Pour chaque
échantillon(s, a, r′, s′) consid́eŕe, on met̀a jourÃ et b̃ avec
Ã ← Ã+ φ(s, a)
(




b̃ ← b̃+ φ(s, a)
(




Si la distribution deśechantillons correspond̀aµ, alorsÃ et b̃ sont bien des estimateurs non biaisés deA et
b. Si un mod̀ele du PDM est disponible, on peut exploiter cette connaissance. Leśechantillons se ŕesument
alorsà des coupleśetats-actions(s, a) et la misèa jour deÃ et b̃ devient









b̃ ← b̃+ φ(s, a)
∑
s′∈S
P (s, a, s′)
(




Après avoir ainsi estiḿeLA etLb à partir d’une source d’échantillons, on ŕesout le syst̀emeÃw = b̃ pour
calculer le vecteur de paramètreswk+1 qui caract́erise fonction de valeur̂Qk+1.
2.4 Minimisation du r ésidu quadratique (RQ)
Pour calculer la fonction de valeur approximativeQ̂k+1 = Φwk+1, une alternativèa la ḿethode FP est
la méthode de minimisation du résidu quadratique (RQ). Considérons l’́equation (ǵeńeraliśee) de Bellman
Qk+1 = MkQk+1 et lerésidu de Bellmandéfini par
Q̂k+1 −MkQ̂k+1.
On cherchèa minimiser la norme quadratique de cette quantité, pond́eŕee l̀a aussi par une distributionµ :
‖Q̂k+1 −MkQ̂k+1‖µ,2.
On cherche donc un vecteurwk+1 qui minimise
‖Φwk+1 − (1− λ)Bπk+1Φwk − λBπk+1Φwk+1‖µ,2
= ‖Φwk+1 − (1− λ)(R+ γPπk+1Φwk)− λ(R+ γPπk+1Φwk+1)‖µ,2
= ‖Φwk+1 −R− (1− λ)γPπk+1Φwk − λγPπk+1Φwk+1‖µ,2
= ‖(Φ− λγPπk+1Φ)wk+1 −R− (1− λ)γPπk+1Φwk‖µ,2
= ‖Ψwk+1 − c‖µ,2
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FIGURE 3 – Repŕesentation sch́ematique des deux ḿethodes. L’espacèa trois dimensions représente l’es-
pace des fonctions de valeur et le plan représente le sous-espace des fonctions de valeur approchées, qui est
défini par les fonctions de base. La méthode PF cherche la fonction de valeur approchée qui est le point fixe
deMk suivi d’une projection sur l’espace des fonctions de valeurapproximatives, alors que la méthode RQ
cherche la fonction de valeur qui minimise la distance entreelle-même et une application de l’opérateur
Mk.
où Ψ = Φ− λγPπk+1Φ et c = R+ (1− λ)γPπk+1Φwk. Ainsi, par une ŕesolution standard aux moindres
carŕes, le vecteur de paramètreswk+1 qui minimise le ŕesidu quadratique vérifie(ΨTDµΨ)wk+1 = ΨTDµc.
NotonsA = ΨTDµΨ et b = ΨTDµc. Le probl̀eme revient alors̀a ŕesoudre le système lińeaireAw = b, de
taille p× p, avec
A = (Φ− λγPπk+1Φ)
TDµ(Φ− λγPπk+1Φ),
b = (Φ− λγPπk+1Φ)
TDµ(R+ (1− λ)γPπk+1Φwk).
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s′′∈S
P (s, a, s′′)
(
φ(s, a)− λγφ(s′′, πk+1(s
′′))
)(
R(s, a, s′) + (1− λ)γφT(s′, πk+1(s
′))wk
)
= E(s,a)∼µ,s′∼P (s,a,·),r′=R(s,a,s′),s′′∼P (s,a,·)[(
φ(s, a)− λγφ(s′′, πk+1(s
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On peut donc estimer la matriceA et le vecteurb à partir d’́echantillons dont la distribution correspond
à µ. Comme l’esṕerance d’un produit est en géńeral différent du produit des espérances, on constate ici
qu’il faut, de manìere analoguèa LSTD et LSPI (voir par exemple Sutton & Barto (1998); Munos (2003);
Lagoudakis & Parr (2003)), utiliser pour chaqueétats deux successeurss′ ets′′ indépendants
Notons chaquéchantillon(s, a, r′, s′, s′′), où (s′, r′) ets′′ sont les ŕesultats de deux réalisations ind́epen-
dantes de l’actiona depuis l’́etats (la récompense obtenueà l’états′′ n’est pas ńecessaire). L̀a aussi, on note
Ã et b̃ les estimations deLA et Lb respectivement, òu L désigne le nombre d’échantillons. Pour chaque
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échantillon(s, a, r′, s′, s′′), on metà jour les estimations̃A et b̃ comme suit :
Ã ← Ã+
(
φ(s, a)− λγφ(s′′, πk+1(s
′′))
)(






φ(s, a)− λγφ(s′′, πk+1(s
′′))
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Enfin, si l’on dispose d’un mod̀ele du PDM, leśechantillons peuvent se limiterà des coupleśetats-actions
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On notera que lorsqu’un modèle du PDM est disponible, comme les´ chantillons se limitent̀a des couples
états-actions(s, a), la contrainte de devoir géńerer leśetats et ŕecompensenses suivants en double disparaı̂t.
Le reste de l’algorithme est identiqueà la ḿethode du point fixe : une foisLA etLb estiḿes, on ŕesout le
syst̀eme lińeaireÃw = b̃ afin d’obtenir la fonction de valeur̂Qk+1.
2.5 Least-Squaresλ Policy Iteration
Au final, LSλPI est ŕesuḿe dans l’encart Algorithme 5, pour le choix d’une m´ thode (PF ou RQ) et d’une
règle de misèa jour des estimations (avec ou sans modèle).
Algorithme 5 Least-Squaresλ Policy Iteration
r épéter
πk+1 ← glouton(Φwk)
ConstruireÃ et b̃ d’apr̀es leśechantillons (voiŕequation (9), (10), (11) ou (12) )
wk+1 ← Ã
−1b̃
k ← k + 1
jusqu’ à ‖wk+1 − wk‖∞ < ǫ
LSλPI est un algorithme utilisant un paramètreλ, qui évalue les politiques avec une méthode du second
ordre, et qui it̀ere sur les politiques. Dans la littérature, les travaux aux moindres carrés quiévaluent une
politique fixée, comme LSTD(λ) (Boyan, 2002) et LSPE(λ), pourraient aussîetre utiliśees dans un contexte
d’it ération sur les politiques afin de traiter des problèmes de contrôle. La principale diff́erence de LSλPI
avec l’́etat de l’art est qu’il s’agit un algorithme optimiste : il nécessite pas d’estimer la valeur de la poli-
tique gloutonne, mais seulement de suivre sa direction avecun pas ajustable selon la valeur deλ. LSTD(λ)
est une version du second ordre de TD(λ) qui cherchèa évaluer compl̀etement la fonction de valeur. Il n’y a
donc pas d’optimisme ici et le paramètreλ a une signification diff́erente : il contr̂ole, lors de la misèa jour de
la fonction de valeur, la profondeur des différences temporelles des trajectoireséchantillonńees. LSPE(λ)
est quant̀a lui l’algorithmeλPI appliqúe à l’évaluation d’une seule politiquèa l’aide d’une ḿethode du
second ordre. LSPE(λ) applique ainsi l’oṕerateurTλ (tel que d́efini à l’équation (5)) une infinit́e de fois.
La politique est donćevalúee compl̀etement. En revanche, LSλPI appliqueTλ une seule fois et change de
politique ensuite : l’́evaluation est donc optimiste d` s lors queλ < 1. Une autre diff́erence entre LSPE(λ) et
LSλPI est le fait que pour appliquer l’opérateurTλ de façon approximative, les deux algorithmes estiment
des quantit́es diff́erentes. LSPE(λ) s’appuie sur une ou plusieurs trajectoires géńeŕees avec la politique
courante et consid̀ere l’équationQk+1 = Qk + ∆k (où ∆k désigne les diff́erences temporelles définiesà
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l’ équation (5)), alors que LSλPI consid̀ere l’équationQk+1 = MkQk+1 et peut se contenter d’échantillons
simples informatifs pour toutes les politiques : il est doncff-policy.
Revenons plus en détail sur les deux ḿethodes permettant de mettreà jour la fonction de valeur : la
méthode du point fixe (PF) et la ḿethode de minimisation du résidu quadratique (RQ). Ces deux méthodes
sont deux moyens de calculerQ̂k+1 en cherchant̀a minimiser des crit̀eres diff́erents, et les solutions qu’elles
trouvent sont en ǵeńeral différentes. Un cas où les deux approches sontéquivalentes est lorsqueλ = 0 :
en effet, on peut voir que les estimationsÃ et b̃ sont construites de la m̂eme manìere. L’algorithme revient
dans ce cas̀a effectuer Fitted Value Iteration, une version approximatve de Value Iteration (Szepesvári
& Munos, 2005). L’esṕerance de l’́equation (8) montre qu’il s’agit d’une régression aux moindres carrés.
Dans le cas particulier où λ = 1, ce qui correspond aux́evaluations faites par LSPI, la méthode PF semble
donner de meilleurs résultats (Lagoudakis & Parr, 2003). De plus, sur certains exemples, on peut montrer
que la ḿethode RQ ne calcule pas la bonne solution alors que la méthode PF le fait (Suttonet al., 2009).
Cependant, Schoknecht (2002) et Munos (2003) ont montré que PF est moins stable numériquement. En
effet, la matriceA correspondant̀a PF peut̂etre singulìere, tandis que celle correspondant` BR ne l’est
jamais.
Discutons maintenant de la convergence de LSλPI. Nous donnons d’abord une garantie de performance
sur les politiques ǵeńeŕees sous certaines conditions, puis nousét dions un cas òu l’algorithme peut diverger
selon les valeurs deλ etγ.
2.6 Bornes de performances
Nous venons d’introduire l’algorithme LSλPI, qui est une version approximative deλPI dans le cadre des
moindres carŕes. La question naturelle est de savoir s’il existe une garantie sur la performance des politiques
géńeŕees par cet algorithme. De telles garanties sont connues dans les cas particuliers de Policy Iteration
avec approximation (λ = 1) et Fitted Value Iteration (λ = 0) (Bertsekas & Tsitsiklis, 1996), mais pas
dans le cas ǵeńeral d’un algorithme d’it́eration sur les politiques optimiste commeλPI avec approximation.
Dans Bertsekas & Tsitsiklis (1996, section 6.4, page 320), les auteurśecrivent ainsi ”This leaves us with a
major theoretical question. Is there some variant of optimistic policy iteration that is guaranteed to generate
policies whose performance is withinO(ǫ/(1−α)) or evenO(ǫ/(1−α)2) from the optimal ?”. Le th́eor̀eme
que nouśenonçons ici est la première borne de performance pour les algorithmes optimistes d’itération sur
les politiques. Il est formulé de manìere tr̀es ǵeńerale en utilisant un coefficient de pondération abstraitλn.
Selon le choix des valeurs deλn, de nombreuses ḿethodes d’it́eration sur les politiques avec approximation
peuvent̂etre ǵeńeraliśees.
Théorème 1 (Borne sur la performance de Policy Iteration approch́e optimiste)
Soit un ensemble de poids positifs(λn)n≥1, tels que
∑
n≥1 λn = 1. Soit une initialisation quelconqueQ0.







ǫk+1 repŕesente l’erreur d’approximation, erreur commise en estimant la fonction de valeur deπk+1. Soitǫ







λPI (et donc LSλPI) correspond au cas où λn = (1 − λ)λn−1 pour toutn (voir l’ équation (5)), mais
le résultat est valable pour tout choix de coefficientsλn dont la somme est́egaleà 1. Ainsi, le ŕesultat
s’appliqueégalement pour Modified Policy Iteration (Puterman, 1994),qui consisteà appliquerm fois
l’opérateur de Bellman avecm fixé (c’est-̀a-dire de prendreλm = 1 etλn = 0 pour toutn diff érent dem),
et pour Modifiedλ-Policy Iteration (Thiery & Scherrer, 2009c), où l’on prendraitλn = (1− λ)λn−1 pour
1 ≤ n < m, λm = λm, etλn = 0 pourn > m.
La preuve de ce th́eor̀eme, qui se trouve en annexe, est significativement différente de celles qui ontét́e
propośees (śepaŕement) pour les versions approximatives de Value Iterationet Policy Iteration. Dans le
cas de Policy Iteration, le raisonnement s’appuie sur la propriét́e de croissance des fonctions de valeurs,
et dans le cas de Value Iteration, il utilise des arguments liés aux contractions. Malheureusement ces deux
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FIGURE 4 – Méthode PF. Gauche :|αPF | en fonction deλ etγ. Droite : domaine òu |αPF | < 1.
types d’arguments ne peuventêtre utiliśes dans le cadre du théor̀eme ci-dessus. Nous renvoyons le lecteur
intéresśe à l’annexe pour plus de détails.
2.7 Cas possible d’une erreur non contr̂olée
Le théor̀eme que nous venons d’énoncer s’applique lorsque l’erreur d’approximation est bornéeà chaque
itération. Nouśetudions ici un exemple simple tiré de Bertsekas & Tsitsiklis (1996, page 334), sur lequel
les auteurs montrent, dans le cas de Fitted Value Iteration (λ = 0), que l’estimation de la fonction de valeur
peut diverger pour certaines valeurs deγ, alors m̂eme que la capacité d’approximation de l’architecture
linéaire permet de représenter exactement la fonction de valeur cible. Nous nous intéressons dans ce qui
suit à la convergence des deux méthodes PF et RQ pour les autres valeurs deλ (rappelons que lorsque
λ = 0, les deux ḿethodes PF et RQ sontéquivalentes).
On consid̀ere un syst̀eme non contr̂olé avec 2états, de sorte que les fonctions de valeurs sont définies







L’ état 2 est absorbant et les récompenses sont 0. On a doncQ(1) = Q(2) = 0. On consid̀ere un approxi-
mateur lińeaire avecΦ = (1 2)T. Ici, la valeur peut̂etre repŕesent́ee exactement par l’espace choisi.
Méthode du point fixe (PF)
Dans le cas de la ḿethode PF, l’́evolution des poids est régie par l’́equation
wk+1 = (I − λγ(Φ
TΦ)−1ΦTPΦ)−1(1− λ)γ(ΦTΦ)−1ΦTPΦwk.
On suppose ici que leśechantillons sont distribúes uniforḿement, c’est-̀a-direDµ = I. On aΦTΦ = 5
et donc(ΦTΦ)−1ΦT = (1/5 2/5). CommePΦ = (2 2)T, on en d́eduit que(ΦTΦ)−1ΦTPΦ vaut 6/5.







L’algorithme converge vers la solution si et seulement si|αPF | < 1. Ce coefficient admet des singularités :
pourλγ proche de5/6, il tend vers±∞. La figure 4 donne une représentation graphique du module de ce
coefficient en fonction deλ etγ, ainsi que le domaine ou ce coefficient a un module inf´ r eurà 1.
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FIGURE 5 – Méthode RQ. Gauche :|αRQ| en fonction deλ etγ. Droite : domaine òu |αRQ| < 1.















FIGURE 6 – |αRQ||αPF | en fonction deλ etγ.
Méthode du ŕesidu quadratique (RQ)
Avec la ḿethode RQ, l’́evolution des poids est régie par l’́equation
wk+1 = (Ψ
TΨ)−1ΨT(1− λ)γPΦwk
avecΨ = Φ − λγPΦ = (1 − 2λγ 2 − 2λγ)T. Ainsi ΨΨT = (1 − 2λγ)2 + (2 − 2λγ)2, quantit́e qui est






(1− 2λγ)2 + (2− 2λγ)2
.
La figure 5 donne comme préćedemment une représentation graphique du module de ce coefficient en
fonction deλ etγ, ainsi que le domaine ou ce coefficient a un module inf´ r eurà 1.
Comparaison
On observe que, sur l’exempleétudíe, la ŕegion òu la méthode RQ converge est strictement plus grande
que celle de la ḿethode PF. En particulier, pour toute valeur deγ, le choix parmi les valeurs deλ est plus
grand pour RQ que pour PF. On notera´ galement que pour la valeur limiteγ = 5/6, la méthode PF ne
converge que si l’on prendλ = 1. Enfin, dans le cas où les deux ḿethodes convergent, on peut voir sur le
graphique de la figure 6, où nous avons tracé la courbe|αRQ||αPF | en fonction deλ et γ, que la ḿethode RQ
converge toujours plus vite que PF.
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FIGURE 7 – Le PDMétudíe, repŕesent́e ici avec 5états (nos exṕeriences comportent 20́etats). Chaque
action (L ou R) envoie dans la bonne direction avec une probabilité de0, 9 et dans la direction opposée
avec une probabilité de0, 1. Les deux extŕemit́es comportent une récompense de1.
3 Expériences
Nous avons introduit l’algorithme LSλPI, qui ajoutèa LSPI (Lagoudakis & Parr, 2003) le caractère opti-
miste et la possibilit́e de faire un compromis biais-variance deλPI (Bertsekas & Ioffe, 1996), et nous avons
établi sa validit́e de manìere th́eorique en donnant une garantie de convergence sous certaines co ditions.
Nous venonśegalement de voir que dans le cas de l’évaluation d’une politique fix́ee, le choix deλ peut
influer sur la convergence ou non de l’algorithme.
Nous pŕesentons maintenant quelques expériences sur des problèmes d’it́eration sur les politiques afin de
montrer l’int́er̂et de LSλPI d’un point de vue exṕerimental. Etant donńe que LSλPI est une ǵeńeralisation
de LSPI, nous avons réaliśe des exṕeriences sur deux problèmes d’optimisation de politique préćedemment
étudíes par Lagoudakis & Parr (2003) dans le cadre de LSPI : un problème de châıne d’́etats dans lequel on
connâıt la fonction de valeur optimale exacte, afin de pouvoir facilementévaluer les performances obtenues,
et enfin le jeu de Tetris, qui est un problème plus difficile et̀a grand espace d’états.
3.1 Châıne d’états
La figure 7 repŕesente le PDM simple considéŕe par Lagoudakis & Parr (2003) pour illustrer le compor-
tement de LSPI. Il s’agit d’une chaı̂ne de20 états avec deux actions possibles : gauche (L) ou droite (R).
Chaque action envoie dans la bonne direction avec une probabilit é de0, 9, et dans la direction opposée avec
une probabilit́e de0, 1. Lorsque l’agent arrivèa un des deux́etats aux extŕemit́es de la châıne, il obtient une
récompense de1. Dans tous les autreśetats, il obtient une récompense nulle. Il est clair que la politique
optimale estL . . . LR . . . R. La fonction de valeur optimale peutê re calcuĺee facilement et de manière
exacte. Ainsi, lors de nos expériences, on pourra tracer la courbe représentant la distance entre la valeur
courante et la valeur optimale (pour mesurer la qualité de l’approximation), et la distance entre la valeur de
la politique courante et la valeur optimale (pour mesurer laqu lit́e de la politique obtenue).
Dans ces exṕeriences, on n’utilisera pas la connaissance du modèle u PDM (transitions et récompenses).
Comme Lagoudakis & Parr (2003), nous avons testé deux jeux de fonctions de bases pour représenter















où s est le nuḿero d’́etat (de 1̀a 20), et1a=X = 1 si a = X et 0 sinon. Le second jeu de fonctions est un
ensemble de gaussiennes dont les moyennes sont distribuées uniforḿement sur l’espace d’états et dont la
variance est d́efinie parσ = 4. Pour chaque action, on a10 gaussiennes et un terme constant, ce qui donne
un total de 22 fonctions de base.
3.1.1 Influence deλ
Nous avons observé que la convergence de la fonction de valeur est plus difficile lorsque le nombre




























FIGURE 8 – Evolution au cours des itérations de‖Q̂k − Q∗‖∞, distance entre la fonction de valeur ap-
proximative courante et la fonction de valeur optimale, pour pl sieurs valeurs deλ. Fonctions de base
gaussiennes.γ = 0.95. Moyenne de 10 ex́ecutions, les ex́ecutions utilisant des ensembles d’épisodes de
200échantillons. Haut : ḿethode PF. Bas : ḿethode RQ.
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le nombre d’́echantillons est suffisamment important ou siγ est peúelev́e,λ n’a que peu d’influence car la
variance de l’estimation discutée pŕećedemment pose moins de problèmes. Il est alors préférable d’utiliser
λ = 1 afin de converger plus rapidement. Dans les cas de convergencplus difficile, on observe plus claire-
ment une influence du paramètreλ. La figure 8 repŕesente la distance entre la fonction de valeurà chaque
itération et la fonction de valeur optimale, moyenn´ e sur 10 ex́ecutions ayant des ensembles d’échantillons
diff érents, et ce pour plusieurs valeurs deλ. Les ensembles d’échantillons comportent des´ pisodes de 200
états visit́es avec la politique qui choisit une action alé toire uniforḿement. La ḿethode utiliśee est PF dans
le graphique du haut, et RQ dans le graphique du bas. Pour la méthode RQ, chaquéchantillon est ǵeńeŕe
avec deux transitions indépendantes afin de ne pas biaiser l’estimation (voir la discussion de la section 2.4).
Dans les deux cas, on utilise un approximateur gaussien etγ = 0.95. Comme attendu, on observe que pour
λ < 1, l’approximation est meilleure car la variance de l’estimation est ŕeduite. En contrepartie, un plus
grand nombre d’it́erations est ńecessaire pour atteindre cette bonne approximation. En effet, comme discuté
préćedemment, utiliser une valeur deλ inférieureà 1 introduit un biais dans la mesure où n ne cherche
plus à s’approcher le plus possible de la valeur de la politique courante, mais seulement d’un certain pas
dans sa direction. On remarquera que ces courbes sont similaires à celles de Kearns & Singh (2000) qui
proposent une analyse théorique du compromis biais-variance de TD(λ).
On remarque que pourλ = 1, au bout de quelques itérations seulement, la fonction de valeur cesse
de s’aḿeliorer et se met̀a osciller en restant relativement loin de l’optimal par rapport aux valeurs de
λ inférieures. Les valeurs intermédiaires deλ offrent le meilleur compromis en donnant une bonne ap-
proximation et avec un nombre d’itérations raisonnable. Sur la plupart des expériences que nous avons
effectúees, la ḿethode PF et la ḿethode RQ donnent des performances similaires, avec un léger avantage
pour la ḿethode PF. On observe ainsi sur la figure 8 qu’avec la méthode RQ, il y a plus de valeurs deλ pour
lesquelles la fonction de valeur se stabilise trop rapidement, avant d’avoir atteint une bonne approximation.
En pratique, la ḿethode PF semble donc un peu plus performante que la méthode RQ́etant donńe qu’elle
donne de bons résultats pour un plus grand intervalle de valeurs deλ. Cependant, elle peut en théorie po-
ser des problèmes de stabilité nuḿerique dans certains cas (voir section 2.5), bien que nous n’ayo s pas
rencontŕe de tels probl̀emes au cours de nos expériences.
On observéegalement, surtout dans le cas de la méthode RQ, qu’il serait intéressant d’utiliser une valeur
décroissante deλ. En effet, dans les premières it́erations, une valeur deλ proche de1 permet de s’approcher
rapidement de la fonction de valeur optimale, puis au fur età mesure des itérations, les valeurs deλ plus














FIGURE 9 – Châıne d’́etats.Évolution de‖Qπk − Q∗‖∞, distance entre la valeur de la politique courante
et la valeur optimale, pour l’expérience de la figure 8 avec la méthode PF.
Par ailleurs, on observe que lorsque la fonction de valeur neco verge pas, la politique oscille avec une
fréquence qui augmente avecλ. Cela se produit lorsqu’il y a un cycle dans la séquence des politiques. On
peut observer ce phénom̀ene sur la figure 9, qui représente‖Qπk −Q∗‖∞ pour l’exṕerience de la figure 8
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avec la ḿethode PF. Pour les petites valeurs deλ, la politique oscille lentement car LSλPI réalise des petits
pas. Lorsqueλ augmente, les oscillations sont plus rapides puisque les pas sont plus importants (voir la
vue intuitive de la figure 2). Il est intéressant de constater qu’il y a ensuite valeurs intermédiaires deλ pour
lesquelles la politique converge (par exempleλ = 0, 7). Enfin, pour les grandes valeurs deλ, la politique
ne converge plus et oscillèa nouveau, avec une fréquence plus importante. La possibilité d’utiliserλ pour
stabiliser la politique est d’autant plus intéressante car on peut montrer4 que lorsque la politique a convergé,
le coefficient 2γ(1−γ)2 du Th́eor̀eme 1 est ŕeduit d’un facteur(1− λγ).
3.1.2 Cas d’une politique fix́ee
La figure 10 repŕesente une expérience òu la convergence est moins difficile que sur l’exemple pr´ ćedent
carγ = 0, 9 (les autres param̀etres sont inchangés et leśechantillons sont les m̂emes). On s’int́eresse ici
à la ḿethode PF uniquement, où l’on observe un ph́enom̀ene qui n’apparâıt pas avec la ḿethode RQ. Le
graphique du haut indique la qualité de la politique courante : il représente, comme sur la figure 9, la distance
entre la valeur de la politique courante et la valeur optimale. On remarque que la politique converge, excepté
dans le cas òu λ = 1. Le graphique du bas représente, comme préćedemment, la distance entre la fonction
de valeur approximative courante et la fonction de valeur optimale. A partir de l’it́eration 40 environ, la
politiqueà évaluer devient la m̂eme pour toutes les valeurs deλ pour lesquelles la politique a converg´ . Il
semble alors, d’après le graphique, que l’estimation de la fonction de valeur converge vers la m̂eme quantit́e
quelle que soit la valeur deλ.
Nous pouvons en effet vérifier analytiquement que, lorsque la politique est fixée et que la ḿethode PF
converge, elle converge vers une valeur qui ne dépend pas deλ. Ce n’est pas le cas de la méthode RQ en
géńeral. En utilisant la d́efinition deMk (équation 4), le fait quêQk+1 = Q̂k et queπk+1 = πk, on a
Q̂k+1 = ΠMkQ̂k+1 = Π((1− λ)Bπk+1Q̂k+1 + λBπk+1Q̂k+1) = ΠBπk+1Q̂k+1.
Ainsi, Q̂k+1 converge vers le point fixe deΠBπk+1 , qui ne d́epend pas deλ. On pourrait alors penser que
λ est inutile dans la ḿethode PF, mais rappelons que ce n’est qu’en cas de convergenc d la politique et
de la fonction de valeur que cette dernière cesse de dépendre deλ. Or, nous avons vu que c’est justement
le réglage deλ qui peut permettre d’obtenir la convergence ou non. Cette propriét́e sugg̀ere que le choix de
λ est plus difficile dans le cas de la méthode RQ́etant donńe qu’il influe non seulement sur la convergence,
mais aussi sur la fonction de valeur obtenue après convergence de la politique.
3.2 Tetris
Tetris est un ćelèbre jeu vid́eo qui consistèa d́eplacer et tourner des pièces de diff́erentes formes qui
tombent les unes après les autres dans une grille de 10 colonnes et 20 lignes. Lorsqu’une ligne est pleine,
celle-ci est suppriḿee et toutes les cellules au-dessus d’elle descendent d’uneligne. L’objectif est de suppri-
mer un maximum de lignes avant qu’il n’y ait plus assez d’espace libre en haut de la pile. On peut trouver
une sṕecification d́etaillée de Tetris sur le site de Fahey (2003). Tetris a fait l’objetde nombreux travaux
de recherche (voir la revue de Thiery & Scherrer (2009a)). Résoudre Tetris est un problème difficile : il
contient un grand nombre de configurations (de l’ordre de2200 ≃ 1060). De plus, trouver une séquence de
coups qui maximise le nombre de lignes est un problème NP-complet, m̂eme dans le cas où la śequence de
pièces est connuèa l’avance (Demainet al., 2003).
Nous avons reproduit le protocole expérimental de Lagoudakiset al. (2002). Nous avons ainsi lancé des
exṕeriences avec les m̂emes fonctions de base et en utilisant la connaissance du modèle du PDM. Les fonc-
tions de base, d́efinies sur l’espace d’états-actions, sont la hauteur maximale de la pile, le nombre de trous,
la somme des diff́erences de hauteur entre colonnes adjacentes (en valeur absolue), la hauteur moyenne des
colonnes, le changement de ces quantités dans l’́etat suivant (afin de capturer l’effet du choix d’une action
depuis l’́etat courant), le nombre de lignes réaliśees en effectuant l’action et enfin un terme constant. Bien
que notre politique initiale soit la m̂eme que celle de Lagoudakiset al.(2002) (communication personnelle),
les scores peuvent difficilementê re compaŕes. La politique initiale ŕealise environ 250 lignes de moyenne
par partie sur notre implémentation, tandis qu’ils reportent un score initial moyend 600 lignes. Ceci est
vraisemblablement d̂u à des diff́erences d’impĺementation qui peuvent avoir un impact significatif sur le
score (voir Thiery & Scherrer (2009b)).





























FIGURE 10 – Ŕesultat de la ḿethode PF appliqúee avecγ = 0.9 et des fonctions de base gaussiennes.
Haut : Evolution de‖Q̂πk−Q∗‖∞, distance entre la fonction de valeur exacte de la politiquecourante, pour
plusieurs valeurs deλ. Bas : Evolution de‖Q̂k −Q∗‖∞, distance entre la fonction de valeur approximative
courante et la fonction de valeur optimale, pour plusieurs valeurs deλ. Fonctions de base gaussiennes.
γ = 0.9. Moyenne de 10 ex́ecutions, chaque ex´ cution utilisant une ensemble différent d’́episodes de 200
échantillons. On observe que lorsque la politique est la même pour diff́erentes valeurs deλ, la fonction
de valeur semble converger vers une limite qui ne dépend pas deλ. Nous avons v́erifié cette propríet́e


























FIGURE 11 – Score moyen de 100 parties de Tetris pour différentes valeurs deλ à chaque it́eration de
LSλPI. A cause du faible nombre d’échantillons (1000), l’algorithme diverge lorsqueλ = 1 pour les deux
méthodes. Lorsque la convergence est obtenue, c’est avec la méthode RQ que la meilleure performance est
atteinte (800 lignes de moyenne), pourλ = 0, 9.
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Nous avons d’abord lancé LSλPI sur un ensemble de 10 000échantillons, comme Lagoudakiset al.
(2002) l’ont fait pour LSPI (c’est-̀a-direλ = 1). Nous avons observé que diminuerλ n’améliorait pas la
performance (cela ne faisait que ralentir la convergence).On peut supposer que l’ensemble d’´ chantillons
était trop grand pour queλ soit utile. Nous avons donc ensuite employé un ensemble d’échantillons plus
réduit (1 000échantillons au lieu de 10 000) afin de rendre la convergence plus difficile. La figure 11
repŕesente la performance des politiques apprises pour différentes valeurs deλ. Lorsqueλ = 1, l’algorithme
est tr̀es instable et ǵeǹere de mauvaises politiques car le nombre d’´ chantillons est faible, ce qui rend la
variance de l’estimation importante. Le score oscille entre 0 et 600 lignes par partie avec la méthode PF,
et tombeà 0 avec la ḿethode RQ. De meilleures performances sont atteintes pour d’a tres valeurs deλ.
Comme pour le problème de la châıne d’́etats, on remarque queλ a plus d’influence dans le cas de la
méthode RQ. Apr̀es convergence, la meilleure valeur deλ sembleêtre0, 9 et avec la ḿethode RQ. La
politique correspondante r´ alise environ 800 lignes par partie (rappelons ici que la poitique initiale faisait
environ 250 lignes par partie).
Il faut noter que jusqu’̀a pŕesent, on ne peut pas comparer directement les résultats de LSPI ou LSλPI
sur Tetris avec d’autres approches d’apprentissage par renforc ment (Tsitsiklis & van Roy, 1996; Bertsekas
& Ioffe, 1996; Kakade, 2001; Farias & van Roy, 2006; Ramon & Driessens, 2004)́etant donńe que les
fonctions de bases proposées par Lagoudakis & Parr (2003) dans LSPI sont assez différentes, et que de plus,
elles sont d́efinies sur l’espace d’états-actions. Il serait cependant intéressant de red´ finir sur cet espace les
fonctions de base les plus utilisées de la litt́erature des travaux sur Tetris, afin d’avoir une id´ e plus pŕecise
du succ̀es de LSλPI sur cette application par rapport aux autres approches.
Conclusion
Nous avons proposé l’algorithme LSλPI, une impĺementation deλPI (Bertsekas & Ioffe, 1996) dans le
contexte des moindres carrés. LSλPI géńeralise LSPI (Lagoudakis & Parr, 2003) en y ajoutant le paramètre
λ de λPI. Il s’agit à notre connaissance du premier algorithme qui optimise unepolitique en ayant les
caract́eristiques suivantes : compromis biais-variance, optimisme, ḿethode du second ordre et off-policy
(c’est-̀a-dire sans ńecessit́e de reǵeńerer deśechantillons̀a chaque changement de politique).
Nous avons pŕesent́e un ŕesultat analytique original qui montre que les algorithmesde type Policy Iteration
optimiste avec approximation, tels que LSλPI, ont une garantie de performance sous rése ve que l’erreur
d’approximation soit borńee à chaque it́eration. M̂eme si tous les algorithmes d’évaluation de politique
peuventêtre utiliśes dans un contexte d’itération sur les politiquesde façon optimiste, il n’y avait jusqu’̀a
maintenant pas de garantie de performanceà notre connaissance, sauf dans le cas particulier de l’optimisme
le plus extr̂eme (λ = 0) qui correspond̀a Fitted Value Iteration.
Enfin, nous pŕesentons des résultats exṕerimentaux qui confirment l’influence deλ sur la qualit́e de l’ap-
proximation et la performance des politiques géńeŕees. Nos ŕesultats empiriques sur deux problèmes de
contr̂ole optimal, une châıne d’́etats et le jeu Tetris, montrent que les valeurs deλ intermédiaires (diff́erentes
de 0 et 1) peuvent donner de meilleurs ré ultats en pratique lorsque le nombre d’´ chantillons est limit́e. Cela
peut s’av́erer int́eressant dans des applications d’apprentissage on-line etoff-policy.
Perspectives
Avec LSλPI, comme avec les autres algorithmes du second ordre et ceuxutilisant un param̀etreλ, un
probl̀eme qui se pose est de savoir quelle m´ thode choisir (FP ou RQ) et comment fixer la valeur deλ. λ
peut en effet avoir une influence cruciale sur la convergenceou non de l’algorithme et sur les performances
obtenues. Les expériences sugg̀erent qu’avec la ḿethode PF, il y a une plus grande plage de valeurs deλ
qui permettent d’obtenir de bonnes performances. Cela confirme la tendance selon laquelle la méthode PF
donnerait des résultats ĺeg̀erement meilleurs en pratique. Cependant, les expériences sur Tetris montrent
qu’une fois queλ est correctement fix́e, la ḿethode RQ peut faire mieux que la méthode PF. En outre, une
valeur d́ecroissante deλ peut offrir le meilleur compromis entre la vitesse de convergence et la qualité de
l’estimation. Kearns & Singh (2000) proposent une m´ thode analytique pour déterminer la valeur optimale
deλ à chaque it́eration dans le cas de TD(λ). Il serait int́eressant d’́etudier une approche similaire pourλPI.
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Annexes
A Preuve du théorème
Nous donnons ici la preuve du Théròeme 1, dont nous rappelons d’abord l’énonće.
Least-Squaresλ Policy Iteration
Théorème 1 (Borne sur la performance de Policy Iteration approch́e optimiste)
Soit un ensemble de poids positifs(λn)n≥1, tels que
∑
n≥1 λn = 1. Soit une initialisation quelconqueQ0.







ǫk+1 repŕesente l’erreur d’approximation, erreur commise en estimant la fonction de valeur deπk+1. Soitǫ








Notations et id́ee ǵenérale de la preuve
Nous noterons
– bk = Qk −Bπk+1Qk l’erreur de Bellman,
– dk = Q∗ − (Qk − ǫk) la différence entre la fonction de valeur optimale et l’itéŕeQk (avant erreur),




n (on pourra remarquer que0 ≤ β ≤ γ).
La distance entre la valeur de la politique optimale et la valeur de la politique courante peut s’écrire de la
manìere suivante :
‖Q∗ −Qπk‖∞ = max(Q
∗ −Qπk)
= max(Q∗ −Qk + ǫk +Qk − ǫk −Q
πk)
= max(dk + sk)
≤ max dk +max sk (13)
L’id ée de la preuve est de calculer des majorations dedk et desk. Comme nous allons le voir dans le d´ tail,
les majorations que nous obtiendrons dépendront toutes deux d’une majoration de l’erreur de Bellmanbk,
que nous commençons par calculer.
Une borne suṕerieure sur l’erreur de Bellmanbk
Commeπk+1 est la politique gloutonne par rapportàQk, on aBπkQk ≤ Bπk+1Qk, ce qui nous permet
de dire que
bk = Qk −Bπk+1Qk
= Qk −BπkQk +BπkQk −Bπk+1Qk
≤ Qk −BπkQk
= (Qk − ǫk + ǫk)−Bπk(Qk − ǫk + ǫk)

































nbk−1 + (I − γPπk)ǫk.





n max bk−1 + (1 + γ)ǫ = βmax bk−1 + (1 + γ)ǫ.
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Une borne suṕerieure surdk
Etudionsà pŕesent le termedk et sonévolution.
dk+1 = Q















Commeπk+1 est la politique gloutonne par rapportàQk, on aBπ∗Qk ≤ Bπk+1Qk, et donc
Q∗ − (Bπk+1)
nQk = Bπ∗Q
∗ −Bπ∗Qk +Bπ∗Qk −Bπk+1Qk +Bπk+1Qk −
−(Bπk+1)
2Qk + (Bπk+1)




∗ −Bπ∗Qk + γPπk+1(Qk −Bπk+1Qk) +
+(γPπk+1)




















= γPπ∗dk − γPπ∗ǫk +
[
γPπk+1 + (γPπk+1)




CommePπ∗ etPπk+1 sont des matrices stochastiques, on en d´ duit
max[Q∗ − (Bπk+1)
nQk] ≤ γmax dk + γǫ+ (γ + γ
2 + . . .+ γn−1)max bk




En utilisant l’́equation (15), on obtient la récurrence suivante surmax dk :













A l’aide de la majoration de l’erreur de Bellman obtenue pr´ ćedemment (́equation (14)) on en d́eduit :















(1 + γ)ǫ. (16)
Une borne suṕerieure sursk
Consid́erons maintenant le termesk de l’équation (13) :






























n+2Qk + . . .
= (γPπk+1)
n(Qk −Bπk+1Qk) + (γPπk+1)
n+1(Qk −Bπk+1Qk) + . . .
= (γPπk+1)
n[I + γPπk+1 + (γPπk+1)
2 + . . .]bk.



























(1 + γ)ǫ. (18)
Conclusion de la preuve
Finalement, revenons̀a l’équation (13) et utilisons les majorations que nous venons d’obtenir pourdk
(équation (16)) etsk (équation (18)) :
lim sup
k→∞
‖Q∗ −Qπk‖∞ ≤ lim sup
k→∞


































γ(1− γ) + γ(1 + γ)
(1− γ)2
ǫ
=
2γ
(1− γ)2
ǫ. 
