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Abstract
In Bagga et al. (1995) the authors introduced the concept of the super line graph of index
r of a graph G, denoted by Lr(G). The vertices of Lr(G) are the r-subsets of E(G) and two
vertices S and T are adjacent if there exist s 2 S and t 2 T such that s and t are adjacent edges
in G. In this paper, some properties of super line graphs of index 2 are presented, and L2(G)
is studied for certain classes of graphs. c© 1999 Elsevier Science B.V. All rights reserved
1. Introduction
In [1] the authors introduced the concept of the super line graph, which generalizes
the notion of line graph. For a given graph G, its super line graph Lr(G) of index r
is the graph whose vertices are the r-subsets of E(G), and two vertices S and T are
adjacent if there exist s 2 S and t 2 T such that s and t are adjacent edges in G. In [1],
several properties of Lr(G) were studied. Many other properties and concepts related
to super line graphs were presented in [2,3]. The study of super line graphs continues
the tradition of investigating generalizations of line graphs in particular and of graph
operators in general, as elaborated in the recent excellent monograph by Prisner [6].
In this paper we investigate L2(G) in greater detail. In Section 2 we rst present
some basic properties of L2(G). We then use these to investigate super line graphs of
index 2 of some special classes of graphs. We also establish several other properties
of L2(G) and investigate certain graph equations involving the L2 operator.
In Section 3 we study traversability properties of L2(G). Finally, in Section 4 we
generalize the concept of super line graphs to super line multigraphs and investigate
some of their properties.
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2. Some properties of L2(G )
For simplicity, we shall denote a 2-set fa; bg of edges by ab. Also, for an edge e
in G, we use N (e) to denote the neighborhood of e in G, which is the set of edges in
G that are adjacent to e. In our rst result, we obtain formulas for the order and size
(that is, the number of edges) of L2(G).
Theorem 2.1. If G is a graph with q edges, then











+ ab(q− ab)− ab;
where




1 if a and b are adjacent in G;
0 otherwise:
Proof. (i) is clear. For (ii), a vertex ef in L2(G) is adjacent to ab if at least one of
e and f is in N (a)[N (b). Thus there are (ab2 + ab(q− ab) such vertices ef. In this
count, ab itself gets included if a is adjacent to b in G, so 1 must be subtracted in
this case. Hence (ii) follows.
As an application of Theorem 2.1, we give below the sizes of L2(G) when G is
complete, complete bipartite, a cycle, a path, or a hypercube.
Theorem 2.2.
(i) jE(L2(Kn))j = 18n(n− 1)(n− 2)(n4 − 8n3 + 32n2 − 72n+ 67).
(ii) jE(L2(Km;n))j = (mn=8)(4m3n2+4m2n3−6m3n−20m2n2−6mn3+3m3+32m2n+
32mn2 + 3n3 − 18m2 − 66mn− 18n2 + 39m+ 39n− 22).
(iii) jE(L2(C3))j = 3, jE(L2(C4))j = 15, and jE(L2(Cn))j = n(n− 2)2 for n > 4.
(iv) For n>3, jE(L2(Pn+1)j = n(n− 2)2 − (n− 3)2.
(v) jE(L2(Qn))j = n(n− 1)2n−3(n222n − n(3n− 2)2n+1 + 3(5n2 − 9n+ 3)).












are adjacent edges. If ab is an adjacent pair, then
ab = 3n − 6. If ab is a nonadjacent pair, then ab = 4n − 12. The formula for the
number of edges of L2(Kn) then follows (after considerable algebraic simplication!)
from Theorem 2.1.
(ii) The argument here is similar to that for Kn and we omit the details.
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(iii) Since L2(C3) = K3 and L2(C4) = K6; jE(L2(C3))j = 3 and jE(L2(C4))j =
15, respectively. Thus let n> 4. We label the edges of Cn as 1; 2; : : : ; n. We say
that a vertex ij of L2(Cn) is of type d, where d = min(ji − jj; n − ji − jj). Clearly,
16d6bn=2c. For each value of d, we determine the number and the degrees of vertices
of L2(Cn) of type d. Clearly, there are n vertices 12; 23; : : : ; n1 of type 1. For each such
vertex ab, ab = 4 and ab = 1, so that, by Theorem 2.1, deg(ab) = 4n−11. Similarly,
there are n vertices of type 2, each of degree 3n− 6. Furthermore, there are n vertices
of each type 3; : : : ; b(n− 1)=2c, and each such vertex has degree 4n− 10. Finally, if n
is even, there are n=2 vertices of type n=2, each of degree 4n − 10. Summing all the
degrees, it follows that E(L2(Cn)) = n(n− 2)2.
(iv) The proof follows by a counting argument very similar to that in (iii), so we
omit the details.
(v) This result was proved in [4].
Remark. Theorem 2.2 gives us some insight into the order and size of L2(G) for
various graphs G. For example, L2(Kn) has order O(n4) and size O(n7). Thus, these
graphs are not as dense as one might expect. In particular, they do not satisfy cer-
tain well-known sucient conditions for Hamiltonicity. However, we will prove in
Section 3 that they are indeed Hamiltonian. In fact, we will prove a more general
result.
It is well known that a line graph L(G) is complete if and only if G is a star or
the 3-cycle. We observe that if G has q edges, then Lq(G) = K1 is trivially complete.
In [1], it was shown that if Lr(G) is complete, so is Lr+1(G). The line completion
number of a graph G is dened as the smallest index r such that Lr(G) is complete.
Thus graphs with line completion number 1 are precisely the stars K1;n, and K3. In
[2] we also showed that the line completion number of a graph G is at most 2 if and
only if G does not have 3K2 or 2P3 as a subgraph. We thus have the following result
of [3].
Theorem 2.3. L2(G) is complete if and only if G does not contain 3K2 or 2K1;2 as
a subgraph.
We now investigate some graph equations involving L2(G).
Theorem 2.4. Assume that G has no isolated vertices. Then
(i) L2(G) = G if and only if G = K3.
(ii) L2(G) = L(G) if and only if G is K1;3, K3, or 3K2.
(iii) L2(G) = G has no solution.




. Since G has no




62q which implies that q65. The only
feasible pairs (p; q) which satisfy these conditions are (3,3), (6,4) and (10,5). The
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Fig. 1.
graph K3 is the only graph with p = q = 3, and L2(K3) = K3. There are three graphs
with p = 6 and q = 4 and no isolated vertices: P2 [ P4, P2 [ K1;3, and 2P3, as shown
in Fig. 1. Also, 5K2 is the only graph with no isolated vertices, having p = 10 and
q = 5. For each of these graphs, L2(G) 6= G.
(ii) If L2(G) = L(G), then q = 3, and it can be easily checked that G must be one
of the graphs listed.
(iii) As in (i), the only feasible pairs (p; q) are (3,3), (6,4) and (10,5). The only
graphs without isolated vertices and having these parameters are K3, the three graphs
in (i) and 5K2, and none of these graphs has a complement isomorphic to L2(G).
In [5], the problem of nding all graphs G such that G is isomorphic to a subgraph
of L(G) was investigated. We consider the corresponding question for G and L2(G).
The following result establishes this for paths and cycles.
Proposition 2.5. (i) CnL2(Cn),
(ii) PnL2(Pn).
Proof. (i) Let E(Cn) = f1; 2; : : : ; ng. Then the edges 12; 23; : : : ; (n − 1)n; n1 form a
cycle of length n in L2(Cn).
(ii) Let E(Pn) = f1; 2; : : : ; n − 1g. Then a path of length n − 1 in L2(Pn) is
12; 23; : : : ; (n− 2)(n− 1); (n− 1)1; (n− 1)2.
Our next result gives a sucient condition on (G) (the maximum degree) for a
graph G to be a subgraph of L2(G). This in turn gives us additional classes of graphs
satisfying this property.
Lemma 2.6. If G is a connected graph of order n with maximum degree
> 12 (
p
8n+ 1 + 1), then GL2(G).
Proof. This follows from the fact that
GKnK(2) =L2(K1;)L2(G):
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Since we get a much stronger result, namely, KnL2(G), we believe that the bound
is not sharp and can be improved. As a direct consequence of Lemma 2.6, we have
the following result.
Theorem 2.7. If G is a complete graph or complete bipartite graph other than K2,
K1;2, or K1;3, then GL2(G).
For bipartite graphs, the following more general result was proved in [4].
Theorem 2.8. If G is a bipartite graph with partite sets A and B such that
jAj6jBj< jE(G)j; then GL2(G).
The question given above has been generalized to the concept of line inclusion
number: Given graphs G and H , the line inclusion number of H in G is the smallest
index r such that H is a subgraph of Lr(G). We refer the reader to [3] for more
details.
We close this section with a result on the diameter of L2(G).
Theorem 2.9. For any graph G, diam(L2(G))62 if and only if G has at most one
isolated edge.
Proof. If G has two or more isolated edges, then L2(G) has an isolated vertex.
Conversely, suppose that G has at most one isolated edge, and assume that L2(G) is
not complete. Let u; v be nonadjacent vertices in L2(G)). We consider two cases.
Case 1: u and v have an edge in common, say, u = ab and v = ac. Since u and
v are nonadjacent, a; b, and c are independent edges in G. Also since at most one of
a; b; c can be isolated (say c), there exist edges e and f in G, such that a is adjacent
to e and b is adjacent to f. (It is possible that e = f.) Then ab; eb; ac is a 2-path in
L2(G).
Case 2: u and v are disjoint, with, say, u = ab, v = cd. Again, there exist edges
f and g such that a is adjacent to f and c is adjacent to g. The result follows as
before.
3. Existence of cycles
In this section we show that L2(G) is pancyclic when G is connected (with q>2).
We rst prove the result for trees and then extend it to all connected graphs.
Theorem 3.1. If T is a tree with q>2 edges, then L2(T ) is pancyclic.
Proof. The proof is by induction on q. For q64, it can be easily checked that L2(T )
is complete, which is also true if T is a star. Assume that T is not a star, and that
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q > 4. Choose a vertex u of T such that deg(u)> 1, and every neighbor of u, except
one, say v, is an end vertex. Since T is not a star, such a vertex always exists. Let
S be the star with center u, and let Tv be the subtree of T obtained by removing u
and all its neighbors except v. Let s = deg(u) so that Tv has r = q − s edges. By
our choice of u and v, it follows that r > 0 and s > 1. If r = 1, then L2(T ) is
complete. If r = 2 with (say) E(Tv) = f1f2, then L2(T ) − f1f2 is complete, and
degL2(T )f1f2 > 1. Hence L2(T ) is pancyclic. Thus we may assume that r>3.
Now the vertex set of L2(T ) is the (disjoint) union of V (L2(S)), V (L2(Tv)), and
the set W = fabja 2 E(Tv), b 2 E(S)g. Also, L2(S) is complete, and, by the induction
hypothesis, L2(Tv) is pancyclic. Let Cv be a spanning cycle of L2(Tv). Also let X1X2
be an edge of Cv, where X1 = f1e, and X2 = f2f, where f1; e; f2; f 2 E(Tv), and f1
is adjacent to f2.
We observe that jW j = rs. Since S is a star with s edges, the subgraph of L2(T )
induced by W contains the complete multipartite graph Kr;r;:::;r as a spanning subgraph.
Hence, it contains paths of lengths 1 through rs− 1. We can also assume that the end
vertices of each of these paths are Y1 = f1g, and Y2 = f2h, where f1 and f2 are as
above, and g; h 2 E(S).
Now, in L2(T ), X1 and Y2 are adjacent, as are X2 and Y1. Hence we can construct




+ j, for 26j6rs, by identifying the ends of each of
the above paths appropriately with those of the path Cv − X1X2.




+ rs so constructed. By our construction, C contains
edges from the subgraph of L2(T ) induced by W . Also, every vertex of the complete
graph L2(S) = K(s2) is adjacent to all vertices of W . It follows that C can be extended

















+1. For this, choose three
adjacent vertices, say, a1b1, a2b2, and a3b3 on Cv. Assume that a1 is adjacent to a, and
that a3 is adjacent to b, for some a; b 2 E(Tv) (not necessarily distinct). Choose two
adjacent edges e1 and e2 in S and replace the P3 formed by the above three vertices
by the P4 formed by a1b1, ae1, be2, a3b3 to produce the required cycle.
This completes the proof.
Theorem 3.2. If G is connected, with q>2; then L2(G) is pancyclic.
Proof. We use induction on the number of cycles in G. The base case is the previous
theorem. In general, let e = uv be an edge on a cycle of G. Let w be a new vertex
not in V (G). Construct a graph H = G− e+f, where f = uw. Then it is easily seen
that L2(H) is isomorphic to a spanning subgraph of L2(G). Since H is connected
and has fewer cycles than G, by the induction hypothesis, L2(H) is pancyclic. Hence
so is L2(G).
We now give an example to show that Theorem 3.2 does not hold for disconnected
graphs. First, we recall that [1] for any graph G, Lr(G) has at most one nontriv-
ial component. Let G be the graph P4 [ 2K2, with edges labeled 1{5 as shown in
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Fig. 2.
Fig. 2. Then L2(G) has order 10; 45 is an isolated vertex, and the remaining nine
vertices form the nontrivial component. We also observe that the component of order
nine is nonhamiltonian. For, the ve vertices 13; 14; 15; 34, and 35 form an independent
set.
The above example naturally leads one to ask if L2(G) is hamiltonian if it is
connected. We believe we have a proof that if G has no isolated edges, then L2(G) is
in fact vertex pancyclic. We also believe that perhaps this is true even if one isolated
edge is present. We will explore these results in future work.
4. Super line multigraphs
We now consider a variation of the super line graph, one that takes into account
how many pairs of edges fei; fjg in the two sets fe1; e2g and ff1; f2g are adjacent,
not just whether there is such a pair.
For a graph G, we dene M2(G), the super line multigraph of index 2, as follows:
The vertices of M2(G) are pairs of edges in G. For S = e1e2 and T = f1f2, the
number of edges between S and T is the number of pairs eifj such that ei and fj
are adjacent in G. Observe that two vertices in M2(G) can be joined by at most four
edges. Fig. 3 shows P5 and M2(P5).
For two vertices S and T in M2(G), the number a(S; T ) of edges between S and T
is 0 if and only if neither edge in S is adjacent to either edge in T . This can occur in
any of the four basic congurations in G shown in Fig. 4(a).
In this gure, the light edges are in one set, the dashed edges are in the other set,
and the heavy edges are in both. Similarly, there are ve congurations for which S
and T will be joined by just one edge. These are shown in Fig. 4(b). The extreme
of four edges between S and T can arise from three situations, where the two pairs
form a star K1;4, where they are opposite sides of a 4-cycle, and where they generate
K3 with one edge attached and the edges in one set are independent (Fig. 4(e)).
Fig. 4 also shows all ways of getting two and three edges between S and T .
It is clear that L2(G) is a subgraph of M2(G). In the following theorem, we give
a formula for the number of edges in M2(G) in terms of the degrees of vertices in G.
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Theorem 4.1. If G is a graph with q edges and degrees d1; d2; : : : ; dn, then the number







Proof. Suppose that the edges of G are labeled 1; 2; : : : ; q. Given a vertex x of degree
d, consider a pair 1; 2 (say) of edges incident at x. We count the number of edges of
M2(G) which arise due to the adjacency of this pair. These edges are (12; 1j), (12; 2j),
and (1j; 2k), with 36j; k6q. Thus there are (q − 2) + (q − 2) + (q− 2)2 = q(q − 2)




pairs of edges at x, we get q(q−2)(d2 edges in M2(G)
arising due to the adjacency of edges of G at x. The result follows.
This theorem also gives a method for nding a decomposition of M2(G) analogous
to the Krausz decomposition of line graphs. From the proof of Theorem 4.1 it follows
that the edges of M2(G) that arise due to the adjacency of two edges of G form a
K1;q−2;q−2. For instance, the three partite sets due to adjacency of (say) edges 1 and 2
in G will be f12g, f13; 14; : : : ; 1qg, and f23; 24; : : : ; 2qg. We call the singleton 12 the
anchor of this copy of K1;q−2;q−2, while the other two partite sets will just be called
parts. Our last theorem describes the decomposition of M2(G).
Theorem 4.2. If G is a graph with q edges and degrees d1; d2; : : : ; dn, then the edges






copies of K1;q−2;q−2 such that for any
two copies P and Q; the following hold:
(a) P and Q have distinct anchors.
(b) Either
(i) P and Q contain the anchors of each other, in which case the parts containing
the respective anchors are identical except for the anchors, and the other parts
have exactly one common vertex; or
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Fig. 4.
(ii) P and Q do not contain each other’s anchors; and then each part of P has
exactly one vertex in common with each part of Q.
Proof. Our preceding discussion shows that each adjacency of two edges (say) 1 and
2 in G gives rise to a K1; q−2; q−2 in M2(G), anchored at 12. Thus distinct copies
have distinct anchors. The two cases of (b) correspond to the two anchors having one
common edge, or none, respectively.
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We observe that the converse of Theorem 4.2 is not true. That is, there are multi-
graphs with a decomposition satisfying the conditions of the theorem, which are not
M2(G) for any G.
For example, consider the multigraph M shown below in Fig. 5.
It is easy to check that M can be decomposed into three copies P;Q; R of K1;2;2.
These have anchors and parts as follows:
P: anchor: fug, parts: fv; wg, fx; yg.
Q: anchor: fvg, parts: fu; wg, fy; zg.
R: anchor: fwg, parts: fu; vg, fx; zg.
Clearly, this decomposition satises the conditions of the theorem. Suppose that there
is a graph G with M2(G) = M . Let the edges of G be 1; 2; 3; 4 where (say) u = 12.
Then without loss of generality, we may assume that v = 13 and w = 14. But then
since u; v and w are the only anchors, the only possible adjacencies of edges in G are
12, 13 and 14, and this is impossible. Alternatively, it can be seen that the only lists




= 3 are 3; 1; 1; 1; 1; 1 and 2; 2; 2; 1; 1, and the
only graphs with these lists are P5, K3 [ K2, and K1;3 [ K2. None of these graphs has
M as its super line multigraph of index 2.
We conclude the paper with the hope that the results presented here will further
enhance the interest in super line graphs. In particular, the concept of super line multi-
graphs introduced in the last section deserves further investigation. Another area for
exploration is the study of super line digraphs. The authors are currently engaged in
such a study and have obtained some promising results.
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