Abstract. Given a metric space X and a distance threshold r > 0, the Vietoris-Rips simplicial complex has as its simplices the finite subsets of X of diameter less than r. A theorem of JeanClaude Hausmann states that if X is a Riemannian manifold and r is sufficiently small, then the Vietoris-Rips complex is homotopy equivalent to the original manifold. Little is known about the behavior of Vietoris-Rips complexes for larger values of r, even though these complexes arise naturally in applications using persistent homology. We show that as r increases, the VietorisRips complex of the circle obtains the homotopy types of the circle, the 3-sphere, the 5-sphere, the 7-sphere, . . . , until finally it is contractible. As our main tool we introduce a directed graph invariant, the winding fraction, which in some sense is dual to the circular chromatic number. Using the winding fraction we classify the homotopy types of the Vietoris-Rips complex of an arbitrary (possibly infinite) subset of the circle, and we study the expected homotopy type of the Vietoris-Rips complex of a uniformly random sample from the circle. Moreover, we show that as the distance parameter increases, the ambientČech complex of the circle also obtains the homotopy types of the circle, the 3-sphere, the 5-sphere, the 7-sphere, . . . , until finally it is contractible.
Introduction
Given a metric space X and a distance threshold r > 0, the Vietoris-Rips simplicial complex VR < (X; r) has as its simplices the finite subsets of X of diameter less than r. As the maximal simplicial complex determined by its 1-skeleton, it is an example of a clique (or flag) complex. Vietoris-Rips complexes were introduced to define a (co)homology theory for metric spaces [21] , and have been used to study hyperbolic groups [9] .
More recently, Vietoris-Rips complexes are used in computational algebraic topology and in topological data analysis. In this context the metric space X is often a finite sample from some unknown subset M ⊆ R d , and one would like to use X to recover topological features of M . The idea behind topological persistence is to reconstruct VR < (X; r) as the distance threshold r varies from small to large, to disregard short-lived topological features as the result of sampling noise, and to trust topological features which persist as being representative of the shape of M . For example, with persistent homology one attempts to reconstruct the homology groups of M from the homology of VR < (X; r) as r varies [8, 5, 6] .
The motivation for using Vietoris-Rips complexes in applied contexts comes from the work of Hausmann and Latschev. Hausmann proves that if M is a closed Riemannian manifold and if r is sufficiently small compared to the injectivity radius of M , then VR < (M ; r) is homotopy equivalent to M [11] . Latschev furthermore shows that if X is Gromov-Hausdorff close to M (for example a sufficiently dense finite sample) and r is sufficiently small, then VR < (X; r) recovers the homotopy type of M [17] . As the main idea of persistence is to allow r to vary, we would like to understand what happens when r is beyond the "sufficiently small" range.
As the main result of this paper, we show that as the distance threshold increases, the VietorisRips complex VR < (S 1 ; r) of the circle obtains the homotopy types of the odd-dimensional spheres S 1 , S 3 , S 5 , S 7 , . . . , until finally it is contractible. To our knowledge, this is the first computation for a non-contractible connected manifold M of the homotopy types of VR < (M ; r) for arbitrary r (and also a first computation of the persistent homology of VR < (M ; r)). Our main result confirms, for the case M = S 1 , a conjecture of Hausmann that for M a compact Riemannian manifold, the connectivity of VR < (M ; r) is a non-decreasing function of the distance threshold r [11, (3.12) ].
As our main tools we introduce cyclic graphs, a combinatorial abstraction of Vietoris-Rips graphs for subsets of the circle, and their invariant called the winding fraction. In a sense which we make precise, the winding fraction is a directed dual of the circular chromatic number of a graph [12, Chapter 6] . In [2] we proved that for X ⊆ S 1 finite, VR < (X; r) is homotopy equivalent to either an odd-dimensional sphere or a wedge sum of spheres of the same even dimension; the theory of winding fractions provides us with quantitative control over which homotopy type occurs, and also over the behavior of induced maps between complexes. As applications we classify the homotopy types of VR < (X; r) for arbitrary (possibly infinite) subsets X ⊆ S 1 , and we analyze the evolution of the homotopy type of VR < (X; r) when X ⊆ S 1 is chosen uniformly at random. Cech complexes are a second geometric construction producing a simplicial complex from a metric space. The ambientČech complexČ < (S 1 , S 1 ; r) is defined as the nerve of the collection of all open arcs of length 2r in the circle of circumference 1 [7] . For r small the Nerve Theorem [4, Theorem 10.6] implies thatČ < (S 1 , S 1 ; r) is homotopy equivalent to S 1 . Just as we study VR < (S 1 ; r) in the regime where r is too large for Hausmann's result to apply, we also study C < (S 1 , S 1 ; r) in the regime where r is too large for the Nerve Theorem to apply. We show that as r increases, the ambientČech complexČ < (S 1 , S 1 ; r) also obtains the homotopy types of S 1 , S 3 , S 5 , S 7 , . . . , until finally it is contractible. All of this has analogues for the complexes VR ≤ (S 1 ; r) andČ ≤ (S 1 , S 1 ; r), defined by sets of diameter at most r, respectively closed arcs of length 2r.
Contents of the paper. In Section 2 we introduce preliminary concepts and notation, including Vietoris-Rips complexes. We introduce cyclic graphs and develop their invariant called the winding fraction in Section 3. In Section 4 we show how this invariant affects the homotopy type of the clique complex of a cyclic graph. In Section 5 we show that the homotopy type of the Vietoris-Rips complex stabilizes for sufficiently dense samples of S 1 . We apply the winding fraction to study the evolution of Vietoris-Rips complexes for random subsets of S 1 in Section 6. The main result appears in Sections 7 and 8, where we show how to compute the homotopy types of Vietoris-Rips complexes of arbitrary (possibly infinite) subsets of S 1 ; in particular we describe VR < (S 1 ; r). In Section 9 we transfer the results to the ambientČech complexes of the circle. The appendices contain proofs of auxiliary results in linear algebra and probability.
Preliminaries
We refer the reader to Hatcher [10] and Kozlov [16] for basic concepts in topology and combinatorial topology.
Simplicial complexes. For K a simplicial complex, let V (K) be its vertex set. The link of a vertex v ∈ V (K) is lk K (v) = {σ ∈ K | v / ∈ σ and σ ∪ {v} ∈ K}. We will identify an abstract simplicial complex with its geometric realization. Definition 2.1. For an undirected graph G the clique complex Cl(G) is the simplicial complex with vertex set V (G) and with faces determined by all cliques (complete sugbraphs) of G.
Vietoris-Rips complexes. The Vietoris-Rips complex is used to capture a notion of proximity in a metric space. Definition 2.2. Suppose X is a metric space and r ≥ 0 is a real number. The Vietoris-Rips complex VR ≤ (X; r) (resp. VR < (X; r)) is the simplicial complex with vertex set X, where a finite subset σ ⊆ X is a face if and only if the diameter of σ is at most r (resp. less than r).
Every Vietoris-Rips complex is the clique complex of its 1-skeleton. We will write VR(X; r), omitting the subscripts < and ≤, in statements which remain true whenever either inequality is applied consequently throughout. Note that VR ≤ (X; 0) is X with the discrete topology, and by convention we set VR < (X; 0) = ∅.
Conventions regarding the circle. We give the circle S 1 the arc-length metric scaled so that the circumference of S 1 is 1. For x, y ∈ S 1 we denote by [x, y] S 1 the closed clockwise arc from x to y and by d(x, y) its length -the clockwise distance from x to y. For a fixed choice of 0 ∈ S 1 each point x ∈ S 1 can be identified with the real number d(0, x) ∈ [0, 1), and this will be our coordinate system on S 1 . For any two numbers x, y ∈ R we define [x, y] S 1 = [x mod 1, y mod 1] S 1 and d(x, y) = d(x mod 1, y mod 1). Open and half-open arcs are defined similarly. If x 1 , x 2 , . . . , x s ∈ S 1 then we will write
, where x s+1 = x 1 . We will also write
Directed graphs. Throughout this work a directed graph is a pair − → G = (V, E) with V the set of vertices and E ⊆ V × V the set of directed edges, subject to the conditions (v, v) ∈ E (no loops) and (v, w) ∈ E =⇒ (w, v) ∈ E (no edges oriented in both directions). The edge (v, w) will also be denoted by v → w. For a vertex v ∈ V ( − → G ) we define the out-and in-neighborhoods
as well as their closed versions
A directed cycle of length s in − → G is a sequence of vertices v 1 , . . . , v s such that there is an edge v i → v i+1 for all i = 1, . . . , s, where v s+1 = v 1 .
For a directed graph − → G we will denote by G the underlying undirected graph obtained by forgetting the orientations. If G is an undirected graph we write v ∼ w when v and w are adjacent and we define
For v ∈ V let − → G \ v be the directed graph obtained by removing vertex v and all of its incident edges, and for e ∈ E let − → G \ e be obtained by removing edge e. The undirected versions G \ v and G \ e are defined similarly.
Cyclic graphs, winding fractions, and dismantling
In this section we develop the combinatorial theory of cyclic graphs, dismantling, and winding fractions. We will concentrate on the following class of directed graphs. Definition 3.1. A directed graph − → G is called cyclic if its vertices can be arranged in a cyclic order v 0 , . . . , v n−1 subject to the following condition: if there is a directed edge v i → v j for i = j, then either j = (i + 1) mod n or there are directed edges
Cyclic graphs are a special case of directed graphs with a round enumeration; the latter are defined by the above definition when edges with double (opposite) orientations are allowed. For a comprehensive survey of related graph classes see [18] , especially Theorem 10.
If − → G is a cyclic graph and x 1 , . . . , x s are any of its vertices (not necessarily distinct), then we write
. . , x s are compatible with the cyclic ordering in − → G . We will also use x i ≺ x i+1 to indicate that two consecutive vertices are distinct. All arithmetic operations on the vertex indices are understood to be reduced modulo n; for instance we will write simply v i+k for v (i+k) mod n .
We begin with some basic properties of cyclic graphs. 
(b) For every i = 0, . . . , n − 1 we have inclusions
Proof. Parts (a) and (b) follow directly from the definition. The cyclic orientation inherited from − → G is a cyclic orientation of any induced subgraph, which gives (c). To prove (d) take a directed cycle and replace any edge v i → v j with j = i + 1 by a path v i → v i+1 → v j . After finitely many steps of this kind we get a directed cycle in which every edge is of the form v i → v i+1 .
The main examples of cyclic graphs of interest in this paper are provided in the next two definitions. Definition 3.3. For a finite subset X ⊆ S 1 and real number 0 < r < 1 2 , the directed Vietoris-Rips graphs −→ VR ≤ (X; r) and −→ VR < (X; r) are defined as
It is clear that the Vietoris-Rips graph is cyclic with respect to the clockwise ordering of X. As before, we will omit the subscript and write −→ VR(X; r) in statements which apply to both < and ≤. It makes sense to extend the definition to the boundary case r = 0 by setting −→ VR ≤ (X; 0) = (X, ∅) and −→ VR < (X; 0) = (∅, ∅). Not every cyclic graph is a Vietoris-Rips graph of a subset of S 1 : an example is in Figure 1 . Our interest in Vietoris-Rips graphs stems from the fact that a VietorisRips complex is the clique complex of the corresponding undirected Vietoris-Rips graph, namely VR(X; r) = Cl(VR(X; r)).
Definition 3.4. For integers n and k with 0 ≤ k < 1 2 n, the directed graph − → C k n has vertex set {0, . . . , n − 1} and edges i → (i + s) mod n for all i = 0, . . . , n − 1 and s = 1, . . . , k. Equivalently
The directed graphs − → C k n are cyclic with respect to the natural cyclic order of the vertices. Note that − → C k n is a Vietoris-Rips graph of the vertex set of a regular n-gon, or in our notation:
(1)
The cyclic graphs − → C k n will play a prominent role in our analysis of the Vietoris-Rips graphs. A homomorphism of directed graphs f :
H . Directed graphs with homomorphisms form a category. We now define a class of homomorphisms for the subcategory of cyclic graphs. 
H , and if f is not constant whenever − → G has a directed cycle.
VR(X; r) then the condition "f is not constant and respects the cyclic ordering" is equivalent to the equation 
This contradicts our definition of a directed graph, and hence gf is not constant.
Part (c) is clear.
We can now define the main numerical invariant of cyclic graphs.
Definition 3.7. The winding fraction of a cyclic graph
For a finite subset X ⊆ S 1 we also introduce a shorthand notation wf ≤ (X; r) = wf( −→ VR ≤ (X; r)), wf < (X; r) = wf( −→ VR < (X; r)).
The next proposition records the basic properties of the winding fraction.
Proposition 3.8. The winding fraction satisfies the following properties.
(a) wf(
1 is a finite set and 0 < r < 1 2 then wf ≤ (X; r) ≤ r, wf < (X; r) < r, wf < (X; r) ≤ wf ≤ (X; r).
by Lemma 3.6(a) it admits cyclic homomorphisms only from the graphs − → C 0 n . Part (b) follows directly from the definition of the winding fraction. Now we prove the first inequality of (c). Suppose that f :
is a cyclic homomorphism with k ≥ 1, which means that for every i = 0, . . . , n − 1 we
where in the last equality we used (2) . It follows that k n ≤ r and wf ≤ (X; r) ≤ r. The second inequality has similar proof with strict inequalities and the third one follows from (b) since we have a subgraph inclusion −→ VR < (X; r) ⊆ −→ VR ≤ (X; r).
n } and r = k n gives, by (1) , that wf(
We now describe a practical way of computing the winding fraction. The method uses graph reductions modelled on the notion of dismantlings of undirected graphs (called folds in [12, Section 2.11] or LC reductions in [19] ), and hence we use the same terminology.
Lemma 3.10. If − → G is a cyclic graph and v i is dominated by v i+1 , then the map f :
Proof. We first check that f is a homomorphism of directed graphs. First note the map f preserves all edges avoiding
The map f is a cyclic homomorphism because it clearly preserves the cyclic ordering, and if − → G has a directed cycle then it has at least three vertices, in which case f is not constant.
The last claim is obvious.
The removal of a dominated vertex can be repeated as long as the new graph has one.
Definition 3.11. We say a cyclic graph
is the identity of − → H . The next proposition answers the question of when the dismantling process of a cyclic graph must stop. 
where
Since − → G has no dominated vertices, all n summands above are positive and therefore all are equal to 1. We have
Denote the common value of
Dismantlings are originally studied in the setting of undirected graphs; an important result is that if graph G dismantles to both H and H , each containing no dominated vertices, then H and H are isomorphic (see [19] or [12, Theorem 2.60]). More is true under our definitions for cyclic graphs: a cyclic graph dismantles to a unique induced subgraph of the form − → C k n for some 0 ≤ k < 1 2 n. We do not need or prove uniqueness here, but it follows from upcoming work in which we recharacterize the vertices of this unique subgraph as the set of periodic points of a discrete dynamical system (see Section 10).
We can now give a recipe for computing the winding fraction.
Proof. The graph − → G has both cyclic homomorphisms
, so the claim follows from Proposition 3.8 parts (b) and (d).
The following result gives the converse of Proposition 3.8(b).
Proposition 3.15. There is a cyclic homomorphism f :
Proof. The "only if" part is handled by Proposition 3.8(b).
For any 0 ≤ k < 
It easy to see that ι and τ are cyclic homomorphisms.
To prove the "if" part, suppose that
Proposition 3.14 and the assumption wf(
where the first and last map come from dismantling, and the middle map is a subgraph inclusion since kn ≤ nk .
The winding fraction is in a sense dual to the well-studied concept of circular chromatic number, see [12, Chapter 6] . For an arbitrary undirected graph G the circular chromatic number χ c (G) is defined as the infimum over numbers n k such that there is a map V (G) → Z/n which maps every edge to a pair of numbers at least k apart. By Proposition 3.15 we have wf(
which leads to the following description: wf( − → G ) is the infimum over numbers k n such that there is an order-preserving map V (G) → Z/n which maps every edge to a pair of numbers at most k apart.
Winding fractions determine homotopy types
We now analyze the influence of the winding fraction wf( − → G ) on the topology of the clique complex Cl(G).
A homomorphism f : G → H of undirected graphs is a vertex map such that v ∼ w implies
H determines a homomorphism of the underlying undirected graphs G → H, and in turn also a simplicial map Cl(G) → Cl(H).
G is a cyclic graph and v i is a dominated vertex, then the cyclic homomorphisms
10 induce homotopy equivalences of clique complexes.
Proof. Using the conditions listed in Lemma 3.2(b) and Definition 3.9 we get
Hence the link lk Cl(G) (v i ) is a cone with apex v i+1 , or in other words, Cl(G) is obtained from Cl(G \ v i ) by attaching a cone over a cone. It follows that the inclusion Cl(
To determine the homotopy types of Cl(G) for arbitrary cyclic graphs − → G we recall the following result, proved with different methods in [1] and [2] . 
By convention an empty wedge sum is a point. We immediately obtain the following result. Proof. For the cyclic graph −→ VR(X; r) we have VR(X; r) = Cl(VR(X; r)).
In [2] we obtained a weaker statement, which we explain now. A circular-arc graph (CA) is an intersection graph of a collection of arcs in S 1 . A circular-arc graph is proper (PCA) if no arc contains another and unit (UCA) if all arcs have the same length. We have inclusions of graph classes UCA PCA CA. If − → G is a cyclic graph then one can show G is a PCA graph, and if X ⊆ S 1 is finite and 0 ≤ r < 1 2 then the Vietoris-Rips graph VR(X; r) is a UCA graph. In [2] we proved that the clique complex of any CA graph has the homotopy type of S 2l+1 or a wedge of copies of S 2l for some l ≥ 0. The theory of winding fractions refines the result of [2] by providing quantitative control over which homotopy type occurs, and by allowing us to understand induced maps. These features will be crucial for the applications we present in the following sections.
There is a clear difference in the behaviour of Cl(G) when wf(
. We now discuss additional properties of Cl(G) in the generic situation. The next lemmas describe the effect of a vertex or edge removal on the homotopy type of Cl(G).
Proof. By Theorem 4.4 the complexes Cl(G\v) and Cl(G) are both homotopy equivalent to S 2l+1 .
yields a Mayer-Vietoris long exact sequence of homology groups whose only nontrivial part is
) is free and concentrated in at most one dimension. In view of (3) this is possible only if H * (Cl(G v )) = 0 and the middle map in (3) is an isomorphism. So
G induces a homology isomorphism between spaces homotopy equivalent to S 2l+1 , and hence is a homotopy equivalence.
Lemma 4.7. Suppose that − → G is a cyclic graph and e ∈ E( − → G ) is an edge such that − → G \ e is also a cyclic graph. If
G induces a homotopy equivalence of clique complexes.
Proof. Let e = (a, b) and denote by − → G e the cyclic subgraph of
By Mayer-Vietoris this yields the exact sequence
The proof can now be completed as in Lemma 4.6.
. Then f induces a homotopy equivalence of clique complexes.
Proof. We proceed in three stages. First, suppose that f :
H is injective on the vertices, i.e. it is an inclusion of a subgraph (not necessarily induced). In that case f can be factored as a composition of cyclic homomorphisms
is an extension by a single vertex or by a single edge. Since
2l+3 the result follows from Lemmas 4.6 and 4.7.
Next, we prove the statement for an arbitrary cyclic homomorphism f :
dn is injective and τ : 
therefore f d preserves the cyclic ordering and hence is a cyclic homomorphism so long as it is a homomorphism of directed graphs. It suffices to check that for every i = 0, . . . , n − 1 we have
would contradict the fact that f is a homomorphism. This ends the proof that f d is a cyclic homomorphism.
Consider the two cyclic homomorphisms ι :
We have a commutative diagram
where indicates the map induces a homotopy equivalence of clique complexes; for the inclusions f d and ι this follows from the first part of the proof. From the diagram we conclude that f induces a homotopy equivalence.
Finally, to prove the general case, suppose that
induces a homotopy equivalence of clique complexes, and therefore so does f .
We defer until Section 8 a further study of the combinatorics of Cl(G) when wf(
is a singular value.
Density implies stability
In this section we make precise the heuristic observation that the winding fraction wf(X; r) increases with the density of X in S 1 . For this we recall the notion of covering from metric geometry.
Definition 5.1. A subset X of a metric space M is an ε-covering if every point of M is within distance less than ε from some point in X.
A finite subset X ⊆ S 1 is an ε-covering of S 1 if and only if every two consecutive points in X are less than 2ε apart.
As motivation for this section, we note that if 0 < r < 1 3 and X ⊆ S 1 is a finite subset, then VR < (X; r) S 1 if and only if X is an (r/2)-covering of S 1 . The next proposition is an analogue of this observation for bigger winding fractions and therefore for higher-dimensional homotopy types of VR < (X; r). Proposition 5.2. Suppose that 0 < r < 1 2 and X ⊆ S 1 is a finite subset. If X is an ε-covering of S 1 for some ε > 0 then wf < (X; r) > r − 2ε.
Proof. We can assume that r − 2ε > 0. There exists an ε < ε such that X is also an ε -covering. It suffices to show that whenever 0 < k n < r − 2ε then there is a cyclic homomorphism − → C k n → −→ VR < (X; r), since then we get wf < (X; r) ≥ r − 2ε > r − 2ε. 
It follows that the map
, and the proof is complete. This leads to the following conclusion. 
O O all spaces are homotopy equivalent to S 2l+1 and all maps are homotopy equivalences. For the spaces in the bottom row and the bottom map the same conclusion holds under the weaker assumption 
. The proof will be complete if we show the following claim: for every i there exists a j = i such that d(x i , x j ) < (2l + 1)δ. Without loss of generality it suffices to prove this for i = 0. We can assume that (2l + 1)δ < 1, for otherwise the claim is trivial.
Consider the directed path in −→ VR < (X; r):
Since (2l + 1)k > nl this path performs at least l full revolutions around the circle, hence
On the other hand
It follows that the directed path covers exactly l full circle lengths plus the arc [x 0 , x (2l+1)k ] S 1 whose length, by the last inequality, is less than (2l + 1)δ. That proves the claim.
The results of this section can be summarized as follows. Let
2l+3 and δ = r − l 2l+1 , and hence for any finite subset X ⊆ S 1 we have wf < (X; r) < r < l+1 2l+3 . If we think of X as an evolving (increasing) set, then the homotopy type of VR < (X; r) stabilizes at S 2l+1 at the same time when X becomes an ε-covering for some ε ∈ [ 
Evolution of random samples
We now apply the winding fraction to study the evolution of Vietoris-Rips complexes of random subsets of S 1 . Let X n ⊆ S 1 be a subset obtained by sampling n points uniformly and independently from S 1 . The connectivity of the graph VR(X n ; r) when r = r(n) → 0 as n → ∞ has been extensively studied by many authors (see [13] and the references therein). We obtain asymptotic thresholds for the higher-dimensional connectivity of VR(X n ; r) when r is large.
In this section we always assume that l ≥ 0 is fixed and l 2l+1 < r < l+1 2l+3 . We define δ = r − l 2l+1 . The probability that two points of X n are in distance exactly r for any fixed r is 0, and therefore all results hold for VR < as well as VR ≤ . Just as non-trivial asymptotic results about the connectedness of the graph VR(X n ; r) can be obtained for r → 0 as n → ∞, in our higherdimensional regime it makes sense to assume that r → l 2l+1 , that is δ → 0, as n → ∞. We use the standard asymptotic notation f (δ) = Θ(g(δ)) as δ → 0 when there are constants C 1 , C 2 > 0 (which can depend on l) such that
Let M (r) and N (r) be the random variables counting the number n of random points in S 1 until wf(X n ; r) reaches, resp. exceeds, the value l 2l+1 . Formally, consider the random process (X 1 , X 2 , . . .) where X i+1 is obtained from X i by adding a single uniformly random point. Define M (r) = min{ n : wf(X n ; r) ≥ l 2l+1 }, N (r) = min{ n : wf(X n ; r) > l 2l+1 }, where min ∅ = ∞. The random variables M (r) and N (r) describe the last two transition points in the evolution of VR(X n ; r), since M (r) ≤ n < N (r) means VR(X n ; r) is homotopy equivalent to a wedge of copies of S 2l , and n ≥ N (r) gives VR(X n ; r) S 2l+1 . We will determine the asymptotic expectations E[M (r)] and E[N (r)]. Note that the winding fraction of l 2l+1 is achieved much sooner than it is exceeded (in fact E[M (r)] is sublinear in 1/δ). It means that we are expecting a long interval of n for which VR(X n ; r) is a wedge of 2l-spheres, before reaching the final homotopy type of S 2l+1 .
Example 6.2. Suppose Figure 2 shows the average evolution of VR(X n ; r) for 1 ≤ n ≤ 1000. The red curve plots the average winding fraction, which rapidly approaches 3/7 and then exceeds it around n = 600 to approach r. For clarity of the presentation the blue curve depicts the average intrinsic dimension, which we define as 2l when wf(·) = We first prove the second claim of Theorem 6.1. For ε > 0 let C(ε) be the random variable which counts the number of steps until X n becomes a ( 
It is well-known that
as ε → 0 (see [20, Equation (4.16) ], which gives a more precise answer). The asymptotics of (5) can also be seen heuristically as follows. Divide S 1 into K = Θ(ε −1 ) arcs of length Θ(ε). Think of the random process X n as throwing balls into K urns (arcs) independently. Then the event that X n is a ε-covering coincides with the event that each urn contains a ball. By the classical coupon collector's problem this happens, in expectation, after n = Θ(K log K) balls as K → ∞.
Combining (5) 
. It follows that each x j lies in distance less than 4lδ from the j-th vertex of the regular (2l + 1)-gon with x 0 as a vertex.
Let R m (ε) be the random variable which counts the number of steps until X n contains a (ε, m)-regular subset. In Appendix B we show that for every fixed m
Here we only give a heuristic explanation using our previous urn model with K = Θ(ε −1 ) urns identified with arcs of length Θ(ε). Divide the urns into K/m groups of size m, each group consisting of arcs centered approximately around the vertices of a regular m-gon. Then the event that X n has an (ε, m)-regular subset coincides with the event that every urn in some group contains a ball. This can be correlated with the generalized birthday paradox, where we require one urn to contain m balls (the case m = 2 is the classical birthday paradox). The expected waiting time for this to happen is Θ(K m−1 m ) as K → ∞; see [15, Theorem 2] . This proves the first claim of Theorem 6.1 since by Lemma 6.3 we have
The proof of Theorem 6.1 is now complete.
Vietoris-Rips complexes for subsets of S 1
The definition of the Vietoris-Rips complex VR(X; r) makes sense for an arbitrary metric space X, not necessarily finite nor discrete. This point of view appears in the work of Hausmann [11] , who studied the case when X is a closed Riemannian manifold. In this section we show that for any subset X ⊆ S 1 the complex VR(X; r) has the homotopy type of an odd sphere or a wedge of even spheres. We will also study the complexes VR < (S 1 ; r) and VR ≤ (S 1 ; r) in more detail. For an arbitrary metric space X the geometric realization of VR(X; r) is given the topology of a CW-complex, that is the weak topology with respect to finite-dimensional skeleta, or equivalently, the weak topology with respect to subcomplexes induced by finite subsets of X. For an arbitrary subset ∅ = X ⊆ S 1 and 0 < r < 1 2 we define (7) wf < (X; r) = sup{wf < (Y ; r) : Y ⊆ X, |Y | < ∞},
The supremum in (7) need not be attained when X is infinite. When X is finite then wf(X; r) agrees with our previous definition of this symbol since the supremum is attained by Y = X.
The following proposition shows that in the generic case, VR(X; r) has the homotopy type of an odd-dimensional sphere.
Proposition 7.1. Suppose that ∅ = X ⊆ S 1 and 0 < r < 1 2 . Either of the two conditions (1) l 2l+1 < wf(X; r) < l+1 2l+3 , or (2) wf(X; r) = l+1 2l+3 and the supremum is not attained, for some l = 0, 1, . . ., implies that VR(X; r) S 2l+1 . Moreover, if r ≥ r is another value of the distance parameter for which (1) or (2) hold with the same l, then the inclusion VR(X; r) → VR(X; r ) is a homotopy equivalence.
Proof. Either of the two conditions (1), (2) Furthermore we have
2l+3 , hence the same is true for VR(X; r ). The maps VR(Y ; r) → VR(Y ; r ) now define a natural transformation of diagrams VR(−; r) → VR(−; r ) which is a levelwise homotopy equivalence by Proposition 4.8. It follows that the induced map of (homotopy) colimits is a homotopy equivalence. . As the next lemma shows, the winding fractions behave in the expected way for dense subsets of the circle. Lemma 7.3. If X is dense in S 1 and 0 < r < 1 2 then wf < (X; r) = wf ≤ (X; r) = r. In the case of wf < the supremum is not attained.
Proof. For every ε > 0 the set X contains a finite ε-covering of S 1 . Proposition 5.2 now gives wf(X; r) ≥ r. The reverse inequality and the second statement of the lemma follow from Proposition 3.8(c).
We can now give a complete description of the homotopy types of VR < (S 1 ; r) for arbitrary r.
Theorem 7.4. If X is dense in S 1 (in particular when X = S 1 ) and 0 < r < 1 2 , then we have
2l+3 then the inclusion VR < (X; r) → VR < (X; r ) is a homotopy equivalence.
Proof. By Lemma 7.3 we have wf < (X; r) = r and the supremum is not attained, meaning that either (1) or (2) in Proposition 7.1 is satisfied. Proposition 7.1 describes the homotopy types of VR(X; r) in all generic situations. The only singular cases it does not cover occur when wf(X; r) is of the form l 2l+1 and this value is in fact attained by some finite subset Y 0 ⊆ X. We deal with this in the next two statements. We delay the proofs of Proposition 7.5 and Theorem 7.6 until Section 8. Note that Theorems 7.4 and 7.6 together provide a complete description of the homotopy types of VR(S 1 ; r) for arbitrary r. They also give the persistent homology of VR(S 1 ; r), where we refer the reader to [7] for information on the persistent homology of Vietoris-Rips complexes.
Corollary 7.7. The persistent homology of VR < (S 1 ; r) contains a single interval (
2l+3 ] in each homological dimension 2l + 1, and the persistent homology of VR ≤ (S 1 ; r) contains a single interval (
2l+3 ) in each homological dimension 2l + 1. Remark 7.8. Hausmann [11, (3.12) ] conjectured that if M is a compact Riemannian manifold then the connectivity conn(VR < (M ; r)) is a non-decreasing function of r, and our results confirm this conjecture for M = S 1 . Hausmann [11, (3.11) ] furthermore conjectured that for r sufficiently small, VR < (M ; r) is homotopy equivalent to VR < (Y 0 ; r) for some finite subset Y 0 ⊆ M . For M = S 1 we confirm this conjecture for all r, sufficiently small or otherwise.
Singular winding fractions
In this section we return to study cyclic graphs for which wf(
is a singular value. Our aim is to describe a convenient structure in the homology group H 2l (Cl(G)), which we then use to prove Proposition 7.5 and Theorem 7.6.
We consider first a cyclic graph − → C 
An immediate consequence of the definition is that the image of a cross-polytopal class under a cyclic homomorphism − → G → − → H is again cross-polytopal, unless it is zero. Note that if f is not injective on the vertices then f * (ι 2l ) = 0 because a homology class of degree 2l in a clique complex must be supported on at least 4l + 2 vertices (see for instance [14, Lemma 5.3] ).
Our aim is to classify all cross-polytopal homology classes for cyclic graphs. We begin with the description of a class of cyclic homomorphisms. 
where the last equality follows from (2) . Since the two extremes are in fact equal, we must have d n (θ(i), θ(i + l)) = k for all i, which implies The cyclic homomorphism α a,b evaluated on the fundamental cycle ι 2l determines a cycle and homology class in H 2l (Cl(C dl d(2l+1) )). We will continue to denote both with α a,b . The chain representation of the cycle α a,b starts with
compare (8) . The homology classes α a,b for various pairs (a, b) satisfy a number of relations worked out in the proof of the next proposition, which is the main result concerning cyclic graphs with wf(
has a basis {e 1 , . . . , e d−1 } such that all the cross-polytopal elements in H 2l (Cl(G)) are ± e 1 , . . . , ± e d−1 and
In particular, there are exactly
Proof. In the first step we will prove the result for
). For an oriented simplex σ in a simplicial complex K let σ ∨ denote the cochain which assigns 1 to σ, −1 to σ with opposite orientation, and 0 to all other oriented simplices of K. For every a = 0, . . . , n − 1 define a cochain β a in Cl(C k n ) by β a = [a, a + d, . . . , a + 2l · d] ∨ .
Since the face [a, a + d, . . . , a + 2l · d] is maximal in Cl(C k n ), the cochain β a is in fact a cocycle, and it determines a cohomology class which we denote with the same symbol. Using (9) we verify that for 1 ≤ i, j ≤ d − 1
Since the groups H 2l (Cl(C k n )) and H 2l (Cl(C k n )) are both free abelian of rank d−1, the above implies that {α 1,d , . . . , α d−1,d } is a basis of homology and {β 1 , . . . , β d−1 } is its dual basis of cohomology. In particular, every element v ∈ H 2l (Cl(C k n )) has a decomposition
Note that β i (α a,b ) depends only on the evaluation of β i on the two leading terms in (9), since β i evaluates to 0 on all the omitted terms. The oriented simplices appearing in α a,b and α a+d,b+d differ by a cyclic shift, hence by an even number of 2l transpositions, and are therefore equal. That means we have the identity α a+d,b+d = α a,b .
It follows that all cross-polytopal classes can be written as 
Using the cyclic shift argument we obtain β a (α a,b ) = 1 and
It follows that the proposition is true with e i = α i,
) with the composition being the identity. It follows that the cross-polytopal classes ι * (e 1 ), . . . , ι * (e d−1 ) form a basis of H 2l (Cl(G)) and that ±ι * (e i ), ι * (e i ) − ι * (e j ), i = j, are crosspolytopal. Moreover, if α ∈ H 2l (Cl(G)) is cross-polytopal then π * (α) is one of ±e i , e i − e j , i = j, and therefore α must be one of ±ι * (e i ), ι * (e i ) − ι * (e j ), i = j. That completes the proof.
We are now prepared to prove Proposition 7.5, using the algebraic fact in Proposition A.1 of the appendix. is homotopy equivalent to a finite wedge sum of 2l-spheres. It follows immediately that VR(X; r) is simply-connected and its homology is torsion-free and concentrated in degree 2l. It remains to show that the group H 2l (VR(X; r)) is free abelian. Indeed, if this is the case then VR(X; r) is a model of the Moore space M ( κ Z, 2l), unique up to homotopy and equivalent to κ S 2l , for some cardinal number κ.
A non-zero homology class in H 2l (VR(X; r)) will be called cross-polytopal if it is the image under the inclusion VR(Y ; r) → VR(X; r) of a cross-polytopal class in H 2l (VR(Y ; r)) for some finite Y ∈ F (X; Y 0 ). Since the groups H 2l (VR(Y ; r)) are generated by cross-polytopal classes, the same is true about their colimit, H 2l (VR(X; r)).
A subset B of an abelian group G is called independent if for every finite subset {b 1 , . . . , b s } ⊆ B the identity , with a 1 , . . . , a s ∈ Z, implies a 1 = · · · = a s = 0. An independent set B generates a free abelian subgroup of G with basis B. Now let B be the family of all subsets B ⊆ H 2l (VR(X; r)) such that (a) all elements of B are cross-polytopal, (b) B is independent. The family B is nonempty and closed under increasing unions. Using Zorn's lemma pick an inclusion-wise maximal set B satisfying (a) and (b). If B generates H 2l (VR(X; r)) then we are done, because the group B generated by B is free abelian.
We suppose for a contradiction that B does not generate H 2l (VR(X; r)), and hence there exists a cross-polytopal class v ∈ B since H 2l (VR(X; r)) is generated by cross-polytopal classes. ) is homotopy equivalent to a wedge of copies of S 2l , and so it remains to count the number of wedge summands. For t ∈ (0,
), which appears in the support of α t but not in any other α s for s = t. This implies that the classes α t are indepedent, and hence H 2l (VR ≤ (S 1 ; l 2l+1 )) contains a free abelian group of rank c. We get a corresponding upper bound by noting that the cardinality of the set of 2l-simplices in
) is also c, and hence the cardinality of the wedge sum is c.
9.Čech complexes
TheČech complex is another geometric complex commonly used to capture the notion of proximity for metric spaces. For a point x in a metric space M , let B < (x; r) and B ≤ (x; r) denote the open and closed balls in M with center x and radius r.
Definition 9.1. For a subset X ⊆ M of an ambient metric space M and r > 0, theČech complex C < (X, M ; r) (resp.Č ≤ (X, M ; r)) is the simplicial complex with vertex set X, where a finite subset σ ⊆ X is a face if and only if x∈σ B < (x; r) = ∅ (resp. x∈σ B ≤ (x; r) = ∅).
As before, we will omit the subscript in statements which apply to both < and ≤. An equivalent definition ofČ(X, M ; r) is as the nerve of the family of balls {B(x; r) : x ∈ X}. Chazal, de Silva, and Oudot [7] refer to these complexes as ambientČech complexes with landmark set X and witness set M . We have the inclusionČ(X, M ; r/2) ⊆ VR(X; r), and if M is a geodesic space then VR(X; r) is the 1-skeleton not only of VR(X; r) but also ofČ(X, M ; r/2). If M = S 1 then the balls are open or closed arcs, and one can see that finite σ ⊆ X is a face ofČ(X, S 1 ; r) if and only if σ is contained in some arc of length 2r.
One can develop a parallel theory of dismantling, winding fractions, and homotopy types for the complexesČ(X, S 1 ; r) with X ⊆ S 1 , leading to straightforward analogues of all the results from this paper. We note that the sequence of critical values (0, , and we refer the reader to [2] for some results in the case of finite X. Instead of pursuing the parallel theory of winding fractions forČech complexes, we provide a direct transformation from Vietoris-Rips complexes toČech complexes. This transformation recovers most but not all of the results that could be obtained with the parallel theory, and we believe it is of independent interest. Let P(S 1 ) denote the power set of S 1 . If X ⊆ S 1 and a, b ∈ R then we write aX + b = {(ax + b) mod 1 : x ∈ X}, where it is understood that each point x is represented by a real number in [0, 1). Theorem 9.2. For each 0 < r < 1 2 let T r : P(S 1 ) → P(S 1 ) be given by
.
Then the (non-continuous) map π r :
induces a simplicial homotopy equivalence
Proof. We first verify that π r (T r (X)) = X. Take any y ∈ T r (X). If y = for some x ∈ X ∩ [0, 2r) S1 then π r (y) = (x + 1) mod 1 = x. It means that π r restricts to a surjection π r : T r (X) → X.
Next we check that π r induces a map of simplicial complexes. Let σ be any face of the complex VR ≤ (T r (X); 2r 1+2r ) and let x 0 = min(σ), so that σ ∩ [0, x 0 ) S 1 = ∅. To prove that π r (σ) is a face ofČ ≤ (X, S 1 ; r) we need to show that it is contained in a closed arc of length 2r. There are three cases.
•
• x 0 ∈ [ To prove that π r is a homotopy equivalence it suffices to check that the preimage π −1 r (τ ) of every face τ ∈Č ≤ (X, S 1 ; r) is contractible. The conclusion is then provided by the simplicial version of Quillen's Theorem A due to Barmak [3, Theorem 4.2] . Suppose that
where possibly s = 0 or t = 0, and
The preimage π Figure 3) .
Since τ is contained in an arc of length 2r, there is a vertex x 0 ∈ τ such that τ ⊆ [x 0 , x 0 + 2r] S 1 . We will find a vertex y 0 ∈ V (π −1 r (τ )) such that y 0 is at most r (τ ) is a cone with apex y 0 . We need to consider four cases.
• If x 0 = a q for some 1 ≤ q ≤ s then y 0 = a q . The arc [a q , a q + 2r] S 1 contains all points of τ , therefore [a q , a q + • The last case, x 0 = b q with q ≥ 2, is impossible since d(b q , b q−1 ) > 2r. Remark 9.3. Theorem 9.2 has no variant for VR < andČ < , since the set T r (X) contains pairs of points in distance exactly 2r 1+2r whose existence is essential for the proof.
In many natural circumstances maps ofČech complexes can be lifted to maps of Vietoris-Rips complexes via π r . Below we describe the case of inclusions. determines a map of Vietoris-Rips complexes which makes the following diagram commute
Proof. We first verifiy that η gives a well-defined map of Vietoris-Rips complexes in the top row of the diagram; it suffices to check this map on vertices and edges. For vertices, pick any y ∈ T r (X). If y = For arbitrary X ⊆ S 1 Theorem 9.2 allows one to determine the homotopy type ofČ ≤ (X, S 1 ; r) from an efficiently constructible instance of the Vietoris-Rips complex. Here are some examples.
) is the complex whose maximal faces are generated from {0, and T r (X n ) = X n+k . We obtain a homotopy equivalence
). This special case was proved in [2, Theorem 8.5].
Theorem 9.6. For 0 < r < 1 2 we have a homotopy equivalencě
Proof. Note that r → 2r 1+2r is a monotone map which takes the interval [
Since T r (S 1 ) = S 1 we get a homotopy equivalence
and the statement of homotopy types now follows from Theorem 7.6. The statement about inclusions will follow from Proposition 9.4 if we show that the map
The vertical inclusions are homotopy equivalences by Remark 7.2. The map η is injective and preserves the clockwise order of points on S 1 , hence it is a cyclic homomorphism of the cyclic graphs underlying the top row of the diagram. As
2l+3 , the top row is a homotopy equivalence by Proposition 4.8.
The following is an analogue of Theorem 7.4 forČech complexes in the case when X = S 1 .
Theorem 9.7. For 0 < r < 1 2 we have a homotopy equivalencě
) are cofibrations and by Theorem 9.6 they are self-homotopy equivalences of S 2l+1 for sufficiently large n. That proves the statement of homotopy types.
For the statement about inclusions, note the inclusionsČ
n ) define a natural transformation of diagrams which is a levelwise homotopy equivalence for sufficiently large n by Theorem 9.6. It follows that the induced map of (homotopy) colimitš
is a homotopy equivalence.
Concluding remarks
A natural generalization of our results would be to investigate the complexes VR(M ; r) anď C(M, M ; r) for Riemannian manifolds M other than S 1 . Intriguing examples include the spheres S n and tori (S 1 ) n for n ≥ 2. Already for M = S 2 the complete list of homotopy types of complexes VR(X; r) for finite subsets X ⊆ S 2 is not known. However, we expect to be able to say something about homotopy approximations of VR(M ; r) by complexes VR(X; r) for sufficiently dense subsets X ⊆ M .
In the context of S 1 we outline briefly our further ongoing work with Francis Motta. For the pair (X, r), with X a finite subset of S 1 and 0 ≤ r < 1 2 , define the function f : X → X by setting f (x) to be the element of X ∩ [x, x + r] S 1 which maximizes the clockwise distance from x. We can construct an auxiliary directed graph − → D(X; r) with vertex set X and directed edge x → f (x) for all x ∈ X. Then one can show that dismantling corresponds to the removal of a vertex of in-degree 0 in − → D(X; r). We also have wf ≤ (X; r) = lim
for any x ∈ X. Moreover, if wf ≤ (X; r) = l 2l+1 then the Betti number b 2l (VR ≤ (X; r)) is one less than the number of connected components of D(X; r). By analysing this model we expect to obtain further information about VR ≤ (X; r), for instance the distribution of the Betti number in the range when VR ≤ (X; r) is a wedge of 2l-spheres for a random sample X (see Figure 2) . The details will appear in a future paper.
We prove the following algebraic fact, which is used in the proof of Proposition 7.5.
Proposition A.1. Suppose that V = {e 1 , . . . , e n } is a basis of the free abelian group Z n . Consider the set of n + n 2 vectors V = {e 1 , . . . , e n } ∪ {e i − e j : 1 ≤ i < j ≤ n}.
For an arbitrary choice v, v 1 , . . . , v k ∈ V , if the subgroup of Z n generated by {v 1 , . . . , v k } contains some non-zero multiple of v, then it also contains v.
Proof. We can assume that v, v 1 , . . . , v k are pairwise distinct. Let A = {v, v 1 , . . . , v k }. Note that when expressed in the basis {e 1 , . . . , e n }, any two vectors in V have at most one non-zero coordinate in common. By symmetry it suffices to consider the cases v = e 1 and v = e 1 − e 2 .
First suppose v = e 1 . We have the identity
for some p, a 1 , . . . , a k ∈ Z with p = 0. Consider a labelled graph G with vertex set A, where two vectors are connected by an edge with label i (1 ≤ i ≤ n) if they both have non-zero i-th coordinate. Let A 1 be the vertex set of the connected component of G containing e 1 . Then we still have the identity
because the vectors in A 1 and A \ A 1 contribute to two non-overlapping sets of coordinates. It is not possible that all the vectors in A 1 \ {e 1 } are of the form e i − e j . Indeed, any linear combination of such vectors has the sum of its coordinates equal to 0, whereas pe 1 does not. Hence the connected component A 1 contains some vector e l with l = 1. Consider the shortest path in G from e l to e 1 . It is easy to see that no edge label appears along this path more than once and that all the intermediate vertices are vectors of the form e i − e j . The shortest path has the form e l = e l0 → ±(e l0 − e l1 ) → ±(e l1 − e l2 ) → · · · → ±(e ls−1 − e ls ) → e ls = e 1 for some s ≥ 1, where l 0 = l and l s = 1, all l i are pairwise distinct, and ±(e i − e j ) stands for e min(i,j) − e max(i,j) . Now we obtain a presentation e 1 = e l0 + (e l1 − e l0 ) + (e l2 − e l1 ) + · · · + (e ls − e ls−1 ) of e 1 as a linear combination of elements of A 1 \ {e 1 } (with coefficients ±1). That ends the proof of the proposition for v = e 1 .
The other case, v = e 1 − e 2 , can be reduced to the previous one as follows. Set e 1 = e 1 − e 2 , e 2 = −e 2 , e 3 = e 3 −e 2 , . . . , e n = e n −e 2 . The set V = {e 1 , . . . , e n } is a basis of Z n . Moreover, up to signs, the sets V and V coincide. The assumption that p(e 1 −e 2 ) is a combination of v 1 , . . . , v k ∈ V is therefore equivalent to the assumption that pe 1 is a combination of ±v 1 , . . . , ±v k ∈ V . From the previous case we get that e 1 = e 1 − e 2 is also a linear combination of v 1 , . . . , v k .
Appendix B.
In this section we prove equation (6) which gives the expected waiting time for the appearance of an (ε, m)-regular subset in a random sampling of S 1 . We will first determine the waiting times for some occupancy problems in the "balls into bins" model. Let K ≥ 1 be the number of bins and fix a constant m ≥ 1. Consider the following random experiments.
(a) We throw balls independently and uniformly at random into K bins until one of the bins contains m balls. Let A m (K) be the random variable denoting the number of balls thrown. In the classical case m = 2 this is known as the birthday paradox with two types (a boy sharing a birthday with a girl); we were unable to find a literature reference for this result with arbitrary m. Recall that R m (ε) is the number of points chosen uniformly at random from S 1 until an (ε, m)-regular subset appears. We claim that for any integer K ≥ 1 we have (11) R m ( , m) -regular then all points of Y belong to the same bin with respect to P 1 or with respect to P 2 (or both). Let p 1 (resp. p 2 ) be the probability that the first time a ( 1 4Km )-regular set emerges in the random process (X 1 , X 2 , . . .), it is contained in one bin with respect to P 1 (resp. P 2 ). By symmetry p 1 = p 2 , therefore p 1 ≥ 1 2 . If we repeat the whole process until it ends with a set in P 1 then the expected number of repetitions is E[τ ] = 1/p 1 ≤ 2. An argument similar to that in (c) above proves (12) .
Letting K → ∞ in (11) and (12) 
