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Abstract. Given two graphs T and F , the maximum number of copies of T in an F -free
graph on n vertices is called the generalized Tura´n number, denoted by ex(n, T, F ). When
T = K2, it reduces to the classical Tura´n number ex(n, F ). Let Mk be a matching with k
edges and K∗s,t a graph obtained from Ks,t by replacing the part of size s by a clique of the
same size. In this paper, we show that for any s ≥ 2 and n ≥ 2k + 1,
ex(n,Ks,Mk+1) = max
{(
2k + 1
s
)
,
(
k
s
)
+ (n− k)
(
k
s− 1
)}
.
For any s ≥ 1, t ≥ 2 and n ≥ 2k + 1,
ex(n,K∗s,t,Mk+1) = max
{(
2k + 1
s+ t
)(
s+ t
t
)
,
(
k
s
)(
n− s
t
)
+ (n− k)
(
k
s+ t− 1
)(
s+ t− 1
t
)}
.
Moreover, we also study the bipartite case of the problem. Let exbip(n, T, F ) be the maximum
possible number of copies of T in an F -free bipartite graph with each part of size n. We prove
that for any s, t ≥ 1 and n ≥ k,
exbip(n,Ks,t,Mk+1) =


(
k
s
)(
n
t
)
+
(
k
t
)(
n
s
)
, s 6= t,
(
k
s
)(
n
s
)
, s = t.
Our proof is mainly based on the shifting method.
Keywords: Generalized Tura´n number; matchings; the shifting method.
1 Introduction
Given a graph T and a family of graphs F , the maximum number of copies of T in an F-free
graph on n vertices is called the generalized Tura´n number, denoted by ex(n, T,F). When
T = K2, it reduces to the classical Tura´n number ex(n,F). For a single graph F , we write
ex(n, T, F ) instead of ex(n, T, {F}). In [14], Zykov determined ex(n,Ks,Kt) exactly. Let Pk
1
be the path on k vertices and C≥k the family of all cycles with length at least k. In [11],
Luo gave the upper bounds on ex(n,Ks, C≥k) and ex(n,Ks, Pk), which generalized the Erdo˝s-
Gallai’s Theorem on paths and cycles [4]. Recently, the problem of estimating generalized
Tura´n number has received a lot of attention, see [2, 5–9, 12, 13]. We refer the reader to [2]
for more background and motivation.
LetMk be a matching with k edges. In [4], Erdo˝s and Gallai proved the following theorem.
Theorem 1.1. (Erdo˝s and Gallai [4]) For any n ≥ 2k + 1,
ex(n,Mk+1) = max
{(
2k + 1
2
)
,
(
k
2
)
+ k(n − k)
}
.
Let G1 and G2 be two disjoint graphs. The join of two graphs, denoted by G1 ∨ G2,
is defined as V (G1 ∪ G2) = V (G1) ∪ V (G2) and E(G1 ∪ G2) = E(G1) ∪ E(G2) ∪ {xy : x ∈
V (G1), y ∈ V (G2)}. We denote by Kn and En the complete graph on n vertices and the
empty graph on n vertices, respectively. For the lower bound of Theorem 1.1, K2k+1 and
Kk ∨ En−k are Mk+1-free graphs with the required number of edges.
In this paper, we determine the exact value of the generalized Tura´n number of matchings.
Precisely, we prove the following two theorems.
Theorem 1.2. For any s ≥ 2 and n ≥ 2k + 1,
ex(n,Ks,Mk+1) = max
{(
2k + 1
s
)
,
(
k
s
)
+ (n− k)
(
k
s− 1
)}
.
Let K∗s,t be a graph obtained from Ks,t by replacing the part of size s by a clique of the
same size.
Theorem 1.3. For any s ≥ 1, t ≥ 2 and n ≥ 2k + 1,
ex(n,K∗s,t,Mk+1) = max
{(
2k + 1
s+ t
)(
s+ t
t
)
,
(
k
s
)(
n− s
t
)
+ (n− k)
(
k
s+ t− 1
)(
s+ t− 1
t
)}
.
The proofs are mainly based on the shifting method, which has been used in [1] to give a
short proof of the Erdo˝s-Gallai’s Theorem on matchings.
We also study the bipartite case of the problem. Let exbip(n, T, F ) be the maximum
possible number of copies of T in a bipartite F -free graph with each part of equal size n. We
prove the following theorem as well.
Theorem 1.4. For any s, t ≥ 1 and n ≥ k, we have
exbip(n,Ks,t,Mk+1) =


(
k
s
)(
n
t
)
+
(
k
t
)(
n
s
)
, s 6= t,
(
k
s
)(
n
s
)
, s = t.
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Notations and outline. Let [n] denote the set {1, 2, . . . , n}. Let G be a simple graph. By
V (G) and E(G) we denote the vertex set and the edge set of G, respectively. Let e(G) be
the number of edges of G and N (G,T ) the number of copies of T in G. For any x ∈ V (G),
we denote by dG(x) the number of neighbors of x in G. If the graph G is clear under the
context, then we use d(x) instead of dG(x). By ν(G) we denote the number of edges in a
maximum matching of G. For S ⊂ V (G), the subgraph induced by S is denoted by G[S]. For
two disjoint subsets S, T ⊂ V (G), the induced bipartite graph between S and T is denoted
by G[S, T ].
The rest of the paper is organized as follows. In Section 2, we introduce the shifting
operation on graphs and give some properties of this operation. In Section 3, we prove
Theorems 1.2 and 1.3. In Section 4, we prove Theorem 1.4.
2 The shifting operation
Suppose a graph G has vertex set V (G) = [n] and edge set E(G) = {e1, e2, . . . , em}. Here,
edges in E(G) are viewed as two-element subsets of V (G). For 1 ≤ i < j ≤ n and e ∈ E(G),
we define a shifting operation Sij on e as follows:
Sij(e) =


(e− {j}) ∪ {i}, if j ∈ e, i /∈ e and (e− {j}) ∪ {i} /∈ E(G),
e, otherwise.
Define Sij(G) to be a graph on vertex set V (G) with edge set {Sij(e) : e ∈ E(G)}.
It is easy to see that e(Sij(G)) = e(G). In [1], Akiyama and Frankl proved the following
lemma.
Lemma 2.1. Let G be a graph on vertex set [n]. Then for any 1 ≤ i < j ≤ n,
ν(Sij(G)) ≤ ν(G).
We further prove that the shifting operation cannot reduce the number of the copies of
Ks and K
∗
s,t.
Lemma 2.2. Let G be a graph on vertex set [n]. For 1 ≤ i < j ≤ n,
N (Sij(G),Ks) ≥ N (G,Ks) and N (Sij(G),K
∗
s,t) ≥ N (G,K
∗
s,t).
Proof. Firstly, we show that N (Sij(G),Ks) ≥ N (G,Ks). Let C be an s-element subset of
[n] that forms an s-clique in G. It is easy to check that C also forms an s-clique in Sij(G)
for the following three cases:
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(i) j /∈ C;
(ii) j ∈ C and i ∈ C;
(iii) j ∈ C, i /∈ C, but for all x ∈ C \ {j}, we have {x, i} ∈ E(G).
For the remaining case when j ∈ C, i /∈ C and there exists some x ∈ C such that
{x, i} /∈ E(G). Then let
A = {x ∈ C \ {j} : {x, i} /∈ E(G)}
and B = C \ {j} \A. On one hand, since for any x ∈ A, {x, i} /∈ E(G), C ′ = (C \ {j}) ∪ {i}
does not form an s-clique in G. On the other hand, for any x ∈ A, we have Sij({x, j}) =
{x, i} ∈ E(Sij(G)). And for any x ∈ B, we have {x, i} ∈ E(Sij(G)). It follows that C
′ forms
an s-clique in Sij(G). Therefore, for any s-clique C in G, there is an unique corresponding
s-clique in Sij(G). Moreover, there does not exist two s-cliques of G that are shifted into one
s-clique of Sij(G). It follows that N (Sij(G),Ks) ≥ N (G,Ks).
Secondly, we consider the number of copies of K∗s,t. Let C1 and C2 be two disjoint subsets
of [n] such that G[C1] forms an s-clique and G[C1, C2] forms a copy of Ks,t. Then, each copy
of K∗s,t in G can be identified by such an ordered pair (C1, C2). Let C = C1 ∪ C2. If j /∈ C,
then (C1, C2) also forms a copy of K
∗
s,t in Sij(G). Therefore, in the rest of the proof, we
assume that j ∈ C. Now the proof splits into the following two cases.
Case 1. j ∈ C1. If i /∈ C and for all x ∈ C \ {j} we have {i, x} ∈ E(G), then (C1, C2)
also forms a copy of K∗s,t in Sij(G). If i /∈ C and there exists some x ∈ C \ {j} such that
{i, x} /∈ E(G). Then (C1 \ {j} ∪ {i}, C2) is a copy of K
∗
s,t in Sij(G) but not a copy of K
∗
s,t
in G. If i ∈ C1, then for any x ∈ C \ {j} we have {i, x} ∈ E(G). It follows that (C1, C2) is
also a copy of K∗s,t in Sij(G). If i ∈ C2 and for all x ∈ C2 \ {i} we have {x, i} ∈ E(G), then
(C1, C2) also forms a copy of K
∗
s,t in Sij(G). If i ∈ C2 and there exists some x ∈ C2 \{i} such
that {i, x} /∈ E(G). Then, (C1 \ {j} ∪ {i}, C2 \ {i} ∪ {j}) is a copy of K
∗
s,t in Sij(G) but not
a copy of K∗s,t in G.
Case 2. j ∈ C2. If i /∈ C for all x ∈ C1 we have {i, x} ∈ E(G), then (C1, C2) also forms a
copy of K∗s,t in Sij(G). If i /∈ C and there exists some x ∈ C1 such that {i, x} /∈ E(G). Then
(C1, C2 \ {j} ∪ {i}) is a copy of K
∗
s,t in Sij(G) but not a copy of K
∗
s,t in G. If i ∈ C, then the
neighborhood of j is contained in the neighborhood of i in this copy of K∗s,t. It follows that
(C1, C2) also forms a copy of K
∗
s,t in Sij(G).
Moreover, it can be checked that there does not exist two copies of K∗s,t in G that
are shifted into one copy of K∗s,t in Sij(G). Combining all the cases, we conclude that
N (Sij(G),K
∗
s,t) ≥ N (G,K
∗
s,t). Thus, the lemma holds.
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3 The generalized Tura´n number of matchings
In this section, we determine the exact value of ex(n,Ks,Mk+1) and ex(n,K
∗
s,t,Mk+1) by
characterizing all the shifted graphs with given matching number. The following lemma will
be used in our proof, which is due to Bondy and Chva´tal [3].
Lemma 3.1. [3] Let G be a graph on n vertices. If ν(G+uv) = k+1 and d(u)+d(v) ≥ 2k+1,
then ν(G) = k + 1.
Let G be a graph on vertex set [n]. We call G a shifted graph if Sij(G) = G holds for
all i, j with 1 ≤ i < j ≤ n. If G is a shifted graph, then for any {x, y} ∈ E(G), x′ < x and
x′ 6= y, we always have {x′, y} ∈ E(G). Otherwise, we have Sx′x(G) 6= G, a contradiction.
For k + 1 ≤ ℓ ≤ 2k + 1, define graph H(n, k, ℓ) on vertex set [n] as follows. Let A = [ℓ],
B = [n] \A and C = [2k+1− ℓ] ⊂ A. The edge set of H(n, k, ℓ) consists of all edges between
B and C together with all edges in A. In the following lemma, we characterize all shifted
graphs with given matching number.
Lemma 3.2. Let G be a shifted graph on vertex set [n] with ν(G) = k, then G is a subgraph
of H(n, k, ℓ) for some k + 1 ≤ ℓ ≤ 2k + 1.
Proof. Let G′ be an Mk+1-free graph on vertex set [n] with maximum number of edges that
containing G as a subgraph. Then apply the shifting operation Sij to G
′ for all i, j with
1 ≤ i < j ≤ n. Finally, we obtain a graph G˜. Since E(G) ⊂ E(G′) and edges in E(G) cannot
be shifted, then G is also a subgraph of G˜.
Claim 1. Vertex subset [k + 1] forms a clique in G˜.
Proof. Suppose to the contrary, there exist x1, x2 with 1 ≤ x1 < x2 ≤ k + 1 such that
{x1, x2} /∈ E(G˜). Since ν(G˜) = k, it follows that there exists an edge {y1, y2} ∈ E(G˜) such
that y2 > y1 ≥ k. Then by x1 ≤ k ≤ y1 and {y1, y2} ∈ E(G˜), we have {x1, y2} ∈ E(G˜). By
x2 ≤ k + 1 ≤ y2, we have {x1, x2} ∈ E(G˜), a contradiction. Thus, {1, 2, . . . , k + 1} forms a
clique in G˜.
Let ℓ be the maximum integer such that [ℓ] forms a clique in G˜. Let U = [ℓ] and
U ′ = [n]\U . If ℓ ≥ 2k+2, then we shall obtain a matching of size k+1 in G˜, a contradiction.
Thus, we have k + 1 ≤ ℓ ≤ 2k + 1.
Claim 2. U ′ forms an independent set in G˜.
Proof. Suppose to the contrary, there exist x1, x2 with ℓ + 1 ≤ x1 < x2 ≤ n such that
{x1, x2} ∈ E(G˜). Then for any x ∈ U , since x ≤ ℓ < x1 and ℓ+ 1 < x2, then {x, ℓ+ 1} is an
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edge of G˜. It follows that [ℓ+1] forms a clique of G˜, a contradiction. Thus, the claim holds.
Claim 3. For any vertex y ∈ U ′, we have dG˜(y) ≤ 2k − ℓ+ 1.
Proof. Suppose to the contrary that dG˜(y) ≥ 2k − ℓ + 2 for some y ∈ U
′. Since U is a
maximum clique and y /∈ U , it follows that there exists some x ∈ U , such that {x, y} /∈ E(G˜).
Since G˜ is the one with maximum number of edges, we have ν(G˜ + xy) = k + 1. Since
dG˜(x) ≥ ℓ−1 and dG˜(y) ≥ 2k− ℓ+2, then dG˜(x)+dG˜(y) ≥ 2k+1. By Lemma 3.1, it follows
that ν(G˜) = k + 1, a contradiction. Thus, the claim holds.
Combining all the claims, we conclude that G is a subgraph of H(n, k, ℓ).
Proof of Theorem 1.2. Since K2k+1 and Kk∨En−k areMk+1-free graphs with the required
number of s-cliques, we only need to prove the upper bound. Let G be an Mk+1-free graph
on vertex set [n] with the maximum number of s-cliques. Since adding edges cannot reduce
the number of s-cliques, we assume that G is the one with maximum number of edges subject
to ν(G) ≤ k and N (G,Ks) is maximum. Clearly, we have ν(G) = k. Otherwise, by adding
one edge to G, we get a new graph G′ with more edges and ν(G′) ≤ k, a contradiction. By
Lemmas 2.1 and 2.2, we can further assume G is shifted. Then by Lemma 3.2, we obtain
that G is a subgraph of H(n, k, ℓ) for some k + 1 ≤ ℓ ≤ 2k + 1.
If s > 2k + 1, since G is Mk+1-free, it follows that N (G,Ks) = 0. If k + 2 ≤ s ≤ 2k + 1,
we have
N (G,Ks) ≤ N (H(n, k, ℓ),Ks) =
(
ℓ
s
)
≤
(
2k + 1
s
)
.
If 2 ≤ s ≤ k + 1, then
N (G,Ks) ≤ N (H(n, k, ℓ),Ks) =
(
ℓ
s
)
+ (n− ℓ)
(
2k − ℓ+ 1
s− 1
)
.
Let f(ℓ) =
(
ℓ
s
)
+ (n − ℓ)
(
2k−ℓ+1
s−1
)
. By considering the second derivative, it is easy to check
that f(ℓ) is a convex function. Therefore since k + 1 ≤ ℓ ≤ 2k + 1, we have
N (G,Ks) ≤ N (H(n, k, ℓ),Ks)
≤ max {f(2k + 1), f(k + 1)}
= max
{(
2k + 1
s
)
,
(
k
s
)
+ (n− k)
(
k
s− 1
)}
.
Combining all the cases, we obtain that for s ≥ 2 and n ≥ 2k + 1,
ex(n,Ks,Mk+1) ≤ N (G,Ks) ≤ max
{(
2k + 1
s
)
,
(
k
s
)
+ (n− k)
(
k
s− 1
)}
.
Thus, the theorem holds.
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Proof of Theorem 1.3. Since K2k+1 and Kk∨En−k areMk+1-free graphs with the required
number of copies of K∗s,t, we only need to prove the upper bound. Let G be an Mk+1-free
graph on vertex set [n] with the maximum number of copies of K∗s,t. We assume that G is
the one with maximum number of edges subject to ν(G) ≤ k and N (G,K∗s,t) is maximum.
By Lemmas 2.1 and 2.2, we can further assume G is shifted. Then by Lemma 3.2, we obtain
that G is a subgraph of H(n, k, ℓ) for some k + 1 ≤ ℓ ≤ 2k + 1.
Let Ωℓ(K
∗
s,t) be the set of all K
∗
s,t’s in H(n, k, ℓ), i.e.,
Ωℓ(K
∗
s,t) =
{
(C1, C2) : |C1| = s, |C2| = t and (C1, C2) forms a copy of K
∗
s,t in H(n, k, ℓ)
}
.
Let U = [ℓ], U0 = [2k + 1 − ℓ] and U
′ = [n] \ U . Now we enumerate the copies of K∗s,t in
H(n, k, ℓ) by classifying Ωℓ(K
∗
s,t) into three classes as follows:

P1 = {(C1, C2) ∈ Ωℓ(K
∗
s,t) : C1 ⊂ U0};
P2 = {(C1, C2) ∈ Ωℓ(K
∗
s,t) : C1 ∩ U
′ 6= ∅};
P3 = {(C1, C2) ∈ Ωℓ(K
∗
s,t) : C1 ∩ (U \ U0) 6= ∅}.
For the first class, since there are
(
2k+1−ℓ
s
)
ways to choose C1 and
(
n−s
t
)
ways to choose C2,
it follows that
|P1| = f1(ℓ) =
(
2k + 1− ℓ
s
)(
n− s
t
)
.
For the second class, since U ′ is an independent set, there is exactly one vertex in U ′ belonging
to C1 and all the other vertices in C1 ∪ C2 are contained in U0. It follows that
|P2| = f2(ℓ) = (n− ℓ)
(
2k + 1− ℓ
s− 1
)(
2k + 1− ℓ− s+ 1
t
)
.
For the third class, there are
(
ℓ
s
)
−
(
2k+1−ℓ
s
)
choices for C1 and
(
ℓ−s
t
)
choices for C2. Thus,
we have
|P3| = f3(ℓ) =
((
ℓ
s
)
−
(
2k + 1− ℓ
s
))(
ℓ− s
t
)
.
It is easy to check that f1(ℓ), f2(ℓ) and f3(ℓ) are all convex functions in ℓ. Let
f(ℓ) = f1(ℓ) + f2(ℓ) + f3(ℓ).
Then, N (H(n, k, ℓ),K∗s,t) = f(ℓ) and f(ℓ) is a convex function in ℓ. Thus, we have
N (G,K∗s,t) ≤ N (H(n, k, ℓ),K
∗
s,t)
≤ max{f(2k + 1), f(k + 1)}
= max
{(
2k + 1
s
)(
2k + 1− s
t
)
,
(
k
s
)(
n− s
t
)
+ (n− k)
(
k
s− 1
)(
k − s+ 1
t
)}
= max
{(
2k + 1
s+ t
)(
s+ t
t
)
,
(
k
s
)(
n− s
t
)
+ (n− k)
(
k
s+ t− 1
)(
s+ t− 1
t
)}
.
Thus, we complete the proof.
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4 The bipartite case
In this section, we determine the exact value of exbip(n,Ks,t,Mk+1). The following version
of the Ko¨nig-Hall Theorem will be used in our proof.
Theorem 4.1. (Ko¨nig-Hall [10]) Let G be a bipartite graph with ν(G) = k. Then there exists
a subset T of the vertices with |T | = k, such that all edges of G are incident to at least one
vertex of T .
Proof of Theorem 1.4. Let X,Y be two vertex sets of size n. Let G(X,Y ) be anMk+1-free
bipartite graph with the maximum number of copies of Ks,t. We further assume that G is
the one with maximum number of edges subject to ν(G) ≤ k and N (G,Ks,t) is maximum.
Clearly, we have ν(G) = k. Then, by Ko¨nig-Hall Theorem, there exists a subset T ⊂ X ∪ Y
with |T | = k, such that all edges of G are incident to at least one vertex of T .
Let X1 = X ∩ T , Y1 = Y ∩ T , X2 = X \ T and Y1 = Y \ T . Define G
∗ to be a bipartite
graph on vertex sets X and Y such that G∗[X1, Y ] and G
∗[X,Y1] are complete bipartite
graphs and G∗[X2, Y2] is an empty graph. Clearly, G is a subgraph of G
∗. It follows that
N (G,Ks,t) ≤ N (G
∗,Ks,t).
Let (S, T ) be an ordered pair such that S ⊂ X and T ⊂ Y with |S| = s and |T | = t, and
G∗[S, T ] is a complete bipartite graph. Clearly, each copy of Ks,t in G
∗ is identified by such
an ordered pair. Since G∗[X2, Y2] is an empty graph, it follows that at least one of S ⊂ X1
and T ⊂ Y1 holds. Let |X1| = x. Since |X1| + |Y1| = |T | = k, then |Y1| = k − x. Thus, we
have
N (G∗,Ks,t) =
(
x
s
)(
n
t
)
+
(
n
s
)(
k − x
t
)
−
(
x
s
)(
k − x
t
)
.
Let
fs,t(x) =
(
x
s
)(
n
t
)
+
(
n
s
)(
k − x
t
)
−
(
x
s
)(
k − x
t
)
.
It can be checked that fs,t(x) is a convex function. Thus, for s = t, we have
N (G,Ks,s) ≤ N (G
∗,Ks,s) ≤ max{fs,s(0), fs,s(k)} =
(
k
s
)(
n
s
)
.
Let g(x) = fs,t(x) + ft,s(x). Since g(x) is also a convex function, then for s 6= t, we have
N (G,Ks,t) ≤ N (G
∗,Ks,t) ≤ max {g(0), g(k)} =
(
k
s
)(
n
t
)
+
(
k
t
)(
n
s
)
.
Moreover, the complete bipartite graph Kk,n implies the lower bound. Thus, the theorem
holds.
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