We propose a deep learning framework for various 3D vision tasks, which takes a point cloud as input. The convolution is a basic operator for feature extraction in deep learning. However, it is not directly applicable to a point cloud, which is an irregular, unordered point set. This makes deep learning on point clouds challenging. To address this issue, we propose the extended Laplacian filter (ELF) for point clouds, which adopts the design principles of discrete Laplacian filters in 2D image processing. In other words, ELF extends the Laplacian filters and has the following two properties: 1) it is a two-state filter using two filter matrices (one for a center point and the other for neighboring points), and 2) it employs a scalar weighting function to predict the relative importance of the neighboring points. Then, we develop ELF-Nets, which consist of ELF convolution layers and fully connected layers. Experimental results demonstrate that the proposed ELF-Nets are capable of recognizing the 3D shape of a point cloud effectively and efficiently. In particular, ELF-Nets provide better or comparable performances than the state-of-the-art techniques in both object classification and part segmentation tasks.
I. INTRODUCTION
Point clouds can be acquired by employing 3D sensing techniques, such as LiDAR scanning or stereo reconstruction. They are widely used in various 3D vision applications, including self-driving cars [1] - [3] , medical image analysis [4] , robotics, virtual reality, and geographic information systems [5] . Thus, point cloud processing has drawn increasing interest from both industry and academia. Recently, with the great success of convolutional neural networks (CNNs) in 2D image processing [6] - [11] , several attempts [12] - [15] have been made to exploit deep learning for point cloud processing. However, deep learning on point clouds is challenging. Figure 1 illustrates a point cloud, where points are irregularly distributed in a 3D space. Due to the irregularity, it is difficult to apply conventional CNN techniques for 2D regular pixels, including convolution and pooling, directly to point clouds.
The associate editor coordinating the review of this manuscript and approving it for publication was Abdel-Hamid Soliman . To overcome this issue, early methods [12] , [16] - [18] convert a point cloud into 3D voxels in a regular grid and use 3D CNNs to extract features. However, due to high VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ computational and memory costs, voxel representation is often limited to low levels of resolution, yielding quantization artifacts and making it difficult to handle fine details of 3D shapes. For efficient computation, octrees [19] and k-d trees [20] can be used to skip convolution operations on empty voxels. However, the conversion to the voxel format inevitably incurs an information loss or an overhead. Recently, several deep neural networks [13] - [15] , [21] , [21] - [25] have been developed to process point cloud data directly. As a pioneering algorithm, PointNet [13] adopts multi-layer perceptron to extract deep features of points. However, it does not consider the spatial structure of points.
A key to the great success of CNNs is that they use convolution layers to exploit spatial correlation. Hence, the methods in [14] , [15] , and [21] - [24] attempt to use local correlation of points in a 3D space. Especially, Xu et al. [15] developed a modified convolution operation on point clouds.
In this paper, we propose a novel point processing operation, called ELF convolution, which extends the conventional 2D convolution. In particular, ELF is an extended version of 2D discrete Laplacian filters [26] . While Xu et al. [15] also proposed a 3D operation based on the 2D convolution, their operation is based on the Taylor expansion and demands significantly more parameters than the proposed ELF convolution. Also, we propose ELF-Nets using ELF convolution layers, which perform 3D object classification and semantic part segmentation, respectively. Given a point cloud, the proposed algorithm extracts pointwise feature vectors using ELF convolution layers. Then, the global feature vector is obtained through the global max pooling of those pointwise feature vectors. For 3D object classification, the global feature vector is propagated to fully connected layers to predict the category of the input point cloud. On the other hand, for semantic part segmentation, not only the global feature vector but also the pointwise feature vectors are used to predict the segmentation label of each point.
We evaluate the performance of the proposed ELF-Nets on popular benchmark datasets: ModelNet40 [17] , SHREC15 [27] , and ShapeNet [28] . Experimental results demonstrate that ELF-Nets provide better or comparable performances than the state-of-the-art techniques in [12] - [17] , [20] , [21] , [25] , and [29] - [31] on the three datasets.
To summarize, this work has the following main contributions.
• We propose the novel operation, called ELF convolution, to process unordered points in a 3D space.
• We develop two ELF-Nets for 3D vision tasks: one for 3D object classification and the other for semantic part segmentation. The proposed ELF-Nets effectively capture both global and local structures of a point cloud, by stacking a series of ELF convolution layers.
• The proposed ELF-Nets yield better or comparable results than the state-of-the-art algorithms [12] - [17] , [20] , [21] , [25] , [29] - [31] , [31] on Model-Net40, SHREC15, and ShapeNet.
The rest of this paper is organized as follows: Section II reviews related work. Section III describes the proposed algorithm, and Section IV assesses its performance comparatively. Finally, Section V concludes this work.
II. RELATED WORK
While deep learning has been popular and successfully employed in a wide variety of 2D vision tasks, relatively little effort has been made for its application to 3D tasks. This is mainly because, unlike 2D images, typical 3D data formats, such as point clouds or meshes, do not have regular structures. Deep learning techniques, developed for regular signals, cannot be used directly for irregular 3D data. Hence, some algorithms represent 3D objects in the regular voxel domain or project them onto multi-view 2D images, before processing them using deep learning techniques. Recently, several deep learning techniques have been proposed to directly process irregular 3D data, such as point clouds or graphs. In this section, we review these regular and irregular domain approaches briefly.
A. REGULAR DOMAIN APPROACHES 1) MULTI-VIEW ALGORITHMS
This approach projects a 3D object onto multiple 2D views and processes them using CNNs. In [12] , [32] , and [33] , a point cloud is represented by a collection of 2D images from different viewpoints. Early algorithms [12] , [32] extract features from projected images using CNNs and aggregate them via pooling. Yu et al. [33] utilize local features obtained from image patches. Feng et al. [34] divide multiview images into several groups with different weights to obtain a more discriminative descriptor for a 3D shape. Kanezaki et al. [35] perform viewpoint estimation and 3D object classification jointly, which facilitates the extraction of view-specific features.
These multi-view algorithms can utilize conventional 2D CNNs and yield promising results in 3D object classification. They, however, cannot be extended straightforwardly to other 3D vision tasks, requiring per-point prediction, such as part segmentation and scene segmentation.
2) VOXEL ALGORITHMS
In the voxel representation, a 3D space is divided into regular cubes, each of which is assigned a binary variable to indicate whether the cubic voxel is occupied or empty. Wang and Posner [36] extract hand-crafted geometry features from each voxel and feed them into an SVM classifier. Also, in [16] , [17] , and [37] , deep voxel features are extracted by applying 3D CNNs. However, as computational and memory requirements increase cubically with the resolution of voxels, only low levels of resolution are supported in practice, making it hard to exploit detailed shape information. To address this issue, Li et al. [18] use a probing filter to extract features efficiently. Alternatively, to improve computational and memory efficiency, [19] , [20] exploit the sparsity of occupied voxels in a 3D space, by adopting tree data structures.
B. IRREGULAR DOMAIN APPROACHES 1) POINT CLOUD INPUT
Recently, several deep neural networks have been developed, which directly accept point clouds as input. Qi et al. [13] proposed PointNet, which exploits multi-layer perceptron (MLP) to extract the feature vector of each point and then aggregates those vectors via global max pooling. However, since PointNet processes each point independently, it cannot use the structural information in the neighborhood of each point. To overcome this limitation, Qi et al. [14] developed PointNet++ to capture local structures in a point cloud. It selects a subset of points based on the farthest point sampling, constructs local regions by finding neighboring points around each selected point, and uses PointNet to extract local features from each local region. Also, to capture local geometric information, Shen et al. [38] proposed the kernel correlation and the graph pooling. Li et al. [21] algorithm adopts the self organizing map [39] to model spatial distribution of local points and extracts hierarchical features of both individual points and nodes of the self organizing map. Huang et al. [25] algorithm slices points along the x, y, and z axes and uses recurrent neural networks (RNNs) to obtain features from the spatial slices.
Basic operations for processing point clouds have been also proposed. Su et al. [24] project data to a predefined regular domain and obtain features by applying a bilateral filter to the projected data. Xu et al. [15] SpiderConv is a modified version of the well-known convolution. It exploits the Taylor expansion to approximate a convolutional filter as a parameterized function of input points. Hua et al. [40] pointwise convolution allocates points to 3D grid cells, represents each grid cell with the average of points within the cell, and performs the 3D convolution on the regular grid. In this work, we develop ELF convolution, which generalizes the Laplacian filter to process irregular point data.
2) GRAPH INPUT
Graphs are widely used to represent data in an irregular domain. After Bruna et al. [41] introduced a neural network architecture on graphs, various techniques have been developed for deep learning on graphs [30] , [42] - [46] . Wang et al. [45] combine PointNet++ [14] with a graph convolutional network. They group neighboring points as in [14] , build a graph representing points in each neighborhood, and then apply the graph convolution to extract features. [46] and [30] proposed generalized versions of the convolution, which are defined on graphs. Specifically, Monti et al. [46] defined the convolution as a Gaussian mixture model in a pseudo coordinate system computed from the graph structure. Also, Simonovsky and Komodakis [30] defined their generalized convolution on a local graph as filtering, whose weights are conditioned on edge labels in the neighborhood of a vertex. An overview of the proposed ELF-Nets for (a) 3D object classification and (b) semantic part segmentation: Given a point cloud, the ELF-Net for classification first extracts its features and then classifies it into one of pre-defined object categories. Also, the ELF-Net for part segmentation assigns each point a semantic label. In this example, the chair is divided into 'legs,' 'seat,' 'arms,' and 'back,' which are colored in green, blue, yellow, and purple, respectively.
III. PROPOSED ALGORITHM
We develop two deep learning networks, called ELF-Nets, for 3D object classification and part segmentation, respectively. Figure 2 is an overview of these ELF-Nets. Given a point cloud, the proposed ELF-Nets extract discriminative features, which represent geometrical shapes of points faithfully, and use those features for classification or part segmentation. For the effective feature extraction, we propose the ELF convolution as a basic operator, by extending discrete Laplacian filters in 2D image processing. Thus, the feature extractors of ELF-Nets include multiple ELF convolution layers.
Let us first propose the ELF convolution and then describe the detailed structures of the ELF-Nets. Also, we compare the ELF convolution with SpiderConv [15] , which is another operation for point cloud data based on the convolution.
A. ELF CONVOLUTION
To develop a feature extraction operation for point cloud data, we mimic the convolution, which is widely used in CNNs [6]-[10] and has had remarkable success in deep learning tasks for 2D images. To explain the motivation behind the design of the ELF convolution, we first describe the 2D convolution briefly.
1) CONVOLUTION ON REGULAR GRID
A color image can be represented as a function on a regular grid f : Z 2 → R 3 . Figure 3 illustrates the convolution on an image, in which p is a center pixel and N denotes its neighborhood, i.e. the set of neighboring pixels. Here, q is a relative position vector between the center pixel position and a neighboring pixel position. For instance, q 1 = (1, 1) represents the relative position between a center point and its upper left neighbor. The convolution returns the sum of products of convolutional filter coefficients and image pixels in the neighborhood N as follows.
where g : Z 2 → R 3×d is a convolutional filter. Hence, the convolution output f * g is a d-channel feature vector. Note that, in a CNN, for each q i ,
which is a 3 × d matrix composed of trainable parameters. This convolutional filter g, which consists of matrices W q i in (2), is optimized by the backpropagation algorithm [47] .
2) CONVOLUTION ON POINT CLOUD
A point cloud is a set of unordered points in the 3D Euclidean space, where each point p is a vector of (x, y, z) coordinates. The point p has its feature vector f(p), representing its properties, e.g., color or normal. For p, we define its neighborhood as
which includes the k nearest neighbors. In (3), we have
Note that q 0 = (0, 0, 0) and a point is regarded as the nearest neighbor to the point itself. Then, we can use (1) to model the convolution on point clouds as follows.
In this case, f is a c-channel input feature, and g is a filter to yield a d-channel output feature. Different from the regular convolution, points in N are irregularly distributed. Thus, the translation invariance in the regular convolution does not hold anymore. Also, in the regular convolution in (1), the neighboring pixel f(p − q) is multiplied by the filter coefficient matrix g(q) = W q in (2). This is possible because q is defined on a discrete regular grid within a finite rectangle. In contrast, in the case of point cloud data, the relative position q i is an arbitrary vector with continuous components. Thus, there are infinitely many possibilities for q i , and it is infeasible to define and train a matrix for each possible q i . Hence, the filter g should be designed by taking this irregularity of point clouds into consideration.
3) EXTENDED LAPLACIAN FILTER
To alleviate the aforementioned problem, we design the filter g by extending discrete Laplacian filters, which are widely used in 2D image processing [26] . Figure 4 shows three such Laplacian filters, which approximate the second-order derivative in the discrete domain. Note that the output of the Laplace filters quantifies how different the center pixel is from its local neighbors. Contrary to smoothing filters (e.g. Gaussian or averaging filters), the Laplacian filters are sensitive to local variations in a signal and thus can be used to extract local features effectively. Also, as discussed below, the Laplacian filters use only a few parameters. Therefore, they can be easily extended to learnable filters for point cloud processing, which require only a moderate number of parameters.
In Figure 4 , even though exact filter coefficients are different in the three cases, they have the common design principles.
1)
They use a two-state variable: 1 for the center pixel and −1 for the neighboring pixels.
2)
They assign weights to the neighboring pixels, and the total sum of the weights is 1. For example, in Figure 4 (b), the weight for each 8-neighbor is 1 8 . Also, in Figure 4 (c), the weight for each side-sharing neighbor is 1 2 and that for each corner-sharing neighbor is − 1 4 . Then, each Laplacian filter coefficient is determined by multiplying the state variable with a weight. Also, note that they are all isotropic filters. In other words, the filter coefficient for pixel p − q is dependent only on the distance q from the center pixel p.
Following these design principles, we introduce a novel filter g, called ELF, which is given by
where s N is a scalar weighting function and h is a two-state filter. An overview of ELF is shown in the upper part of Figure 5 . First, the two-state filter h is given by
where W c and W n are c × d trainable matrices for the center point p and its other neighbors, respectively. Since we use only two states (i.e. only two matrices) to define the filter h in (7), it can be easily trained by the backpropagation in an end-to-end manner. As illustrated in Figure 5 , h(q 0 ) = W c is used for the center pixel, while h(q 1 ) = · · · = h(q k−1 ) = W n is for the other neighbors. This two-state filter follows Principle 1 and is similar to the Laplacian filters in Figure 4 (a) and (b), where the center pixel is multiplied by a positive number and the neighboring pixels are by a negative number. Notice that, in Figure 4 (c), neighboring pixels are multiplied by either − 1 2 or 1 4 depending on their distances from a center pixel. These coefficients can be considered as weighted values of −1, such that the total sum of all such weights for the neighboring pixels is 1. Similarly, following Principle 2, the two-state filter h in (6) is modulated by the scalar weighting function s N . It is determined from the distribution of the points in the neighborhood, as shown in Figure 5 , and represents the relative importance of each neighbor. First, for the center pixel,
Also, let n = [p T , q T 1 , . . . , q T k−1 ] T represent the neighborhood N . Then, for the other neighbors, we have
where w i , 1 ≤ i ≤ k − 1, are trainable vectors. Note that the weights are normalized so that
Finally, by combining (5)∼(9), we have
where denotes the ELF convolution operator. The computation in (11) is illustrated in the lower part of Figure 5 .
Similarly to the Laplacian filtering, the center pixel is multiplied by W c , while the neighbors are multiplied by weighted W n . All computations in (11) , including matrix multiplication and softmax, are differentiable. Hence, ELF is easy to implement, and its parameters W c , W n , and w i can be trained by the backpropagation algorithm. To summarize, we adopt the design principles of 2D Laplacian filters and extend them to design a trainable filter, called ELF, for unordered point cloud data. ELF can be plugged into existing point processing networks, such as PointNet [13] and PointNet++ [14] , to improve their performances.
B. ELF-NETS
We develop ELF-Nets based on the ELF convolution to process unordered points for 3D object classification and per point semantic segmentation problems. Figure 6 shows detailed architectures of ELF-Nets. Operations are colored to represent their types. For ELF convolution and fully connected layers, d denotes the output feature dimension. Also, in an ELF convolution layer, r is a dilation rate and k is the number of points in the neighborhood. In the segmentation task, the category label for an input point cloud is given as the one-hot vector in R 16 , since there are 16 object categories in the part segmentation dataset [28] .
1) CLASSIFICATION NETWORK
We design the classification network by substituting the multi-layer perceptron layers of PointNet [13] with ELF convolution layers. Given a point cloud, its features are extracted by three ELF layers, aggregated via the global max-pooling, propagated to three fully connected layers, and then categorized into one of pre-defined object classes. Compared to the previous methods in [14] - [16] , [20] , [29] , [40] , and [48] , the proposed ELF-Net for classification has a simpler architecture but provides better or comparable performance.
2) SEGMENTATION NETWORK
In the case of part segmentation, we employ a similar architecture to [13] , [15] . Different from object classification, the segmentation task requires per-point prediction. Thus, each point feature should convey local information, as well as global information, for accurate prediction.
First, we adopt a global feature extractor. It takes the concatenation of the output of the ELF layers as input, fuses the information using a fully connected layer, and then aggregates the pointwise features through channel-wise max pooling.
Next, we concatenate this global feature, the pointwise local features from the fourth ELF convolution layer, and the category information as done in [13] and [15] . Since the objective is to predict part classes, not an object category, the category label for an input point cloud is used to suppress irrelevant predictions. We use three fully connected layers, which take each point feature as input, in order to estimate the part class label of the point. Also, as [49] adopt the astrous convolution for semantic segmentation to exploit a larger receptive field using the same number of parameters, we implement each ELF convolution layer by collecting the k × r nearest points and then sampling k points uniformly to build the neighborhood. Here r is a dilation rate.
Both ELF-Nets for classification and segmentation are trained to minimize the standard cross entropy loss.
C. COMPARISON WITH SPIDERCONV
SpiderConv [15] is another operation, based on the convolution, for extracting features from a point cloud. Let us discuss how the proposed ELF is different from Spider-Conv. The main difference between SpiderConv and ELF lies in the design of the filter g. In SpiderConv, the filter is defined as g(q) = g taylor (q)g step (q) (12) (13) and
In the Taylor expansion in (13) , twenty matrices W t 0 , · · · , W t 19 of size c×cT are used. In the step function in (14) , k matrices W s 0 , · · · , W s k−1 of size cT × d are used. Here, T is a hyperparameter, which is set to 3 for the classification task.
To obtain the filter, SpiderConv employs many trainable matrices and interpolates them using the relative location q = (x, y, z). In comparison, the proposed ELF convolution uses only two matrices based on the Laplacian filtering. Therefore, for example, when k = 20, the input feature dimension c = 64, and the output feature dimension d = 128, the ELF convolution needs 17,524 parameters, while SpiderConv uses 491,620 parameters. In other words, the parameter requirement of the ELF convolution is only 3.5% of that of Spi-derConv. However, as will be shown in Section IV, the ELF convolution provides better or comparable performance than SpiderConv.
IV. EXPERIMENTAL RESULTS

A. CLASSIFICATION ON MODELNET40
ModelNet40 [17] consists of 12,311 mesh models from 40 object categories, which are divided into 9,843 training models and 2,468 test models. As in [13] , we uniformly sample 1,024 points from mesh faces and normalize them into a unit sphere. Also, we perform geometric transformation to augment data [13] . More specifically, random horizontal rotation is applied and perturbation noise clipped to 0.05 is added. For training, we use the Adam optimizer [50] with an initial learning rate of 0.001. The training is iterated for 200 epochs. We decrease the learning rate by a factor of 0.5 every 20 epochs. We implement the ELF-Net in Ten-sorFlow [51] and the training takes 10-12 hours using a GTX TITAN X GPU. [17] . † means our experimental result using the source codes distributed by the authors. [17] . The thee numbers within parentheses mean the hyper-parameter k setting for the first, second and third ELF layers.
To analyze the efficacy of our design choice for ELF, we perform five ablation studies. In Table 1 , 'k filters' sorts the k nearest neighbors according to their distances to a center point p. Then, it simply exploits k different filter coefficient matrices according to the sorted indices and the output feature for p is obtained by
where W i is the filter coefficient matrix for the ith neighbor point. Also, instead of using two-state filter function h, we verify alternative options: one-state filter function h 1 (q i ) = W , which yields the same filter coefficient matrix for all points in N , and three-state filter function h 3 , which is given by
Note that the three-state filter function h 3 dichotomizes neighboring points into relatively close ones and the others similarly to Figure 4(c) . Furthermore, we confirm the effectiveness of the weighting function s N . In Table 1 , we do not [17] . Ground-truth and predicted classes are reported in blue and red, respectively. Note that even a human being cannot estimate the ground-truth classes reliably. employ s N for 'w/o s N ', i.e. we set g(q i ) = h(q i ). Also, we adopt a different weighting function for 'Alternative s N ', which is given by In other words, we set the weights to be inversely proportional to the distances of neighbors. We see that the proposed ELF outperforms all the other choices in Table 1 , which indicates that our design choice is more effective than the alternative ones. Notably, 'k filters' significantly degrades the performance, even though it uses more coefficient matrices. This is because it considers only the order of neighbor points and thus cannot handle irregular data effectively. In contrast, ELF provides better performance, although it uses only two matrices. As for the alternative choices for h, the one-state filter h 1 performs worse than both ELF and the three-state filter h 3 . Thus, it can be concluded that the center point and its other neighbors had better be processed with different coefficient matrices. However, ELF outperforms h 3 , since the detailed distinction of neighbors of (16) makes the optimization harder. The lower accuracies of both 'w/o s N ' and 'Alternative s N ' indicate that the proposed weighting function s N performs well by analyzing the configuration of the neighborhood. Table 2 compares the proposed ELF-Net with conventional algorithms [12] - [17] , [20] , [29] , [30] . Note that we design the ELF-Net, by replacing the multi-layer perceptron layers in PointNet (without T-Net) [13] with ELF layers. Thus, the performance gap of 4.1% between ELF-Net and 'PointNet w/o T-Net' demonstrates that ELF processes unordered points more effectively than the multi-layer perceptron. The ELF-Net achieves the accuracy of 91.2%, which is comparable to all conventional algorithms taking 1,024 points as input. The performance of the ELF-Net is improved when normal vectors are additionally used. Therefore, ELF-Net* outperforms all conventional algorithms in Table 2 . Table 3 compares the accuracies of the ELF-Net with different hyper-parameter settings of k. We see that ELF with k = 20 is a better choice than the other options. [27] . † means our experimental result using the source codes distributed by the authors. Figure 7 is the confusion matrix for the classification results on ModelNet40. The diagonal elements are dominant, which indicates that ELF-Net performs classification well regardless of object classes. The most confusion occurs when 'night stand' is misclassified into 'dresser,' 'table' is into 'desk,' and 'dresser' is to 'night stand.' Figure 8 shows examples of top-6 misclassified cases of the proposed ELF-Net classifier. Most of them are very hard, and even a human being cannot tell their ground-truth classes reliably.
B. CLASSIFICATION ON SHREC15
SHREC15 [27] is a dataset for non-rigid 3D shape retrieval. It contains 1,200 watertight triangle mesh models from 50 categories: each category has 24 models. In each category, 6 models are randomly selected to compose a test data set. As in ModelNet40, to generate a point cloud, 1,024 points are uniformly sampled from mesh faces and normalized into a unit sphere. We adopt five-fold cross validation to evaluate the classification performance [14] . Compared to ModelNet40, SHREC15 is more challenging, since 1,140 models are generated by deforming 60 original models. Hence, as shown in Figure 9 , it contains models of the same category in different poses. To classify these models correctly, it is necessary to understand not only global shapes but also local details.
We employ the same ELF-Net architecture and data augmentation strategy used in the ModelNet40 experiment. We use the Adam optimizer with an initial learning rate of 0.001. The training is done iteratively for 100 epochs. Table 4 reports classification accuracies on the SHREC15 dataset. The proposed algorithm outperforms the conventional methods in [13] - [15] by meaningful margins. This indicates that the ELF-Net analyzes complicated geometrical shapes in a 3D space effectively and extracts discriminative features, which are robust against pose variations.
C. PART SEGMENTATION ON SHAPENETPS
The ShapeNet part segmentation dataset (ShapeNetPS) [28] contains 16,881 point clouds from 16 object categories, each annotated with two to six part labels. 14,007 point clouds are for training, and 2,874 for test. Each point cloud includes annotated points, which are assigned part categories, such as chair leg and cup handle. There are 50 different part categories in total. As done in PointNet [13] , we employ the intersection over union (IoU) ratio to evaluate part segmentation performance. To train the ELF-Net for classification, we utilize the same training process in Section IV-A, except that 2,048 points are used as input. Table 5 compares the performance of the proposed ELF-Net with those of the conventional algorithms in [13] - [15] , [20] , [21] , [25] , [28] , and [31] . Among the conventional algorithms, SpiderCNN [15] and PointNet++ [14] yield the state-of-the-art performances. The ELF-Net yields comparable or better results than these state-of-the-arts. More specifically, in terms of the average IoU, the ELF-Net is comparable to SpiderCNN and better than all other methods. Especially, the ELF-Net achieves the best performances on the five categories of 'chair,' 'knife,' 'laptop,' 'mug,' and 'rocket' and the second best performances on the 'airplane,' 'car,' and 'motorbike' categories. For the 'earphone,' 'motorbike,' and 'rocket' categories, ELF-Net provides relatively low IoUs. This is mainly because there are only few training samples for those categories, which are 49, 125, and 46, respectively. Note that 'rocket' is the most difficult category, on which all algorithms yield poor IoUs. However, the ELF-Net still outperforms the conventional algorithms on this challenging category. Figure 10 shows some segmentation examples. We see that the ELF-Net provides faithful segmentation results.
D. ELF-NET ANALYSIS 1) ROBUSTNESS TEST
Point clouds in the real world, which are acquired by LiDAR scanners, tend to be noisier than synthetic point clouds in ModelNet40, SHREC15, and ShapeNetPS. Moreover, their densities may vary according to the scanning conditions. Therefore, it is important to evaluate the robustness against various kinds of input corruption for the practical usage.
For the density change, we randomly sample input points as illustrated in Figure 11 (a). Figure 12 (a) shows accuracies of the proposed ELF-Net and PointNet [13] on Mod-elNet40 [17] according to the number of input points, where both networks take points and normal vectors as their input. In Figure 12(a) , the performance drop of ELF-Net is only 2.8 when the number of points is decreased by 88%. The ELF-Net outperforms PointNet in all cases without exception.
To evaluate the robustness against noise, we generate Gaussian noise and add it to each point independently as shown in Figure 11 (b). Figure 12 (b) plots the accuracy according to the noise level. The ELF-Net achieves 86.5% even when point cloud are blurred by severe noise with the standard deviation of 0.02. Also, the ELF-Net outperforms PointNet at all noise levels. These results indicate that the proposed ELF-Net is robust to various input corruptions, even though it has a simple structure.
2) FEATURE VISUALIZATION
In Figure 13 , we visualize what the filters in the first ELF layer in the ELF-Net for classification captures. We randomly [28] . The best result is boldfaced, while the second best is underlined. generate 1,024 points within a unit sphere centered at the origin and find the 150 points with high feature values, which represent the patterns that the filters recognize. We observe that each filter captures different local areas or patterns in the unit sphere. Figure 14 visualizes important points, which are assigned large weights s N , for some models in ModelNet40 [17] . These points captures object skeletons faithfully. In other words, s N predicts the relative importance of each point reliably. Table 6 reports the complexity of the classification networks. As input, all networks in Table 6 take 1,024 points without normal data. The proposed ELF-Net requires significantly fewer parameters than the conventional networks. Compared to SpiderCNN [15] , the ELF-Net uses only 9.5% of parameters. However, as shown in Table 2 , the ELF-Net yields 0.7% and 0.5% higher accuracies than SpiderCNN, when 1,024 points and 1,024 points + normal are used as input, respectively. Also, the ELF-Net takes only 7.58ms to classify a point cloud using a GTX TITAN X GPU. In the second and third rows, we observe that different filters focus on different local regions. Table 6 also compares the floating point operations (FLOP), which are carried out in the networks. All these FLOP measurements are done in TensorFlow [51] . The proposed ELF-Net requires a higher FLOP than Point-Net or PointNet++, but a lower FLOP than SpiderCNN.
3) NETWORK COMPLEXITY
V. CONCLUSION
We proposed ELF-Nets, which are composed of ELF layers, to process and analyze 3D point clouds. We showed that ELF can be interpreted as an extended version of 2D discrete Laplace operators. More specifically, ELF employs two matrices: one for a center point and the other for its neighboring points. The second matrix is scaled using a weighting function, which is determined by the local configuration of the neighborhood. Since it uses only two matrices, ELF is more efficient in terms of memory and computational requirements than the conventional methods. Furthermore, experimental results on popular benchmarks demonstrated that ELF-Nets provide better or comparable performances than the state-of-the-art techniques in both classification and segmentation tasks. 
