Abstract. Boosting is an effective classifier combination method, which can improve classification performance of an unstable learning algorithm due to its theoretical performance guarantees and strong experimental results. However, the algorithm has been used mainly in batch mode, i.e., it requires the entire training set to be available at once and, in some cases, require random access to the data. Recently, Nikunj C.oza (2001) proved that some preliminary theoretical results and some empirical comparisons of the classification accuracies of online algorithms with their corresponding batch algorithms on many datasets. In this paper, we present online versions of some boosting methods that require only one pass through the training data. Specifically, we present theoretical and experimental evidence that our online algorithms succeed in this mirroring, often obtaining classification performance comparable to their batch counterparts in less time. We compare the online and batch algorithms experimentally in terms of running time.
Introduction
Traditional supervised learning algorithms generate a single model such as a Naïve Bayes classifier or TAN [1] classifier or BAN [2] classifier and use it to classify examples. Ensemble learning algorithms combine the predictions of multiple base models, each of which is learned using a traditional algorithm. Boosting [3] is a well-known ensemble learning algorithm that has been shown to improve generalization performance compared to the individual base models. Theoretical analysis of Boosting's performance supports these results [4] [5] [6] [7] . Nikunj C.oza(2001) [8] developed online versions of bagging and boosting. Online learning algorithms process each training example once "on arrival" without the need for storage and reprocessing, and maintain a current model that reflects all the training examples seen so far. Such algorithms run faster than typical batch algorithms in situations where data arrive continuously. They are also faster with large training sets for which the multiple passes through the training set required by most batch algorithms are prohibitively expensive.
In this paper, we expand upon these results by comparing their running times. We test our online boosting algorithms with three different base models: Naïve Bayes classifiers, TAN classifiers and BAN classifiers. We chose Naïve Bayes classifiers because a lossless online learning algorithm is available for them. For a given training set, a loss-less online learning algorithm returns a model identical to that returned by the corresponding batch algorithm.
Online Boosting Algorithm
Our online boosting algorithm is designed to be an online version of AdaBoost.M1 [9] . AdaBoost generates a sequence of base Models h1,h2,……,hM using weighted training sets (weighted by D1,D2,……,DM) such that the training examples misclassified by model hm-1 are given half the total weight when generating model hm and the correctly classified examples are given the remaining half of the weight.
Online Boosting Algorithm: Initial conditions : For all m ∈ {1,2,……,M}, λmsc=0，λmsw=0. Online Boosting(h, L0, (x, y)) Set the example's "weighted" λ =1.
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For each base model hm, (m ∈ {1,2,……,M}) in h, Set k according to Poisson(λ). Do k times hm = L0(hm, (x, y)).
Return h(x)=arg maxc∈Y∑m:hm(x)=clog((1-εm)/εm).
Comparsion and results
In this section, we discuss results on several datasets, whose names and numbers of training examples, test examples, classes, attributes and missing values are given in Table 1 . The Census Income dataset comes with fixed training and test sets, which we use in our experiments. For the remaining datasets, we used 5-fold cross-validation. We tested with some small datasets to show that the online algorithms can often achieve performance comparable to batch algorithms even when given a small number of data points. Of course, our results with larger datasets are more important. All but three of the datasets are from the UCI KDD repository [10] . The remaining three are synthetic datasets that were chosen because the performance of a single Naïve Bayes classifier varies significantly across these three datasets. These datasets allow us to compare the performances of the online and batch ensemble algorithms on datasets of varying difficulty. We report and analyze the running times of the batch and online algorithms that we experimented with. There are several factors that affect the difference between the running times of an online learning algorithm and its batch counterpart. Online learning algorithms' main advantage over batch learning algorithms is the ability to incrementally update their models with new training examples---batch algorithms often have to throw away the previously learned model and learn a new model after adding the new examples to the training set. This is clearly very wasteful computationally and is impossible when there are more data than can be stored. Additionally, batch bagging must cycle through the dataset at least MT times, where M is the number of base models and T is the number of times the base model learning algorithm must cycle through the training set to construct one model. Therefore, each training example is examined MT times. On the other hand, Online algorithms do not require storing the entire training set. However, for a fixed training set (i.e., one to which new training examples are not continually added), batch algorithms sometimes run faster than the corresponding online algorithms. This is because batch algorithms can often set their model parameters once and for all by examining the entire training set at once while online algorithms have to update their parameters once per training example. Table 2 shows the running times for Naïve Bayes as well as all the ensemble learning algorithms using Naïve Bayes classifiers as base models. Online boosting has a clear running time advantage over batch boosting. Online boosting's fewer sweeps through the dataset clearly outweigh any reduction in the number of base models returned by batch boosting, especially for larger datasets. Tables 3 and Table 4 give the running times for TAN/BAN and the batch and online ensemble algorithms. This time, online boosting are faster than their batch counterparts especially on small datasets. The batch algorithms are slowed down because each TAN/BAN requires ten cycles through the dataset. Table 4 . Running times (sec.) for BANs and Boosting
Conclusions
In this paper, we discussed online versions of boosting and gave both theoretical and experimental evidence that they can perform comparably to their batch counterparts in terms of accuracy while running much faster. In this paper, we experimented only with batch datasets, i.e., one is not concerned with concept drift. Online algorithms are useful for batch datasets that cannot be loaded into memory in their entirety. This paper provides a stepping stone to using ensemble learning algorithms on large datasets. We hope we can come up with new ideas to make ensemble learning algorithms more practical for modern data mining problems in the future. 
