We sought to compare four different definitions of control groups in studies of the coaggregation between two disorders (A and B) on: 1) their ability to detect valid familial coaggregation; 2) their liability to artifactual evidence for familial coaggregation; and 3) their robustness to the overselection of comorbid cases. Using a quantitative genetic model of transmission, we simulated sibling pairs with familial and nonfamilial sources of comorbidity. Four different definitions of controls were tested to predict disorder B in siblings of cases vs. controls: 1) unscreened controls included subjects with A or B as well as subjects with either A or B; 2) in the symmetrical selection method, controls included only subjects without A; 3) supernormal controls included only subjects without A or B; and 4) in the pure proband method, cases included subjects with A only, and controls included only subjects without A or B. In the absence of selection bias, 1) the unscreened control and the symmetrical selection methods did not yield spurious evidence for familial coaggregation and could detect familial coaggregation; 2) the supernormal controls yielded spurious evidence of familial coaggregation; and 3) the pure proband method sometimes yielded spurious evidence for negative familial coaggregation, and had limited power to detect familial coaggregation. However, the pure proband method was the only one unaffected by overselection of comorbid cases. In the absence of selection bias, both the unscreened control and the symmetrical selection methods are appropriate, and the robustness of the pure proband method to overselection of comorbid cases may be an interesting feature in studies using clinical samples. Moreover, quantitative genetics methods may offer important advantages in the study of familial coaggregation. Am.
INTRODUCTION
Family studies are often used to examine the familial aggregation of disorders. In such studies, cases with A are compared to an ''appropriate'' comparison group on the risk for A in relatives. Disorder A is said to show familial aggregation if relatives of probands with disorder A have an increased risk for disorder A. Another important use of family studies is to examine the familial coaggregation of two disorders. In such studies, cases with A are compared to an ''appropriate'' comparison group on the risk for B in relatives. Disorders A and B are said to coaggregate if relatives of probands with disorder A have an increased risk for disorder B. Showing such familial coaggregation may suggest that the same etiologic factors are shared by both disorders. Such investigations of familial coaggregation have been performed for psychiatric disorders such as depression, anxiety disorders, and alcoholism [Weissman, 1990; Merikangas et al., 1994; Roy et al., 1995b] , schizophrenia and schizophrenia-spectrum personality disorders [Baron et al., 1985; Kendler et al., 1993c] , and various types of cancers [Schildkraut et al., 1989; Parazzini et al., 1992 Parazzini et al., , 1993 . Therefore, finding familial coaggregation (i.e., disorders A and B occurring in different subjects in the same family) may suggest that comorbidity (i.e., disorders A and B occurring in the same individual) results from both disorders sharing familial etiologic factors.
Unfortunately, there is no consensus on what constitutes an appropriate comparison group to study familial coaggregation, since at least four definitions are commonly used. To discuss these approaches, subjects selected because they suffer from A will be referred to as cases, while the comparison group will be referred to as controls. It should be clear that in some situations (e.g., unscreened population controls), the control group may include some subjects with A; however, subjects with A are not selected in the control group specifically because they suffer from that disorder.
First, in the ''general population unscreened controls'' or (''unscreened controls''), cases include subjects with A, with or without B, and controls include a representative sample of the general population, and therefore do not exclude subjects with A and/or B [Falconer, 1965; Kendler et al., 1993b; Maier et al., 1993] . This method allows the estimation of population prevalence or risk, which is necessary for genetic modeling [Falconer, 1965] , since it provides crucial data to estimate the threshold for affection. However, it has been suggested that this method may yield spurious evidence for familial coaggregation if probands with disorder A have a higher risk for disorder B than the general population [Klein, 1993; Weissman et al., 1993] . Consequently, an increased risk for B in relatives of probands with A would be a spurious consequence of the higher rate of B in subjects with A.
Second, in the ''symmetrical selection'' method, cases include subjects with A, with or without B, and controls exclude subjects with disorder A; conversely, subjects with disorder B are not excluded. This is a classical definition for case-control studies, and it has been subjected to the same criticisms as the unscreened controls method. Conversely, some investigators have suggested that the symmetrical selection method yields better power than unscreened controls to uncover familial coaggregation [Wickramaratne, 1995] .
Third, in the ''supernormal'' controls method, cases include subjects with A, with or without B, and controls exclude subjects with any type of psychopathology [Tsuang et al., 1980; Weissman et al., 1993] ; therefore, subjects with diagnosis A or B as well as subjects with other disorders are excluded from the control group. This method has been criticized as an example of the ''well control'' artifact [Schwartz and Link, 1989; Kendler, 1990] . Indeed, a similar screening is not applied to cases and controls, since subjects with B were excluded from the case group but not the control group. As a consequence, rates of ''screened-out'' disorder (i.e., B) may be increased in relatives of cases vs. ''supernormal'' controls, producing spurious evidence for coaggregation. Through algebraic development, it was shown that this problem would be more severe with increased prevalence and increased familiality of the disorder screened out [Kendler, 1990] .
Fourth, in the ''pure proband'' strategy, the main contrast compares the risk for B in relatives of probands with A only to the risk for B in relatives of controls with neither A nor B; a higher risk in relatives of probands with A only would mean that A is genetically related to B [Klein, 1993; Klein and Riso, 1993] . In a second contrast, the risk for B in relatives of probands with A and B is compared to the risk for B in relatives of probands with A only. From a quantitative genetics perspective, this approach can be criticized for its failing to refer to an etiologic model. Indeed, under a quantitative genetics model of comorbidity, if disorders A and B share familial factors, their liability is correlated; as a consequence, cases with both A and B will have higher liability for both A and B than cases with either A or B.
Therefore, there are contradictory statements about the best way to define groups of cases and controls to study familial coaggregation. Three notable features have characterized the debate over this issue so far: 1) the emphasis has been on the risk of observing spurious familial coaggregation; therefore, the power of each method to detect familial coaggregation when present has not received much attention; 2) most contributions have discussed the merits of one or two approaches; we are unaware of any simultaneous discussion and comparison of the four strategies outlined above; and 3) this discussion has been notably atheoretical; indeed, most treatments of the problem have assumed that the disorders analyzed are under dichotomous liability, e.g., they are present or absent, and that they behave as dichotomous variables, while the quantitative genetics perspective suggests that these disorders probably reflect some unmeasured liability distribution [Falconer, 1965; Reich et al., 1975] . For example, in the quantitative genetics perspective, if two disorders share genetic liability, comorbid cases have a higher level of liability than cases with only one of the disorders. Moreover, a quantitative genetics perspective allows for useful distinctions among the sources of comorbidity [Neale and Cardon, 1992] . Indeed, comorbidity may result from the liability to these disorders being influenced by the same genetic or environmental factors, in addition to resulting from methodological artifacts [Caron and Rutter, 1991] , including selection biases [Sackett, 1979] . It is then plausible that the optimal definition of cases and controls may vary according to the source of the comorbidity. This paper will compare how these four strategies to analyze the coaggregation of A and B fare under simulated conditions, based on the following criteria: 1) their ability to detect valid familial coaggregation; 2) their liability to artifactual evidence for familial coaggregation; and 3) their robustness to overselection of comorbid cases.
SIMULATED POPULATIONS
Quantitative genetics posit that the liability to develop a disorder is influenced by: 1) additive genetic influences resulting from independent effects of multiple genes (A); 2) shared environmental influences resulting from environmental factors to which both members of a pair of relatives have been exposed (C); and 3) nonshared environment (or nonfamilial influences), which are environmental influences specific to each individual (E). Both A and C cause pairs of relatives to be more similar than pairs of unrelated individuals, while E causes relatives to be no more correlated than unre-lated subjects. Disentangling A and C as explanations for familial resemblance requires adoption or twin data. For the sake of simplicity, we will use a ''tau'' model, as proposed by Rice et al. [1978] , where both A and C, or the transmissible factors, will be referred to as ''F,'' for familial factors.
In this tau model, influences from F and E add up so that the liability for illness in the population is normally distributed. Individuals whose liability is beyond the threshold T A or T B develop disorders A or B, respectively, and individuals below that threshold are unaffected. These thresholds are determined according to the prevalence P A and P B of the disorders. For example, a 5% prevalence corresponds to a threshold of 1.64, which corresponds to the upper 5% of a normal distribution. The correlations between relatives, i.e., the familial aggregation of disorders A and B, are r A and r B , respectively; a correlation of unity means that all the liability is transmitted, while a correlation of 0 means no familial transmission. The degree to which etiologic factors are shared by A and B is termed r F , which reflects familial coaggregation, and r E for the nonfamilial correlation. In most instances [Carey, 1988] , a correlation of unity means that the influences are fully shared by both disorders, while a zero correlation means that both disorders have completely distinct determinants.
The simulated populations are composed of sibships including one proband and one sibling. The following parameter values were chosen, based on genetic epidemiological studies suggesting that these values are realistic for psychiatric disorders and traits [Kendler et al., 1993a; Merikangas, et al., 1994; Roy et al., 1995a,b] : 1) for r A and r B , values were 0.00, 0.63, and 0.80, corresponding to familiarity (r 2 ) of 0.00, 0.40, and 0.64, respectively; 2) for r F , values were 0.00, 0.40, and 0.80; 3) for r E , values were 0.00 and 0.40; and 4) prevalences were set at 0.02 and 0.10. We ran a total of 104 simulations corresponding to all the relevant permutations. (The total number does not correspond to a straight multiplication of all the possible values for each of the parameter, since some permutations were biologically implausible, e.g., r F had to be set to 0 whenever either r A or r B were equal to 0.)
The goal of these simulations was to obtain a 4 × 4 table describing proband and sibling status for disorders A and B, for a total of 16 possible combinations. To obtain such a table, the above-mentioned 104 sets of parameters were entered into a transmission model, using the program Mx [Neale, 1991] . For each of these 104 combinations, the predicted proportion in each of the 16 cells was computed by numerical integration of the multivariate normal distribution, using the program MULNOR [Schervish, 1984] . These integrals, and therefore the predicted cell frequencies, varied according to the 4 × 4 correlation matrix of proband's and sibling's liabilities to A and B and according to the thresholds.
The following parameters were not included in the model: 1) sex differences, including scalar, nonscalar, or threshold differences; 2) fertility effect; 3) causal relationships, i.e., one disorder causing the other; 4) the type of heterogeneity where comorbid groups identify etiologically distinct disorders (e.g., depression and panic disorder [Weissman et al., 1993] ; and 5) diagnostic hierarchy, i.e., in the present case, a diagnosis of A in an individual did not preclude a diagnosis of B in the same individual, and vice versa [Kendler, 1988; Roy and Kendler, 1994] .
ANALYSES
We used the LOGISTIC procedure as implemented in SAS [SAS Institute, 1990] , to analyze the relationship between disorders A and B. The rates of B in siblings were compared across the four strategies outlined in the introduction: 1) probands with A vs. all probands, notwithstanding their status for or B (unscreened controls); 2) probands with A vs. probands without A (symmetrical selection); 3) probands with A vs. probands with neither A nor B (supernormal); and 4) probands with A only vs. probands with neither A nor B (pure proband).
These simulations were first run without overselection of comorbid cases, i.e., cases were all equally likely to be sampled in the ''case group.'' We then repeated these analyses with the same population of proband and sibling pairs, but introducing a selection bias where comorbid cases (cases with both A and B) were twice as likely to be sampled in the ''case group'' as cases with either A or B.
The following four qualities for the analyses would be desirable: 1) in the absence of familial coaggregation between A and B (i.e., r F ‫ס‬ 0), the analyses would yield no evidence of coaggregation; 2) in the presence of familial coaggregation between A and B (i.e., r F > 0), the analyses would yield evidence for coaggregation; 3) the estimate of familial coaggregation would not be influenced by the degree of nonfamilial correlation (r E ); and 4) the degree of familial coaggregation observed would not be influenced by overselection of comorbid subjects in the case group.
RESULTS
Step 1 Tables I and II show the results obtained with the four analytic strategies in the absence of familial coaggregation (i.e., r F ‫ס‬ 0), and assuming no overselection of comorbid subjects in the case group. Therefore, these analyses should yield an odds ratio (OR) of 1. The unscreened controls and the symmetrical selection methods never yielded any evidence for familial coaggregation and were unaffected by variations in r F . On the other hand, the supernormal control method yielded spurious evidence for familial coaggregation whenever disorder B was transmitted (i.e., r B > 0), since the ORs in these circumstances were systematically >1 (range, 1.03-1.18). A closer inspection of these tables reveals that: 1) the ORs for the supernormal controls were systematically larger in Table II compared to corresponding cells in Table I , indicating that artifactual evidence for coaggregation was stronger with increasing degree of familiality of A and B; 2) the ORS for the supernormal controls were systematically larger with increasing prevalence of disorder A; and 3) the ORs for the supernormal controls were larger with a null nonfamilial correlation (r E ‫ס‬ 0) between A and B than with r E ‫ס‬ 0.40. Finally, the pure proband method did not yield spurious evidence of positive familial coaggregation, but it yielded spurious evidence for negative familial coaggregation (i.e., lower risk of B in relatives with A than in controls with neither A nor B) whenever r E > 0.
Step 2 Tables III-VI report the results using the four analytic paradigms in the presence of familial coaggregation (i.e., r F > 0) and assuming no overselection of comorbid subjects in the case group. Therefore, the analyses should yield ORs >1. These tables reveal that all four methods met that criterion and yielded ORs >1. However, the magnitude of the ORs varied across the methods, with the following order of increasing ORs in 26 out of 32 permutations: 1) pure proband method; 2) unscreened controls; 3) symmetrical selection; and 4) supernormal strategy. In six permutations, the order between 1) and 2) was reversed; these corresponded to situations where the prevalence of B was larger than that of A. Among these four methods, only the supernormal method was affected by variations in r E , but the changes in the ORs were minimal, never exceeding 0.05.
Step 3 Table VII shows the results when we repeated the simulation reported in Table II , but introducing a selection bias where comorbid cases were twice as likely than noncomorbid cases to be sampled in the case group. Therefore, comparing ORs in Table VII to corresponding ORs in Table II reflects how much these four models are influenced by such a selection bias; again, the extent to which the ORs are >1 reflects spurious evidence for familial coaggregation. Table VII reveals that both the unscreened controls and the symmetrical selection methods yielded similar ORs that were systematically >1, while these methods never yielded spurious evidence of familial coaggregation in the absence of this selection bias (Table II) . Moreover, the bias introduced by the supernormal control method was made worse than before, with ORs in Table VII going as high as 1.38. For all of these three methods, the overestimation of ORs was made worse with r E ‫ס‬ 0.40. Finally, the pure proband method was unaffected by the introduction of selection bias, as it yielded ORs similar to those reported in Table II .
Step 4 Table VIII shows the results when we repeated the simulation reported in Table VI , but introducing a selection bias where comorbid cases were twice as likely as noncomorbid cases to be sampled in the case group. Therefore, comparing Table VIII to Table VI reflects the impact of this selection bias. The selection bias resulted in increased ORs for the unscreened control, the symmetrical selection, and the supernormal strategies. On the other hand, the pure proband method yielded ORs exactly similar to those previously obtained.
DISCUSSION

Performance of the Methods in the Absence of Overselection of Comorbid Cases
In the absence of overselection of comorbid cases, the symmetrical selection and the unscreened control methods did not yield artifactual evidence for familial aggregation. However, the symmetrical selection method offered better power than the unscreened control method to detect familial aggregation when present. This better power resulted from the exclusion of cases with A from the control group in the symmetrical control method; when the familial liability for A and B was correlated, excluding cases with A resulted in a lower mean familial liability for B in controls. Both methods were criticized because it was posited that if probands with A are at higher risk for B that the population prevalence, then the higher risk for B in their relatives would be spurious and would not reflect real familial coaggregation [Klein, 1993] . However, our simulations suggest that when the higher rate for B in probands with A does not result from overselection of comorbid cases, but instead results from both disorders sharing etiologic influences, an elevation of the risks for B in relatives of probands with A actually reflects the familial correlation between A and B.
While the unscreened population control approach offered slightly less power than the symmetrical selection method to detect valid familial coaggregation, unscreened controls selected from the general population offer the following advantages: 1) they may yield an estimate of the rate of comorbidity in the general population; 2) they estimate the prevalence of a disorder in the population, and this parameter is necessary to estimate thresholds in genetic modeling, and eases comparisons with other samples; and 3) they allow for flexibility in running different contrasts. For example, in a study including different groups of probands (e.g., schizophrenic, schizoaffective, bipolar, and schizophrenia spectrum personality disorders (SSPD)), the investigators may be interested in the coaggregation of various disorders. In such an example, the interest may be a comparison of the rates of depression in relatives of SSPD probands vs. those of probands with depression; in this case, using the symmetrical selection method, SSPD controls could be excluded. Alternatively, the rates of depression in relatives of bipolar subjects vs. those of control subjects could also be compared; in this situation, using the symmetrical selection method, controls with bipolar disorder could be excluded.
The supernormal control approach was shown to yield spurious evidence of familial coaggregation, as previously described by Kendler [1990] . Indeed, the results obtained through the present simulation fitted perfectly with those reported in figures of that article. However, the present study yielded more modest biases than those reported in Kendler [1990] . To better understand this apparent discrepancy, we compared the parameters used in both articles. This comparison revealed that the present work used a narrower range of parameters, because the quantitative genetics model used in the present study allowed setting biologically realistic boundaries to the parameters used. Using ORs, such as was done in the previous article, does not lead to such straightforward boundaries (see General Comment, below, for a more detailed discussion of the effect of using ORs).
The pure proband method yielded evidence for negative coaggregation in the absence of any coaggregation, whenever r E ‫ס‬ 0.40. In this case, because of the correlation in environmental factors, comorbid probands have, on average, a higher environmental liability for both disorders than noncomorbid probands. Moreover, the pure proband method offered limited power to de- tect familial coaggregation, yielding smaller ORs than the other analytical methods in the presence of familial coaggregation. Another disadvantage of this method is that it would require screening out a substantial proportion of probands with A who also suffer from B. For example, in a recent twin study of generalized anxiety disorder (GAD) and major depression (MD) [Roy et al., 1995b] , less than half of the subjects in the general population with GAD did not suffer from MD. Such a high rate of comorbidity would make recruiting a group of probands with ''pure'' GAD quite difficult. In summary, in the absence of selection bias, the symmetric selection and the unscreened control methods were both appropriate and offered different advantages, while the supernormal control and the pure proband methods both suffered from important flaws.
Performance of the Methods Under Overselection of Comorbid Cases
The overselection of comorbid cases in the case group had important effects on the unscreened control, the symmetrical selection, and the supernormal control methods. Indeed, with overselection of comorbid cases, these three methods provided spurious evidence for familial coaggregation, with the supernormal control method being the most severely affected. Conversely, only the pure proband method was not affected. This resulted from cases being already selected for their comorbidity under the pure proband method. Therefore, overselecting comorbid cases simply increased the proportion of cases in the comorbid proband group, but did not affect the rate of disorders A or B in relatives.
Such overselection is particularly likely in studies based on clinically ascertained cases; at least two sources can be distinguished. First, in Berkson's bias [Berkson, 1946] , it is assumed that the probability of seeking treatment for one disorder is independent from the status for the other one. For example, if subjects with either disorder A or B have a 20% probability of seeking treatment, and if the probability of seeking treatment for either disorder is independent from the presence of the other, subjects with both A and B would have a 36% probability of seeking treatment, compared to 20% for subjects with either A or B, resulting in an overrepresentation of subjects with both A and B in clinical samples. Second, in the ''clinical bias,'' subjects with both disorders A and B are more likely to seek treatment because they would be more incapacitated. In the preceding example, an investigator could observe a 50% probability of seeking treatment, which is more than the 36% rate predicted under the independence of the effect; the difference between 50% and 36% reflects how much both disorders interact in increasing the risk of seeking treatment [Galbaud du Fort et al., 1993] .
Such biases are unlikely to arise if the vast majority of cases with the disorder seek treatment and are recorded through some register [Walsh et al., 1980; Kendler et al., 1993b] . For disorders for which the probability of seeking treatment is much less than 100% (e.g., major depression, anxiety disorders), the Berkson and clinical biases are much more likely, and the best way to avoid them would be to select a population sample. However, getting large enough samples for disorders that are not highly prevalent (e.g., anorexia nervosa, obsessive compulsive disorder) may prove an excessive burden. For such disorders, investigators may have to rely on clinical samples; strategies to protect against selection biases are needed. In these situations, the symmetrical selection and the unscreened control methods may be appropriate if the rate of comorbidity in the community is known, allowing to correct for these selection biases. Unfortunately, while estimates of rates of comorbidity in the community are available [Regier et al., 1990 ], they may not apply to the particular population under study, since such rates may vary across studies depending on factors such as diagnostic criteria, hierarchy rules, and diagnostic instruments, which make the ''pure proband'' method a potentially interesting solution in such instances.
The Issue of Spectrum Disorders
A quantitative genetics perspective on the selection of controls may bear important implications for disorders which have a genetic correlation of unity with the disorder under study. For example, there is significant evidence that schizophrenia and SSPD share similar genetic determinants [Kendler et al., 1995] . A consequence of the present line of reasoning would be that to study the coaggregation of depression in relatives of schizophrenic probands, if using the symmetrical selection method, it would be correct to exclude SSPD subjects from the comparison group. However, such exclusions should be used only if a genetic correlation of unity between these disorders is firmly established. Otherwise, such exclusions could result in a supernormal artifact.
General Comment
The present results may also underlie potential limitations in using ORs to quantify coaggregation of two disorders. Indeed, ORs do not translate easily into biological terms; conversely, the genetic correlation vary from 0 to 1, which is biologically meaningful. For example, in our simulations, using the symmetrical selection, setting a genetic correlation (r F ) of 0.8, ORs varied from 1.78-3.87, depending on the degree of familial aggregation of each disorder and its prevalence. This effect of the prevalence of a disorder on the magnitude of the OR is also found when ORs are used to quantify familial aggregation [Reich et al., 1975; Kendler, 1989 ]. This range of ORs may give a false impression of very different degrees of sharing familial factors. Given these limitations, we suggest considering the use of path analyses to investigate the coaggregation of two or more disorders [Kendler et al., 1992; Merikangas et al., 1994] .
However, we do not contend that ORs should not be used to quantify familial coaggregation. Indeed, they offer advantages, i.e., 1) they are easier than quantitative genetic parameters to translate into actual risks for relatives of affected subjects; 2) in some instances, it is easier to get an intuitive understanding of ORs than of quantitative genetic parameters; and 3) using a quantitative genetics model is appropriate for traits showing polygenic inheritance, but not for other modes of transmission. Conversely, analyses using ORs make no assumption about the mode of inheritance.
STUDY LIMITATIONS
The present report paper should be interpreted while keeping in mind the following limitations.
First, the multifactorial model is only one among 
