Abstract. In Stanley's seminal 1995 paper on the chromatic symmetric function, he stated that there was no known graph that was not contractible to the claw and whose chromatic symmetric function was not e-positive, namely, not a positive linear combination of elementary symmetric functions. We resolve this by giving infinite families of graphs that are not contractible to the claw and whose chromatic symmetric functions are not e-positive. Moreover, one such family is additionally claw-free, thus establishing that the e-positivity of chromatic symmetric functions in general is not dependent on the claw.
Introduction
The chromatic polynomial is a classical graph invariant dating back to Birkhoff [6] , while symmetric functions date back even further to Cauchy [12] , and their impact is still felt today in many areas from algebraic geometry to quantum physics. In 1995 Stanley [34] integrated these two functions, introducing a natural symmetric function generalization of the chromatic polynomial for any finite simple graph, G, known as the chromatic symmetric function, X G . This function has been an active area of research since then, with a marked increase in activity recently. One of the major avenues of research has been the further generalization and application of these functions. For example, Stanley [35] introduced symmetric function generalizations of the Tutte polynomial and the bad colouring polynomial, and generalized X G to hypergraphs. Meanwhile Noble and Welsh generalized to the U-polynomial [25] and Brylawski to the polychromate [10] , which were proved to be equal by Sarmiento [32] .
Other generalizations to more geometric settings included to matroids by Billera et al. [5] and to simplicial complexes by Benedetti et al. [4] . Meanwhile Gebhard and Sagan took this approach to noncommuting variables [16] where deletion-contraction is satisfied, whereas with the chromatic symmetric function Orellana and Scott [26] showed that instead tripledeletion exists. However, the most substantial generalizations have been to quasisymmetric functions by Humpert [18] , but most notably by Shareshian and Wachs, for example [33] , whose refinement has been studied yet further by others, for example [2, 8, 13] . Regarding applications, the chromatic symmetric function has also been applied to scheduling problems via a generalization of Breuer and Klivans [7] , and has been seen to distinguish various nonisomorphic trees, for example [1, 24] , while the symmetric bad colouring polynomial arose in the study of the Potts model by Klazar et al. [20] .
Returning to the generalization by Shareshian and Wachs, one motivation was rooted in the desire to resolve the 1995 conjecture of Stanley [34, Conjecture 5.1] that if a poset is (3 + 1)-free, then the chromatic symmetric function of its incomparability graph (which is thus claw-free) is a non-negative linear combination of elementary symmetric functions, that is, e-positive. This is equivalent to the Stanley-Stembridge poset chain conjecture from 1993 [37] . A variety of partial results have been obtained such as when the graph is a path or cycle [11, 34, 39] , and particular coefficients were recently found by Paunov [27, 28] . Guay-Paquet [17] also showed that the conjecture can be reduced from (3 + 1)-free posets to (3 + 1)-free and (2 + 2)-free posets.
Gasharov [15] also proved a special case of the conjecture involving 2 × 2 minors, which generalized a result of Krattenthaler [21] . However, Gasharov is best known for proving Stanley's conjecture when elementary symmetric functions are replaced by Schur functions [14] , which has led to its own avenue of research, for example [19, 38] , since e-positivity implies Schur-positivity, both of which are central to representation theory.
The purpose of our paper is to resolve in the negative the related e-positivity statement of Stanley [34, p 188] We don't know of a graph which is not contractible to K 13 (even regarding multiple edges of a contraction as a single edge) which is not e-positive.
More precisely, our paper is structured as follows. In Section 2 we recall relevant concepts that we will require later, and give the four graphs with the fewest number of vertices that are not contractible to the claw and whose chromatic symmetric functions are not e-positive in Figure 2 . Then in Section 3 we generalize two of these graphs into two infinite families of graphs. First is the family of saltire graphs, SA a,b , where a, b ≥ 2, which generalizes the graph from the previous section with the fewest edges. We prove that these graphs are not contractible to the claw in Lemma 3.1, and additionally for n ≥ 3 we prove that X SAn,n is not e-positive in Lemma 3.4, together giving Theorem 3.5.
Having discovered a family of graphs with an even number of vertices that resolves Stanley's statement we then extend our results to graphs with any number of vertices via the second family of augmented saltire graphs, AS a,b , where a ≥ 2, b ≥ 3, which we also prove are not contractible to the claw in Lemma 3.6. For n ≥ 3 we further prove that X ASn,n and X AS n,n+1 are not e-positive in Lemma 3.9, together giving Theorem 3.10.
Finally, in Section 4 we introduce the family of triangular tower graphs, T T a,b,c , where a, b, c ≥ 2, and prove in Lemma 4.1 that they are claw-free and do not contract to the claw, and for n ≥ 3 prove in Lemma 4.4 that X T T n,n,n is not e-positive, together giving Theorem 4.5, hence showing that the e-positivity of chromatic symmetric functions is not dependent on either being claw-free, or being not contractible to the claw. In all cases we see that classical techniques suffice to yield our proofs, though a number of technical lemmas such as Lemma 4.2 are required to yield the final theorems.
Background
We begin by recalling some necessary combinatorial, algebraic and graph theoretic results that will be useful later. A partition λ = (λ 1 , λ 2 , . . . , λ ℓ(λ) ) of N, denoted by λ ⊢ N, is a list of positive integers whose parts λ i satisfy λ 1 ≥ λ 2 ≥ · · · ≥ λ ℓ(λ) > 0 and 
and given a partition λ = (λ 1 , λ 2 , . . . , λ ℓ(λ) ) the elementary symmetric function e λ is given by e λ = e λ 1 e λ 2 · · · e λ ℓ .
The algebra of symmetric functions, Λ, is then the graded algebra
Moreover, the elementary symmetric functions form a basis for Λ and if a symmetric function can be written as a non-negative linear combination of elementary symmetric functions, then we say it is e-positive. However, while the basis of elementary symmetric functions is central to the statement we wish to resolve, it is another basis, the basis of power sum symmetric functions, which will be central to our proofs. In terms of elementary symmetric functions the i-th power sum symmetric function p i for i ≥ 1 is given by (2.1)
and given a partition λ = (λ 1 , λ 2 , . . . , λ ℓ(λ) ) the power sum symmetric function p λ is given by
This particular basis, of power sum symmetric functions, will be useful later, as will the following. Given two partitions λ, µ ⊢ N we write λ p µ if the parts of λ are obtained by summing (not necessarily adjacent) parts of µ. For example, (5, 4, 2) p (3, 3, 2, 2, 1) since 5 = 3 + 2, 4 = 3 + 1 and 2 = 2. Therefore by Equation (2.1) we get the following key observation.
Observation 2.1. When calculating the coefficient of e µ in a symmetric function written in the basis of power sum symmetric functions, we need only focus on those p λ where λ p µ.
Since we will often want to compute the coefficient of a symmetric function f ∈ Λ when written in the basis {b λ } λ⊢N ≥1 , we will denote this by [b λ ]f . More details on these classical symmetric functions can be found in texts such as [23, 30, 36] , but for now we turn our attention to a more recent symmetric function, the chromatic symmetric function.
The chromatic symmetric function is reliant on a graph that is finite and simple and from now on we will assume that all our graphs satisfy these properties. This function is also reliant on all proper colourings of a graph. More precisely, given a graph, G, with vertex set V a proper colouring κ of G is a function
. With this in mind we can now define the chromatic symmetric function, which we do in two ways before giving an example in Example 2.4. 
where the sum is over all proper colourings κ of G.
For succinctness, we will say a graph G is e-positive or not, to mean that X G is e-positive or not, respectively.
A more useful realisation of the chromatic symmetric function for us will be the following lemma, also due to Stanley, which requires some more notation. Given a graph G with vertex set V = {v 1 , v 2 , . . . , v N }, edge set E, and a subset S ⊆ E, let λ(S) be the partition of N whose parts are equal to the number of vertices in the connected components of the spanning subgraph of G with vertex set V and edge set S. If the number of vertices in a connected component is λ i , then for succinctness we may refer to the connected component as a piece of size λ i . Lemma 2.3. [34, Theorem 2.5] For a graph G with vertex set V and edge set E we have that
Example 2.4. The claw (also known as K 1,3 or, as in Stanley's quote, K 13 ) shown below has chromatic symmetric function
Thus, the claw is not e-positive. While the focus of our paper will be on the claw, a number of well known graphs will also play a role: The complete graph, K N , N ≥ 1; the N-path, P N , N ≥ 1; and the N-cycle, C N , N ≥ 3, and we set C i = K i for i = 1, 2. Two particular claw related properties of a graph will also be much in demand, the property of being claw-free and of being clawcontractible-free.
For the former recall that an induced subgraph of a graph G is a subgraph consisting of a subset of its vertices together with all edges whose endpoints both lie in the subset, and an edge induced subgraph of a graph G is a subgraph consisting of a subset of its edges together with all vertices at the endpoints of every edge in the subset.
We say a graph is claw-free if it does not have the claw as an induced subgraph. Claw-free graphs have the following characterization due to Beineke [3, Theorem] Lemma 2.5. [3, Theorem] A graph G is claw-free if and only if there exists a partition of the edges of G into disjoint sets, such that every set edge induces a complete subgraph of G and no vertex of G belongs to more than 2 of these complete subgraphs.
For the latter, let G be a graph with vertex set V and edge set E. Recall a subset of V is independent if no two vertices in the subset are adjacent, plus when we delete a vertex v from G we delete v and all edges incident to v. Furthermore, if S ⊆ E, then we denote by G/S the graph G with the edges in S contracted and the vertices at either end identified. We say that G contracts to the claw if there exists S ⊆ E such that G/S yields the claw once multiple edges are replaced by single edges, and G is claw-contractible-free if G does not contract to the claw.
As with being claw-free, an elegant characterization exists for a graph to be claw-contractiblefree. It is dependent on deleting independent sets of vertices, and is a special case of a theorem by Brouwer and Veldman [9, Theorem 3] . Lemma 2.6. [9, Theorem 3] A graph G is claw-contractible-free if and only if the deletion of any set of 3 independent vertices from G results in a disconnected graph.
We now turn our attention to the graphs with the fewest number of vertices that are claw-contractible-free and not e-positive. Since a disconnected graph cannot contract to the claw, we restrict ourselves to connected graphs in order to yield a meaningful resolution to Stanley's statement.
Otherwise, by [34, Propositon 2.3], which says for disjoint graphs G, H we have that
calculating X K 1 = e 1 , and Example 2.4, we can conclude that the disjoint union of the claw and K 1 is a trivial resolution to Stanley's statement.
Using an exhaustive computational search, the connected graphs with the fewest number of vertices, N, that are claw-contractible-free and not e-positive occur at N = 6 and are given in Figure 2 . In particular, their chromatic symmetric functions are (4, 2) + 32e (5,1) + 228e (6) .
As we will see in the next section, the leftmost two graphs each naturally give rise to infinite families of graphs that are claw-contractible-free, are not e-positive and, moreover, we can explicitly identify and calculate a negative coefficient.
Saltire and augmented saltire graphs
In this section we begin by introducing our first infinite family of graphs to resolve Stanley's statement. In particular, this family includes the graph with the fewest number of vertices and edges, as verified by computer, which is claw-contractible-free and yet whose chromatic symmetric function is not e-positive.
The saltire graph SA a,b , where a, b ≥ 2, is the graph on a + b vertices
and SA 3,3 and a graphical representation of a generic SA a,b are given in Figure 3 . From the graphical representation we see that the edges of SA a,b can be naturally partitioned into three parts as follows. Given SA a,b we refer to the subgraph induced by the edges {v i v i+1 | 2 ≤ i ≤ a} as the a-path, the subgraph induced by the edges
as the b-path, and the subgraph induced by the edges
as the middle. Furthermore, when considering SA n,n we refer to the a-path, where a = n, as the left n-path, and the b-path, where b = n, as the right n-path, to distinguish them. With these definitions in hand, we come to our first result on saltire graphs. Lemma 3.1. For all a, b ≥ 2 the graph SA a,b is claw-contractible-free. In particular, for n ≥ 3 the graph SA n,n is claw-contractible-free.
Proof. By Lemma 2.6 it suffices to show that the deletion of any three independent vertices from SA a,b results in a disconnected graph. The pigeonhole principle guarantees that at least two of these independent vertices will belong to either the a-path or the b-path, and we can see from Figure 3 that the removal of any two non-adjacent vertices from the a-path or the b-path results in a disconnected graph. Now that we have proved that SA a,b is claw-contractible-free, we will restrict our attention to SA n,n where n ≥ 3, and prove that its chromatic symmetric function is not e-positive by calculating the coefficient [e (n 2 ) ]X SA n,n . Note that since (2n) and (n 2 ) are the only partitions λ ⊢ 2n satisfying λ p (n 2 ) by Observation 2.1 and Lemma 2.3, in order to calculate [e (n 2 ) ]X SAn,n we need to calculate [p (2n) ]X SAn,n and [p (n 2 ) ]X SAn,n . Table 1 . All possible SA n,n with 1 through 3 middle edges removed.
Proof. To prove this we will use Lemma 2.3 that considers all subsets S of the edge set E. We are only interested in the subsets S that yield λ(S) = (2n) or (n 2 ) both of which have parts that are at least n. This means we will ignore any S where λ(S) has a part smaller than n as these subsets will not affect the coefficient of p (2n) or p (n 2 ) in X SAn,n . Note that if S has two or more edges removed from the left n-path (or the right n-path), then λ(S) certainly has a part smaller than n. Thus, we will only consider subsets S that have at most one edge removed from the left n-path and at most one edge removed from the right n-path. In Table 1 we illustrate all possible graphs with 1 through 3 middle edges removed from SA n,n since these will be central to our case analysis, consisting of 5 cases corresponding to the exclusion of 0 to 4 edges from E.
First, consider |S| = |E|, so S contains all the edges in E. This gives us the term
Second, consider |S| = |E| − 1, so S has one fewer edge than E. Note that if we remove any one of the 2n + 2 edges from SA n,n , then our graph is still connected. This gives us the term (−1)
Third, consider |S| = |E| − 2, so S has two fewer edges than E. If we exclude two edges from the middle, then we can see from Table 1 that all six possibilities result in connected graphs so we get the term (−1) 2n 6p (2n) . Instead we can exclude one edge from the left n-path or right n-path and the other edge from the middle. In all four ways to remove one edge from the middle, as illustrated in Table 1 , we can also remove any one of the 2(n − 1) edges on the left n-path or right n-path and still have a connected graph. This gives us the term (−1) 2n 8(n − 1)p (2n) . Finally, we could exclude no edges from the middle, one of the n − 1 edges from the left n-path, and one of the n − 1 edges from the right n-path. Any of the (n −
Fourth, consider |S| = |E| − 3, where we exclude three edges from E. We can see from Table 1 that excluding any three edges from the middle leaves the graph connected. This gives the term (−1)
2n−1 4p (2n) . If instead we remove two edges from the middle and one of the n − 1 edges from the left n-path we can see from Table 1 that only four out of six possibilities do not yield λ(S) to have a part smaller than n. In these four possibilities the graph is connected, which gives us the term (−1)
2n−1 4(n − 1)p (2n) . We similarly get the term (−1) 2n−1 4(n − 1)p (2n) if we remove two edges from the middle, one from the right n-path, and have all parts being at least n.
Lastly, if we remove one edge from the middle, any one of the n − 1 edges from the right n-path, and any one of the n − 1 edges from the left n-path, then we can see from Table 1 that the graph is still connected. This gives us the term (−1) 2n−1 4(n − 1) 2 p (2n) . Altogether from this case we get the term
−4n
2 p (2n) .
Fifth and finally, consider |S| = |E| − 4. If we exclude all four of the edges from the middle, then this disconnects our graph into two pieces of size n. The associated term is (−1) 2n−2 p (n 2 ) . Say we exclude three edges from the middle and one from the left n-path or right n-path. In any of these situations λ(S) has a part smaller than n.
Instead say that we remove two edges from the middle, one from the left n-path, and one from the right n-path. From Table 1 we can see that in only the leftmost and rightmost pictures that λ(S) is not forced to have a part smaller than n. In the leftmost and rightmost pictures we will disconnect the graph into two pieces. For any of the n − 1 edges on the left n-path there is exactly one choice of an edge on the right n-path so that we break the graph into two pieces of size n. This gives the term (−1) 2n−2 2(n − 1)p (n 2 ) . Altogether from this case we get the term
Once we exclude more than four edges from E we are guaranteed that λ(S) will have a part smaller than n. Combining everything the coefficient of p (2n) is therefore
Proof. Using Equation (2.1) we have that [e (n 2 ) ]p (2n) = (−1)
= n. To prove the other coefficient note by Equation (2.1) that [e n ]p n = (−1)
n−1 n. In p (n 2 ) = p n p n the coefficient of e (n 2 ) is purely determined by the multiplication of the coefficients of e n in p n , which gives [
We now apply these lemmas to determine the e-positivity of X SAn,n for n ≥ 3 in one final lemma.
Lemma 3.4. The chromatic symmetric function of SA n,n for n ≥ 3 is not e-positive. In particular, we have that [e (n 2 ) ]X SA n,n = −n(n − 1)(n − 2).
Proof. By Observation 2.1 we can see that e (n 2 ) has non-zero coefficient in p λ only for λ ⊢ 2n with λ p (n 2 ). There are only two partitions λ ⊢ 2n where λ p (n 2 ), namely (2n) and (n 2 ). Since
the coefficient of e (n 2 ) in X SA n,n only arises from the p (2n) and p (n 2 ) terms. In particular,
Using Lemma 3.2 and Lemma 3.3 we therefore have
We can now identify our first family of graphs that are claw-contractible-free, and whose chromatic symmetric functions are not e-positive.
Theorem 3.5. The graphs SA n,n for all n ≥ 3 are claw-contractible-free and not e-positive.
Since Theorem 3.5 yields an infinite family of graphs with an even number of vertices that are claw-contractible-free and not e-positive, a natural question to ask is whether an infinite family of graphs exists with N vertices, for all N ≥ 6, which are claw-contractible-free and not e-positive. Such a family exists and is the family of augmented saltire graphs, which we introduce now.
The augmented saltire graph AS a,b , where a ≥ 2, b ≥ 3, is the saltire graph SA a,b with the additional edge v 1 v a+2 . More precisely, AS a,b , where a ≥ 2, b ≥ 3, is the graph on a + b vertices {v 1 , v 2 , . . . , v a+b } with edges
For example, AS 3,3 , AS 3,4 and a graphical representation of a generic AS a,b are given in Figure 4 . Using proofs very similar to those for saltire graphs, but with some additional cases generated by the edge v 1 v a+2 , we can obtain the following two lemmas. Lemma 3.6. For all a ≥ 2, b ≥ 3 the graph AS a,b is claw-contractible-free. In particular, for n ≥ 3 the graphs AS n,n and AS n,n+1 are claw-contractible-free. Lemma 3.7. For n ≥ 3 we have that
We also obtain the following lemma whose proof is analogous to that of Lemma 3.3.
Lemma 3.8. For n ≥ 1 we have that (1) [e (n+1,n) ]p (2n+1) = −(2n + 1) and (2) [e (n+1,n) ]p (n+1,n) = −n(n + 1).
From here we are able to determine the e-positivity of X ASn,n and X AS n,n+1 for n ≥ 3.
Lemma 3.9. The chromatic symmetric functions of AS n,n and AS n,n+1 for n ≥ 3 are not e-positive. In particular, we have that [e (n 2 ) ]X AS n,n = [e (n+1,n) ]X AS n,n+1 = −n(n − 1)(n − 2).
the coefficient of e (n 2 ) in X ASn,n only arises from the p (2n) and p (n 2 ) terms. In particular,
Using Lemma 3.7 and Lemma 3.3 we therefore have
Again by Observation 2.1 we can see that e (n+1,n) has non-zero coefficient in p λ only for λ ⊢ 2n+1 with λ p (n+1, n). There are only two partitions λ ⊢ 2n+1 where λ p (n+1, n), namely (2n + 1) and (n + 1, n).
Since
the coefficient of e (n+1,n) in X AS n,n+1 only arises from the p (2n+1) and p (n+1,n) terms. In particular,
Using Lemma 3.7 and Lemma 3.8 we therefore have
We can now identify our second family of graphs that are claw-contractible-free and whose chromatic symmetric functions are not e-positive, and, moreover, one such graph exists with N vertices for all N ≥ 6. Theorem 3.10. The graphs AS n,n and AS n,n+1 for all n ≥ 3 are claw-contractible-free and not e-positive. + 294e (5,4) + 30e (6,2,1) + 180e (6, 3) + 342e (7, 2) + 294e (8, 1) + 666e (9) and, moreover, it yields an infinite family of graphs that are claw-contractible-free, claw-free and not e-positive, the triangular tower graphs.
The Given T T a,b,c we refer to the subgraphs induced by the edges
as the a-path,
as the c-path. Plus we refer to {v 1 v a+1 , v a+1 v a+b+1 , v a+b+1 v 1 } as the top triangle, and to {v a v a+b , v a+b v a+b+c , v a+b+c v a } as the bottom triangle.
As with the previous section we will focus on a subset of this family, namely T T n,n,n . In this case we refer to the a-path, where a = n, as the left n-path, the b-path, where b = n, as the middle n-path, and the c-path, where c = n, as the right n-path. We are now ready to ascertain the containment of the claw for this new family of graphs.
Lemma 4.1. For all a, b, c ≥ 2 the graph T T a,b,c is claw-contractible-free and claw-free. In particular, for n ≥ 3 the graph T T n,n,n is claw-contractible-free and claw-free.
Proof. We first show that T T a,b,c is claw-free by demonstrating a partition of the edges into disjoint sets such that every set edge induces a complete subgraph and no vertex belongs to more than two of the subgraphs. The result will then follow by Lemma 2.5. Note that such a partition is given by the edges in the top triangle, and the bottom triangle, edge inducing a K 3 subgraph each, and each remaining edge likewise edge inducing a K 2 subgraph. Now we show that T T a,b,c is claw-contractible-free by showing that the deletion of any three independent vertices from T T a,b,c results in a disconnected graph. The result will then follow by Lemma 2.6. Note that the removal of at least two non-adjacent vertices from either the a-path, b-path, or c-path results in a disconnected graph. Similarly the removal of one vertex from each of the a-path, the b-path, and the c-path of T T a,b,c results in a disconnected graph unless all three vertices belong to the top triangle, or to the bottom triangle, but neither of these sets of three vertices is itself independent.
Having proved that T T a,b,c is both claw-contractible-free and claw-free we restrict our attention to T T n,n,n where n ≥ 3 and prove that its chromatic symmetric function is not epositive by calculating the coefficient [e (n 3 ) ]X T T n,n,n . Note that (3n), (2n, n) and (n 3 ) are the only partitions that satisfy λ ⊢ 3n and λ p (n 3 ) and hence by Obsevation 2.1 and Lemma 2.3 in order to calculate [e (n 3 ) ]X T T n,n,n , we need to calculate [p (3n) ]X T T n,n,n , [p (2n,n) ]X T T n,n,n and [p (n 3 ) ]X T T n,n,n , which we do in the following lemma using a case analysis that is similar to, but more substantial and delicate than, Lemma 3.2. Table 2 . All possible T T n,n,n with 1 through 5 edges removed from the top and bottom triangle.
Proof. To prove this we will use Lemma 2.3 that considers all subsets of the edge set E. We are only interested in subsets S ⊆ E that yield λ(S) = (3n), (2n, n) or (n 3 ). Note that all of these have parts at least n so we will disregard any set S where λ(S) has a part smaller than n. If S has two or more edges removed from any of the n-paths, then λ(S) certainly will have a part smaller than n. Thus we will only consider subsets S ⊆ E that have at most one edge removed from any of the n-paths. In Table 2 we have considered all cases of 1 through 5 edges removed from the two triangles and have enumerated and collected all isomorphic graphs. This will be especially useful in our delicate case analysis, consisting of 7 cases corresponding to the removal of 0 to 6 edges from E.
First, consider |S| = |E|. This gives us the term
Second, consider |S| = |E| − 1, and note that removing any one of the 3n + 3 edges yields a connected graph, and hence the term
Third, consider |S| = |E| − 2. If the two removed edges come from the triangles there are 15 possibilities and we can see from Table 2 that all these possibilities are connected so contributes the term (−1) 3n+1 15p (3n) . Say we remove one edge from the triangles and one from the paths. In all 6 identical possibilities of removing one edge from a triangle we can remove any one of the 3(n−1) edges from the n-paths and maintain a connected graph so we get the term (−1) 3n+1 18(n − 1)p (3n) . Next consider the situation where we remove two edges from the n-paths. We noted earlier that these two edges cannot be from the same n-path. There are 3 2 ways to choose the two n-paths and n − 1 edge choices in each n-path. Since the resulting graph is always connected we have the term (−1) 3n+1 3(n − 1) 2 p (3n) . Altogether this case contributes the term
Fourth, consider |S| = |E| − 3. Now consider the situation of removing those three edges from the triangles. We can see from Table 2 that all 20 possibilities are connected so contribute the term (−1) 3n 20p (3n) . Say instead we remove two edges from the triangles and one from the n-paths. In the 6 possibilities on the left in Table 2 if we remove an edge from the left n-path we disconnect the graph yielding a part smaller than n. If instead we remove any one of the 2(n − 1) edges from the middle or right n-paths, then we have a connected graph, which contributes the term (−1) 3n 12(n − 1)p (3n) . In the remaining 9 middle and right possibilities of removing two edges from the triangles we can remove any one of the 3(n − 1) edges from the three n-paths and still have a connected graph, which contributes the term (−1) 3n 27(n − 1)p (3n) . Now say that we remove one edge from the triangle and two edges from the n-paths. Again, these two edges must be on different n-paths and any choice of edges on the two n-paths will leave the graph connected. With 6 ways to remove an edge from the triangle, 3 2 ways to choose the two n-paths, and (n − 1) 2 ways to choose the edges on the n-paths we get the term (−1) 3n 18(n − 1) 2 p (3n) . Finally, consider the situation where we remove all three edges from the n-paths. No two of these removed edges are on the same n-path so we are removing one edge from each npath. This will certainly disconnect the graph into two pieces. The only two-part partition we are interested in is (2n, n) so we will count the edge removal choices that splits the graph yielding a partition of this type. We will first count the number of possibilities so that the piece connected to the top triangle has n vertices. Say we remove an edge on the left n-path that results in i vertices from this n-path contributing to this top connected piece. Also, say we remove an edge from the middle n-path so that the middle n-path contributes j vertices to the top connected piece. As long as 1 ≤ i, j ≤ n − 1 and 2 ≤ i + j ≤ n − 1 then there exists exactly one edge in the right n-path that contributes n − i − j vertices to the top connected piece, which yields our piece with n vertices. The number of choices for i and j is (n−1)(n−2) 2
. Since there are equally many choices to instead make the bottom connected piece have n vertices then this contributes the term (−1)
Altogether this case contributes the terms
Fifth, consider |S| = |E| − 4. There are 15 possibilities for removing all four of the edges from the triangles. We can see in Table 2 that in 12 of the possibilities the graph remains connected so contributes the term (−1) 3n−1 12p (3n) . In the remaining 3 possibilities the graph becomes an n-path and a 2n-cycle so contributes the term (−1) 3n−1 3p (2n,n) . Next consider removing only three edges from the triangles and one edge from the n-paths. In the left 12 possibilities listed in Table 2 we can remove any of the 2(n − 1) edges from the left and middle n-paths and maintain a connected graph. The removal of any edge from the right n-path will yield a part smaller than n. In the middle 6 possibilities listed in Table 2 we again can remove any one of the 2(n − 1) edges from the left or right n-path and maintain a connected graph, but choosing an edge from the middle n-path yields a part smaller than n. In the right 2 possibilities in Table 2 any edge removed from any n-path would yield a part smaller than n so altogether this contributes the term (−1) 3n−1 36(n − 1)p (3n) . Next say we remove two edges from the triangles and two edges from the n-paths. In Table 2 we can see for the left 6 possibilities that we can only remove the two edges from the right and middle n-paths and this will split the graph into two pieces. Any choice of one of the n − 1 edges from the middle n-path gives us precisely one choice for an edge in the right n-path so that we disconnect the graph to yield (2n, n). This contributes the term (−1) 3n−1 6(n − 1)p (2n,n) . In the remaining 9 middle and right possibilities in Table 2 we can choose any two n-paths in 3 2 ways and choose any edge in (n − 1) 2 ways and still have a connected graph, which contributes the term (−1) 3n−1 27(n − 1) 2 p (3n) . Finally consider the situation when we remove only one edge from the triangles and three edges from the n-paths. Very similar to earlier this breaks the graph into two pieces and there are (n−1)(n−2) ways to choose the edges so that the graph is separated into one piece of size 2n and another of size n, which contributes the term (−1) 3n−1 6(n − 1)(n − 2)p (2n,n) . We cannot remove four edges from the n-paths else we yield a part smaller than n.
and (−1) 3n−1 (6n 2 − 12n + 9)p (2n,n) .
Sixth, consider |S| = |E| − 5. If all five edges are removed from the triangles, then we have 6 possibilities all of which give us a disconnected n-path and 2n-path that contributes the term (−1) 3n−2 6p (2n,n) . Say we remove four edges from the triangles and one from the n-paths. The left and middle 12 possibilities in Table 2 will split the graph into two pieces, but not yielding the partition (2n, n). In the right 3 possibilities in Table 2 we do not want to remove an edge from the left n-path since we would yield a part smaller than n, but we can remove any of the 2(n−1) other edges from the n-paths and have the graph yield (2n, n), which contributes the term (−1) 3n−2 6(n − 1)p (2n,n) . Say we remove three edges from the triangles and two from the n-paths. In Table 2 we can see with the right 2 possibilities that there is no choice of edges on the n-paths that disconnects the graph yielding parts we are interested in. In the left and middle 18 possibilities there are two n-paths we can remove the two edges from without automatically yielding a part smaller than n. Also, any choice of edges on the n-paths splits the graph into two pieces so we need to count the possibilities that result in the partition (2n, n). For any of the n − 1 choices for an edge on one n-path there is exactly one choice of an edge on the other n-path so we partition the graph to yield (2n, n). Together this contributes the term (−1) 3n−2 18(n − 1)p (2n,n) . Finally, consider removing two edges from the triangles and three edges from the n-paths. For the right and middle 9 possibilities in Table 2 this splits the graph into two pieces and there are (n − 1)(n − 2) ways to choose the edges so that the graph is separated into a piece of size 2n and another of size n as discussed earlier. In the left 6 possibilities in Table 2 we would split the graph so that it yields a part smaller than n. This contributes the term (−1) 3n−2 9(n − 1)(n − 2)p (2n,n) . Again, we cannot remove more than four edges from the n-paths else we yield a part smaller than n.
Altogether this case gives us the term (−1) 3n−2 (9n 2 − 3n)p (2n,n) .
Seventh and finally, consider |S| = |E| − 6. If we remove all six edges from the triangles we obtain three disconnected n-paths, which contributes the term (−1) 3n−3 p (n 3 ) . If we remove five edges from the triangles and one from the n-paths, then we can see that in all 6 possibilities in Table 2 we will split our graph into three pieces not yielding (n, n, n).
Say that we remove four edges from the triangles and two from the n-paths. In the left and middle 12 possibilities in Table 2 we will split the graph into pieces we are not interested in. In the right 3 possibilities in Table 2 we split the graph into three pieces and any one choice of the n − 1 edges in the middle n-path will leave us with one choice of an edge in the right n-path so that we split our graph into three pieces of size n. This gives us the term (−1) 3n−3 3(n − 1)p (n 3 ) . Say that we remove three edges from the triangles and three from the n-paths. In all 20 possibilities in Table 2 we split the graph into pieces of sizes we are not interested in.
Since we cannot remove four or more edges from the n-paths and get pieces of size at least n altogether this case gives us the term (−1) 3n−3 (3n − 2)p (n 3 ) .
No matter how we remove seven or more edges in total we will obtain a part smaller than n, so we have considered all sets S that contribute to the partitions (3n), (2n, n) and (n 3 ).
Using Lemma 4.2 and Lemma 4.3 we therefore have
[e (n 3 ) ]X T T n,n,n = n · (12n 2 − 12n + 2) − n 2 · (4n 2 + 6n − 7) + n 3 · (3n − 2) = −n(n − 1) 2 (n − 2).
We can now identify our third family of graphs that are claw-contractible-free, are furthermore claw-free, and whose chromatic symmetric functions are not e-positive.
Theorem 4.5. The graphs T T n,n,n for all n ≥ 3 are claw-contractible-free, claw-free and not e-positive.
Proof. This follows immediately from Lemmas 4.1 and 4.4.
Remark 4.6. One might ask whether triangular tower graphs are also incomparability graphs, so as to also potentially be a counterexample to Stanley's (3 + 1)-free conjecture [34, Conjecture 5.1]. However, it is straightforward to check that triangular tower graphs are not incomparability graphs.
We conclude by conjecturing that the triangular tower graphs T T n,n,n for n ≥ 3 are in some sense a minimal family of graphs that are claw-contractible-free, claw-free and whose chromatic symmetric functions are not e-positive. More precisely we conjecture that there do not exist graphs with 10 or 11 vertices that are claw-contractible-free, claw-free and whose chromatic symmetric functions are not e-positive.
