Introduction
For any graph G let V denote the set of vertices where |V | = n, E denote the set of edges where |E| = m, A denote the adjacency matrix, χ(G) denote the chromatic number and ω(G) the clique number. Let µ 1 ≥ µ 2 ≥ ... ≥ µ n denote the eigenvalues of A and let s + and s − denote the sum of the squares of the positive and negative eigenvalues of A, respectively. Let G denote the complement of G.
Let D be the diagonal matrix of vertex degrees, and let L = D − A denote the Laplacian of G and Q = D + A denote the signless Laplacian of G. The eigenvalues of L are λ 1 ≥ . . . ≥ λ n = 0 and the eigenvalues of Q are δ 1 ≥ . . . ≥ δ n .
Vector chromatic numbers and theta functions
In 1979 Lovász [14] defined the theta function, θ(G), that is now named after him, in order to upper bound the Shannon capacity, c(G), of a graph, and proved that c(C 5 ) = θ(C 5 ) = √ 5. He also proved that ω(G) ≤ θ(G) ≤ χ(G). Schrijver and Szegedy subsequently defined variants of the Lovasz theta functions, which are denoted θ ′ (G) and θ + (G) respectively, where θ ′ (G) ≤ θ(G) ≤ θ + (G). All three theta functions can be calculated in polynomial time using semidefinite programming (SDP), even though computing ω(G) and χ(G) is NP-hard.
In parallel with the use of these theta functions, various vector chromatic numbers were defined. In 1998 Karger et al [11] defined the vector chromatic number, χ v (G), and the strict vector chromatic number, χ sv (G), where
There exist graphs for which χ v (G) ≪ χ(G) [7] . Karger et al [11] also proved that χ sv (G) = θ(G), and Godsil et al [8] noted that χ v (G) = θ ′ (G). Finally there is what is called the rigid vector chromatic number, χ rv (G), and Roberson proved (see Section 6.7 of [17] ) that χ rv (G) = θ + (G). So to summarise
In this paper we focus on lower bounds for χ v (G) so it is only necessary to include the following definition.
Definition 1 (Vector chromatic number χ v (G)). Given a graph G = (V, E) on n vertices, and a real number k ≥ 2, a vector k-coloring of G is an assignment of unit vectors u i ∈ R n to each vertex i ∈ V , such that for any two adjacent vertices i and j
The vector chromatic number χ v (G) is the smallest real number k for which a vector k-coloring exists.
Spectral lower bounds for chromatic numbers
Most of the known spectral lower bounds for the chromatic number can be summarised as follows:
where, reading from left to right, these bounds are due to Hoffman [9] , Lima et al [13] , Kolotilina [12] , and Ando and Lin [3] . It should be noted that Nikiforov [16] pioneered the use of non-adjacency matrix eigenvalues to bound χ(G).
Note that for regular graphs the first three bounds are equal. Some of these bounds are further generalised in Elphick and Wocjan [6] , which for reasons discussed in Section 5 we exclude here. Several of these bounds equal two for all bipartite graphs.
Wocjan and Elphick [20] strengthened (1) by proving that the Ando and Lin bound is a lower bound for the quantum chromatic number, χ q (G). Wocjan and Elphick [19] further strengthened (1) by proving that the Kolotilina and Lima et al bounds are lower bounds for the vectorial chromatic number, χ vect (G) = ⌈θ + (G)⌉. However Bilu [5] strengthened (1) by proving that the Hoffman bound is a lower bound for the vector chromatic number, χ v (G) = θ ′ (G). We prove below that the bounds due to Lima et al and Kolotilina are also lower bounds for χ v (G).
Proof for the Lima bound
Proof. Let u 1 , . . . , u n ∈ R n be the unit vectors on which the vector chromatic number
Let e 1 , . . . , e n denote the standard basis of R n . Define the vector
Let q ij denote the entries of the signless Laplacian Q. We have
We use the Rayleigh principle
for all ij ∈ E and q ij = 0 for all ij ∈ E and i = j. We finally use u i , u j ≤ −1/(χ v − 1) for all ij ∈ E.
Proof for the Kolotilina bound
We briefly recall some standard concepts and results that are needed to prove that the Kolotilina bound is a lower bound for the vector chromatic number. Let X, Y ∈ C n×n be two arbitrary Hermitian matrices with eigenvalues
for all ℓ ∈ {1, . . . , n − 1} and
Recall that the Schur product of two matrices M, N ∈ C n×n , denoted by M • N is defined to be the matrix whose entries are the products of the corresponding entries of M and N . We say that a Hermitian matrix M ∈ C n×n is positive semidefinite if all its eigenvalues are non-negative. The Schur product M • N of any two positive semidefinite matrices M and N is positive semidefinite. Let u 1 , . . . , u n ∈ C n be a collection of n arbitrary unit vectors. Their Gram matrix Φ = (Φ ij ) ∈ C n×n , whose entries Φ ij are the inner products u i , u j , is positive semidefinite.
We say that a matrix M ∈ R n×n is non-negative if all its entries are non-negative. Similarly, we say a vector v ∈ R n is non-negative if all its entries are non-negative. Note that M v is non-negative whenever M and v are non-negative. For two matrices M, N ∈ R n×n , we write M ≥ N to indicate that M − N is non-negative. For any two non-negative matrices M, N ∈ R n×n and non-negative vector
Let M ∈ R n×n be an arbitrary symmetric, non-negative, and irreducible matrix. Then, the eigenvector corresponding to the largest eigenvalue can be chosen to have positive entries. This follows from the proof of the Perron-Frobenius theorem for nonnegative irreducible matrices [15, Chapter 8] .
It is helpful to formulate the following theorem.
Theorem 2. Let A = (a ij ) ∈ R n×n be an arbitrary symmetrix, non-negative, and irreducible matrix whose diagonal entries are all zero. Assume that A admits a vector k-coloring, that is, there exists a collection u 1 , . . . , u n ∈ R n of unit vectors such that
for all i, j ∈ {1, . . . , n} with a ij > 0. Let D ∈ R n×n be an arbitrary diagonal matrix with non-negative entries. Then, we have
Remark 1. Note that condition (10) above can be equivalently formulated as
where Φ = (Φ ij ) is the Gram matrix of k-vector coloring u 1 , . . . , u n ∈ R n of A, that is,
To better organize the proof of Theorem 2, we establish the following lemma. This lemma has been motivated by a classical result in linear algebra [2, Theorem 1.3 (iv)] and its application to unital quantum channels [10] . Lemma 1. Let Φ ∈ C n×n be an arbitrary positive semidefinite matrix whose diagonal entries are all one. Then, for any Hermitian matrix X ∈ C n×n X Φ • X .
(12)
denote the spectral decompositions of X and Y , respectively. We assume that the eigenvalues of X and Y in the above decompositions are ordered in non-increasing order, that is, α 1 ≥ α 2 ≥ . . . ≥ α n and β 1 ≥ β 2 ≥ . . . ≥ β n , respectively. We also assume that the orthogonal projectors P j and Q i are one-dimensional. Note that
For an arbitrary i ∈ {1, . . . , n}, we can use the spectral decompositions to write β i as follows
For i, j ∈ {1, . . . , n}, define the values
. Therefore, these values are non-negative because the Schur product Φ • P j of the two positive semidefinite matrices Φ and P j is positive semidefinite.
We now show that the matrix P = (p ij ) is doubly stochastic, that is, all row and column sums are equal to 1. We have Tr(Φ • M ) = Tr(M ) for all matrices M ∈ C n×n and Φ • I = I because Φ has ones along the diagonal. These two simple observations and the properties of spectral decompositions imply that
and
We can now make use of Theorem 1.3 (iv) in [2] , which proves that X Y whenever their ordered spectra satisfy the equality (β 1 , . . . , β n ) T = P (α 1 , . . . , α n ) T for some doubly stochastic matrix P .
We are now ready to prove Theorem 2.
Proof. Let Φ = ( u i , u j ) be the Gram matrix of the vector k-coloring u 1 , . . . , u n ∈ R n of the matrix A = (a ij ). We have the following facts:
The first follows directly from Lemma 1. The second follows because the diagonal entries of Φ are all one, the off-diagonal entries of D are all zero, and the diagonal entries of A are all zero. The third follows from the equivalent formulation in Remark 1.
Observe that the matrix D +1/(k −1)A is symmetrix, non-negative, and irreducible because A has these properties and D is a diagonal matrix with non-negative entries. As discussed at the beginning of this section, the Perron-Frobenius theorem implies the eigenvector corresponding to the maximum eigenvalue has non-negative entries. Denote this eigenvector by w. Using (18) and (19), we obtain
Using the Rayleigh principle, we obtain
. Combining all the inequalities yields the proof. Note that it is essential that the eigenvector corresponding to the maximum eigenvalue has non-negative entries. Otherwise, we cannot establish the inequality in (20) . Therefore, it does not seem to be possible to generalize these proof techniques to include other eigenvalues besides the maximum eigenvalue as in [6] .
We can now prove that the Kolotilina bound is a lower bound for χ v (G).
Theorem 3. For any
Proof. The proof is now identical to Lemma 4 in [6] , but with χ(G) replaced with χ v (G). The Kolotilina bound for χ v (G) therefore follows immediately when A is the adjacency matrix and D is the diagonal matrix of vertex degrees. The Bilu bound follows when D is the zero matrix.
Conjectures
We conjecture that the Ando and Lin bound is also a lower bound for χ v (G). We have tested this conjecture, using that χ v (G) = θ ′ (G) and SDP, against thousands of named graphs in the Wolfram Mathematica database and found no counter-example. We also conjecture the following upper bound for χ v (G), where the rank(G) equals the number of non-zero eigenvalues of the adjacency matrix. The motivation for this conjecture is as follows. It is straightforward to show that for non-empty graphs ω(G) ≤ rank(G), by interlacing the eigenvalues of G with the eigenvalues of the complete graph on ω(G) vertices. Alon and Seymour [1] found a sequence of graphs G n for which χ(G n ) = 32 29 rank(G n ). The smallest such graph is the complement of the folded 7-cube on 64 vertices, which has χ = 32 and rank = 29 but χ v = 26.67. We have tested Conjecture 4 against thouands of named graphs, and their complements, in the Wolfram database and found no counter-example.
