Abstract
Introduction
In this paper I track linguistic changes in the major election campaign speeches of the leaders of the incumbent party and leaders of the opposition for 45 elections from 1901 to 2016. The idea here is that tracking such changes can provide an insight into the social, political and economic phenomena which party leaders consider are most likely to influence voters at different points in time. As will be demonstrated, changes in the substantive content that over time are reasonably transparent in that the linguistic changes that take place are congruent with the changes in political, economic and social changes. For example, the most significant change is in the use of terms relating to the home, and this is consistent with what we understand to have been a significant change in the expectations of the Australian people over the last 115 years. That is, it is accepted that a large proportion of the population now considers home ownership and the concept of a settled home environment to be a given, whereas in periods of war and economic depression, such issues were not as salient. Similarly, the issues associated with work have become more important over time. This makes sense in that the increasing wealth and prosperity over the last 115 years are associated with discussions of such things as work, income and taxes. However, what is less transparent about the changes in the speeches is the style of the speeches. There are a number of linguistic changes in the corpus which show a number of social changes which might not have been noted by mere inspection of the speeches. The linguistic and machine learning methods used in this paper enable us to get an insight into a number of social changes that are quite surprising. One of the most striking is that, although there is a rising nominal level of education over the study period, party leaders have chosen to reduce the level of analytical content in their election campaign speeches over time. Party leaders clearly have an interest in appealing to voters and they seem to have considered voters in the later segments of the period to be less inclined to be influenced by analytical argument than they were in earlier segments of the period. Interestingly, the most 'analytical' speeches occurred in the year 1937.
Similarly, the style of speeches over time has become more visual and less introspective. Given these changes we might be tempted to say that whatever gravitas was associated with political activity in days gone by has effectively diminished and leaders in more recent years have realised that appealing to voters involves emulating the techniques used in popular entertainment.
There are two stages involved in extracting the linguistic characteristics from the speeches. The first stage involves creating a number of linguistic variables from the texts. To do this I use the content analysis program Linguistic Inquiry and Word Count (LIWC). This program reduces raw text to 81 linguistic variables. As well as these 81 variables I include two additional variables. I include a variable measuring the concreteness of the speeches based on concreteness ratings for 40,000 English words (Baesbart et al. 2014) . I include this because there have been a number of interesting political phenomena associated with concrete/abstract language. I also include a measure of text complexity, the Flesch-Kincaid readability index (Kincaid et al. 1975) . This was included to take into account changes in speeches that may be associated with changes in educational levels over time, the idea being that party leaders would need to tai-lor their speeches to audiences with differing education levels at different stages in the study period. Thus, with the 81 variables from LIWC, the measure of concreteness and the Flesch-Kincaid readability index, there are 83 independent variables. The second stage involved in extracting the salient linguistic variables from the corpus consists of creating a classifier using machine learning methods. The dependent variable is the year in which speeches were delivered. With the 83 independent variables and the year of speech delivery as the dependent variable, I use machine learning to determine which of the independent variables are most important in explaining the variance in the dependent variable. The result is a selection of 23 variables which explain 72 per cent of the variance in the dependent variable.
I then use a selection procedure to further narrow down the number of independent variables to six. These consist of two substantive variables (home references and work references) and four style variables (analytical thought, cognitive processes, visual references, and a composite variable that tracks changes in positive emotion and self/other references). From these six variables we can see that the campaign speeches provide an interesting insight into social changes that have occurred over the period under consideration.
Previous work in content analysis
There are various types of content analysis. The most common by far is qualitative content analysis which focuses on extracting the salient content based on what the researcher considers to be salient. The method used in this paper is quantitative rather than qualitative. The approach is to use a content coding dictionary to compare texts on the basis of predetermined linguistic categories. The idea here is that if the predetermined linguistic categories are well defined and cover a variety of social, psychological and human interest categories, content differences between texts will be discernible in changes in the linguistic categories. As we will see, there is a very significant change in the content of election speeches over the years 1901-2016 as measured by such categories over time.
The specific content analysis coding dictionary used in this paper is the 2015 version of Linguistic Inquiry and Word Count (Pennebaker et al. 2015) . The 2001 version of LIWC was developed for analysing differences in texts on the basis of social and psychological criteria. The dictionary was initially developed to determine how those undergoing psychological intervention were responding to various forms of intervention. The changes in subjects were monitored by observing how their written expression changed over time as the interventions progressed. The idea behind the subsequent development of LIWC was to cre-ate a content coding dictionary to track the salient elements of modern human thought and emotion. Since its initial development, LIWC has been undergone two major upgrades in 2007 and 2015 and has been used in hundreds of applications in such diverse fields as psychology, political science and literary analysis.
LIWC 2015 has 81 linguistic categories, which include such categories as Negative Emotion, Affect, Leisure, Work, Family, Social Activities and Psychological Processes. Each category consists of a list of words pertaining to the category. For example, the category Family consists of 65 terms pertaining to the family such as 'father', 'sister' and 'spouse'. The value for this category for a given text is the number of times any of the 65 words is used divided by the total number of words in the text as a whole. Thus the text "I am thy father's spirit" with one occurrence of a word from the Family list and five words in total, would be scored as 1/5 or .2 on the Family category.
The efficacy of the LIWC approach has been documented in over 100 studies Tausczik and Pennebaker (2010) . In the political sphere, Hirst, Riabinin and Graham (2010) used LIWC to analyse speeches in the Canadian Parliament in two periods over which the government had changed. As might be expected, the main finding here was that the government party uses more positive emotion words while the opposition party uses more negative emotion words. Niederhoffer and Pennebaker (2002) used LIWC in an analysis of the Watergate tapes. The specific linguistic characteristic they were looking for was linguistic synchrony, which is the idea that in dyadic conversation the words or types of words of one speaker will co-vary with the words or types of words of the other. The idea here is that, in conversation, the first speaker's words will prime the second speaker to use particular words and/or word categories. At both the turnby-turn and the total conversation level, they found support for language synchrony. Dalvean (2015a) used LIWC to analyse the difference between poems written by 'professional' poets as opposed to poems written by 'amateurs'. It was found that the professional poems used fewer affect terms, more articles and fewer present tense terms than amateur poems.
Clearly, LIWC seems to be a good way of extracting useful information from texts. In the current study we will see that there are several categories that show significant changes over the study period. This indicates that, in respect of the categories that change, there have been substantial changes in the way that candidates appeal to the electorate.
3

Data and analysis
The data used consist of linguistic variables derived from the election campaign speeches of the leaders of the two major parties in contention in the elections over the period . 
Variables
The dependent variable is the year in which the speech was delivered. No specific coding other than the year was used. The reason for this is that the intention is to track the changes in language over time.
The independent variables were derived from several sources. The majority of variables were derived from the 2015 version of the content coding scheme Linguistic Inquiry and Word Count (LIWC). As discussed above, this scheme breaks texts down into 81 linguistic variables. Some of these variables are structural, such as Words per Sentence, and Number of words of Six Letters or More. Punctuation variables are also available but were not used because punctuation conventions are likely to have changed over the study period. The vast majority of variables used in this study are related to linguistic content such as Adverbs, Pronouns, Function words, Affect (in total as well as positive and negative) and Social Processes (such as Family, Leisure and Religion). Thus, the coding gives a highly transparent insight into the nature of the text under study.
The Flesch-Kincaid measure of reading complexity (Kincaid et al. 1975 ) was a further variable included in the study. This is a measure of the ease of reading for a given text. Although it is designed to measure reading complexity, it was included as a proxy for the overall complexity of the text. It is useful to consider this because there is a possibility that the sophistication of speakers/ speech writers has changed over the study period, possibly in response to changes in the sophistication of the electorate. This measure has the advantage of being widely understood and is relatively easy to calculate, with most standard word processors including it. One complication with its use, however, is that such things as syllable counts and hyphenated words can be counted differ-ently by different programs. For this reason, the calculation was done by a professional reading analysis program, Readability Studio (2012) .
A measure of word concreteness was included in order to track this quality in speeches over time. Texts were scored on this measure using the data from Brysbaert et al. (2014) . This data provides concreteness ratings for 40,000 words/phrases. These ratings were then used to score the individual texts on concreteness using the method in Dalvean (2015a) . Linguistic Concreteness has been associated with a number of social, political and psychological phenomena. For example, higher levels of concreteness in text have been associated with localised, contextualised thinking while lower levels of concreteness (higher levels of abstraction) have been associated with 'big picture' thinking (Trope and Lieberman 2010) . Interestingly, in the current study, this measure is positively associated with Year, indicating that election speeches have become more concrete over time (r = .41; p < .01; n = 88).
Thus, there are 83 different variables which are in the pool of potential variables which the machine learning procedures draw from. The vast majority of these variables, we will see, are not important in the generated models. They will therefore not be described in detail. For the purposes of exposition, it is worthwhile to briefly describe the important variables before we review the results of the machine learning experiments. The variables that are important in the modelling below are described in Table 1 : 
Machine learning
With 83 linguistic variables from 88 speeches delivered over 115 years we have a problem: the number of independent variables is far greater than we would normally attempt to analyse using traditional hypothesis testing. The approach in this paper is therefore to use machine learning to extract the salient variables from the data. With this approach we try to maximise the predictive accuracy of the model and, once we have achieved a certain level of predictive accuracy, we look at what variables are driving the model and whether the important variables are positively or negatively associated with the dependent variable. Thus, the first stage is to maximise the predictive accuracy of the model. The actual measure of accuracy is the leave-one-out cross validated (LOOCV) correlation between the predicted and actual year of the speeches. This method of cross validation involves the creation of 88 models, one for each observation (speech). In a single iteration, a given speech is excluded and a model is built using the remaining 87 speeches. The 'held out' speech is then run through the model and the difference between actual and predicted year is recorded. The same procedure is repeated 88 times, each time with a different speech. For each of the 88 iterations there is a predicted year for the 'held-out' speech. The correlation between the predicted and actual year for each speech is the measure of accuracy of the model. The method ensures that there has the model has not 'overfitted' the data, the situation in which the model learns the noise in the data and is unable to generalise on data from outside the sample used to build the model. However, there is a problem with focusing on accuracy alone: there are certain methods that have a high level of predictive accuracy but which are effectively 'black boxes'. That is, with some modeling methods it is not always possible to determine how the independent variables are associated with the dependent variable. Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs) are of this type. What this means is that we need to focus on more transparent induction methods such as traditional linear regression as well as more recent developments such as regression trees. Both these induction methods can provide high levels of accuracy and provide a transparent means of determining how the model achieves its result and as such we can make confident statements about what variables have changed over the 115 year study period. However, as a parallel exercise I will include the results of experiments using other induction methods such as ANNs and SVMs.
Before moving on to the modelling in earnest, it is worthwhile to review briefly the induction methods used in this paper. Note that this modeling was undertaken using Weka v3.6.13 (Witten et al. 2016) .
Linear Regression -This is the standard traditional method for linear modeling with several independent variables. We will see that, using the variables discussed above, logistic regression achieves a Leave-One-Out cross validation accuracy of .75 . In other words, the correlation between actual and predicted year is .75 with the variance (r 2 ) = .56. The particular instantiation of linear regression uses the Aikaike Information Criterion (AIC) to create an optimal model. Variables are added to the training models until the minimum AIC is achieved.
Decision Stump -This is a basic form of decision tree 'regression'. Here, the term 'regression' is used to denote an induction method that relates a given dependent variable to a continuous dependent variable. The method works by trawling through the independent variables to find one variable that can be used to predict the dependent variable by 'splitting' the independent variable at some point. The algorithm searches through each variable for the split that minimises the mean squared error in the dependent variable. Thus, the decision stump in the modelling below shows that Home terms are the best single variable for predicting the year of the speech. In particular, the model assigns a value (year) of 1928.64 to speeches that have a use of Home terms =< .295 per cent and a value (year) of 1980.12 if the speech has a percentage of Home terms > .295 per cent. The split point here is achieved by varying the split and optimising the resulting mean squared error between the predicted and actual year.
M5P -M5P is a hybrid of a regression tree and standard linear regression. This algorithm works by building a model similar to that of a standard regression tree, using a method similar to that explained in the description of the Decision Stump above. In the case of a Regression Tree, variable splitting is used to create optimum cut points for variables but instead of stopping with just one variable, as occurs in a decision stump discussed above, the process continues recursively with searches through all variables. Thus, the initial split is achieved by searching through the data to find the variable with the greatest ability to minimise the error of the dependent variable. The optimal outpoint for this variable is determined and is then used to create two branches. Each branch leads to a node. At each node, either a value is assigned to the data (as in the decision stump above) which is calculated by taking the average value of the cases that reach the node, or another variable is used to create another split. The tree terminates when no further error reduction is possible. The M5P algorithm differs from the standard regression tree in two respects 1) the splitting criterion is based on the reduction of the standard deviation of the dependent variable in the subset of cases that reaches a given node and 2) the terminating nodes do not assign a value but create a linear regression model. The model therefore consists of a tree that maximises the 'standard deviation reduction' in the data in the tree stage and then when the data is 'tamed', the terminating nodes (leaves) consist of linear regression models that are used to make a final set of predictions. Thus, subsets of the data are assigned to different linear models according to 'decisions' about the subsets made at the tree stage. The benefit of this approach is that problems associated with non-normality, noise or extreme outliers are attenuated at the tree stage thereby making the data more amenable to linear modelling. The procedure also involves pruning to remove variables that do not aid error reduction and smoothing of results across the different linear models.
Multilayer Perceptron -This is a species of artificial neural network which uses back propagation to adjust the weights between the input layer, one or more hidden layers and the output layer. The learning phase uses the training sample to find relationships between the inputs (variables) and the output (dependent variable) and the internal weights are adjusted in order to approximate this relationship. The method provides good predictive accuracy in general due to its ability to model highly non-linear variables. However, interpreting the causal relation-ships between variables is problematic. The results are included in this paper for comparative benchmarking against the other more 'transparent' methods.
The results for these induction methods are presented in Table 2 . Note that the Weka defaults are used for all but the MLP with hidden layers = 1: Given that the highest level of accuracy is provided by the M5P, with the correlation between predicted and actual year = .85 (variance = .72), the remainder of this paper will focus on the insights provided by the M5P model. Figure 1 provides the decision tree and the 11 linear regression models created by the modeling process. The tree section demonstrates the basis upon which a given case (speech) is directed to one of the 11 constituent linear regression models used for prediction. If, for example, the use of home terms in a given speech is less than or equal to .295 per cent, then a second test is applied: if the use of cause terms is less than or equal to 
Figure 1: M5 Pruned model tree (smoothed linear models)
The coefficients of the linear regression models are given in Table 3 . The final column of the table is the zero order correlation between the variable and the year. For example, the 'Analytic' measure of the speeches is associated with the year of the speeches with a correlation of -.48 (p<.01; n = 88), indicating that the level of analytical thinking in the speeches has fallen over time.
have not been selected due to over fitting. Furthermore, the high r 2 of .72 between predicted and actual year indicates that the modeling procedure has effectively captured the linguistic changes over time.
The next step in the analysis is to determine which of the variables can be relied on to provide an insight into what the actual changes are that have occurred over the study period. To put this question into context, consider that the variable with the greatest correlation with year is Drives (r = .72, p<.01, n = 88). However, this variable only occurs in five of the 11 models, indicating that it is not highly important in classifying speeches. In contrast, the index variable Clout occurs in all 11 models. On first inspection this indicates that the variable is a good indicator of changes in linguistic behaviour over time. The problem here is: that the coefficients for this variable are positive in the first seven models and are negative for the final four. This indicates that this variable cannot be seen as a reliable indicator of linguistic change over the study period. Thus, what we need to consider is those variables which 1) occur in all models and 2) do not change their coefficients over the 11 models. A third criterion is also required: we must ensure that 3) the sign of the coefficient is the same as the sign of the zero order correlation. The reason for this is that if they differ, the variable is likely to be a suppressor variable and can therefore not be said to be reliably related to the dependent variable. The variable male, for example, occurs in all models, has the same sign for the coefficients in each model but has a non-significant negative correlation with the dependent variable (r = -.07; ns; n = 88). The difference in sign between the zero order correlation and the coefficients indicates that the variable achieves its positive coefficients by 'suppressing' irrelevant variance in the other variables in the models. Thus, it is not a 'predic- tor' in the classical sense. The final criterion is that 4) the zero order correlation must be significantly correlated with the independent variable. The reason for this is that we are looking for variables that are associated with linguistic change over time. The above modeling process is a way of winnowing the unimportant variables away from the important variables. However, we still have a high number of independent variables, some of which may not shed significant light on the real linguistic changes over time. By specifying a requirement for significant zero order correlation, this problem is attenuated. With a sample size of 88 the cutoff for significance of the zero order correlation at the p<.05 level is .210 while that for the p<.01 level is .273. I shall use the p<.05 level. Applying these criteria we are left with the following variables: home (r = .67); Analytic (r = -.62); Authentic (r = .48); work (r = .38); cogproc (r = -.23) see (r = .22).
The above procedure was designed to identify the salient variables in the large pool of variables. We have identified 6 out of the potential 83 variables. In order to provide a final test for the efficacy of these six variables it is worthwhile to create a standard linear regression model using these variables. This provides a transparent means of seeing how the independent variables are related to the dependent variable. Table 4 shows the parameter estimates for the model: The model is efficient in explaining variance in the dependent variable: F (6, 81) = 57.51; Prob > F = 0.00; R-squared = .8099; Adj R-squared = 79.88; Root MSE = 14.859. Importantly, the LOOCV accuracy is .8789 (r 2 = .772). Interestingly, this is significantly higher than the accuracy of the linear regression model using all variables reported in Table 2 of .75 (r 2 = .56). It is also higher than the accuracy of the M5P model (r = .85; r 2 = .72). Thus, the foregoing modelling procedures have identified 6 highly predictive variables out of a pool of 83 variables and determined that the relationship between these 6 variables and the dependent variable is not the result of overfitting. In the next section we shall begin our examination of these variables and what the variation in them over time tells us about changes in the social circumstances of the Australian body politic.
Discussion
Changes in substantive content: Home and work
The home has played an important role in the evolution of election strategy over the last 115 years. Figure 3 shows the yearly rate of home term usage for each election year. The average is .40 (sd = .24, n = 45). It should be noted that for the purposes of creating the graphs in this section, the average was taken for the two speeches in each year for all years except 1901 and 1910, for each of which only one speech was available. Thus, the unit of analysis is the speech-year:
Figure 2: Per cent use of home terms by year
There is a spike in the discussion of homes after WW1 and as the government took pains to re-settle returning soldiers. The discussion of the home seems to map essentially what we might expect. After wars, there is a rise due to the attempt to re-settle returning soldiers. However, after WWII the rise did not subside, as it did after WWI, due to the long boom and the rise of the welfare state, an important element of which was the idea of home ownership. The interest in 1975 was on the constitutional crisis. The rise in 1980 and subsequent slow declining trend until 2007 is difficult to interpret. The falls in 2010, 2013 and 2016 may reflect a fall in the expectations of government in a post-Global Financial Crisis world that it might be best to emphasise other matters given that the goal of home ownership may be becoming increasingly difficult to achieve.
Work terms have played an increasingly important role in election speeches in the study period. Figure 3 shows the use of work terms in election speeches over the period: Figure 3 : Per cent use of work terms by year 1901 1903 1906 1910 1913 1914 1917 1919 1922 1925 1928 1929 1931 1934 1937 1940 1943 1946 1949 1951 1954 1955 1958 1961 1963 1966 1969 1972 1974 1975 1977 1980 1983 1984 1987 1990 1993 1996 1998 The average rate of work term use was 7.14 per cent (sd = 1.38, n = 45). The most rapid rate of increase in the use of work terms was from 1903 to 1934 . From 1937 to 1975 the trend plateaued and then rose again in 1977. With the exception of 1987, work term use was well above average until 1993, after which work term use was at or below average until 2016 when the rate rose to levels slightly above average.
The rise after Federation in 1901 may have been due to the rhetorical strategy associated with the transformation of the Australian economy from an essentially agricultural to an industrial economy. This was a period in which there were rising international commodity prices, which favoured Australian wool and wheat exports, but this was accompanied by rising government debt associated with the development of industrial infrastructure (Copland 1934: 15) . The fall in 1929 occurred in the election campaign of 12 October that year, which was prior to the October 1929 stock market crash but after a series of economic and industrial problems in the 1928-9 period. Thus, the rhetorical strategy may have been to de-emphasise these politically sensitive issues.
By 1934 the unemployment rate in Australia had risen from its high in 1932 and the rise in work term use effectively signaled the beginning of the recovery period which, with the exception of 1940, when discussion turned to war, continued until the 'stagflationary' period of the early 1970s. The rise in work terms in 1977 occurred in an election the context of which was the economic crisis of 1973-5 associated with the Whitlam (liberal) government which had lost the 1975 election. In 1977 Whitlam ran against the incumbent Fraser (conservative) and much of the rhetoric was associated with economic vilification of Fraser, on the part of Whitlam and economic justification, on the part of Fraser.
The 1980s were characterised by a recession in 1980-81 followed by a rise in economic growth until the stock market crash of 1987. The election occurred at the height of the boom in July 1987 but, interestingly, the use of work terms fell in that election in comparison to the previous election.
In 1990 there was a recession which led to the failure of a number of financial institutions. However, these events occurred well after the election in March 1990. The high level of work terms is due to the high profile given in the election campaign to economic issues including the discussion surrounding the Coalition opposition's policy of abolishing the capital gains tax.
For the 20-year period 1993-2013 the use of work terms fell in comparison to the highs of the 1977-1990 period. This is so even for the election of 2010 which followed the Global Financial Crisis. One possible explanation for this is that social issues replaced work issues due to the high level of prosperity being experienced by the Australian people. Although social term use is not one of the 6 variables under consideration it is worthwhile considering this variable for the insight it gives us into the use of work terms. If we consider Table 3 we can see that the use of social terms is positively associated with year. Figure 4 demonstrates that for all elections from 1993 onwards, the use of social terms is above the average of 7.80 (sd = 1.97, n = 45). For all years after 1993 other than 2001 and 2007, the rate was more than one standard deviation above the average: . The measure was derived by analysing the linguistic differences between 50,000 US college entrance essays of students who subsequently achieved high college grades and those who subsequently achieved low college grades. In particular, high GPA students tended to use high levels of articles and prepositions, indicating a focus on concepts and categories while the low GPA students tended to use more 'dynamic' language associated with personal experience. The Analytic index is based on the 'Categorical -Dynamic Index', the calculation of which is as follows: CDI = 30 + article + preposition -personal pronoun -impersonal pronoun -auxiliary verb -conjunction -adverb -negation.
The average Analytic score over the study period is 90.27 (sd = 6.30, n = 45). Figure 5 shows that the analytical style of speeches has fallen over the study period. However, the fall has not been uniform. There was a rapid rise over the 6 elections from 1901 to 1914. After a fall in 1917 there was a plateau 1901 1903 1906 1910 1913 1914 1917 1919 1922 1925 1928 1929 1931 1934 1937 1940 1943 1946 1949 1951 1954 1955 1958 1961 1963 1966 1969 1972 1974 1975 1977 1980 1983 1984 1987 1990 1993 1996 1998 which undulated around the mean. The high point for the series occurred in 1937 at 96.905. Interestingly, this was at a time when, in contrast to today, most students did not finish high school and only a small fraction of the population attended university. Nevertheless, leaders felt it appropriate to aim their speeches at a higher level of analytical thinking than has obtained since that time. The possibility is that the intensity of the school education at the time was such that the population was able to handle relatively high levels of complex thinking. There is some evidence for this in surveys of the reading material presented to school students over the last century (Stotsky 1990) , although this observation should be considered in the light of the realisation that far fewer students attended high school in the past:
Figure 5: Analytic index by year
The speeches of the election campaign of 1984 signaled the beginning of a generally decreasing trend over which, with the exception of 1990, all scores were below the long-term average. It seems that the modern Australian leader considers the voting population as being more interested in personality than conceptual content in election speeches.
This perception is reinforced if we consider another measure of cognitive content -cognitive processes. Figure 6 shows the percentage use of Cogproc terms over the study period. This is an index of terms associated with cognition such as 'consider', 'contemplate' and 'know'. It maps the use of the internal workings of the speaker/writer's mind. There is some evidence that it maps the kinds of introspective, reflexive thinking that occurred with the emergence of the self-awareness during the Axial Age (Dalvean 2015b ). Being of a cognitive nature, it is related to the Analytic index but it must be kept in mind that both these variables occur in each of the constituent linear regression models of the MP5 model and their joint inclusion in the models can only occur if they independently contribute to a lowering of the AIC. Thus, despite both mapping cognitive phenomena they each map different cognitive phenomena, with the Analytic index mapping conceptual, object oriented cognition and cogproc mapping the internal workings of the mind.
The general trend is that cogproc terms have fallen in election speeches. Interestingly, the highest score was in 1993 at 11.37 (average = 9.06; sd = .971, n = 45), which represents a deviation in the generally declining trend in the later segment of the study period.
However, the second highest score was 11.19 in 1910:
Figure 6: Per cent cognitive process terms by year
The period with the highest cognitive process term use was 1901 to 1919. This was followed by a significant drop in 1922 and a steady rise over the next four elections. From 1934 to 1963 there was a fairly steady rate of cogproc use that remained close to the mean. From 1963 to 1984 the rate remained below average and then jumped above average in 1987 and fell back in 1990. After the high of 1993 there was a general decline and the last three elections have seen the rate hover close to the average. The overall pattern is difficult to interpret. Clearly the speeches of the period 1901-1919 had higher levels of internal thought than those of 1966-1984, 1901 1903 1906 1910 1913 1914 1917 1919 1922 1925 1928 1929 1931 1934 1937 1940 1943 1946 1949 1951 1954 1955 1958 1961 1963 1966 1969 1972 1974 1975 1977 1980 1983 1984 1987 1990 1993 1996 1998 2001 2004 2007 2010 which is not the case with the Analytic Index. Similarly, the last three elections demonstrate a reversion to the average for cognitive processes whereas the Analytic index recedes from the average for these elections. But how these observations shed light on the social conditions accompanying the speeches is difficult to determine. One possibility for the generally falling trend is that reflective thinking has become 'unfashionable' and leaders have increasingly realised that an appeal to the external is preferable to a more 'contemplative' approach to campaigning. One indication that this may be the case is from the1910 speech from Alfred Deakin, who was Australia's second Prime Minister and was the incumbent in 1910. His 1910 speech has the second highest cogproc score of 11.19. Referring to the absence of party discord, he states that "There is no present rift within the lute...". This is a reference to Tennyson's Merlin and Vivien:
Unfaith in aught is want of faith in all. It is the little rift within the lute That by-and-by will make the music mute, And eyer widening, slowly silence all.
Interestingly, he feels no need to point out the origin of the phrase, which suggests that his audience was well aware of the source. Poetry in general is considered an introspective muse and the lute is possibly the most introspective instrument of all. That Deakin felt this reference would resonate with his audience suggests that the audience was open to introspective pursuits.
Let us now consider the speech with the lowest cogproc score which was delivered by the incumbent conservative Prime Minister Malcolm Fraser in 1980. This speech scores 5.85 which is more than three standard deviations lower than average. If we look for a similar kind of reference to that in Deakin's speech, such as a reference to the arts, we find the following statement: "The world of film, science, literature, theatre, opera, dance and sport has produced great Australians." Although ostensibly referring to several traditionally introspective activities (along with some notoriously non-introspective activities), Fraser's actual focus is people -"great Australians" -rather than the elements of the cited muses themselves. It is well established that a focus on people is a characteristic of extraversion (Lakhal et al. 2012) .
These observations should be interpreted with one caveat -the speech with the highest cogproc score in the corpus is conservative opposition leader John Hewson's 1993 speech, which scores 11.38. This speech is characterised by even lower references to introspective activities than Fraser's, the high cogproc score being due to the high use of terms such as 'believe' and 'interests'. It is likely that this use of introspective terms was a deliberate strategy on the part of the party to present Hewson as a nuanced personality given that he was perceived as being uncharismatic. His opponent in the election, Paul Keating, used this perception to his advantage saying that debating with him "...was like being flogged with a warm lettuce" (Carroll 2010: 83) .
Despite the anomalies in the trend, the general trend of cogproc is downward over the 115 year period and this is consistent with a fall in the prevalence of introspective proclivities and a rise in the prevalence of high impact personalitybased campaigning.
The use of See terms is negatively associated with time, as indicated by Figure 7 . The average rate of use is 0.325 per cent (sd = 0.114). There is a generally falling trend until 1983 after which the rate of use increases, although the lowest rate of use occurs in 1990:
Figure 7: Per cent See terms by year
A plausible approach to explaining this trend is to consider the efficacy of using a visual as opposed to a linguistic framework to express ideas as society changed over the period 1901-2016. We have seen above that the most analytical speeches occurred in 1937 and that this level was maintained until the 1980s after which there was a general decline. If we also consider that the first several elections from 1901 showed low levels of analytical thinking we can be fairly confident in saying that the analytical thinking variable tracks the ability of the public to entertain complex ideas. If we consider the contours of the See variable in this light we could conceivably maintain that the See variable is picking 1901 1903 1906 1910 1913 1914 1917 1919 1922 1925 1928 1929 1931 1934 1937 1940 1943 1946 1949 1951 1954 1955 1958 1961 1963 1966 1969 1972 1974 1975 1977 1980 1983 1984 1987 1990 1993 1996 1998 up the extent to which the population is visually as opposed to a conceptually oriented. At the time of federation there were generally low levels of substantive education and literacy and the use of visual images in speeches was therefore apposite. As education and literacy levels increased, the use of visual imagery decreased until some time between 1972 and 1980, when, with the exception of 1990, the trend reversed. The explanation for this reversal may be that television was used to its full effect at approximately this time. Television had been in Australia since the 1950s but it had not been used to its full effect for political advertising until the 1970s. We could possibly mark the turning point as the liberal ALP's 'It's Time' campaign which used television and media personalities in high-impact advertisements on television. Thus, the visual began to supersede the conceptual. The increasing extent of visual images in popular culture, education and daily life has provided a basis for political leaders eschewing the conceptual for the visual at an increasing rate to the extent that the speeches of the 2013 election had the highest levels of See terms in the series and the levels at the 2016 election were on par with those of 1914 when low education and literacy levels precluded the used of conceptual ideas in political speeches. The Authentic index measures the extent to which the speaker/speech writer believes the content of the text. The index is based on Newman et al. (2003) which tracked the linguistic differences between true and false accounts of attitudes about abortion, feelings towards friends and a mock crime. The sample consisted of 188 transcriptions of videoed statements, 44 typed statements and 55 handwritten statements. It was found that veridical accounts had higher cognitive complexity, had a higher number of self and other-references and used fewer negative emotion words. The LIWC Authentic measure is based on these factors and varies from 0-100. Figure 8 shows the changes in this index by year: It is difficult to maintain that there should be a significant difference in the extent to which speech writers believe the content of their texts in the manner in which the index varies over time. It is more plausible that the index is picking up language change. The constituents of the index include self and other-references and negative emotion words. If we consider that social terms follow a similar contour it is plausible that a person-oriented approach to speech writing might be what the Authentic index is tracking, given that such an approach would necessarily involve referring to the self and others. Similarly, with increasing levels of economic prosperity over the last century it seems plausible that negative emotion words are less likely to be employed as time goes by. This is, in fact, what we find in the data: the correlation between year and negative emotion words is -.358 (p<.01; n = 88). Thus, we can conclude that the Authentic index is picking up language change rather than self-credulousness on the part of speech writers/speakers. 
Conclusion
In this paper I have tracked the linguistic changes in election campaign speeches over the period 1901-2016. Machine learning methods were used to extract 23 important linguistic variables associated with diachronic variation. This set of variables was subject to further sifting to ensure that only those variables which can be said to have genuinely changed were subjected to close analysis. The 6 variables analysed reveal an interesting picture of the way party leaders have chosen to represent themselves to voters over the period under consideration. In terms of the substantive content of speeches, discussions of the home have become more important, as have discussions associated with work. In terms of the style of the speeches, there has been a decline in the analytical content of speeches and speeches have been designed to appeal to voters' sense of social and personal sensibilities and have become less introspective. Furthermore, in keeping with changes in education and literacy levels, and the influence of visual culture, there has been a decrease in the use of visual imagery over most of the 20 th Century with a rise in the last 40 years associated with television and visual campaigning. It will be interesting to see whether these trends continue in the years to come.
