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Abstract 
This thesis describes a methodology to integrate multiple speech recogni-
tion hypotheses into the natural language understanding (NLU) framework. 
First, we apply the original N L U framework on recognition hypotheses and 
investigate the effects of recognition errors on N L U performance. Second, 
we propose to make use of multiple recognition hypotheses for each utter-
ance in order to enhance the N L U framework to be more robust against 
recognition errors. Our extended N L U framework involves parsing the recog-
nition hypotheses of user's query with a semantic grammar, averaging the 
recognition confidence scores, inferring user's underlying goals using Belief 
Networks, generating combined confidence level and performing goal identi-
fication. The extended N L U framework is to accept the N-best hypotheses 
as well as their speech recognition confidence scores generated by the speech 
recognizer. Our integrated framework on natural language understanding 
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With the rapid growth of speech and language technology innovations, many 
different speech-based applications have entered our daily lives. Nowadays, 
people can easily interact with the computers via voice to inquire about 
airlines, to retrieve real-time stock quotes, and to check the weather condi-
tions for a city. Moreover, we see the emergence of systems that can read 
e-mails, forward them and send audio replies in the user's voice, such as 
www.adomo.com. In all these applications that enable users to converse 
with computers, effective human-computer communication plays an impor-
tant role in task completion. 
Speech recognition is one of the key technologies used in a human-computer 
conversation system. Today, complete automation of service often fails due 
to speech recognition errors. Errors in recognized speech can cause the dialog 
system to misunderstand a user and in turn lead to unsatisfactory communi-
cation. As recognition errors cannot yet be avoided, it alternatively becomes 
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desirable for a human-computer conversation system to be robust against 
those errors and take appropriate actions. M a n y recognizers can generate a 
list of plausible hypotheses. Hence, some hypotheses reordering techniques 
have been proposed to improve speech recognition accuracy [3, 21]. In this 
thesis, we propose to make use of multiple recognition hypotheses in the 
TV-best list instead of using the most probable hypothesis. 
Another key technology for human-computer conversational systems is 
natural language understanding (NLU). N L U involves understanding user's 
request in order to give appropriate responses. State-of-the-art natural lan-
guage understanding systems can complete tasks within restricted domains. 
A basic N L U framework has been proposed to infer the underlying intention 
of a use's utterance by the use of Belief Networks (also known as Bayesian 
Networks, BNs). 
In previous work, the N L U framework has been applied to hand-generated 
transcripts, i.e. perfectly transcribed sentences without any recognition er-
rors. However, hand-generated transcripts may not be available because it 
is hard and time-consuming to transcribe large amount of speech manually. 
Alternatively, we want to make use of the outputs from speech recognizer, 
which may not be error-free. In order to make the N L U framework more 
robust again recognition errors, this thesis explores the use of multiple recog-
nition hypotheses. W e extend the previous N L U framework by integrating 
the speech recognition component. 
2 
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1.2 Thesis Goals 
In this thesis, we will investigate the effects of recognition errors on natural 
language understanding. W e will look into the effects of recognition errors in 
the training and the testing set on N L U . To make the N L U framework more 
robust against recognition errors, we extend it to accept the multiple recog-
nition hypotheses (TV-best list) as well as their speech recognition confidence 
scores (at the utterance level) generated by the speech recognizer. Finally, 
the performance of the extended N L U framework will be compared to the 
baseline and we will investigate the effects of the use of multiple recognition 
hypotheses on N L U . 
1.3 Thesis Outline 
This thesis is organized as follows: Chapter 2 describes state-of-art speech 
recognition, presents previous work in natural language understanding and 
gives a brief introduction to our task domain. Chapter 3 presents the details 
of generating multiple recognition hypotheses. Chapter 4 details a basic N L U 
framework, which is adopted throughout the thesis. Chapter 5 shows our 
investigation of effects of recognition errors on the N L U framework. Chapter 
6 describes our extended N L U framework that is integrated with speech 





This thesis explores the use of multiple speech recognition hypotheses in 
the natural language understanding framework. The presence of wrongly 
recognized words may result in failure of the system to understand the user. 
As a result, one of the challenging issues in the spoken language systems 
is to handle speech recognition outputs. Therefore, the natural language 
understanding framework should be robust against recognition errors. In this 
chapter, we will describe the background information of this thesis. In Section 
2.1, general approaches for speech recognition will be provided. In Section 
2.2, we will review the previous work on natural language understanding. As 
our experiments are based on ATIS (Air Travel Information Service) corpus, 
we will introduce the ATIS knowledge domain in Section 2.3. 
2.1 Speech Recognition 
Speech is the most natural means of communication among human beings. 
Research in speech recognition has made a number of achievements over 
4 
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the years with the advances in algorithms, architectures, signal processing 
and hardware. As stochastic models are more suitable in making decisions 
in the face of uncertainty and incompleteness, speech research has shifted 
from the template-based approaches to statistical approaches technologically. 
The most popular stochastic approach is based on hidden Markov Models 
( H M M s ) [5, 20]. Almost all modern speech recognition systems use H M M s 
to model speech units. 
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Figure 2.1: Illustration of speech recognition process. (This figure is refer-
enced from [13].) 
As we can see from Figure 2.1, the speech recognition task is to decode the 
acoustic observation A^ into the corresponding word sequence W.^ The task 
is formulated as finding the most probable string of words W corresponding 
the observed A. F{A\W), which is called acoustic model, is the probability 
^A is the string of feature values that characterize the speech waveform. 
^W is the sequence of words that the speaker uttered. 
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that the acoustic observation A will be found when the speaker uttered W. 
This probability is typically estimated with the hidden Markov model ( H M M ) 
framework. This estimation procedure [1, 11] is efficient in extracting the 
parameter values from training samples. The acoustic model is estimated 
from a training corpus of speech and corresponding transcripts. 
The language model assigns probabilities F(W) to sequences of words W. 
This model is trained separately from the acoustic model. The parameters of 
the language model are estimated from a training corpus, usually thousands 
of words of text. The language model most frequently used by state-of-the-art 
speech recognizers is the TV-gram language model, in which the probability 
of a word is estimated based on the previous N - 1 words. 
2.2 Natural Language Understanding 
Natural language plays an important role in our lives. It serves as a record 
of knowledge in text form. In spoken form, natural language serves as one 
of our primary means to communicate with others. To understand natu-
ral language, previous work have mainly adopted two approaches. One is 
the rule-based approach and the other is the corpus-based approach. The 
first approach stems from linguistics and cognitive science. Linguistic rules 
are written manually and computers will understand the natural language 
by applying these rules. The second approach comes from statistics and 
computer science. Computers are programmed to process large amounts of 
data statistically to learn to understand the corresponding language. More-
over, the combination of these two methodologies are also under investigation 
.12，30] • In this section, we will provide general background about these two 
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approaches. 
2.2.1 Rule-based Approach 
Traditional rule-based approach involves a grammar [2] to interpret the mean-
ing of language [23, 29]. The grammar is a set of rules defining the struc-
tures of the domain. It is usually hand-designed by linguistic experts. The 
syntactic and semantic structures of a sentence can be analyzed by parsing 
tools [8, 10]. Spoken language is often ungrammatical and contains frag-
ments and partial words. Hence, robust parsing techniques are needed to 
handle ill-formed spontaneous spoken language inputs and under-specified 
grammars [28]. However, it is not possible to provide an exact and complete 
grammars that can apply to all domains. Moreover, it is very difficult and 
time-consuming to write grammars manually, even for experts and linguists. 
Nevertheless, the rule-based approach is desirable when a large amount of 
annotated training data is unavailable for the application of corpus-based ap-
proach. For example, Microsoft Research has proposed a resource-intensive 
approach to information retrieval for users of the Microsoft Office suite of ap-
plications. The approach relies on the framing and assessment of knowledge 
bases by human experts [7 . 
2.2.2 Corpus-based Approach 
Rather than dividing sentences into grammatical and ungrammatical ones, 
we ask, "What are the common patterns that occur in language?" The 
corpus-based techniques is to capture the language structure automatically 
by applying statistical and machine learning methods. Stochastic approaches 
7 
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have been explored in order to incorporate automatic learning methods into 
natural language understanding. Examples include the A T & T C H R O N U S 
.17] and the C H A N E L systems [9]. C o m m o n stochastic models are prob-
abilistic context-free grammars, connectionist models and Hidden Markov 
Models. In a stochastic-based model, the relationships between the semantic 
concepts and word sequences can be automatically captured from an anno-
tated training corpus. Stochastic models can be easily adapted to a new 
domain if an annotated training corpus is available. However, data collec-
tion and annotation are very difficult and time-consuming. Hence, stochastic 
models cannot be applied to corpora without large amount of data easily. 
The N L U framework previously proposed in [26] adopts a statistical ap-
proach. Belief Networks (BNs) are used to capture the relationships between 
the informational goal of the user and semantic concepts from the user's 
query. Annotated training data is required to train probabilities in Belief 
Networks. W e will discuss this N L U framework in Chapter 4. Moreover, 
Wai et al. have implemented an alternative approach using decision trees to 
benchmark the B N s approach [19, 26 . 
2.3 Integration of Speech Recognition with 
NLU 
A human-computer communication system should be able to recognize the 
words that are spoken by a user, understand the user's requests and give ap-
propriate responses. To achieve a high, accuracy in N L U performance, it will 
be ideal if we had a perfect speech recognizer and a robust N L U component. 
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However, the speech recognition technology is not perfect yet. Speech recog-
nition errors m a y cause the N L U component to fail to give correct response. 
To alleviate the understanding problem resulted from mis-recognition, the 
speech recogntion information is integrated into the N L U process. 
Speech recognizers output their recognized results in form of word graphs 
or A^-best lists. Confidence scores for the recognition outputs can be com-
puted on various levels, including the phonetic level, the word level and the 
utterance level. 
2.3.1 Word Graph 
A word graph provides a compact representation for the recognition results. 
Each node in the word lattice represents a hypothesized word. Every path 
in the word lattice represents a probable hypothesis for the input query. 
The advantage of word graph is its complete coverage on the possible 
hypotheses. However, the large coverage increases the operation time in 
searching across the word lattice to find the recognition hypotheses. 
2.3.2 N-best List 
A n TV-best list is preferred by many researchers due to the complexity im-
posed by the word graph. Previous work that involve the integration of 
TV-best list with N L U component include [6, 27]. In these approaches, the 
hypotheses with confidence score lower than a certain threshold are either 
rejected by the system or confirmed by the user, depending on the adopted 
strategies. 
TV-best list narrows the coverage of possible hypotheses, but can dra-
9 
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matically shorten the processing time. Moreover, the number of hypotheses 
(iV) can be flexibly tuned to each application so as to achieve the optimal 
performance. 
2.4 The ATIS Domain 
W e use the ATIS (Air Travel Information Service) [18] as our task domain. 
The ATIS Domain is a c o m m o n task which was adopted in the D A R P A 
(Advanced Research Projects Agency) Speech and Language Program in the 
U S A . This system is intended for helping a user book a flight by answering 
questions about the times, airlines, etc. The ATIS database is based on the 
Official Airline Guide ( O A G ) for airlines operating in North America. Our 
experiments are conducted using the ATIS-3 Class A sentences. A Class A 
sentence is a context-independent query whose interpretation is independent 
of the dialog context. In the ATIS corpus each utterance (or query) is accom-
panied with a corresponding S Q L (Structured Query Language) query. The 
main attribute label(s) in the S Q L query was / were extracted and adopted 
as the informational goal(s). A n example is shown in Table 2.1. 
There are 32 communicative goals in the ATIS domain. Of these, 11 
goals cover over 95% of the training set. Hence we focus on the identification 
of this set of 11 goals. The remaining goals are treated as "out-of-domain" 
(OOD). The 11 goals are shown in Table 2.2. 
Besides, there are some sentences with more than one informational goal. 
W e classify them as multiple goal queries. Table 2.3 shows some example 
sentences. 
Table 2.4 shows the distribution of these three kinds of sentences in our 
10 
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Query: “show me the united airlines flights from philadelphia to 
toronto" 
SQL : select flight-id from flight where 
airline-name = “united airlines” and 
origin = “philadelphia” and 
destination = “toronto” 
Informational Goal : flight.flight�d 
Table 2.1: A n example of a Class A query. 
aircraft. aircraft.code airline. airline.code 
airline. airline_name air p or t • airport _co de 
airport. airport _name class_of_service.class_description 
fare.fare_id fare-basis.fare_basis_code 
fliglit.fliglit」d flight. flight _numb er 
ground-Service, c i t y - C o d e 
Table 2.2: The eleven goals of the ATIS domain. 
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Single Goal Query 
Query : "philadelphia to toronto on continental” 
Goal ： flight.flightJd 
Multiple Goal Query 
Query : “give me the least expensive first class round trip 
ticket on u s air from Cleveland to miami” 
Goal : flight.flightJd, fare.fareJd 
O O D Query 
Query : “show me the cities that midwest express serves” 
Goal : city—code ( O O D , as city.city一code is outside the set of 
11 goals) 
Table 2.3: Single goal, multiple goals and O O D examples from ATIS-3 Class 
A corpora. 
12 
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ATIS domain training and testing sets. The transcripts of 1701 utterances are 
used in the recognition hypotheses generation. However only 1637 utterances 
with single goal or multiple goals are used in training B N s because we do not 
treat "out-of-domain" as a goal. 
Query Type Training Testing 
Single goal 1,613 405 
Multiple goal 24 8 
O O D 64 35 
Table 2.4: Distribution of the ATIS-3 Class A sentences. 
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2.5 Chapter Summary 
In this chapter, we have provided the background information for this thesis. 
W e have described speech recognition process and illustrated the acoustic 
model and the language model. Moreover, two approaches in natural lan-
guage understanding are reviewed and previous work on integration of two 
kinds of recognition outputs with N L U is reviewed. Finally, we have given a 




Generation of Speech 
Recognition Hypotheses 
Imperfect speech recognition often results in misunderstanding between hu-
m a n and computers. Therefore, it is highly desirable to build a natural 
language understanding framework that is robust against recognition errors. 
In our task, multiple recognition hypotheses and their recognition confidence 
scores will be utilized. 
W h e n a user speaks a sentence to the spoken language system, a list of 
TV-best recognition hypotheses,^ each associated with a confidence score, can 
be generated by the speech recognizer. W e can see an example in Table 3.1. 
1 TV is an integer. 
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HYPOTHESES ‘   
Utterance: "cheapest fare from indianapolis to seaMle" 
Rank Recognition Hypotheses Confidence Score 
“tuesday from indianapolis to Seattle” 627 
2— “cheapest fares from indianapolis to Seattle” 242 
3『d “cheapest fare from indianapolis to Seattle” 98 
4亡" "cheapest airfare from indianapolis to Seattle'^ 60 
Table 3.1: Multiple recognition hypotheses of an utterance. 
In this chapter we will illustrate how we generated multiple hypotheses 
using a speaker independent speech recognizer. 
3.1 Grammar Development for the OpenSpeech 
Recognizer 
W e used the OpenSpeech Recognizer 1.0 [24] to generate multiple recogni-
tion hypotheses for each utterance.^ As the OpenSpeech Recognizer 1.0 is 
a speaker-independent, continuous speech recognition software system, the 
recognizer does not require the user to train his voice to the system. W e 
hand-designed some grammar rules and apply them in the recognizer. In 
this section, we will describe how we developed the grammar. In the Open-
Speech Recognizer (OSR), a grammar is a text file containing rules for the 
vocabulary words and their combinations that can be recognized [24]. The 
World Wide W e b Consortium (W3C) grammar specification defines syntax 
for representing grammars for use in speech recognition so that developers 
2 The OpenSpeech Recognizer 1.0 was released in June 2001 by Speech Works. 
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can specify the words and patterns of words for a speech recognizer [24]. The 
W 3 C grammar specification describes two kinds of syntax: one is Augmented 
Backus-Naur-Form ( A B N F ) syntax and the other is extensible Markup Lan-
guage ( X M L ) syntax. First, grammar rules in A B N F format will be written 
because A B N F format is more compact and human-readable. Second, we will 
convert A N B F to X M L format that is used in the OpenSpeech Recognizer. 
Their definitions are shown in Table 3.2. Examples of A B N F and X M L are 
show in Table 3.3 and Table 3.4, respectively. 
1. A B N F syntax: 
This is a plain-text (non-XML) representation which is similar to traditional 
Backus-Naur-Form(BNF) grammar and to many existing BNF-like 
representations commonly used in the field of speech recognition. 
2. X M L syntax: 
This syntax uses X M L elements to represent the grammar constructs. 
Table 3.2: Definitions of two grammar syntax specified by W3C[24 . 
# A B N F Vl.O IS08859-1 
language en-US; 
R O O T = $ S E N T ; 
$SENT=$SENT_11 $SENT_21...; 
Table 3.3: Example of A B N F grammar syntax specified by W 3 C . 
Rule name is denoted by the dollar sign and a token, i.e. $SENT. 
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<?xml version-"1.0" encodings "1808859-1" ？〉 
<grammar xml:lang= “en-US” version二“1.0” mode二“speech” r o o t = " R O O T " > 
<rule i d = " R O O T " scope: "public，，〉 
< / m l e > 
<rule i d = " S E N T " > 
<one-of> 
<item> 
cmleref uri=“#SENT一1” tag=" VALUE=SENT_1.VALUE;，，/〉 
</item> 
<item> 
<ruleref uri="#SENT_2" tag=" V A L U E = S E N T _ 2 . V A L U E ; ”/〉 
</item> 
...other rule definitions 
〈 / g r a m m a r〉 
Table 3.4: Example of X M L grammar syntax specified by W 3 C . 
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To create grammars for the ATIS domain, we parse the hand-generated 
(perfect) transcripts of 1701 training utterances into semantic tags using the 
hand-designed grammar. Theses hand-designed semantic tags are designed 
by referring to the attribute labels in the S Q L queries, of which an example 
has been shown in Table 2.1. W e can see example of hand-designed semantic 
tags " A I R L I N E _ N A M E " and "FLIGHT" in Table 3.5. 
AIRLINE—NAME=americanIamerican airline|american airlines ... 
FLIGHT=flight | flights |fly | flies |flying . •. 
Table 3.5: A n example of hand-designed semantic tags. 
W e parsed all the utterances into semantic tags and captured all the 
sentence structures to develop grammar rules for speech recognition. For 
example, one of the training utterances is "united airlines flights stopovers 
on denver”。First, "united airlines" is tagged as " A I R L I N E — N A M E” and 
"flights" is tagged as "FLIGHT", etc. Table 3.6 shows how the whole sen-
tence is parsed into a semantic tag sequence. Then one of the grammar rules 
will be written in A B N F form as shown in Table 3.7. 
united airlines flights stopovers on denver 
AIRLINE_NAME FLIGHT VIA PREP C I T Y - N A M E 
Table 3.6: A n example illustrating the semantic tags of a sentence. 
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$ S E N T _ 6 = $ A I R L I N E _ N A M E $ F L I G H T $VIA $ P R E P $ C I T Y _ N A M E 
$AIRLINE_NAME=american|american airline ... 
Table 3.7: A n example illustrating grammar rules in A B N F format. 
According to the requirement of the O S R , this A B N F should be converted 
to X M L format. As we can see in the example of a grammar in X M L format 
(Table 3.8), the rule name which is denoted by the dollar sign and a token 
(i.e. $ S E N T ) in A B N F format is converted to an identification with a tag 
"rule id". 
After we parsed the transcript of each training utterance into semantic 
tags, 1603 different grammar rules similar to the format in Table 3.8 were 
obtained. The combination of words are contained in the rules. Then these 
grammar rules were used in the OpenSpeech Recognizer to generate recog-
nition hypotheses. 
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<mle id二 “SENT_6”� 
〈item tag=“VALUE二_V1_1 + ' '+_Vl_2 +'，_V1_3 + ' '+_Vl_4 + ' '+_Vl_5;"> 
_ V 1 _ 1 = A I R L I N E _ N A M E . V A L U E； 
_ V 1 _ 2 = F L I G H T . V A L U E ; 
_V1_3=VIA.VALUE； 
_ V 1 _ 4 = P R E R V A L U E ; 
_ V 1 _ 5 = C I T Y _ N A M E . V A L U E ; 7 > 
<ruleref uri二“#AIRLINE_NAME，，tag=" _V1_1=AIRLINE_NAME.VALUE;，,/〉 
<ruleref uri="#FLIGHT" tag=" _V1_2=FLIGHT.VALUE;" / > 
<ruleref uri="#VIA" tag= “ _V1_3=VIA.VALUE; ”/〉 
<ruleref u r i = " # P R E P " tag:“ _V1_4二PREP.VALUE; ”/〉 





<item tag=" VALUE='american'; ”〉american </item> 
<item tag二“ VALUE二‘american airline'; " > american airline </item> 
</rule> 
Table 3.8: A n example illustrating grammar rules in X M L format. 
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3.2 Generation of Speech Recognition 
Hypotheses 
The OpenSpeech Recognizer (OSR) applies the input grammar and deter-
mines the N possible sentences that the recognizer hears (TV-best list) or 
outputs as many as it can. W e used the O S R to generate multiple speech 
recognition hypotheses for each utterance. The first recognition hypothesis 
of each utterance bears the highest recognition confidence score.^ This recog-
nition confidence score was computed on the utterance level and the score 
varies from 0 to 999. Table 3.9 shows an example of the multiple hypotheses 
of an utterance and their corresponding recognition scores. The distribution 
of ranking hypotheses are shown in Appendix A. 
3 The recognition confidence score decreases as the rank of recognition 
hypotheses varies from 1 to TV. The algorithm for computing the recognition 
confidence scores is not published because of commercial concerns, as stated 
by Speech Works Technical Support organization. 
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Utterance: “list the cheapest fare from charlotte to las vegas” 
N仇 Ranking Recognition Hypotheses Recognition confidence Score 
1 呂亡:“cheapest fare from charlotte to las vegas" 8 3 5 
2nd : “cheapest fares from charlotte to las vegas “ 127 
: "cheapest airfare from charlotte to las vegas” 77 
4仇:“cheapest fare from charlotte lands vegas,， 70 
5仇："cheapest fare from charlotte into las vegas” 70 
炉:"cheapest fare from charlotte land vegas” 70 
7th ： "cheapest fare from charlotte into vegas” 69 
8仇:"cheapest fare from charlotte arrives vegas” 69 
9亡":"cheapest airfare from charlotte lands vegas” 69 
: "cheapest fare from charlotte to vegas，， 69 
Table 3.9: Examples of the multiple recognition hypotheses of an utterance 
and their corresponding recognition confidence scores. 
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3-3 Evaluation of Speech Recognition 
Hypotheses 
3.3.1 Recognition Accuracy 
To evaluate recognition accuracy of each hypothesis, we perform an opti-
mal alignment^ of the word sequence in the recognition hypothesis with the 
word sequence in its corresponding transcript using dynamic programming 
'22]. Once the optimal alignment has been found, we calculate the number 
of word substitution, deletion and insertion errors. The definition of these 
three kinds of errors are shown in Table 3.10. 
substitution : the reference word of the utterance and corresponding ref-
erence word differ, 
insertion : an recognized word has no corresponding reference word, 
deletion : the reference word has no corresponding recognized word. 
Table 3.10: Definitions of word substitution, insertion and deletion errors. 
All these three kinds of errors are counted as recognition errors. The recog-
nition accuracy is defined as 
非word errors ^ . . 
Recognition Accuracy — (1 —) * 丄UU/o (丄丄） 
preference words 
W e can see an example in Table 3.11. 
4The optimal string alignment works by calculating a score for the match with respect 
to the reference such that identical labels match with score 0, a label insertion carries a 
score of 7, a label deletion carries a score of 7 and a label substitution carries a score of 
100 by default in HTK tools. Other penalty schemes can also be applied. The optimal 
string match is the label alignment which has the lowest possible score [22 . 
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Transcript 
tell m e all the airports near denver 
Hypotheses 
what are airport is at denver 
DEL DEL SUB SUB SUB INS SUB 
DEL: deletion error 
SUB: substitution error 
INS: insertion error 
Table 3.11: A n example illustrating the optimal alignment of transcript and 
its first hypothesis 
There are 7 errors in the hypotheses referring to the transcript. So we 
can get a recognition accuracy as follows: 
Recognition Accuracy 二 (1- •，丫“而')*10Q% 二 (1-^)*100% = 12.5% 
preference words 8 
(3.2) 
After we get the recognition accuracy of each recognition hypothesis, we 
compute the recognition accuracy of the L仇 ranking recognition hypotheses. 
The OpenSpeech Recognizer (OSR) determines the TV-best list for each ut-
terance, but different utterances may have different number of hypotheses. 
Therefore, to get the recognition accuracy of the Z/" ranking recognition hy-
potheses, we take the average of recognition accuracies for the L^^ ranking 
recognition hypotheses of each utterance. L is an integer that is smaller 
than N , i.e. the number of recognition hypotheses in the TV-best list. Given 
the recognition hypotheses and their recognition accuracies in Table 3.12, we 
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can get the recognition accuracy of the ranking recognition hypotheses 
as shown in Equation 3.3. 
Utterance Hypotheses Recognition Accuracy 








Hij： the j仇 ranking recognition hypothesis of the i仇 utterance 
Accij： Recognition accuracy of the 产 ranking recognition hypothesis of 
the 严 utterance 
N^: Number of recognition hypotheses of the i仇 utterance 
Table 3.12: Utterances with hypotheses and recognition accuracies. 
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Recognition Accuracy of L仇 ranking recognition hypotheses 
= L柳、AcCzL_ * 1 0 0 % 
^utterances in S{L) 
where S{L) is defined as a set of utterances, each of which has the L^ 
ranking recognition hypothesis. If an utterance does not contain the L仇 
ranking recognition hypothesis, this utterance will not be included in S{L). 
1 G S{L) means that the utterance i belongs to S{L). 
For example, consider the utterances and corresponding hypotheses in the 
Table 3.13. Utterance 1 has three recognition hypotheses whereas utterance 
2 has only two recognition hypotheses. 
Utterance Hypotheses Recognition Accuracy 
1： Hii Accii 
Hi2 ACCI2 
His ^cc i3 
2: H21 Acc2i 
H22 C^C22 
Hij： the j仇 ranking recognition hypothesis of the i仇 utterance 
A c q , Recognition accuracy of the j仇 ranking recognition hypothesis of 
the ith utterance 
Table 3.13: Examples of two utterances with different number of hypotheses. 
Suppose we want to get the recognition accuracy of the second recog-
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nition hypothesis of each utterance, we take the average of the recognition 
accuracies of the second recognition hypotheses of the two utterances. 
Recognition Accuracy = •。工�:•。22 * 2qq% (3.4) 
Li 
W h e n we want to get the recognition accuracy of the third recognition hy-
pothesis for each utterance, we only take the average of the recognition ac-
curacy of the third recognition hypothesis of the first utterance because only 
the first utterance has the third recognition hypothesis. 
Recognition Accuracy = ^i^pi * 100% (3.5) 
3.3.2 Concept Accuracy 
As concepts are the actual inputs into the Belief Networks (BNs), we examine 
concept accuracies rate as another evaluation metric. W e parsed the multi-
ple hypotheses of each utterance into semantic concepts using hand-designed 
grammar rules. W e also perform an optimal alignment of the concept se-
quence of the recognition hypothesis and concept sequence in its correspond-
ing transcript. The concept sequence in the transcript are taken as reference. 
For example, a tagged transcript and its tagged first hypothesis of an utter-
ance are shown in Table 3.14. Table 3.15 shows the alignment of concept 
sequences. 
W e calculate the number of concept substitution, deletion and insertion 
errors. The concept accuracy is defined as 
, #concept errors � ^ ^^^ 
Concept Accuracy 二 1 — * 100% (3.6) 
#rejerence concepts 
As we can see from Table 3.15, there are 3 errors in the concept sequence 
of the recognition hypothesis with respect to the concept sequence of the 
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Transcript 
tell m e all the airports near denver 
C H U N K D U M M Y A I R P O R T C H U N K C I T Y _ N A M E 
First Hypothesis 
what are airport is at denver 
W H A T A I R P O R T C H U N K P R E _ T I M E C I T Y _ N A M E 
Table 3.14: A n example illustrating transcript and its first hypothesis with 
their tagged forms. 
Transcript 
C H U N K D U M M Y A I R P O R T C H U N K C I T Y _ N A M E 
Hypotheses 
W H A T A I R P O R T C H U N K P R E _ T I M E C I T Y _ N A M E 
DEL SUB INS 
DEL: deletion error 
S U B : substitution error 
INS: insertion error 
Table 3.15: A n example illustrating the optimal alignment of a tagged tran-
script and its tagged first hypothesis 
29 
CHAPTER 3. GENERATION OF SPEECH RECOGNITION 
HYPOTHESES ‘   
transcript. As a result, we get a concept accuracy of this hypothesis as 
follows: 
Concept Accuracy = (1- " errors 。。呢 二 (1-^)*100% = 4 0 % 
preference concepts 5 
(3.7) 
After we obtain the concept accuracy of each recognition hypothesis, we 
compute the concept accuracies of the L认 ranking recognition hypotheses. 
Different utterances m a y have different number of hypotheses. Therefore 
we take the average of concept accuracies for the L仇 ranking recognition 
hypotheses of each utterance. L is an integer that is smaller than N in N-
best list. Given the recognition hypotheses and their concept accuracies in 
Table 3.16, we can get the concept accuracy of the L ^ ranking recognition 
hypotheses as Equation 3.8 shows. 
Concept Accuracy of L仇 ranking recognition hypotheses 
= T n 咏 L)c<mL * 100 呢 (3.8) 
•utterances in S[L) 
where S{L) is defined as a set of utterances, each of which has the L仇 
ranking recognition hypothesis. If an utterance does not contain the L仇 
ranking recognition hypothesis, this utterance will not be included in S{L). 
i G S{L) means that the utterance i belongs to S{L). 
As we can see an example in Table 3.17. W h e n we want to get the concept 
accuracy of the second recognition hypotheses, we take the average of these 
two concept accuracies of the two utterances. 
Concept Accuracy = 几 几22 * 2qq% (3.9) 
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Utterance Hypotheses Concept Accuracy 




丑 iTVi C oriiN^ 
i： Hil Conn 
Hi2 Coni2 
• •參 _»» 
HiL CoriiL 
• • • • • • 
HiNi C oriiN-
Hij: the 产 ranking recognition hypothesis of the i认 utterance 
Coriij： Concept accuracy of the j仇 ranking recognition hypothesis of the 
fh utterance 
Ni： Number of recognition hypotheses of the i仇 utterance 
Table 3.16: Utterances with hypotheses and concept accuracies. 
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Utterance Hypotheses Concept Accuracy 
1: Hii Conn 
Hi2 Coni2 
His Conu 
2: H21 Con2i 
H22 C 07122 
H,j： the 产 ranking recognition hypothesis of the i仇 utterance 
Con^j： Concept accuracy of the 产 ranking recognition hypothesis of the 
ith utterance 
Table 3.17: A n example illustrating concept accuracies of corresponding hy-
potheses. 
32 
CHAPTER 3. GENERATION OF SPEECH RECOGNITION 
HYPOTHESES ‘   
W h e n we want to get the concept accuracy of the third recognition hypothe-
ses, we take the average of the concept accuracy of the third recognition 
hypothesis of the first utterance, because only the first utterance has the 
third recognition hypothesis. 
Concept Accuracy = ^ ^ ^^ * 1 0 0 % (3.10) 
3.4 Results and Analysis 
W e evaluate the L右"ranking hypotheses and get the recognition accuracies 
as shown in Figure 3.1. As we can see, with the increase of the hypothesis 
ranking, recognition accuracies decreases. The lower rank hypothesis bears 
a lower recognition confidence score as well as a lower recognition accuracy 
because more recognition errors occur. 
3 9 0 
S 80 — 
I 70 — 一 > — — . . _ _ 丄 " ： ^ 
目 6 0 會 • ‘ — 
口 4 0 
.2 3 0 
•g 20 
智 10 
差 Q 1 1 L 1 1 ‘ _ _ _ _ 1 “ 
1 2 3 4 5 6 7 8 9 1 0 
Ranked Hypotheses 
~ * ~ T r a i n i n g Data — « T e s t i n g Data 
Figure 3.1: Recognition accuracies for ranking hypotheses of training and 
testing utterances. 
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The recognition accuracies of the I/" ranking hypotheses of training ut-
terances differ from those of the L仇 ranking hypotheses of testing utterances. 
One of the difficulties in a typical speech recognition system is that recog-
nizers are typically developed from training set, and thus not entirely appro-
priate for testing set. Both the vocabulary and the sentence structure differ 
in the training utterances and testing utterances. For example, the word 
"kennedy" in the testing set did not appear in the training set. Furthermore, 
grammar rules extracted from the training set may not cover all the sentence 
structures in the testing set. So there are differences between the recognition 
accuracies of training and testing sets. 
W h e n the rank of recognition hypotheses increases, the recognition ac-
curacies of both training and testing sets decrease. Moreover, the slopes of 
recognition accuracies of both training and testing sets are similar. This 
similarity reflects the consistency of training and testing sets. 
The concept accuracies of the L仇 ranking hypotheses are shown and we 
compare concept accuracies with recognition accuracies in Figure 3.2 and 
Figure 3.3. 
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Figure 3.2: Recognition and concept accuracies for the L仇 ranking hypothe-
ses of training utterances. 
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Figure 3.3: Recognition and concept accuracies for the I/" ranking hypothe-
ses of testing utterances. 
35 
CHAPTER 3. GENERATION OF SPEECH RECOGNITION 
HYPOTHESES ‘   
As we can see from Figure 3.2 and Figure 3.3, in both the training set 
and the testing set concept accuracies are higher than recognition accuracies. 
Moreover, when the rank of recognition hypotheses increases, the recognition 
accuracy decreases more rapidly than the concept accuracy. As a result, 
the slopes of these two curves differ. One reason is that some words have 
coherent meanings and are tagged into the same semantic tag, such as "fare" 
and "airfare". W e will give some examples in Table 3.18. 
Concept: F A R E 
Transcript cheapest fare from charlotte to las vegas 
First Hypothesis cheapest airfare from charlotte lands vegas 
Tagged Transcript S U P E R L A T I V E FARE F R O M 
C I T Y - N A M E T O C I T Y _ N A M E _ 1 
Tagged First S U P E R L A T I V E FARE F R O M 
Hypothesis C I T Y — N A M E T O C I T Y _ N A M E _ 1 
Concept: T O 
Transcript flights from san diego to Seattle 
First Hypothesis flights from san diego reaching Seattle 
Tagged Transcript F L I G H T F R O M C I T Y — N A M E TO 
C I T Y _ N A M E _ 1 
Tagged First F L I G H T F R O M C I T Y — N A M E TO 
Hypothesis C I T Y _ N A M E _ 1 
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Concept: F R O M 
Transcript what flights go from dallas to phoenix 
First Hypothesis an flight travel from dallas to phoenix 
Tagged Transcript W H A T F L I G H T FROM 
C I T Y _ N A M E T O C I T Y _ N A M E _ 1 
Tagged First D U M M Y F L I G H T FROM 
Hypothesis C I T Y _ N A M E T O C I T Y _ N A M E _ 1 
Table 3.18: Examples illustrating how some words that have coherent mean-
ings are tagged into the same concept. 
As we can see from Table 3.18, both of the word "fare" and the word 
"airfare" are tagged into concept "FARE". Both of the word "to" and the 
word "reaching" are tagged into concept "TO". Similarly, "go from" and 
"travel from" are tagged into concept " F R O M " . In these cases, the N L U 
output in terms of semantic concepts are unaffected despite the recognition 
errors. 
Another reason is that some words that are not coherent at all are also 
tagged into the same concept, such as "denver" and "dallas" will all be tagged 
as “CITY-NAME”. W e can see an example in Table 3.19. In these cases, the 
recognition errors lead to errors in N L U . 
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Concept: C I T Y J N A M E 
Transcript what flights from dallas to phoenix 
First Hypothesis an flight from denver to phoenix 
Tagged Transcript W H A T F L I G H T F R O M CITY.NAME 
T O C I T Y _ N A M E _ 1 
Tagged First Hypothesis D U M M Y F L I G H T F R O M CITY.NAME 
T O C I T Y一 N A M E _ 1  
Table 3.19: Examples illustrating how some words that have no coherent 
meanings are tagged into the same concept. 
3.5 Chapter Summary 
This chapter describes the grammar development for the OpenSpeech Rec-
ognizer (〇SR). W e hand-designed some grammar rules and used them in the 
O S R . Recognition hypotheses associated with a recognition confidence score 
can be generated by the speech recognizer. The confidence score ranges from 
0 to 999. 
W e have proposed methods to evaluate recognition accuracies and concept 
accuracies for the Z/" ranking recognition hypotheses. L is an integer that is 
smaller than TV, i.e. the number of recognition hypotheses in the TV-best list. 
Obviously, recognition accuracies of the L仇 ranking recognition hypotheses 
will affect the corresponding concept accuracies. Where there are more word 
recognition errors there m a y be more concept errors. However, the concept 
accuracies m a y not always vary in the same way as the recognition accuracies. 
One reason is that some words which have coherent meanings are tagged 
into the same concept. Another reason is that some words that are not 
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coherent at all are also tagged into the same concept. As a result, some 
artifacts are involved. W e predict that more recognition errors will cause 
more misunderstanding in N L U . Moreover, the artifacts caused by parsing 
will cause fluctuations of N L U performance. 
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Belief Networks for NLU 
W e adopt a basic natural language understanding (NLU) framework de-
scribed in the thesis written by Wai [26]. In this chapter we will describe this 
N L U framework. This original N L U framework obtained promising results 
when it was applied to the ATIS domain in English [14]. The N L U frame-
work uses Belief Networks (BNs) to capture the causal relationships between 
the key semantic concepts and the domain-specific goal in a restricted do-
main, and to infer the underlying intention of an utterance from a user. This 
original N L U framework has been applied to hand-generated transcripts of 
utterances. The baseline result will be shown in this chapter as well. 
4.1 Problem Formulation 
The N L U framework interprets a user's request and infers his / her underlying 
intention (or goal). A n appropriate goal for a query will be inferred out of the 
finite set of goals in a restricted domain. One may formulate the problem 
as K binary decisions, or a single iC-ary decision. The former approach 
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was chosen because it has been used in many tasks [14, 26] to facilitate the 
identification of cases with multiple goals, as well as the rejection of cases that 
are "out-of-domain" (OOD). The K-ary decision formulation is still under 
investigation [15 . 
A semantic tagger transforms the input query into a sequence of semantic 
concepts. These concepts form the inputs to the B N s for inferring the infor-
mational goal(s) of a query from the user. This approach utilizes multiple 
B N s — each a distinct classifier for making the binary decision regarding a 
unique goal. Each of the K B N s outputs the confidence level for an input 
query. 
4.2 The Original NLU Framework 
4.2.1 Semantic Tagging 
Semantic tagging has been previously used in developing grammar for the 
OpenSpeech Recognizer [24]. Similarly, semantic tagging abstracts the words 
in a query into a set of semantic concepts and uses these concepts in the 
natural language understanding (NLU) framework. These tags are designed 
with respect to the attribute labels in the S Q L query, of which an example 
has been shown in Table 2.1. Both syntactic (e.g.〈SUPERLATIVE〉）and 
semantic concepts (e.g.〈AIRLINE—NAME〉）are included. Table 4.1 shows 
another example of a query transcription and its corresponding concepts: 
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Query transcription united airlines flights stopovers on denver 
Tagged query AIRLINE_NAME FLIGHT VIA PREP CITY_NAME 
transcription 
Table 4.1: A n example illustrating the semantic tags of a sentence 
Each query can be represented by a sequence of semantic concepts. These 
concepts form the inputs to the BNs, as described in the following section. 
4.2.2 Concept Selection 
For a given goal G ^ the semantic concepts indicative of goal Gn are found. 
The number of semantic concepts for one goal Gn is limited in size to M 
or below, in order to constrain computation during training. Information 
Gain was utilized to select the concepts with strongest dependency on Gn-
Furthermore, it has been proven that the N L U framework performs best 
when 20 {M — 20) concepts are used in ATIS domain [26 . 
In previous work, Mutual Information (MI) and Information Gain (IG) 
have been compared to select the concepts with strongest dependency on 
a goal. IG considers both the presence and absence of concepts for goal 
classification, while M I considers only the cases when a concept is present. IG 
has been proven to outperform M I in concept selection for goal classification 
26]. Therefore, IG is used to select the semantic concepts that are most 
indicative of goal Gn-
卿 - = E E • g、i�g 
‘9 ’ (4.1) 
Based on these measures, the top M semantic concepts will be selected 
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as the feature set for each goal. Hence, each goal may have a different set of 
selected concepts. 
4.2.3 Bayesian Inference 
Belief Networks [16] (also known as Bayesian Networks, Causal Networks) 
are commonly adopted to model the causal structure of a non-deterministic 
process and apply probability theory for reasoning about incomplete knowl-
edge. A Belief Network is a directed graph consisting of nodes and directed 
arcs. In the implementation of the N L U framework, a Naive Bayes topology 
as depicted in Figure 4.1 was adopted. The Naive Bayes topology models the 
causal relationships between the concepts and the goal, assuming that the 
concepts within the query are independent of one another. Directed arrows 
are drawn from cause to effect. Hence, they show the statistical dependencies 
between the concepts and goal. Each concept node receives a binary input 
for the concepts appearances (either present or absent) in this original model. 
One B N for each informational goal is developed. The probabilistic infor-
mation on the goal node, i.e. P{Gn), and the dependency of each concept on 
the corresponding goal, i.e. P{Cm\Gn), are obtained by tallying the counts 
in the training data. 
The concepts in the user query will be identified by semantic tagging 
and put into B N s to infer the user's informational goal(s). Each B N with 
Naive Bayes topology can apply Bayes' Theorem as shown in Equation 4.2 to 
infer the confidence level of the corresponding informational goal given the 
observed concepts C got after semantic tagging of a query. 
(4.2) 
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�CONCEPT 1 ) \ ^ ( c o n c e p t m J 
Figure 4.1: The Naive Bayes topology of one Belief Network with goal Gn-
Directed arrows are drawn from cause to effect, showing the statistical de-
pendencies between the concepts and the goal. This topology assumes that 
the concepts are independent of one another. 
4.2.4 Thresholding 
Each B N outputs its confidence level for the input query. A probability 
threshold can be chosen such that the performance of inferencing the infor-
mational goal is optimized. After the B N s out put confidence level for all 
the training utterances, the F-measure will be computed to be a threshold 
for each B N . This threshold will be calculated according to Equation 4.3 [25 
to get the threshold for each B N . 
(4.3) 
In Equation 4.3, R {recall) is the percentage of queries correctly inferred 
by the B N for G^ out of all the Gi queries; P [precision) is the percentage of 
queries correctly inferred by the B N for Gi out of all the inferred Gi queries. 
13=1 in the experiments is to treat precision and recall with equal importance. 
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4,2.5 Goal Identification 
After one B N for each informational goal is developed in the training corpus, 
each B N outputs the confidence level for its decision regarding an input 
query. The confidence level is compared with the probability threshold got 
from previous step to make a binary decision. 
In our K binary decisions scheme, the decisions across all the B N s are 
combined to identify the output goal of an input query. Therefore, the query 
can be labelled with the goal, for which one B N votes positive, or multiple 
goals, for which more than one B N vote positive, or out of domain, in the 
case all B N s vote negative (OOD). 
4.3 Evaluation Method of Goal Identification 
Performance 
The goal identification accuracy is measured in relation to the number of 
errors in the inferred goals. The goal identification errors have three types, 
as shown in Table 4.2 shows. Table 4.3 and Table 4 4 illustrate how to tally 
the number of errors. 
substitution : the reference goal of the utterance and inferred goal differ, 
insertion : an inferred goal has no corresponding reference goal, 
deletion : the reference goal has no corresponding inferred goal. 
Table 4.2: Definitions of goal substitution, insertion and deletion errors. 
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Goal Substitution Error 
Query : “chicago to san fraudsco on continental，， 
Reference Goal : flight.flightJd 
Inferred Goal : airline.airline_name 
Goal Deletion Error 
Query : "give me the least expensive first class round trip 
ticket on u s air from Cleveland to miami” 
Reference Goal : flight.flightJd, fare.fareJd 
Inferred Goal : fare.fareJd 
Goal Insertion Error 
Query : “cheapest fare from charlotte to las v eg as” 
Reference Goal : fare.fareJd 
Inferred Goal : fare.fareJd, airline.airline_name 
Table 4.3: Sample query with goal substitution, insertion or deletion errors. 
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Errors Query Referenee Hypothesized # Goal Identification 
Type Goals Goals Error(s) 
Substitution S Gi G^ 1 
M G, Gj G, Gk 1 
M G , Gj G k G h 2 
O OOD Gk 1 
Insertion S Gi Gi Gk 1 
M G I G J Gi G J Gk 1 
O OOD G, Gk 2 
Deletion S Gk OOD 1 
M G, Gk OOD 2 
S: single goal query 
M : multiple goal query 
O : out of domain goal query 
Gi： Goal i 
O O D : out-of-domain goal (none of the goals inferred) 
Table 4.4: Illustrations of goal substitution, insertion and deletion errors. 
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The goal identification accuracy is computed as shown in Equation 4.4 
门 7 r7 ….，. . ,, identification errors. 
Goal Identification Accuracy = (1 ) * 100% 
preference goals 
(4.4) 
4.4 Baseline Result 
W e apply the original N L U framework to train and test on the transcripts 
(an error-free setting). The procedures for training and testing on transcripts 
are described in Figure 4.2 and Figure 4.3, respectively. • 
There are 1637 training utterances and 448 testing utterances. In the 
training set, there are 1613 single goal utterances and 24 multiple goal ut-
terances. In the testing set, there are 405 single goal utterances, 8 multiple 
goal utterances and 35 O O D utterances. As O O D is treated as a label when 
no within-domain goal is inferred, we do not train a B N with O O D . Hence, 
there are no O O D utterances in the training set. Each of the multiple goal 
queries has 2 goals. W e count these multiple goal queries twice-once for each 
goal. In this experiment, when both the training and the testing data are 
error-free, we achieve a goal identification performance accuracy of 83.6%. 
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Step 1 : Using transcript of each training utterance as the training data 
Step 2 : Semantic tagging of the training data 
Step 3 : Concept selection using information gain (20 concepts are selected) 
Step 4 : Building Naive Bayesian Networks (BNs) 
Step 5 : Using trained B N s to perform goal inferencing of the training data 
Step 6 : Maximizing the F-measure of each goal in the training set and ob-
taining the thresholds to make binary decisions 
Figure 4.2: Procedure for training on transcripts. 
Step 1 : Using transcript of each testing utterance as the testing data 
Step 2 : Semantic tagging of the testing data 
Step 3 : Using trained B N s to perform goal inferencing of testing data and 
obtaining confidence levels for each goal 
Step 4 : Comparing the confidence levels with the corresponding thresholds 
obtained from training process and making a binary decision for each 
goal 
Step 5 : Evaluate the result 
Figure 4.3: Procedure for testing on transcripts. 
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4.5 Chapter Summary 
In this chapter we describe the original natural language understanding 
(NLU) framework proposed in [26]. W e illustrate how to parse the utter-
ances into semantic concepts with a hand-designed grammar. Probabilities 
are trained from annotated training data and develop one Belief Network 
(BN) for each goal. The B N s model the causal relationships between the 
semantic concepts and the underlying informational goal(s) of a query. By 
formulating our problem as K binary decisions, we are able to identify single 
goal queries, multiple goal queries, and reject queries that are out-of-domain. 
The original N L U framework is to process the transcript of each utterance. 
To deal with speech recognition hypotheses, we develop some approaches to 
investigate the effects of recognition errors in Chapter 5 and extend this N L U 
framework in Chapter 6. 
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The Effects of Recognition 
Errors on NLU 
The previous work applied the original natural language understanding (NLU) 
framework to hand-generated transcripts which do not contain recognition 
errors. However, hand-generated transcripts m a y not be available because it 
is hard and time-consuming to transcribe large amount of speech into text 
manually. Speech recognition (SR) technologies are not perfect yet and errors 
in the speech recognition component should be considered. In this chapter we 
investigate some approaches and conduct several experiments to study the 
effects of recognition errors on N L U . Then experimental results and analysis 
are also provided. 
5.1 Experiments 
To investigate the effects of recognition errors in the training and the testing 
set on N L U , we design four experiments. First, we set a baseline, in which 
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both the training and the testing sets are error-free. W e train and test on 
the transcript of each utterance. This is the perfect case because there is no 
recognition error in this setting. Second, we will look into the case when the 
training set is not error-free (recognition errors exist) whereas the testing set 
is perfect (no recognition errors exist). Hence we train on the L认 ranking 
recognition hypotheses, which are imperfect, and test on transcripts that 
are perfect. L is an integer that is smaller than N, i.e. the number of 
recognition hypotheses in the TV-best list. Furthermore, to investigate the 
effects of recognition errors in the testing set on N L U , the third experiment 
is to train on perfect sentences and to test on the M仇 ranking recognition 
hypotheses of each testing utterance. M is an integer that is smaller than N 
and independent of L. Finally, the fourth experiment is to train on the L仇 
ranking recognition hypotheses of each training utterance and to test on the 
M*" ranking recognition hypotheses of each testing utterance. In the fourth 
experiment, recognition errors exist in both the training and the testing set. 
Therefore, we can see the accumulative effects of errors in both training and 
testing set on N L U . These four experimental settings are illustrated in Figure 
5.1. 
Training on perfect —_==-^Testing on perfect 
sentences sentences 
Training on inperfect^ on imperfect 
sentences sentences 
Figure 5.1: Four experimental settings to investigate the effects of recognition 
errors on N L U . 
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There are 1637 training utterances and 448 testing utterances. In training 
set, there are 1613 single goal utterances, which are within domain, and 24 
multiple goal utterances, each of which has 2 goals. W e count these multiple 
goals utterances twice—once for each goal. In the testing set there are 405 
single within-domain utterances, 35 O O D utterances, and 8 multiple goal 
utterances. 
5.1.1 Perfect Case—The Use of Transcripts 
In this experiment we train and test on transcripts. Therefore, this is an 
error-free setting. W e got the goal identification performance in this error-
free setting in Chapter 4. The result of this experiment is treated as baseline. 
The procedures for training and testing on transcripts have already been 
shown in Figure 4.2 and Figure 4.3 in Chapter 4. 
In the first experiment, we achieved a goal identification performance 
accuracy of 83.6% when both the training and the testing sets are error-free. 
5.1.2 Train on Recognition Hypotheses 
W e train on the L^^ ranking recognition hypothesis of each training utterance 
and test on the transcript of each testing utterance in this experiment. The 
training procedure is shown in Figure 5.2, and testing procedure is the same 
as the procedure described in Figure 4.3. 
Figure 5.3 illustrates the goal identification performances when there are 
recognition errors in the training data only. 
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Step 1 : Using the L^^ ranking recognition hypotheses of each training utter-
ance as the training data 
Step 2 : Semantic tagging of the training data 
Step 3 : Concept selection using information gain (20 concepts are selected) 
Step 4 : Building Naive Bayesian Networks (BNs) 
Step 5 : Using trained B N s to perform goal inferencing of the training data 
Step 6 : Maximizing the F-measure of each goal in the training set and ob-
taining the thresholds to make binary decisions 
Figure 5.2: Procedure for training on the L仇 ranking recognition hypotheses. 
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Figure 5.3: Goal identification performance when we train on the L仇 ranking 
recognition hypotheses and test on transcripts. 
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5.1.3 Test on Recognition Hypotheses 
In this experiment, we train on the transcripts of training utterances and 
test on the M仇 ranking recognition hypothesis of each testing utterance. 
The training procedure is the same as that described in Figure 4.2, and the 
testing procedure is described in Figure 5.4. 
Step 1 : Using the M^^ ranking recognition hypotheses of each testing utter-
ance as the testing data 
Step 2 : Semantic tagging of the testing data 
Step 3 : Using trained B N s to perform goal inferencing of testing data and 
obtaining confidence levels for each goal 
Step 4 : Comparing the confidence levels with the corresponding thresholds 
obtained from training process and making a binary decision for each 
goal 
Step 5 : Evaluate the result 
Figure 5.4: Procedure for testing on the M仇 ranking recognition hypotheses. 
Figure 5.5 illustrates the effects of recognition errors in the testing set 
only on N L U . 
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Figure 5.5: Goal identification performance when we train on transcripts and 
test on the M," ranking recognition hypotheses. 
5.1.4 Train and Test on Recognition Hypotheses 
W e train on the L仇 ranking recognition hypothesis of each training utterance 
and test on the M ^ ranking recognition hypothesis of each testing utterance. 
In this experiment, recognition errors occur in both of the training and testing 
sets. The training and testing procedures have been described in Figure 5.2 
and Figure 5.4, respectively. 
The training and testing data are from the same domain and from the 
same source [18]. W e conduct a closed test^ to tune some parameters and 
apply these parameters to the open test^. 
Figure 5.6 and Figure 5.7 illustrate the effects of recognition errors in the 
closed test. Figure 5.7 is a replot of Figure 5.6 by interchanging the role 
of L and M. W h e n there are errors in both the training and the testing 
iWe test on the training set. 
2We test on the testing set. 
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data, the goal identification accuracies are affected by a number of factors, 
such as the probabilities captured in corresponding B N from the trainir\:《 
data and recognition errors of key words in the testing data. As we can see 
from the Figure 5.6, the trends of goal identification accuracies are similar 
when we test on recognition hypotheses with different ranks. W e find that 
the trends fluctuate when we train on recognition hypotheses with different 
ranks。Moreover, training on the 4访 recognition hypotheses and testing on 
the 1 对 recognition hypotheses give the best goal identification performance 
in the closed test. Hence, we apply theses two parameters to the open test 
and get a goal identification accuracy of 74.6%。 
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Figure 5.6: Closed Test - Goal identification performance when we train on 
the L仇 ranking recognition hypotheses and test on the M仇 ranking recog-
nition hypotheses. 
L, M can be any independent integer from 1 to 10. 58 
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Figure 5.7: A replot of Figure 5.6 by interchanging the role of L and M. 
Closed Test - Goal identification performance when we train on the L^^ rank-
ing recognition hypotheses and test on the M仇 ranking recognition hypothe-
ses. 
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W e also investigate the effects of recognition errors in multiple recognition 
hypotheses on N L U . The results are shown in Appendix C. Details about 
the utilization of multiple recognition hypotheses will be found in Chapter 6. 
5.2 Analysis of Results 
First, we will analysis the effects of recognition errors in training set on N L U . 
As we can see from Figure 5.3, the curve fluctuates when we train on recogni-
tion hypotheses with different ranks. Though trends of both the recognition 
accuracies and concept accuracies of the training set decrease as shown in 
Figure 3.2, the goal identification performance may not follow the same direc-
tion when the rank of recognition hypotheses increases. Furthermore, when 
we train on the second, the fourth or the seventh recognition hypotheses, goal 
identification accuracies outperform the accuracy that we obtained when we 
train on the first recognition hypothesis.^ 
As the relationships in the training set may differ from those in the test-
ing set, the relationships in B N s cannot be accurately captured because of 
recognition errors in the training set. The selection of 20 concepts that 
are most indicative of the corresponding goal is also affected by recogni-
tion errors. Let us see an example in Table 6.9. W h e n we use transcripts 
to train, the concept “C〇DE_NAME，，is found to be unrelated to the goal 
airline.airline_name. But when we train on the first hypothesis of each ut-
terance, the " C O D E - N A M E " is one of the most indicative concepts to the 
corresponding goal airline.airline-name. Figure 5.8 and Figure 5.9 show the 
3 Whenever we say "train or test on first best recognition hypothesis", we mean "train 
on or test on the first best recognition hypothesis of each training / testing utterance." 
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B N s with goal airline.airline_name when we train on transcripts and first 
hypothesis, respectively. Another reason is that the threshold of the goal . 
changes. For example, the F-measure of goal flight.flight_id falls from 0.48 
to 0.25 when we train on first recognition hypothesis instead of transcripts. 
So there are more insertions of goal flight.flight」d using the first recognition 
hypothesis in place of the transcript of each utterance in the experiments. 
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Example 1: Effects of Recognition Errors in Training Data Only 
Test Utterance: 
"what is fare code y” 
Reference Goals: fare一basis.fare—basis一code 
class_of_service.class_description 
Train on Transcripts 
Test Transcript: 
"what is fare code y “ 
Tagged Transcript: 
W H A T C H U N K C O D E CODE—NAME 
Inferred Goals: fare_basis.fare_basis_code (correct) 
class_of_service.class_description(correct) 
Train on First Hypothesis 
First Recognition Hypothesis: 
"what is fare code y” 
Tagged Hypothesis: 
W H A T C H U N K C O D E CODE—NAME 
Inferred Goals: fare_basis.fare_basis_code (correct) 
class_of_service.class—description (correct) 
airline. airline_name (wrong) 
Table 5.1: Examples illustrating how the B N s trained with recognition errors 
affect the goal identification accuracy. 
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(CODE—NAME ) \ DAY ) 
( F A R E ) 
Figure 5.8: The B N with goal airline.airline_name when we train on tran-
scripts. 
Figure 5.9: The B N with goal airline.airline_name when we train on first best 
recognition hypothesis. 
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As all the recognition hypotheses with different ranks differ, recognition 
hypotheses with different ranks capture different relationships between se-
mantic concepts and informational goals. Hence, the trend in Figure 5.3 
fluctuates. W e take the goal airport.airport_name as an example. W h e n we 
train on first recognition hypothesis of each utterance, we can get the B N for 
goal airport.airport_name as shown in Figure 5.10. However, we can get the 
B N for goal airport.airport_name as shown in Figure 5.11 when we train on 
the fourth recognition hypothesis of each utterance. Different concepts are 
selected for the same goal when we train on different recognition hypotheses 
with different ranks. Moreover, different relationships between semantic con-
cepts and informational goals are captured。As we can see from the B N with 
goal airport.airport_name trained from recognition hypotheses with different 
ranks. The omitted nodes are the same in these two figures. 
(CODE NAME ) \ DAY ) 
CD…… 
Figure 5.10: The B N with goal airport.airport_name when we train on first 
best recognition hypothesis. 
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( W H E R E ) \ DAY ) 
^ 人 、 … … ^ ^ 
( FARE 、 
Figure 5.11: The B N with goal airport.airport_name when we train on the 
4认 recognition hypotheses of each utterance . 
Second, we look into the effects of recognition errors in testing set on 
N L U . As we can see from Figure 5.5, the curve goes down when we train 
on transcripts and test on recognition hypotheses with different ranks. The 
recognition errors in the testing data cause failure of goal identification. W e 
can see an example in Table 5.2. 
As we can see from Figure 5.12, F A R E is one of the most indicative con-
cept for the goal fare.fareJd when we train on transcripts. The example in 
Table 5.2 shows that the recognition error of one of the most indicative con-
cept "FARE" of goal fare.fare_id in test query may cause the goal inferencing 
to fail. 
Finally, we consider the effects of recognition errors in both training and 
testing sets. As we can see Figure 5.6 and Figure 5.7, the goal identification 
accuracies do not decease when the rank of recognition hypotheses increases. 
Due to the recognition errors and artifacts data after parsing, the goal identi-
fication accuracies fluctuate when the rank of recognition hypotheses varies. 
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Example 2: Effects of Recognition Errors in Testing Data Only 
Test Utterance: 
“how much is the coach flight from Pittsburgh to atlanta" ； 
Reference Goals: fare.fare_id 
Test on Transcript 
Transcript: 
“how much is the coach flight from Pittsburgh to atlanta" 
Tagged Transcript; 
FARE C H U N K D U M M Y C L A S S _ N A M E F L I G H T 
F R O M C I T Y - N A M E T O C I T Y _ N A M E一 1 
Inferred Goals: fare.fare」d (correct) flight.flight」d (correct) 
Test on First Hypothesis 
First Recognition Hypothesis: 
“ what's a sixth flight from Pittsburgh to atlanta" 
Tagged First Recognition Hypothesis: 
W H A T D U M M Y D A Y F L I G H T F R O M 
C I T Y — N A M E T O C I T Y _ N A M E _ 1 
Inferred Goals: flight.flight」d (wrong) 
Table 5.2: A n example illustrating how the recognition error of an testing 
utterance can affect the goal identification accuracy in single goal query, when 
we train on transcripts. 
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I fare.fare id ) 
( F A R E ) \ ( AIRLINE ) 
^ ^ 入 … … � J 
(FROM ) 
Figure 5.12: The structure of B N with goal fare.fare」d when we train on 
transcripts. 
W e investigate the effects of recognition errors on N L U in single goal and 
multiple goal queries as well as O O D queries, respectively. The results are 
shown in Appendix B. 
5.3 Chapter Summary 
As we can see from the experimental results, even the best performance of 
using ranking recognition hypotheses is worse than that of making use of 
transcripts. The goal identification performance degrades because of recog-
nition errors. The recognition errors in both the training and the testing 
sets can affect the goal identification performance. The recognition errors in 
the training set cause the B N s to capture implausible relationships between 
semantic concepts and informational goals. In addition, the errors in the 
testing data may cause the failure of goal identification directly by recognize 
the key words inaccurately, which m a y be most indicative of corresponding 
goals of user's query. However, it is very interesting to find that the goal iden-
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tification accuracies fluctuate as the ranks of recognition hypotheses varies. 
W e come to the idea that the use of multiple recognition hypotheses m a y 
improve the N L U performance. 
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Chapter 6 
The Use of Multiple Speech 
Recognition Hypotheses for 
NLU 
To enhance the robustness of the N L U framework against recognition errors, 
we want to utilize accumulative information in multiple recognition hypothe-
ses (TV-best list) of each utterance. In this chapter, we define correctness of 
L-best list to evaluate multiple recognition hypotheses of utterances and pro-
pose the extended N L U framework. L is an integer that is smaller than TV, i.e. 
the number of recognition hypotheses in the TV-best list. Then we investigate 
several methods which make use of L-best list for N L U . 
Examination of the L-best list of utterances reveals that more recogni-
tion hypotheses often contain more accurately recognized words than one 
recognition hypothesis does. W e can see such an example in Table 6.1. 
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HYPOTHESES FOR NLU ；  
Transcript american flights from Cincinnati to houston 
pt Hypothesis american flights from denver reaches houston 
Hypothesis american flight from detroit to houston 
3�d Hypothesis american flights from Cincinnati reaches houston 
Table 6.1: A n example illustrating the optimal alignment of the transcript 
and its 3-best hypotheses. 
Correctness of an L-best list is defined as the percentage of the words 
in L-best list that are matching with those in the reference sentence. W e 
perform an optimal alignment of the word sequence of the recognition hy-
pothesis and that in the corresponding transcript. As we can see from the 
example shown in Table 6.1, word sequence of the recognition hypothesis is 
matched with that of the transcript by performing an optimal string match 
using dynamic programming [22]. The word sequence of the transcript are 
taken as reference. W e calculate the number of words that can be accurately 
recognized in the L-best list. 
Correctness = /•沈力 words * (6.1) 
preference words 
For the first best recognition hypothesis, there are 4 words ("american", 
"flights", "from" and "houston") that are accurately recognized with respect 
to the transcript. So we get a correctness of the first hypothesis as follows: 
4 
Correctness 二 - * 100% = 66.7% 
6 
For the 2-best recognition hypotheses, that is, the first hypothesis and the 
second hypothesis, there are accumulatively 5 words ("american", "flights", 
"from", "to" and "houston") that are accurately recognized with respect to 
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the transcript. So we get a correctness of the 2-best hypotheses as follows: 
. 5 
Correctness = - * 100% 二 83.3% 
6 
For the 3-best hypotheses, that is, the first, the second and the third hy-
potheses, 6 words in the utterance can be accurately recognized with respect 
to the transcript. W o r d "american", "flights" , "from" and "houston" are 
accurately recognized in the first best recognition hypothesis, "to" is accu-
rately recognized in the second best recognition hypothesis, and "Cincinnati” 
is accurately recognized in the second best recognition hypothesis. So we get 
a correctness of the 3-best hypotheses as follows: 
6 
Correctness = - * 100% = 100% 
6 
All these correctness form the correctness of L-best list of this utterance, as 
shown in Table 6.2. W e can get correctness of L-best recognition hypotheses 
for each utterance. 
Utterance Hypotheses Correctness L 
ID ID of L-best hypotheses 
1: H n 4/6 1 
H u 5/6 2 
丑 13 6/6 
H^j： the 产 ranking recognition hypothesis of the i认 utterance 
Table 6.2: The correctness of L-best hypotheses of the utterance in Table 
6.1. 
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As we know, different utterances m a y have different number of hypothe-
ses. To get the correctness of L-best recognition hypotheses, we take the 
average of correctness for the L-best recognition hypotheses of each utter-
ance. 
Correctness of L — best recognition hypotheses 
� i ^ 二 ⑷ * 麵 (6.2) 
where S{L) is defined as a set of utterances, each of which has L recognition 
hypotheses. If an utterance contains less than L recognition hypotheses, this 
utterance will not be included in S{L). i G S{L) means that the utterance i 
belongs to S{L). 
72 
CHAPTER 6. THE USE OF MULTIPLE SPEECH RECOGNITION 
HYPOTHESES FOR NLU ；  
Utterance Hypotheses Correctness L 
ID ID of L-best hypotheses 
1: Hii Corrii 1 
Hi2 Corri2 2 
Hil CorriL L 
丑 liVi CWiTVi Ni 
i: Hil Corvii 1 
Corr,2 2 
• • • • • • 
H^L CorriL L 
• • • _ 參» 
HiNi CorViNi Ni 
Hij： the 产 ranking recognition hypothesis of the i认 utterance 
CorriL- Correctness of L-best list of the i仇 utterance 
N^: Number of recognition hypotheses of the i仇 utterance 
Table 6.3: Utterances with their hypotheses and correctness. 
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Take the utterances and corresponding hypotheses in the Table 6.4 for an 
example. Utterance 1 has 3 recognition hypotheses in total, while utterance 
2 has only 2 recognition hypotheses. 
Utterance Hypotheses Correctness L 
ID ID of L-best hypotheses 
1: Hii Corrii 1 
Hi2 Corri2 2 
H u Corru 3 
2: 丑21 C or r 21 1 
H22 Corr22 2 
H^j： the 严 ranking recognition hypothesis of the i仇 utterance 
CorriL： correctness of the L-best (1, 2, ... and L) hypotheses of the i仇 
utterance 
Table 6.4: A n example illustrating correctness of corresponding hypotheses. 
W h e n we want to get the correctness of the 2-best recognition hypotheses, 
we take the average of correctness of 2-best recognition hypotheses of the two 
utterances. 
门 丄 Corru + C0TT22 1 � 0/ 
Correctness = * 丄。 
Li 
W h e n we want to get the correctness of the 3-best recognition hypotheses, 
we take the average of the correctness of 3-best recognition hypotheses of 
the first utterance because only the first utterance has 3-best recognition 
hypotheses. 
Correctness 二 •“"“^ * 1 0 0 % (6.3) 
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W e evaluate the correctness of L-best recognition hypotheses of training 
and testing utterances and plot Figure 6.1. 
^ g 85 
« 宽了 5 
I ^ 65 ——^ 4 * ^ ^ H 
1 ti 55 ^  
⑶ 5 • . • . • • • • 
一 I I I I —I 1 1 1 1 
1 2 3 4 5 6 7 8 9 10 
Hypotheses List Size 
Training Utterance —t— Testing Utterance 
Figure 6.1: Correctness of L-best speech recognition hypotheses of training 
and testing utterances. 
As we can see from Figure 6.1, though the correctness of L-best list 
increases as L increases from 1 to 10, the curve tends to converge. The 
correctness will not decrease because we count the accurately recognized 
words accumulatively. However, the lower the rank of hypothesis, the fewer 
additional words can be recognized accurately. Therefore the correctness 
tends to converge when no more additional words can be identified accurately. 
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6.1.5 Combination with Confidence Scores 
6.1.1 Semantic Tagging 
Our speech recognizer generates TV-best hypotheses accompanied with confi-
dence scores for each input utterance. As we have stated in Chapter 4, queries 
are parsed into a set of semantic concepts using hand-designed grammar rules. 
Similarly we tag the N-best recognition hypotheses of each utterance. As we 
can see an example shown in Table 6.5. 
Transcript of the Utterance : “from philadelphia to toronto ” 
Reference Goal: flight.flight」d 
ID Recognition Hypotheses 
1 对 "philadelphia to toronto” 
C I T Y _ N A M E T O CITY_NAME_1 
2— “takeoff Philadelphia to toronto” 
F R O M C I T Y _ N A M E T O CITY_NAME_1 
3rd “takes off Philadelphia to toronto” 
F R O M C I T Y _ N A M E T O CITY_NAME_1 
Table 6.5: Semantic tagging of 3-best recognition hypotheses of one utter-
ance. 
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6.1.2 Recognition Confidence Score Normalization 
There are unequal numbers of recognition hypotheses for some utterances, so 
we first normalize the speech recognition scores at the utterance level.^  W h e n 
we train on the L-best recognition hypotheses, we choose the 亡 ranking to 
the L仇 ranking recognition hypothesis of each utterance. If an utterance has 
fewer than L recognition hypotheses, we will make use all the recognition 
hypotheses it has. W e treat the result after normalization of the recogni-
tion confidence scores as the probability of the corresponding recognition 
hypotheses. W e can see the illustration in Table 6.6. 
1 The recognition confidence score varies from 0 to 999. However, the 
algorithm for computing the score is not published because of commercial 
concerns, as stated by Speech Works Technical Support organization. 
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Query Hypotheses Recognition P 偶 j ) 
ID ID Score 
1 Hii scoreii scoreyiHj二、,scoreij 
Hi2 scoreu scorei2/X问…scoreij 
HiLi score让 1 | •9coreiz^i/;^^=i，，Li scoreij. 
i Hii scoreu scorejJY^j:�山 scoreij 
Hi2 scorei2 scoreiilY^成…,l�scoreij 
• • • 0 • • 
HiL, scoreiLj score孔J 域…,score�] 
F 
L if the i仇 utterance has more than L recognition hypotheses 
Li 二 \ 
N otherwise {N is the number of recognition hypotheses the utterance has) 
\ 
Hif the 产 ranking recognition hypothesis of the i仇 utterance. 
P(i/”)： the probability of the j仇 ranking recognition hypothesis of the i仇 
utterance. 
For the 产 utterance , 尸(仗j) = 1. 
Table 6.6: Normalization of recognition confidence scores of L-best recogni-
tion hypotheses of utterances. 
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6.1.5 C o m b i n a t i o n w i t h C o n f i d e n c e S c o r e s 
After we choose the L-best list of each utterance and tag these recognition 
hypotheses, we have N sets of training data because L varies from one to N. 
For a given goal Gn, we will use Information Gain (IG) [4], which is 
also known as expected mutual information, to find the semantic concepts 
that are indicative of Gn- Hence, each goal m a y have a different set of 
selected concepts. Equation 6.4 shows how to compute the IG value for the 
corresponding goal and concept。 
I 吼 , G . ) = E E nc讯=…"=log P 仏 说 = 4 ) 
" ， i " ， i ( 6 .4 ) 
In Equation 6.4, P(GN) are obtained by tallying the counts from the 
training data as Equation 6.5 shows. P{Cm 二 c,Gn = g) can also be ob-
tained according to Equation 6.6. The dependency of each concept on the 
corresponding goal, i.e. P{Cm\Gn), will take the confidence scores into con-
sideration as Equation 6.7 shows. 
# utta^auc� vn W{n, g� 
P�Gn 二 g) 二 - # u t t e r a n c e s ( 6 . 5 ) 
P{Cm 二 C,Gn 二 g) 二 P{Cm^c\Gn^9)^P{Gn^g) (6.6) 
— n - n\ — Ez€W(n，办户l,."，I^i Crm] * 尸(丑”.) 7、 
？ � �爪 二 一 # utterances in W{n,g) � ) 
where W(n,g) is defined as a set of utterances, each of which bears goal 
Gn which equals to g. i e W(n,g) means that the utterance i belongs to 
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L if the ith utterance has more than L recognition hypotheses 
Li = < 
N otherwise {N is the number of recognition hypotheses the utterance has) 
1 if concept Cm is present 








if concept C m is present in the 
Cmij = j仇 ranking hypothesis of the f" utterance 
0 otherwise 
\ 
6.1.4 Bayesian Inference 
W e develop one B N for each informational goal. Given trained BNs, we 
can identify the concepts in the recognition hypotheses by semantic tagging, 
and employ the B N s to infer the user's informational goal(s). Each B N can 
apply Bayes' Theorem as shown in Equation 6.8 to infer the likelihood of the 
corresponding informational goal given one recognition hypothesis H^j of the 
user's query. is the observed concepts vector of 丑”.. 
广 1 ZJ \ ufn 1 产 \ P ( ⑤ 二 = 1) OA 
尸、。I]) 
P{Gn = M^ij) is the probability of goal Gn given EU]-
Cij is the observed concepts vector of H^^. 
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6.1.5 Combination with Confidence Scores 
‘ After we infer the probability of a goal Gn of the L-best recognition hy-
potheses of each utterance, i.e. P{Gn — 1 阅j), we can get the goal of the 严 
utterance by applying the Equation 6.9. Given an utterance i with recogni- ‘ 
tion hypotheses Hij, we have . 
= Y ^ P{Gn = (6.9) 
Pi{Gn = 1) is the probability of goal Gn for utterance i. Li is equal to L if 
the utterance has L recognition hypotheses. If the utterance has fewer than 
L recognition hypotheses, Li will be treated as the number of recognition 
hypotheses the i仇 utterance has. W e can see an example shown in Table 6.8. 
W e want to utilize 10-best list of each utterance, but some of the utterances 
only have two or three recognition hypotheses. As a result, we will make use 
of what we have. 
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Query Hypotheses Confidence Level P(丑ij) 
ID ID of Hij 
1 H n P{Gn = l\Hn) P(丑 ii) 
丑 12 P{Gn = l\H^,) P{Hu) 
丑 ILi P{Gn = l\H,L,) P ( i W 
Pl{Gn = l)=P{Gn = 1| 丑 (丑 + = 1 J J 
i H n P{Gn = l\Hn) P { H a ) 
P{Gn = l\H^2) P(丑 
• • • • • • • • • 
P职n = l)=P{Gn = + 二 l | 丑 让 ( 丑 Z L J 
Hij： the 产 ranking recognition hypothesis of the utterance 
P{Gn — M^ij)' the probability of goal Gn given Hij. 
V{Hij)\ the probability of Hij 
Table 6.7: Illustration of computing the probability of goal Gn of a utterance 
with L-best list according to Equation 6.9. 
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Query Hypotheses Confidence Level P(丑 
ID ID of Hij 
1 H n P{Gn = l\H^i) F { H n ) 
丑 12 二 1|丑 12) P(丑 12) 
Hu P{Gn = l\His) P(丑 13) 
PljGn 二 l)=P{Gn = l\H^,rP{Hn)+P{Gn = 1|丑 1 2 m 丑 1 2 ) + P l 3 ( G n 二 聰3)*户(丑 13) 
2 丑21 P{Gn = l\H2l) P(丑21) 
H22 P{Gn = l\H22) P(丑22) 
P2{Gn = 1) 二 P{Gn 二 1|丑21) * (丑21) + P(Gn = l|丑22) * P(丑22) 
Hij： the 产 ranking recognition hypothesis of the i仇 utterance 
P{Gn 二 the probability of goal Gn given Hij. 
V{Hij)\ the probability of Hij 
Table 6.8: Illustration of computing the probability of goal Gn of a utterance 
when the utterance has fewer than L recognition hypotheses. 
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6.1.6 Thresholding 
After we get the confidence level of B N s of each goal for all the training 
utterances, we optimize the F-measure as shown in Equation 4.3 [25] to get 
one threshold for each B N . 
6.1.7 Goal Identification 
Each B N outputs the confidence level for its decision regarding a recognition 
hypothesis. After we combine the outputs from a B N with corresponding 
recognition confidence scores, we will get the confidence level for an utterance. 
After the steps above, we compare the combined confidence level with the 
corresponding threshold for each goal. 
Figure 6.2 shows the procedure for training on L-best list of each ut-
terance. Figure 6.3 shows the procedure for testing on M-best list of each 
utterance. L and M are independent integers that are smaller than N. 
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Step 1 : Using L-best recognition hypotheses of each training utterance as 
training data 
Step 2 : Semantic tagging of the training data 
Step 3 : Recognition confidence score normalization 
Step 4 : Building Naive Bayesian Networks (BNs) 
Step 5 : Using trained B N s to perform goal inferencing of recognition hy-
potheses 
Step 6 : Combining the normalized recognition confidence scores with outputs 
from Step 6 to get the confidence levels of goals for each utterance 
Step 7 : Maximizing the F-measure of each goal in the training set and ob-
taining the thresholds to make binary decisions 
Figure 6.2: Procedure for training on L-best recognition hypotheses. 
Step 1 : Using M-best recognition hypotheses of each testing utterance as 
testing data 
Step 2 : Semantic tagging of the testing data 
Step 3 : Recognition confidence score normalization 
Step 4 : Using trained B N s to perform goal inferencing of recognition hy-
potheses 
Step 5 : Combining the normalized recognition confidence scores to obtain 
confidence levels of goals for each utterance 
Step 6 : Comparing the confidence levels with the corresponding thresholds 
obtained from training process and making a binary decision for each 
goal 
Step 7 : Evaluate the result 
Figure 6.3: Procedure for testing on M-best recognition hypotheses. 
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6.2 Experiments 
This section describes experiments carried out to test the methods outlined 
in the previous section. To investigate the effect of using multiple recognition 
hypotheses, we set a baseline — train and test on single recognition hypothesis 
of each utterance. W e choose the first recognition hypothesis because it 
bears the highest recognition confidence score. Second, we investigate the 
effect of using multiple recognition hypotheses in the training set only on 
N L U performance. Then, we investigate how the use of multiple recognition 
hypotheses in testing set affects N L U performance. Finally, we train and test 
on multiple recognition hypotheses of training utterances. 
6.2.1 The Use of First Best Recognition Hypothesis 
The training and testing procedures have been provided in Figure 5.2 and 
Figure 5.4 in Chapter 5. In particular, when we train and test on the first best 
recognition hypothesis of each utterance, which bears the highest recognition 
scores on utterance level, we obtain a goal identification accuracy of 71.3%. 
6.2.2 Train on Multiple Recognition Hypotheses 
This experiment is to train on multiple recognition hypotheses but to test on 
the first recognition hypothesis of each utterance. Figure 6.4 shows the goal 
identification accuracies in this experiment. 
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Figure 6.4: Goal identification performance when we train on L-best recog-
nition hypotheses and test on first best recognition hypothesis. 
6.2.3 Test on Multiple Recognition Hypotheses 
This experiment is to train on first best recognition hypothesis of each utter-
ance but test on multiple recognition hypotheses. Figure 6.5 shows the goal 
identification performance in this experiment. 
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Figure 6.5: Goal identification performance when we train on first best recog-
nition hypothesis and test on M-best recognition hypotheses. 
6.2.4 Train and Test on Multiple Recognition 
Hypotheses 
Figure 6.6 shows the goal identification performance when we train on L-
best recognition hypotheses and test on M-best recognition hypotheses in 
the closed test. In the closed test we test on M-best recognition hypotheses 
in the training set and get a set of goal identification performances. W e 
find in this experiment that training on 2-best recognition hypotheses and 
testing on 5-best recognition hypotheses give the best performance in the goal 
identification task. Hence, we perform an open test on 5-best recognition 
hypotheses when train on 2-best recognition hypotheses. As a result, we get 
a goal identification accuracy at 75.9%. In this test, 346 out of 456 goals are 
accurately identified. 
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Figure 6.6: Closed test — goal identification performance when we train on 
L-best and test on M-best recognition hypotheses of training utterances. 
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6.3 Significance Testing 
To investigate whether the use of extended N L U framework improves the 
performance of N L U significantly, we perform a significance testing. In the 
ATIS-3 1993 test set, there are 448 queries, in which 8 multiple goal ut-
terances exist. Each of these multiple goal utterance has 2 goals. Hence we 
count these multiple goals utterances twice—once for each goal. 325 goals were 
identified accurately when we test on baseline—the use of first best recogni-
tion hypothesis, which bears the highest recognition confidence score, of each 
utterance. Moreover, 346 goals were identified accurately when we make use 
of multiple recognition hypotheses. W e conducted a significance test on the 
performance difference as follows: 
The null hypothesis (HQ) and alternate hypothesis {HI) are : 
Ho： c^  二 p i — p 2 = 0 
Hi： d = Pi - P2 <0 
where 
a is 0.1 (significance level), hence Zq.i is 1.285. 
Pi is the proportion of accurately identified queries in baseline. 
P2 is the proportion of accurately identified queries when we apply the ex-
tended N L U framework and make use of multiple recognition hypotheses. 
The test statistic is 
Zo 二 I … (6.10) 
where 
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325 
仍 二 ^ ^ 
346 
Vo = ^ -
456 
P = = 0.7357 
“ 456 + 456 
W e reject Hq if Zq < -Zo.i. 
As Zo=-1.577 < -Zo.i, we conclude that the use of multiple recognition 
hypotheses in our extended N L U framework can perform better than the use 
of first recognition hypothesis only. Moreover, the performance difference is 
statistically significant. 
6.4 Result Analysis 
W e find that our extended N L U framework benefits the goal identification 
performance on the ATIS domain. Appropriate accumulation of information 
in the TV-best list can improve goal identification of recognition hypotheses 
when we apply the knowledge trained from the closed test. W e will inves-
tigate the effect of using multiple recognition hypotheses in the training set 
and the testing set, respectively. 
W h e n we train on multiple recognition hypotheses and test on the first 
best recognition hypothesis, we get the best performance when we train on 2-
best list of each utterance. W h e n we train on first best recognition hypothesis 
and test on multiple recognition hypotheses, we get the best performance 
when we test on 5-best list of each utterance. As we can see from Figure 6.6, 
this extended N L U framework performs best when we train on 2-best when 
we test on any multiple recognition hypotheses. 
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W h e n we train on multiple recognition hypotheses and apply a closed test, 
we find the best L which can accumulate appropriate information in the L-
best list in the training set in order to capture plausible relationships between 
semantic concepts and corresponding informational goals. The B N s trained 
from 2-best list are found to be optimal in the closed test. As we can see from 
Figure 6。7 and Figure 6.8，when we train on 2-best recognition hypotheses 
and 3~best recognition hypotheses respectively, we get two different B N s for 
the same goal "airport• airport Jiame”。 
, -�\ �^^� 
{ VIA A 
Figure 6.7: The B N with the goal airport.airport_name when we train on 
2-best recognition hypotheses.. 
As a result, after we apply the different set of B N s trained from 2-best and 
3-best list of each utterance respectively, the goal identification accuracies 
differ. Moreover, the B N s that trained from 2-best list of each utterance 
perform better in goal identification. 
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( C O D E — N A M E 、 \ DAY ) 
Figure 6.8: The B N with the goal airport.airport_name when we train on 
3-best recognition hypotheses. 
As we can see from the example in Table 6.9, when we train on 3-best 
recognition hypotheses, the goal "airline.airline_name" and the goal "air-
port, airport _name" are inferred incorrectly for the test utterance. W h e n we 
apply the B N s trained from 3-best list, the concept “CODE—N A M E” are in-
dicative of these two goals. As a result, when the concept " C O D E _ N A M E " is 
present, the goal "airline.airline_name" and the goal "airport.airport_name" 
are possibly present. However, when we apply the B N s trained from 2-best 
list, the concept " C O D E _ N A M E " is not found to be related to the goal "air-
line. airline_name" and the goal "airport.airport_name". Therefore, training 
on 2-best list performs better in goal identification due to capturing more 
appropriate relationship between corresponding goals and concepts. 
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Example 1: Effect of Using Multiple Recognition Hypotheses 
in Training Data Only 
Test Utterance: 
"what does y mean" 
Test First Hypothesis: 
"what does y mean" 
Reference Goals: fare一basis.fare—basis一code 
dass-oLservice.class—description 
Train on 2-best 
Test First Recognition Hypothesis: 
"what does y mean" 
Tagged Hypothesis: 
W H A T C H U N K CODE一NAME M E A N 
Inferred Goals: fare_basis.fare_basis_code (correct) 
class_ofjservice.class_description(correct) 
Train on 3-best 
Test First Recognition Hypothesis: 
"what does y mean" 
Tagged Hypothesis; 
W H A T C H U N K CODE—NAME M E A N 
Inferred Goals: fare—basis.fare—basis一code (correct) 
class_of_service.class一description (correct) 
airline. airline_name (wrong) 
airport.airport_name (wrong) 
Table 6.9: Examples illustrating how the B N s trained with 2-best and 3-best 
list of each utterance affect the goal identification accuracy differently. 
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W h e n we test on multiple recognition hypotheses, we infer the goal of 
each speech recognition hypothesis. Then we combine the confidence level 
of a goal for each hypothesis with the averaged recognition score. Testing 
on M-best m a y help identify informational goal(s) for the utterance when 
the recognition scores for recognition hypotheses are similar. W e can see an 
example in Table 6.10. 
Example 2: Effect of Using Multiple Recognition Hypotheses 
in Testing Data Only 
Test Utterance: what is m c o 
Reference Goal: airport.airport_name (Ci) 
Hypothesis Confidence Level 
(Recognition Confidence Score) of Goal airport.airport_name 
:what is c o. (106) 
W H A T C H U N K A I R L I N E _ N A M E 0.9971 
2 — :what're is c o. (106) 
W H A T C H U N K A I R L I N E — N A M E 0.9971 
:what's is c o. (103) 
W H A T C H U N K A I R L I N E _ N A M E 0.9971 
4亡":what is m c o. (103) 
W H A T C H U N K A I R P O R T _ N A M E 0.9999 
5亡":where is m c o. (103) 
W H E R E C H U N K A I R P O R T _ N A M E 0.9986 
continued on next page ... 
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continued from previous page ... 
Threshold for Goal airport.airport_name: 0.9983 
Combined Confidence Level When Testing on l-best 
= 1 ) 二 二 l|i7ii)*P(7^ii)=0.9971 
Inferred Goal of l-best Hypothesis : airline.airline_name (wrong) 
Combined Confidence Level When Testing on 2-best 
Pi{G, = 1 ) 二 二 1 | 丑 n ) * P ( 丑 = 1|丑i2)*P(丑I2)=0.9971 
Inferred Goal of 2-best Hypotheses : airline.airline_name (wrong) 
Combined Confidence Level When Testing on 3-best 
二 l)=F(Gi = 1 | 丑 = 1|丑i3)*P(丑I3)=0.9971 
Inferred Goal of 3-best Hypotheses : airline.airline_name (wrong) 
Combined Confidence Level When Testing on 4-best 
= l)=P(Gi 二 l|i/ii)*P(/fii)+...+Pi4(^i 二 1|丑i4)*P(丑i4)=0.9978 
Inferred Goal of 4-best Hypotheses : airline.airline_name (wrong) 
Combined Gonfidence Level When Testing on 5-best 
二 l)=F(Gi 二 l|Fn)*P(i7n)+...+P(Gi 二 1|丑i5)*P(丑i5)=0.9983 
Inferred Goal of 5-best Hypotheses : airport.airport_name (correct) 
Table 6.10: Example illustrating that goal of utterance can be accurately 
identified when we test on multiple recognition hypotheses. 
96 
CHAPTER 6. THE USE OF MULTIPLE SPEECH RECOGNITION 
HYPOTHESES FOR NLU ；  
As we can see from Table 6.10, with the use of multiple recognition hy-
potheses, some informational goals can be identified accurately due to the 
detection of some key words in multiple recognition hypotheses. The exper-
imental results indicates that testing on 5-best list is found to identify goals 
more accurately under this extended N L U framework in ATIS domain. 
6.5 Chapter Summary 
In this chapter, we make use of appropriately accumulative information in 
multiple recognition hypotheses of utterances. First, we investigate the cor-
rectness of TV-best list. The correctness will not decrease because we count 
the accurately recognized words accumulatively. However, the correctness 
tends to converge when no more additional information can be obtained in 
multiple recognition hypotheses. Second, we describe the extended N L U 
framework which accept inputs as multiple recognition hypotheses. After we 
find the optimal goal identification performance in the closed test when we 
train on 2-best recognition hypotheses and test on 5-best recognition recogni-
tion hypotheses, we apply the B N s trained on 2-best list to test on 5-best list 
in the open test. W e achieve an improvement that is statistically significant 
with the use of this extended N L U framework. W e conclude that the ex-
tended N L U framework can utilize the multiple recognition hypotheses and 




Conclusions and Future Work 
This chapter summarizes this thesis and discusses the main contributions. 
Some future research directions for this work are also presented. 
7.1 Conclusions 
In this thesis, we have reviewed a previous natural language understand-
ing (NLU) framework. This framework has obtained promising results when 
we applied the framework to the ATIS domain in English [14]. The Be-
lief Networks (BNs) are utilized in this N L U framework in order to capture 
the causal relationships between the key semantic concepts and the domain-
specific goal in a restricted domain. Then the BNs are applied to infer 
the underlying intention of an utterance from a user. This original N L U 
framework has been used to hand-generated transcripts of utterances only. 
However, hand-generated transcripts may not be available because it is hard 
and time-consuming to transcribe large amount of speech into text manually. 
Furthermore, speech recognition (SR) technologies are not perfect yet and 
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errors in the speech recognition component m a y lead spoken language sys-
tems into misunderstanding a user. Hence, we applied this N L U framework 
to goal identification task of recognition hypotheses of utterances. 
W e investigate how the recognition errors affect N L U performance. In 
training set the recognition errors cause the B N s to capture implausible rela-
tionships between semantic concepts and informational goals since this rela-
tionships m a y not apply to the testing data. In addition, the errors in testing 
data m a y cause the failure of goal identification directly. 
W e observe that more correctly recognized words exist in multiple recog-
nition hypotheses, we evaluate the correctness of TV-best recognition hypothe-
ses. The correctness will not decrease because we count the correctly recog-
nized words accumulatively. However, the lower the rank of hypothesis is, the 
fewer additional words can be recognized correctly. Therefore the correct-
ness tends to converge when no more additional information can be obtained. 
W e extend the original N L U framework to accept the TV-best list as well as 
their recognition confidence scores on the utterance level. Appropriate ac-
cumulation of information in the TV-best list can improve goal identification 
of recognition hypotheses when we apply the knowledge trained. Significant 
improvements are achieved when we adopt this extended N L U framework to 
process the spoken utterance from the users. 
7.2 Contribution 
This work has a number of contributions listed as follows: 
1. Our original N L U framework was applied to recognition hypotheses 
instead of transcripts. W e analyze the effects of recognition errors on 
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our original N L U framework. W e experiment on ranking recognition 
hypotheses and multiple recognition hypotheses to investigate the effect 
of recognition errors on N L U . The recognition errors in training set 
cause the B N s to capture inaccurate relationships between semantic 
concepts. Moreover, the recognition errors in testing set affect N L U by 
identifying key words incorrectly. 
2. W e extend the original N L U framework to consider A^-best recognition 
hypotheses. Both multiple recognition hypotheses and their recogni-
tion confidence scores are used in the extended N L U framework. With 
appropriate number of multiple recognition hypotheses used for each 
utterance, we can achieve significant improvements in goal identifica-
tion performance with respect to the baseline. 
7.3 Future Work 
Possible extensions to this work include: 
1. Our extended N L U framework accepts TV-best recognition hypotheses 
from speech recognition component directly. One of the possible ex-
tension is to reorder the TV-best list and re-score the confidence score 
before we put them into our extended N L U framework 
2. As many recognizers can generate the TV-best list as well as word lat-
tices, the existing N L U framework can be further extended to accept 
word lattices. 
3. The extended N L U framework has successfully handle the N-best list 
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in the ATIS domain. Therefore, another possible extension is to inves-
tigate the applicability of this framework to other domains. 
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Speech Recognition Hypotheses 
Distribution 
As we have stated, the OpenSpeech Recognizer (OSR) determines the N 
sentences that best match what the recognizer hears (TV-best list) or outputs 
as many as it can. Hence, some of the utterances may have different number 
of hypotheses. 
There are 1637 utterances in our training set and 448 utterances in our 
testing set. W e retain 10 recognition hypotheses (10-best list) for each ut-
terance. As some of the utterances may not have 10 recognition hypotheses, 
we get the distribution as follows: 
For training utterances: 
#Utterances that have 1 hypothesis :1637 
^Utterances that have 2 hypotheses :1637 
^Utterances that have 3 hypotheses :1635 
^Utterances that have 4 hypotheses :1634 
^Utterances that have 5 hypotheses :1627 
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^Utterances that have 6 hypotheses :1623 
^Utterances that have 7 hypotheses :1616 
^Utterances that have 8 hypotheses :1609 
^Utterances that have 9 hypotheses :1605 
^Utterances that have 10 hypotheses :1601 
For testing utterances: 
^Utterances that have 1 hypothesis :448 
^Utterances that have 2 hypotheses :448 
^Utterances that have 3 hypotheses :448 
^Utterances that have 4 hypotheses :448 
^Utterances that have 5 hypotheses :447 
^Utterances that have 6 hypotheses :446 
^Utterances that have 7 hypotheses :446 
^Utterances that have 8 hypotheses :446 
^Utterances that have 9 hypotheses :446 
^Utterances that have 10 hypotheses :445 
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Appendix B 
Recognition Errors in Three 
Kinds of Queries 
In this chapter, we investigate the effect of recognition errors on N L U in single 
goal and O O D queries as well as multiple goal queries, respectively. W e take 
the first recognition hypothesis as example, without loss of universality. 
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Experiment 1 2 3 4 
Total # Errors 75 129 102 131 
• Reference goals 456 456 456 456 
Goal identification 83.6 71.7 77.6 71.3 
accuracies(%) (381/456) (327/456) (354/456) (325/456) 
Experiment 1: Train and test on transcript. 
Experiment 2: Train on first recognition hypotheses and test on transcript. 
Experiment 3: Train on transcript and test on first recognition hypotheses. 
Experiment 4: Train and test on first recognition hypotheses. 
Table B.l: Experimental results comparing the performances of four experi-
ments. 
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The goal identification errors of single goal queries, out-of-domain goal 
queries and multiple goal queries are shown respectively in Table B.2, Table 
B.3 and Table B.4. 
Experiment 1 2 3 4 
# Insertions 37 42 19 42 
# Substitutions 4 35 40 37 
# Deletions 13 8 7 8 
Total # Errors 54 85 66 87 
Table B.2: Experimental results comparing single goal query goal identifica-
tion errors of four experiments. 
Experiment 1 2 3 4 
# Substitutions 18 32 33 32 
Table B.3: Experimental results comparing out-of-domain ( O O D ) query goal 
identification errors of four experiments. 
Experiment 1 2 3 4 
# Insertions 0 9 0 9 
# Substitutions 0 0 0 0 
# Deletions 3 3 3 3 
Total # Errors 3 12 3 12 
Table B.4: Experimental results comparing multiple goal query goal identi-
fication errors of four experiments. 
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As we can see from Table B.2, in single goal queries, the number of inser-
tion errors decreases and the number of substitution errors increases when 
we use transcript of each training utterance to train, and test respectively 
on transcript and the first recognition hypothesis of each testing utterance. 
These changes are caused by recognition errors in recognition hypotheses of 
the utterance. 
W h e n we use transcript to train and test, there is an insertion error when 
we perform goal inferencing. But when we use transcript to train and use 
the first hypothesis to test, the recognition error of the test data causes an 
substitution error and no insertion error here, as shown in Table 5.2. 
Recognition error also causes the number of deletion errors to decrease in 
single goal queries. W e can see from example in Table B.5. The recognition 
error here happened to help identify the correct goal. But the total error of 
single goal queries still increases, when we use first recognition hypothesis to 
test instead of transcripts. As shown in Table B.3, the number of substitution 
errors in O O D queries increases when we use transcript to train and use 
first hypothesis to test. This is because that some utterances are wrongly 
recognized in the first hypothesis. W e can see an example in Table B.6. 
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Test Utterance: 
"show m e round trips between montreal and orlando" 
Reference Goals:flight.flight_id 
Train on Transcript of Each Testing Utterance 
Test Transcript: 
"show m e round trips between montreal and orlando" 
Tagged Transcript: 
D U M M Y R O U N D - T R I P PREP C I T Y _ N A M E CONNECTIVE C I T Y _ N A M E _ 1 
Inferred GoalsiOOD 
Train on First Hypothesis of Each Testing Utterance 
Test First Recognition Hypothesis 
"show m e an round trips departing montreal into orlando utah" 
Tagged Hypothesis 
D U M M Y D U M M Y R〇 U N D _ T R I P FROM C I T Y _ N A M E TO C I T Y _ N A M E _ 1 S T A T E — N A M E 
Inferred Goals:flight.flight�d 
Table B.5: A n example illustrating how the recognition error of an testing 
utterance can affect the goal identification accuracy in single goal query, when 
we train on transcript of each training utterance. 
I l l 
Test Utterance: 
"how many people will a seven fifty seven hold" 
Reference GoalsiOOD 
Train on Transcript of Each Testing Utterance 
Test Transcript: 
"how many people will a seven fifty seven hold" 
Inferred GoalsiOOD 
Train on First Hypothesis of Each Testing Utterance 
Test First Recognition Hypothesis: 
"monday depart Washington into Seattle" 
Inferred Goalsiflight.flightJd 
Table B.6: Examples illustrating how the recognition error of an utterance 
can affect the goal identification accuracy of O O D query , when we train on 
transcript of each training utterance. 
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In addition, from Table B.4, we can see that the number of deletions 
in multiple goal queries does not change. As the key concepts that most 
indicative of the missing goal are absent from both the transcripts and the 
first recognition hypothesis. For example, in Table B.7， 
Utterance: 
“ i need a t i c k e t f r o m n a s h v i l l e t o Seat t l e " 
Reference Goals: flight.flight_id 
fare.fare」d 
Using Transcript of Each Utterance 
Transcript: 
“ i need a ticket from nashville to Seattle" 
Tagged Transcript: 
D U M M Y D U M M Y C H U N K F R O M C I T Y - N A M E T O C I T Y - N A M E - 1 
Inferred Goals: flight.flightJd  
Using First Hypothesis of Each Utterance 
First Recognition Hypothesis: 
"i need to from nashville to Seattle" 
Tagged Hypothesis: DUMMY FROM CITY—NAME TO CITY_NAME_1 
Inferred Goals: flight.flightJd  
Table B.7: A n example illustrating why the number of deletion errors in 
multiple goal queries are the same. 
Both the transcripts and the first recognition hypothesis miss most indicative 
concepts to the corresponding goal fare.fare」d, so there are the same number 
of deletion errors in multiple goal queries. 
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Appendix C 
The Effects of Recognition 
Errors in N-Best list on NLU 
W e show the goal identification performance when we train on L-best recog-
nition hypotheses and test on transcript in Figure C.l. L is an integer that 
is smaller than N, i.e. the number of recognition hypotheses in the TV-best 
list. W e plot the goal identification performance when we train on transcript 
and test on M-best recognition hypotheses as well in Figure C.2. M is also 
an integer that is smaller than N, i.e. the number of recognition hypotheses 
in the TV-best list. 
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Figure C.l: Goal identification performance when we train on L-best recog-
nition hypotheses and test on transcript. 
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Figure C.2: Goal identification performance when we train on transcript and 
test on M-best recognition hypotheses. 
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As we can see from the experimental results, even the best goal identifi-
cation performance of utilizing multiple recognition hypotheses is worse than 
that of utilizing transcript (with a goal identification accuracy at 83.6%). 
The performance degrades because of recognition errors. The recognition 
errors in both the training set and the testing set can affect the goal iden-
tification performance. The recognition errors in training set cause the B N s 
to capture implausible relationships between semantic concepts and infor-
mational goals. In addition, the errors in the testing data may cause the 
failure of goal identification directly by recognize the key words inaccurately, 
which m a y be most indicative of corresponding goals of user's query. Detail 
analysis can be found in Chapter 5. 
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Appendix D 
Training on Multiple 
Recognition Hypotheses 
W e have designed a set of experiments to train on multiple recognition hy-
potheses in Chapter 6. W e make use of TV-best^ recognition hypotheses of 
each utterance. Different utterances may have different number of recogni-
tion hypotheses because the OpenSpeech Recognizer (OSR) makes use of the 
grammar to determine the N sentences that best match what the recognizer 
hears or no more sentences are found that could possibly match what was 
heard [24]. W h e n an utterance has fewer than N recognition hypotheses, 
we make use of all the recognition hypotheses this utterance has. For in-
stance, when we train on 3-best recognition hypotheses, for some utterances 
that have only one hypothesis, we will use the only one hypothesis for each 
of these utterances. For some utterances that have only two recognition hy-
potheses, we will use two recognition hypotheses for each of these utterances. 
W e will illustrate how to train on 3-best recognition hypotheses step by step 
1 TV is an integer. 
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given the training set shown in Table D.l. 
Training Query 1: "show me all the flights from denver into las vegas'' 
Reference Goal: flight .flight _id 
Rank ID Recognition Hypotheses Confidence Score 
1 1 “show me all flights from denver into las vegas” 6 5 6 
2— 1 2 “show me all flights from denver to las vegas'' 2 2 1 
Training Cluery 2: “from Philadelphia to toronto ” 
Reference Goal: flight.flight」d 
Rank ID Recognition Hypotheses Confidence Score 
2 1 "philadelphia to toronto，， 1 2 
2— 2 2 “takeoff Philadelphia to toronto” 12 
3rd 23 “takes off philadelphia to toronto，， 1 2 
4 尤 " 2 4 “take off philadelphia to toronto” 12 
Training Query 3: •'cheapest fare from indianapolis to Seattle" 
Reference Goal: fareiaredd 
Rank ID Recognition Hypotheses Confidence Score 
1 对 3 1 “tuesday from indianapolis to Seattle” 6 2 7 
2— 3 2 “cheapest fares from indianapolis to Seattle” 2 4 2 
yd 3 3 “cheapest fare from indianapolis to Seattle” 9 8 
4认 3 4 “cheapest airfare from indianapolis to Seattle” 6 0 
Table D.l: Training set. 
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Step 1: Semantic Tagging 
Words in multiple recognition hypotheses of training utterances are tagged 
into a set of semantic concepts using hand-designed grammar rules. In the 
training set shown in D.l, the word "flight" is tagged as concept "FLIGHT", 
"from" is tagged as " F R O M " , " d e n v e r "^ is tagged as “CITY—NAME”，"tues-
day" is tagged as " D A Y _ N A M E " , "cheapest" is tagged as " S U P E R L A T I V E " , 
and "fares" is tagged as "FARE". There are 60 semantic concepts, and they 
are listed in Appendix F. Table D.2 shows the tagged queries and their 
recognition hypotheses in Table D.l when we only train on 3-best recogni-
tion hypotheses. 
2 N o words in our examples begin with a capital letter, because we follow 
the format of the output from the O S R . 
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Tagged Training Query 1: 
D U M M Y C H U N K D U M M Y FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
Reference Goal: flight.flight_id 
ID Tagged Recognition Hypotheses 
11 D U M M Y C H U N K FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
12 D U M M Y C H U N K FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
Tagged Training Query 2: 
F R O M C I T Y _ N A M E T O CITY_NAME_1 
Reference Goal: flight.flight_id 
ID Tagged Recognition Hypotheses 
21 C I T Y _ N A M E T O CITY_NAME_1 
22 F R O M C I T Y _ N A M E T O CITY_NAME_1 
23 F R O M C I T Y _ N A M E T O CITY_NAME_1 
Tagged Training Query 3: 
S U P E R L A T I V E F A R E F R O M C I T Y _ N A M E T O CITY_NAME_1 
Reference Goal: fare.fare-id 
ID Tagged Recognition Hypotheses 
31 D A Y — N A M E F R O M C I T Y _ N A M E T O CITY_NAME_1 
32 S U P E R L A T I V E F A R E F R O M C I T Y _ N A M E T O CITY_NAME_1 
33 S U P E R L A T I V E F A R E F R O M C I T Y _ N A M E T O CITY_NAME_1 
Table D.2: Semantic tagging of training set when we train on 3-best recog-
nition hypotheses. 
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To make the description of the algorithm clear, we define some abbrevia-
tions for goals and concepts in Table D.3 and use them in our computation 
instead of their full names. 
Goal ID Goal 
Gi flight.flighUd 
G2 fare.fare」d 









Table D.3: Abbreviations for goals and concepts. 
Step 2: Recognition Confidence Score Normalization 
W e propose a method to incorporate the speech recognition confidence scores 
into natural language understanding. There are unequal number of recogni-
tion hypotheses for some utterances, so we first normalize the speech recog-
nition scores on the utterance level^ . W h e n we train on L-best recognition 
3 The recognition confidence score varies from 0 to 999. However, the 
algorithm for computing the score is not published because of commercial 
concerns, as stated by Speech Works Technical Support organization. 
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hypotheses, we choose the ranking to the ranking recognition hy-
potheses of each utterance. If an utterance has fewer than N recognition 
hypotheses, we will only make use all the recognition hypotheses it has. W e 
treat the result after normalization of the recognition confidence scores as 
the probability of the corresponding recognition hypothesis. In Table D.4, 
we will see how to do the normalization of recognition confidence scores when 
we train on 3-best recognition hypotheses. 
Training Hypotheses Recognition 'P(Hij) 
Query ID Score 
1 H n 656 656/(656+221)=0.75 
H u 221 221/(656+221)=0.25 
2 丑21 12 12/(12+12+12)=0.33 
H22 12 12/(12+12+12)=0.33 
H23 12 12/(12+12+12)=0.33 
3 Hsi 835 835/(835+127+77)-0.80 
丑32 127 127/(835+127+77)=0.12 
H33 77 77/(835+127+77)=0.07 
Hif. the j仇 recognition hypothesis of the i认 utterance. 
the probability of the 产 recognition hypothesis of the i认 utterance. 
To make illustration simple, we show 2 digits only after decimal in the table. 
Table D.4: Normalization of recognition confidence scores of recognition hy-
potheses of training set when we train on 3-best recognition hypotheses. 
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Step 3: Concept Selection 
As we train on 3-best list of each utterance, the first, the second and the 
third recognition hypotheses are chosen as training data. If an utterance has 
fewer than 3 recognition hypotheses, we only make use of what it has. For a 
given goal Gn, we will use Information Gain {IG) [4], which is also known as 
expected mutual information, to find the semantic concepts that are indica-
tive of Gn- Hence, each goal m a y have a different set of selected concepts. 
Equation 6.4 shows how to compute the IG value for the corresponding goal 
and concept. In Equation 6.4, P{Gn) is obtained by tallying the counts from 
the training data as Equation 6.5 shows. P{CM 二 c,GN 二 g) can also be 
obtained according to Equation 6.6. The dependency of each concept on 
the corresponding goal, i.e. P{Cm\Gn), will take the confidence scores into 
consideration as Equation 6.7 shows. 
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Training Hypotheses Concept Sequence Goal V{Hij) 
Query ID Ci C2 C3 C4 C5 Ce C7 Cg 
1 Hii 1 1 1 1 1 0 0 0 Gi 0.75 
H u 1 1 1 1 1 0 0 0 Gi 0.25 
2 H21 0 0 1 1 1 0 0 0 Gi 0.33 
H22 0 1 1 1 1 0 0 0 Gi 0.33 
H23 0 1 1 1 1 0 0 0 Gi 0.33 
3 丑31 0 1 1 1 1 0 0 1 G2 0.8 
Hs2 0 1 1 1 1 1 1 0 G2 0.12 
H33 0 1 1 1 1 1 1 0 G2 0.07 
Hij： the 产 recognition hypothesis of the utterance 
P(F”)： the probability of the 产 recognition hypothesis of the utterance 
1 if concept Cm is present 
Cm 二 S 
I 0 otherwise 
Table D.5: Training set with abbreviations of goals, concepts and normalized 
recognition confidence scores. 
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W e will illustrate how to calculate these probabilities in the following. 
Table D.5 shows the training data with abbreviations for goals, concepts and 
normalized recognition confidence scores according to Table D.3 and Table 
D.4. 
As we can see, there are 3 queries (utterances) in the training set, of 
which 2 utterances are labelled with Gi. Then we can get 
P { G i = 1 ) = 魯 = 0 . 6 7 
O 
Hence we get 
P{Gi = 0) = 1 - P{Gi = = \ = 0.33 
O 
Similarly, we can get 
P(G2 - 1) = i = 0.33, P{G2 = 0) = 1 - P{G2 = l) = l = 0.67 
3 o 
As training set in Table D.5 shows, Ci is present in both of the recognition 
hypotheses of utterance 1，which is labelled with Gi. Furthermore, there are 
2 utterances that are labelled with Gi. According to Equation 6.7, we can 
get 
尸(Ci = l | 仏 = 二 0.50 
Hence, we can get 
P(Ci = 0\Gi = 1) = 1 - P{Ci = l\Gi = 1) = 0.50 
Similarly, C2 is present in the recognition hypotheses of utterance 1 and 
utterance 2, which are labelled with Gi. Then we can get 
… … 1 、 0-75 + 0.25 + 0.33 + 0.33 _ 
P{C2 二 = 1) = = 0.83 
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Hence, we will get 
P(C2 = 0\Gi = 1) = 1 - P{C2 = l\Gi 二 1) 二 0.17 
Conditional probabilities of all concepts are shown in Table D.6. 
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P〒1) P{C2\G,) P{CS\G,) 
G i = l Gi 二 G i = l G i = F Gi^l G i = T 
C i = l 0 . 5 0 0 ^ C2=l 0.83 1 C3=l 1 1 
C i = 0 ^ 1 C 2 - O 0 . 1 7 0 � 3 = 0 0 0 
P{C,\G^) “ P{C,\G,) P{Ce\G,) 
G i = l G i = T G i = 1 G i = y G i 二 1 G i = q " 
C4=l 1 i ^ C5=l 1 1 C6=l 0 0.20 
C4 二0 0 0 C5=0 0 ^ 0 C6=0 1 0.80 
P{Cr\G,) P{Cs\G,) m i 间 
G 2 = 1 I G 2 = � G i 二 1 G i 二 5 " G 2 = 1 G 2 = � 
C7=l 0 0.20 C8=l 0 0.80 Ci=l 0 0.50 
C 7 = 0 1 0 . 8 0 C 8 = 0 1 0 . 2 0 C i = 0 1 0 . 5 0 
P{C2\G2) P{CS\G2) P ( 〒 2 ) 
G 2 = 1 I G 2 二 G 2 = 1 G 2 = � G 2 二 1 G 2 = Q ^ 
C2=l r~""0.83 Cs=l 1 1 C4=l 1 1 
C2-O 0 0.17 C3=0 0 0 C4=0 0 0 
P{C,\G2) . ⑶ P(〒2) 
G2=1 G2="^ G2=1 G2 二 " G 2 = 1 G2=0 
C5=l i i ^ C6=l 0.20 0 C7=l 0.20 0 
C5=0 0 0 C 6 = 0 0.80 1 II C7=0 0.80 1 
P ( 〒 2 ) 
G2=1 I G2=0 
•8=1 0.8 0 
Cg^O 0.2 1 
Table D.6: The conditional probabilities for the B N in Table D.l. 
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After we compute the IG according to Equation 6.4, we choose semantic 
concepts for Gi (flight.flight」d) and G2 (fare.famid) as shown in Table D.7. 
Number of concepts for corresponding goal will be selected to optimize the 
goal identification performance. In ATIS domain, 20 concepts for each goal 
will be selected. 
Goal Concept Selected IG 
flight.flighUd D A Y — N A M E 0.60 
F L I G H T 0.25 
S U P E R L A T I V E 0.11 
F A R E 0.11 
F R O M 0.06 
fare.fare」d D A Y _ N A M E 0.60 
F L I G H T 0.25 
S U P E R L A T I V E 0.11 
F A R E 0.11 
F R O M 0.06 
Table D.7: The semantic concepts with IG that are indicative of correspond-
ing goal. 
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Step 3: Bayesian Inferencing 
W e develop one B N for each informational goal. Given trained BNs, we can 
identify the concepts in the user query by semantic tagging, and employ the 
B N s to infer the user's informational goal(s). Each B N can apply Bayes' 
Theorem as shown in Equation 4.2 to infer the likelihood of the correspond-
— > 
ing informational goal given the observed concepts Cij of one recognition 
hypotheses H^j of the user's query. Then we can get the goal of the utterance 
by applying the Equation 6.9. This equation combines the recognition con-
fidence scores of recognition hypotheses with their confidence levels for each 
goal. Details about how to do this combination are shown in Appendix E. 
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step 4: Thresholding 
After we get the confidence level of B N s of each goal for all the training 
utterances, we optimize the F-measure as shown in Equation 4.3 [25] to get 
one threshold for each B N . 
After we infer the informational goal of each recognition hypothesis, and 
combine and recognition confidence score according to Equation 6.9, we get 
the confidence level of an utterance for each goal. Take the goal fliglit:flig]it」d 
as an example. Utterance 1 gets a confidence level at 0.85, utterance 2 gets a 
confidence level at 0.81 and utterance 3 get a confidence level at 0.02 for the 
goal fliglit.fliglit」d. W e take these confidence levels as thresholds to compute 
the F-measure according to Equation 4.3. The result are shown in Table D.8. 
W e plot the F-measure in Figure D.I. 
Goal Threshold R P F .measure 
flight.flighUd 0.02 1 0.67 0.8 
0.81 1 1 1 
0.85 0.5 0.33 0.3 
Rrrecall. P:precision. 
Table D.8: Find the threshold that can maximize Fjneasure. 
As we can see from Figure D.l, for goal Gi, flight.flight_id, threshold 0.81 
will be chosen to maximize the F.measure. Similarly we can get the threshold 
for G), fare.fare_id, at 0.9. 
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Testing on Multiple 
Recognition Hypotheses 
Given trained B N s and optimized thresholds, we can test on multiple recog-
nition hypotheses. W e will illustrate how to test on 3-best recognition hy-
potheses given the testing set shown in Table E.I. 
Step 1: Semantic Tagging 
The Step 1 is similar to that in Appendix D. W e tagged the queries into 
semantic tags according to our hand-designed grammar rules. Table E.2 
shows the tagged recognition hypotheses of testing queries in Table E.l when 
we only make use of top 3 recognition hypotheses. 
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Testing Query 1: "show me all the flights from denver into las vegas" 
Reference Goal: flight flight J d 
Rank ID Recognition Hypotheses Confidence Score 
11 “show all flights from detroit into Westchester county” 927 
12 "show all flights from detroit to westchester county" 77 
3rd 13 “show all the flights from detroit into westchester county” 77 
Testing Query 2: "from philadelphia to toronto，， 
Reference Goal: flight.flight j d 
Rank ID Recognition Hypotheses Confidence Score 
1 对 21 "haltimore to Oakland，, 965 
22 “takeoff baltimore to Oakland,, 94 
Table E.l: Testing set. 
Step 2: Recognition Confidence Score Normalization 
Similar to the confidence score normalization in Appendix D , w e normalize 
recognition confidence scores of top 3 recognition hypotheses of test utter-
ances. 
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Tagged Testing Query 1: 
D U M M Y C H U N K D U M M Y FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
Reference Goal: flight.flight j d 
ID Tagged Recognition Hypotheses 
11 D U M M Y C H U N K FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
12 D U M M Y C H U N K FLIGHT F R O M CITYJNFAME T O CITY_NAME_1 
13 D U M M Y C H U N K D U M M Y FLIGHT F R O M C I T Y _ N A M E T O CITY_NAME_1 
Tagged Testing Query 2: 
F R O M C I T Y _ N A M E T O CITY_NAME_1 
Reference Goal: flight.flight_id 
ID Tagged Recognition Hypotheses 
21 C I T Y _ N A M E T O CITY_NAME_1 
22 F R O M C I T Y _ N A M E T O CITY_NAME_1 
Table E.2: Semantic tagging of testing set when we test on top 3 hypothese. 
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Testing Query Hypotheses Confidence Score P(丑ij) 
1 H n 927 927/(927+77+77) 二 0.86 
Hu 77 77/(927+77+77)=0.07 
His 77 77/(927+77+77)=0.07 
2 H21 965 965/(965+94)=0.91 
H22 94 94/(94+965)=0.09 
Hij： the jth recognition hypothesis of the i仇 utterance 
V^Hij): the probability of the 产 recognition hypothesis of the i仇 utterance 
Table E.3: Normalization of recognition confidence scores of recognition hy-
potheses of testing set. 
Step 3: Bayesian Inferencing 
Given the trained BNs, we can infer the testing query. Each B N outputs 
—> 
a confidence level, i.e. P{Gn = 1|丑ij)’ given the observed concepts C^j of 
recognition hypothesis Hij of the testing query according to Equation 4.2. 
The goal inferencing procedure is the same as that in Appendix D. 
Step 4: Combination with Confidence Scores 
After we infer the probability of a goal Gn of the top N recognition hypothe-
ses of each testing utterance, i.e. P{Gn 二 we can get the probability 
of a goal for the utterance, using Equation 6.9. 
For example, when we want to test on first 3 recognition hypotheses of 
each utterance and find the confidence level of each utterance for goal Gi, 
flight.flight jd。we can see the procedure as shown in Table E.4. 
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Testing Query Hypotheses Confidence Level of Hij P(Hij) 
1 H n P{Gi = l|i7ii) = 0.85 0.86 
H u P(Gi = 1\Hi2) = 0.85 0.07 
丑 13 P(Gi = l|i/i3) = 0.85 0.07 
P{Gi = l )=P(Gi 二 l\HurP{Hn)+P{Gi = ( 丑 = 1|丑i3)*P(丑i3) = 0-85 
2 丑21 P{Gi = 1\H2I) = 0.82 0.91 
丑22 二 1|丑22) = 0.81 0.09 
P{Gi = 1)= P{Gi = 1|丑21) * P(丑21) + P{Gi = 1|丑22) * 户(丑22) = 0.82 
Hij： the 产 recognition hypothesis of the i仇 utterance 
P(G'i = l\Hij): the probability of goal Gi, flight.flight」d, of the recognition 
hypothesis Hij obtain from inferencing using the recognition hypothesis Hij 
probability of recognition hypothesis Hij 
Table E.4: Illustration of computing the probability of a goal Gi, 
flight.flight」d of utterances according to Equation 6.9. 
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Similarly, we can find the confidence level of each utterance for goal G2, 
fare, fare-id. 
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Step 5: Goal Identification 
With the use of a probability threshold, the B N , which is extended to combine 
the recognition confidence score, the outputs for a particular goal m a y be 
quantized into a binary decision. The remaining procedures follow the same 
steps as that stated in Section 4.2.5 in Chapter 4. 
From our training set in Appendix D , we get the threshold for Gi, 
flight.flight」d as 0.81. Compared with threshold, the confidence level of 




Hand-designed Grammar For 
ATIS 
AIRCRAFT： 
aircraft, plane, aircrafts, planes, airplane, airplanes, aeroplane, 
aeroplanes  
AIRCRAFT—CODE: 
d ten, seventy three s, seven fifty seven, m eighty, seven thirty 
three, m eight zero, seventy two s, d nine s, d c tens, d c ten, 
MANUFACTURE + DIGIT, AIRCRAFT + DIGIT 
AIRLINE： 
airline, airlines  
AIRLINE-NAME: 
american, american airline, american airlines, american flights, 
air Canada, alaska airlines, alaska airline, continental, continental air-
line, continental airlines, Canadian airline, anadian airlines, Canadian 
airlines international, delta, delta airline, delta airlines, tower air, 
america west, northwest, northwest airline, nationair, t w, united, 
southwest, southwest air, southwest airlines, midwest express, united 
airline, united airlines, trans world airlines, trans world airline, a a, a 
c, a s, c o, c p, d 1, f f, h p, n w, n X, t w a, u a, u s, u s air, w n, y x, 
k w  
continued on next page ... 
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continued from previous page ... 
AIRPORT: 
airport, airports -
AIRPORT 一 N A M E : 
boston airport, love field, dulles, houston intercontinental, kennedy, 
kennedy airport, John f kennedy, John f kennedy airport, midway, los 
angeles international, los angeles international airport, los angeles 
airport, la guardia, la guardia airport, orlando airport, orlando 
international, general mitchell, general mitchell international, general 
mitchell international aiport, ontario airport, ontario international, 
o'hare, saint Petersburg airport, san francisco international, san 
francisco international airport, san francisco airport, salt lake airport, 
salt lake city airport, toronto international, toronto international 
airport, lester pearson airport, newark airport, b n a, b o s, b u r, d a 
1, d f w, e w r, h o u, i a d,i a h, j f k, 1 a X, m c o, m a, m k e, 0 r d, p 
i e, s f o, s 1 c, c V g, t p a, 1 g a, b w i, d t w , y y z  
BACK： 
returns, return, returning  
CITY： 
cities, city  
CITY 一 NAME: 
Westchester, westchester county, atlanta, baltimore, boston, bur-
bank, charlotte, chicago, Cincinnati, Cleveland, columbus, dallas, 
denver, detroit, fort worth, houston, Indianapolis, kansas city, vegas, 
las vegas, long beach, los angeles, memphis, miami, milwaukee, 
inneapolis, montreal, nashville, new york, new york's, new york city, 
newark, Oakland, ontario, orlando, philadelphia, phoenix, Pittsburgh, 
salt lake, salt lake city, san diego, san francisco, san jose, Seattle, st. 
louis, saint louis, st. paul, saint paul, st. Petersburg, saint Petersburg, 
tacoma, tampa, toronto, Washington, 1 a, philly, Canada  
CLASS： 
classes, class  
CLASS-NAME： 
business, business class, first class, coach, economy  
CODE： 
code, codes  
continued on next page ... 
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continued from previous page ... 
CODE 一 NAME: 
s, s slash, a p, a p slash, h, f, y, y n, q, q oh, b, q o, s a, a p 
fifty eight, b h, a p slash fifty seven 
COMPARSION： 
less than, more than, equal, equal to, same, same as 
CONNECTIONS： 
connection, connections, combination, combinations, connecting, 
connecting flights, direct flights, connecting flight 
CONNECTIVE： 
slash, and, or, either, but, also 
COST： 
DIGIT + MONEY-UNIT  
DAY： 
second, third, fourth, fifth, sixth, seventh, eighth, ninth, tenth, 
eleventh, twelfth, thirteenth, fourteenth, fifteenth, sixteenth, seven-
teenth, eighteenth, nineteenth, twentieth, twenty first, twenty second, 
twenty third, twenty fourth, twenty fifth, twenty sixth, twenty seventh, 
twenty eighth, twenty ninth, thirtieth, thirty first  
DAY-NAME： 
day, days, week, weeks, weekday, weekend, week days, week day, 
weekdays, monday, tuesday, Wednesday, thursday, friday, Saturday, 
Sunday, during the week, today, yesterday, tomorrow, tonight, 
monday's, tuesday's, Wednesday's, thuraday's, friday's, Saturday's, 
sunday's, now, mondays, tuesdays, Wednesdays, thursdays, fridays, 
Saturdays, sundays  
DIGIT： 
oh, zero, one, two, three, four, five, six, seven, eight, nine, ten, 
eleven, twelve, thirteen, fourteen, fifteen, sixteen, seventeen, eighteen, 
nineteen, twenty, thirty, forty, fifty, sixty, seventy, eighty, ninety, 
hundred, thousand, hundreds, thousands, single, double, ones, twos, 
threes, fours, fives, sevens, eights, nines, tens, twentys, thirtys, fortys, 
fiftys，sixtys，seventys, eightys, ninetys  
FARE： 
fare, costs, cost, price, fares, airfare, airfares, prices, air fare, air 
fares, flight fare, flight fares, flight price 
FIRST： 
first  
continued on next page ... 
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FLIGHT: 




flight number, flight numbers 
FLIGHT-NUMBER： 
FLIGHT + DIGIT, AIRLINE_NAME + DIGIT  
FROM： 
from, departing from, depart from, leave from, leaving, start 
from, starting from, flying from, fly from, flies from, takeoff from, 
goes from, go from, take off, takes off, taking off, travel from, departs, 
depart, departure, departing, leave, leaves, leaving from, takeoff, 
takeoffs, come from, coming from, comes from  
HOW： 
how much, how many, how far, how long, how about  
KIND： 
kind, type, types, kinds, sort  
MUNUFACTURER： 
boeing, mcdonell donglas  
MEAL： 
meal, meals  
MEAL_DESCRIPTION： 
dinner, lunch, snack, supper, breakfast, snacks  
MEAN： 
mean, stand for, meaning, stands for  
MODIFIER： 
late, early, earliest, earlier, mid, latest, last, later, next, red 
MONEY-UNIT: 
dollar, dollars  
MONTH： 
January, february, march, april, may, June, July, august, Septem-
ber, Qctober, november, december  
ONE-WAY: 
one way  
continued on next page ... 
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morning, afternoon, evening, day, night, midday, mid-day, breakfast 
time, lunch time, dinner time, lunchtime, lunch time, dinnertime, 
noontime, noon, mornings, nights, midnight, mid-night 
PRE_TIME： 
before, after, at, around, about, by 
PREP： 




round trip, round trip flight, round trip ticket, round trips, and 
back  
SERVE： 




arizona, California, Colorado, florida, Indiana, michigan, minnesota, 
missouri, nevada, new jersey, new york, north Carolina, ohio, quebec, 
tennessee, texas, utah, Washington  
STOPS： 
nonstops, nonstop, one stop, at least one stop  
SUPERLATIVE： 
cheapest, closest, expensive, highest, lowest, shortest, smallest, 
minimum, maximum, most, least  
TO： 
be there, into, to, arrive to, arriving to, arrives to, arrived to, 
landing in, land in, fly to, destination, back to, go to, arrive, arrives, 
arriving, arrived, landed, land, lands, landing, landings, arrival, reach, 
reaches, reaching  
continued on next page ... 
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a m , p m , 0，clock, o'clock, o clock, hour, hours  
TIME 一 VAULE: 
DIGIT + TIME-UNIT, PRE一TIME + DIGIT  
TRANSPORT： 
transport, transportation, ground transportation, ground trans-
port  
TRANSPORT 一 TYPE: 
rental car, rent a car, need a car, taxi, limousine, train  
VIA： 
via, by way, stop, stopover, stopovers, stopping, stoping in, stops in, 
stopover in, stop over in, stopping over in, layover in, laying over in, 
make a stop, goes through, go through  
WHAT： 
what're, what's, what 
WHERE： 




nineteen ninety three  
Table F.l: The hand-designed grammar. 
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