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ABSTRACT 
WEIGHTING PROCEDURES FOR ROBUST ABILITY ESTIMATION 
IN ITEM RESPONSE THEORY 
SEPTEMBER 2004 
WILLIAM P. SKORUPSKI, B. S., BUCKNELL UNIVERSITY 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Directed by: Professor Lisa A. Keller 
Methods of ability parameter estimation in educational testing are subject to the 
biases inherent in various estimation procedures. This is especially true in the case of 
tests whose properties do not meet the asymptotic assumptions of estimation procedures 
like Maximum Likelihood Estimation. The item weighting procedures in this study were 
developed as a means to improve the robustness of such ability estimates. A series of 
procedures to weight the contribution of items to examinees' scores are described and 
empirically tested using a simulation study under a variety of reasonable conditions. Item 
weights are determined to minimize the contribution of some items while simultaneously 
maximizing the contribution of others. These procedures differentially weight the 
contribution of items to examinees' scores, by accounting for either (1) the amount of 
information with respect to trait estimation, or (2) the relative precision of item parameter 
estimates. Results indicate that weighting by item information produced ability estimates 
that were moderately less biased at the tails of the ability distribution and had 
substantially lower standard errors than scores derived from a traditional item response 
theory framework. Areas for future research using this scoring method are suggested. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Many high-stakes decisions are made on the basis of examinees’ test scores. This 
is as true in the modem age of assessment as it has been throughout its history. Indeed, 
when considering the effects of recent legislation, like the No Child Left Behind Act of 
2001, it can be argued that the stakes involved with many testing programs are higher 
than ever. In light of this, ensuring the precision of such test scores has become 
increasingly important. As a consequence, test publishers, researchers, and policy makers 
alike have had to thoroughly investigate, and often publicly justify, the psychometric 
properties of the assessments they use. A primary component of these investigations is to 
ask questions regarding the precision of test scores. The extent to which examinees test 
scores are influenced by error or the statistical method used to estimate ability greatly 
reduces the utility and meaningfulness of these scores. Thus, attention has turned to 
alternative methods of ability estimation, with an eye on reducing any possible sources of 
systematic error. 
This interest in reducing errors of estimation has given rise to research into robust 
estimation procedures. A robust statistic is one designed to reduce the impact of outliers, 
data points that are rare or unusual because they appear at one of the extremes of the data 
range. The purpose of a robust statistic is therefore to limit the effect of these outliers in 
order to produce a parameter estimate that is relatively free of error (Wainer, 1976). 
Previous studies of robust ability estimation (e.g.. Stone & Davey, 2003; Wainer & 
Wright, 1980; Warm, 1989) have been conducted with different approaches and in a 
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variety of measurement contexts, but all have proceeded by altering existing scoring 
methods to reduce bias in estimation. 
Such approaches to robust ability estimation have collectively supported the 
notion of adjusting scores to reduce error (e.g., Stone & Davey, 2003; Wainer & Wright, 
1980; Warm, 1989). However, none of the previous approaches reviewed have succeeded 
in replacing traditional scoring methods, as their results have generally lacked conclusive 
evidence of superiority. The robust ability estimation procedures presented and examined 
in this study were developed in an attempt to address this concern. These procedures 
were designed to differentially weight the contribution of test items in determining scores 
for examinees, and represent an original approach to the problem of robust ability 
estimation. 
1.2 Statement of Problem 
The invariance property of person and item parameters in item response theory 
(IRT) asserts that parameters are invariant up to a linear transformation, because the scale 
chosen to identify a solution is arbitrary (Hambleton & Swaminathan, 1985). Despite the 
invariance of parameters, parameter estimates are not necessarily invariant. Systematic 
over- or under-estimation of parameters (i.e., bias) violates the assumption. This is 
problematic in light of the fact that common methods of ability estimation in IRT have 
been demonstrated to be prone to systematic errors of estimation (e.g.. Lord, 1983; Lord, 
1986; Warm, 1989). In practice, however, such estimates are treated as invariant in order 
to take advantage of the useful properties of IRT. 
The extent to which ability estimates are not invariant reduces the utility of IRT 
modeling. A lack of invariance contributes to errors in test score equating, item banking. 
2 
adaptive administration of test items, and virtually all other important areas of item and 
test analysis. It obviously follows that researchers and psychometricians are keenly 
interested in identifying the sources of such bias, isolating them, and if possible, 
ameliorating their effects. 
Many factors contribute to errors in ability estimation. For example, such errors 
may be caused by flaws in test administration, incomplete sampling of test items from a 
population of interest, examinee guessing or carelessness, and imprecision in the item 
parameter estimates. Flaws in test administration may unduly influence the performance 
of one or more examinees, thus diminishing confidence in the precision of scores. 
Incomplete sampling of items from a population of interest may skew proper estimation 
in two ways: (1) by sampling incompletely from a particular domain of content, thus 
either over- or under-representing certain subject areas, and/or (2) by sampling 
incompletely from an appropriate range of item difficulty, thus making it more 
challenging to properly estimate the proficiency of candidates with very high or low 
ability. These challenges can be exacerbated by examinee guessing or carelessness. 
Examinee guessing can result in relatively low ability examinees answering difficult 
questions correctly, and examinee carelessness can result in relatively high ability 
examinees answering easy questions incorrectly. These inconsistencies can lead to less 
precise estimates of item parameters. Rogers and Swaminathan (2004) showed that 
relatively imprecise estimation of item parameters does not have an adverse effect on the 
estimation of examinee population parameters (i.e., mean and variance), but the influence 
of such errors on estimating individual examinee parameters is unclear. 
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These sources of error lead to biased estimates of ability, generally resulting in 
positive bias for relatively low ability candidates, and negative bias for relatively high 
ability candidates (Lord, 1983). The impact of these various sources of error in the 
estimation of examinee ability can be reduced in a number of ways, thus improving the 
overall quality of estimates. The benefit of these approaches is generally evident, but 
implementation is not always practical. For example, administering longer tests, using 
test items with better statistical qualities, and/or resorting to adaptive test designs may all 
increase the precision and reliability of resultant ability estimates. The implementation of 
such strategies, however, is often cost and labor intensive, and therefore may not be 
feasible for many testing programs. Thus, there is considerable interest in determining 
more efficient approaches to improving the precision and reliability of examinee ability 
estimation. 
The need for a relatively efficient way to provide more precise and reliable ability 
estimates clearly points to the importance of robust estimation procedures. The purpose 
of robust estimation procedures like the ones examined in this study is to adjust scores in 
order to minimize the impact of the aforementioned sources of error. The procedures 
developed and examined in this study attempt to curtail the problem by differentially 
weighting the contribution of test items to examinees’ scores. The operating characteristic 
behind these procedures is to determine weights for a group of test items based on their 
statistical qualities that maximize the contribution of better items while simultaneously 
minimizing the contribution of poorer items. The primary motivation in the development 
of these procedures was to provide appreciable gains over traditional scoring methods in 
terms of the precision and stability of point estimates. 
4 
Examinee ability scores have taken on increased importance in the world of 
today, and as such there is need to investigate robust estimation procedures. This is 
especially true for relatively short tests, or those that provide diagnostic information for 
examinees based on their responses to certain subsections of a test. These scores are 
based on fewer items than most educational tests, and as a consequence are especially 
unreliable and prone to errors of estimation. Procedures such as the ones evaluated in this 
study may provide a means to facilitate the use of such tests. Therefore, the motivation 
behind this study is to determine the extent to which these procedures provide improved 
estimates of examinee ability. 
1.3 Purpose of Study 
The purpose of this study is to describe and evaluate some newly conceptualized 
item weighting methods designed to improve IRT ability estimates. These procedures 
differentially weight the contribution of items to an examinee’s score, by accounting for 
either (1) the amount of information with respect to trait estimation, or (2) the relative 
precision of item parameter estimates. These procedures thus give more weight to the 
most informative items at a given ability level or to the better-estimated items, 
respectively. Of course, when tests are sufficiently long or informative, these procedures 
may hardly be worth the effort; traditional IRT ability estimates from tests with many 
items are quite robust, and there is little need to improve them. However, for tests that are 
shorter in length, provide diagnostic scores that may be based on fewer items, and/or fail 
to provide an adequate amount of information at certain points along the ability 
continuum, such weighting procedures may greatly improve the robustness of traditional 
IRT ability estimates. Some examples of the likely value of these weighting procedures 
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are for (1) improving the robustness of provisional ability estimates derived from a 
computerized adaptive test (CAT) or multistage test (MST), (2) improving standard 
ability estimates obtained from relatively short tests, which include fewer items because 
of the prohibitive costs of administration and/or scoring, (3) determining the degree to 
which a given test length could be reduced and still provide reasonably robust estimates 
of examinee ability, and (4) improving the robustness of estimation for examinees with 
very high or low ability, where information is usually lowest. 
In practice, test forms are constructed to match detailed content specifications, 
and it is essential that each test form adequately represents the intended domain of 
content. Any procedure that weights the contribution of individual items to an examinee’s 
score without regard to content considerations may inadvertently skew the contribution of 
one or more content areas, while simultaneously underemphasizing other areas. As such, 
in order to defensibly implement any item weighting procedure, these considerations of 
content cannot be ignored. The item weighting procedures described and utilized in this 
study therefore contain provisions to accommodate proper content representation, 
regardless of the number of content categories or their relative contributions to a test’s 
composition. These models optimally weight the contributions of items within each 
content category before applying these weights across all items of a test. 
The following is a description of a simulation study designed to assess the degree 
to which these weighting procedures provide improved estimates of examinee ability, 
beyond those obtained from a standard IRT scoring framework. The description begins 
with a treatment of standard IRT scoring techniques and the concept of item and test 
information functions. This is followed by a comprehensive review of previous research 
6 
into other methods of robust ability estimation. Subsequent to the review of literature is a 
detailed description of the methodology of the study. This includes explicit definitions of 
the various weighting procedures studied, and the identification and illustration of the 
conditions and outcome measures utilized for determining the value of implementing 
these weighting procedures. Lastly, the results of the investigation and a discussion of 
their importance to educational measurement are presented. 
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CHAPTER 2 
REVIEW OF LITERATURE 
2.1 IRT Scoring 
In the three-parameter logistic (3-PL) IRT model, the relationship between 
examinee ability and a correctly answered, dichotomously scored test item is 
parameterized as follows: 
P(U,I = 11 e„a^,bj,c^) = + (1 - 
Dajie,-bj) 
\-\-e 
-= P Daj(di-bj) (1) 
where Uy is the scored response of examinee i to itemy, 6i is the ability level of examinee 
/, Z) is a constant equal to 1.7 which provides equivalence to the normal ogive metric, Uj 
is the discrimination or slope parameter for itemy, bj is the difficulty or location 
parameter for itemy, and Cj is the pseudo-guessing or lower asymptote parameter for item 
y. The corresponding probability expression for an incorrect answer is 
= 010„aj,bj,Cj) = l-P(Uf, = 110„aj,bj,Cj) = Q,^. (2) 
These two expressions are summarized with the notation, Py and the conditional 
probability for examinee i of a correct or incorrect response on itemy, respectively 
(Hambleton & Swaminathan, 1985; Lord, 1980). Hereafter the subscript / is excluded 
from the notation for the sake of convenience, except when needed for clarification. 
Estimation of the examinee ability parameter is straightforward when item 
parameters from the model are known. The examinee ability parameter is commonly 
estimated by means of Maximum Likelihood Estimation (MLE) because of its desirable 
asymptotic properties. The MLE approach to test scoring combines the probability 
expressions defined in equations (1) and (2) for all items of a test into a likelihood 
8 
function. The term likelihood function is used because item responses are observed, 
which makes a probabilistic expression inappropriate. In the IRT model, it is assumed 
that item responses are conditionally independent, given an examinee’s ability. The 
expression for this function therefore posits that the likelihood of an examinee with the 
observed response pattern, w, is the product of the probabilities, Pj and Q/. 
L(3L\e) = t\Pj>Qr\ (3) 
;=i 
where L{u | ^) is the likelihood of observing response pattern, w, given examinee ability, 
0, and n is the number of test items (Hambleton & Swaminathan, 1985; Lord, 1980). 
In order to expedite computation, the natural logarithm of the likelihood function, 
or log-likelihood, is determined. This transformation has useful properties: it maintains 
the interval nature of the likelihood function (i.e., there is equal distance between 
successive units), creates a more convenient scale for its interpretation, and reduces the 
expression from the product of probabilities to the sum of the log-probabilities, i.e.: 
;=i 
The log-likelihood can thereby be computed for any given value of 9. For MLE, the value 
of ^that maximizes this expression is taken as the estimate of examinee ability. This is 
accomplished in practice by determining the value of ^for which the first derivative of 
the log-likelihood function is equal to zero. 
For some response patterns, no unique maximum exists for the likelihood 
function. This problem is often overcome by using Bayesian estimation approaches, such 
as Expected A Posteriori (EAP) or Maximum A Posteriori (MAP). The Bayesian 
estimation procedures also utilize the likelihood function, or corresponding log-likelihood 
9 
expression, but incorporate a prior density into the estimation to arrive at a posterior 
distribution of ability: 
/{$ I w) X L{u I e)f{0), and (5) 
HfiO IH)] \n[L{u 16)] + ln[/(^)], (6) 
where f(6) is the prior density of ability, which can be uniquely determined for each 
examinee or common across all examinees, and f(0\u)\s the posterior distribution of 
ability. Inferences regarding examinee ability (e.g., expectation and variance) are then 
made based on the posterior distribution. The EAP estimate is determined by calculating 
the mean of the posterior distribution, while the MAP estimate is determined by finding 
the maximum value, or mode, of the posterior distribution (Hambleton & Swaminathan, 
1985; Lord, 1980). 
In practice, item parameters may not be known before test administration. In these 
cases, estimates of both the item and ability parameters must be obtained. To accomplish 
this, parameters in the model are estimated by means of a two-stage procedure. First, item 
parameters are estimated by means of marginal maximum likelihood estimation; the 
incidental examinee ability parameter, 6, is integrated out of the equation, and the set of 
item parameter estimates, a, b, and c, are obtained. To integrate ^out of the equation, a 
density function must be chosen. This is most often accomplished by choosing a normal 
density with zero mean and unit variance. The examinee ability parameter is then 
estimated by treating the item parameter estimates as fixed and known (Swaminathan, 
1983). Thus, it is generally assumed that the latent distribution of ability in the population 
is N(0,1), and item parameters are estimated in relation to this identity. Once item 
parameter estimates have been determined, they are fixed for the scoring phase. The 
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sample of examinee ability estimates that results will be on the same scale as the item 
parameter estimates, and not necessarily scaled to zero mean and unit variance. 
2.2 Item and Test Information Functions 
The information function is an important concept in IRT and is utilized in 
different applications throughout this investigation. The item information function 
indicates the utility of a particular test item for evaluating different levels of examinee 
ability. In the 3-PL IRT model, the function which describes the information of item j 
with respect to ability, 0, is as follows: 
From this function, it clearly can be seen that an item’s information increases as (1) the 
discrimination parameter, a,, increases, (2) the value of 0 approaches the difficulty 
parameter, Z>y, and (3) the pseudo-guessing parameter, Cy, decreases. Thus, all things being 
equal, more discriminating items are more informative. Additionally, easy test items 
provide more information at lower ability levels than relatively difficult items, and 
difficult test items conversely provide more information at higher ability levels. Lastly, 
items with a relatively high probability of guessing the correct answer will provide 
relatively little information (Hambleton & Swaminathan, 1985; Lord, 1980). 
The test information function is a related concept that indicates the utility of a 
particular test for evaluating different levels of examinee ability. As a test is composed of 
items, so is the test information function composed of item information functions. The 
information of a test with respect to 9^ denoted 1{9), is simply the sum of the item 
information functions at ^(Hambleton & Swaminathan, 1985; Lord, 1980): 
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(8) m=±p';/p,Q,=±i.(0). 
;=i j=i 
This expression is equivalent to the inverse of the squared standard error of 0. 
Figure 2.2.1 contains item and test information functions for an example test 
consisting of 10 items. Item parameters and corresponding standard errors for these test 
items are contained in Table 2.2.1, along with an example response vector to be used for 
illustrating the weighting procedures and how they differ from standard IRT scoring. 
2.3 Methods of Robust Ability Estimation 
The three most common methods of IRT ability estimation, MLE, EAP, and 
MAP, are all prone to systematic errors of estimation. Indeed, all methods of ability 
parameter estimation are biased to some degree (e.g.. Lord, 1983; Lord, 1986; Warm, 
1989). Errors in estimation can be reduced in some straightforward ways, such as 
increasing test length and/or only using items with the best statistical characteristics, but 
these approaches are often impractical. Many test practitioners have therefore focused 
their attention on identifying more efficient, robust estimation procedures to reduce the 
impact of bias on ability estimation. These previous attempts have taken many forms, but 
all share the objective of reducing systematic errors of estimation. 
A few different approaches have been suggested to reduce the amount of error in 
ability estimation. Prior studies in this area have focused on using a derived expression 
for the bias of a standard IRT score to systematically subtract error from such estimates, 
producing point estimates of ability by jackknifing over item responses to reduce the 
influence of outliers, and limiting the contribution of certain items to the estimation of 
examinee ability. These studies represent a diverse set of approaches to the problem of 
producing robust estimates of proficiency. Provided below are detailed descriptions of 
12 
these approaches, followed by a collective evaluation of their methodologies and results. 
Lastly, a discussion of the potential problems and associated needs for the defensible 
implementation of any robust ability estimation procedure is provided to highlight the 
rationale for developing the item weighting procedures presented in this study. 
One of the most popular approaches to robust ability estimation in the literature is 
Weighted Likelihood Estimation (WLE; Warm, 1989). WLE was conceived to 
systematically reduce the bias obtained from an MLE or MAP. Warm (1989) provides the 
following expression for a class of estimators, S*, which is estimated by determining the 
value of $ for which the first derivative of the function in equation (6) is equal to zero. 
izl_ 
PjQj 
, gIn/W Q 
d0 
is any positive constant, 0* is the MLE of 0. lfj[0) is some suitably chosen prior 
distribution for 0, 0* is the MAP of 0. Lord (1983) derived the bias function for an MLE 
and Warm (1989) generalized it to the class of estimators in equation (9) as: 
BIAS(0*) 
a In /((9) 
-AO) , 30 
21{0f I{0) ’ 
(10) 
where I{0) is the test information with respect to 0, and 
J(0) = j^P]p-/P,Q,. (11) 
y=i 
Warm’s approach to reducing bias is to set equation (10) equal to zero and solve forj{0): 
d\nf(0)_ J(0) 
d0 21(0) ■ (12) 
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By substituting the right-hand side of equation (12) into equation (9), Warm arrives at the 
WLE of 0. 
Warm (1989) found that WLE produced ability estimates that were considerably 
less biased than either MLE or MAP. Additionally, the mean squared error of WLE 
estimates was less than for MLE across the entire ability continuum. However, WLE 
produced mean square errors greater than those from MAP for more central values of 0, 
ranging from approximately 1.5 standard deviations below the mean to 1.5 standard 
deviations above the mean. When applied in a variable-length CAT environment (i.e., a 
stopping rule was used in item administration; presentation of items ended only once the 
ability estimate had reached a predetermined level of precision). Warm also observed 
reduced bias of estimation using WLE, though these results were less consistent than 
those from conventional tests. That is, while WLE produced a reduction in error at some 
points along the ability continuum, it also produced an increase in error at various other 
points along the scale. These differences were unstable across the ability distribution, and 
thus not obviously related to particular levels of proficiency. 
Other studies that have evaluated the use of WLE have all been conducted in a 
CAT environment (Wang & Wang, 2001; Tseng & Hsu, 2001; Samejima, 1998). In these 
studies, comparisons were made among WLE and the more common estimation methods, 
MLE, EAP, and MAP. The primary conclusions from these studies were that WLE was 
found to provide relatively accurate estimates of examinee proficiency (Tseng & Hsu, 
2001; Samejima, 1998) and to be more accurate than MLE for a fixed-length CAT (Wang 
& Wang, 2001). 
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Another attempt to improve standard IRT scoring is the robust jackknife (Wainer 
& Wright, 1980). Wainer and Wright (1980) present a method for estimating ability by 
jackknifing items in a Rasch model, which is equivalent to the 3-PL IRT model presented 
in equation (1) with ay = 1.0 and Cj = 0.0 for all items. In a test with n items {j = l,2,...,w), 
the robust jackknife works by calculating a series of n ability estimates for each 
examinee. Theyth estimate for the examinee is a score based on an n-1 item test that 
excludes item j. Each jackknifed “pseudovalue” of ability, 6*, is computed as: 
0]=n{eF)-{{n-\){ej)\, (13) 
where Of is the ability estimate based on the full test, and Oj is the ability estimate 
based on the test which omits item j. The jackknifed estimate of ability, 0*, is computed 
one of two ways: (1) by simply determining the mean of the n pseudovalues, or (2) by 
finding the median of the pseudovalues for correct and incorrect items separately, 
multiplying each by the corresponding number of correct or incorrect items, and dividing 
this result by the total number of items. These approaches result in estimators that are less 
biased by the effects of odd response patterns, such as low ability examinees answering 
difficult questions correctly, or high ability examinees answering easy questions 
incorrectly. As a result, a jackknifed estimate is in general relatively resistant to the 
occurrence of outliers (Wainer & Wright, 1980). 
The robust jackknife (Wainer & Wright, 1980) was found to be relatively efficient 
with regard to recovery of the examinee ability parameter, especially for tests short in 
length. That is, the mean squared errors from robust jackknife estimates were generally 
lower than those obtained using MLE. The authors caution readers that this result may 
not generalize to the 2- and 3-PL IRT models, and thus more work on robust estimation 
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with these models seems warranted. However, despite its statistical efficiency, the robust 
jackknife method is a rather inefficient means of ability estimation with regard to 
computational time. To produce ability estimates based on n items using the robust 
jackknife, computational time is n times that required to produce a standard IRT ability 
estimate. This becomes less of an issue as computer capabilities improve over the years, 
but such an increase in computation time may still be prohibitive in many testing 
situations. 
The current research design differs from these previous studies of robust ability 
estimation, in that the governing principle of the present study’s methodology is to limit 
the contribution of “poorer” items while simultaneously maximizing the contribution of 
the “better” items in evaluating examinee ability. The idea of weighting the contribution 
of test items in examinee scoring is nothing new. Researchers and test makers have 
discussed this matter for decades (e.g., Stanley & Wang, 1970). In their review of item¬ 
weighing procedures using classical true score models (see Crocker & Algina, 1986 for 
details), Stanley and Wang (1970) found that early studies generally concluded that 
assigning differential numerical weights to a group of inter-correlated test items has little 
to no effect on the reliability, validity, or rank order of test scores. However, the authors 
note that item weighting procedures have the most impact in the case of tests with 
relatively few and/or relatively uncorrelated items. 
The utility of item weighting procedures for scoring tests in an IRT framework is 
unclear, and despite the historical interest in such approaches, the examination of item 
weighting techniques has been a relatively underdeveloped area of research. Surprisingly 
few papers have been written to propose new weighting procedures or to evaluate their 
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utility. Besides the present study, only one other example of item weighting research 
using IRT has been identified (Stone & Davey, 2003). This approach and its results are 
detailed below. 
Stone and Davey (2003) have recently suggested credibility-weighted likelihood 
estimation (CWLE) as a means to reduce error in standard IRT ability estimates. The 
impetus behind this approach was to limit the contribution of items to an examinee’s 
score based on the amount of aberrancy, as indicated by an appropriateness index, present 
in each item response. Stone and Davey (2003) utilize the appropriateness index, b, to 
create item weights used in scoring. The b statistic is equivalent to the value of the log- 
likelihood function at 6 standardized by its expectation and variance. The authors note 
that relatively large negative values for this statistic indicate observed response patterns 
that do not fit what the model predicted, and thus such values are used to reduce the 
contribution of these items. 
The determination of weights based on the b statistic requires a multi-stage 
modified jackknife procedure, as follows. For each examinee, the MLE for the pattern of 
item responses is determined. Based on this estimate, the b index is used to calculate the 
appropriateness of each item response within that response pattern. Then, a jackknifed b 
statistic is calculated for each item in the response pattern, using an MLE of ability that 
excludes the item of interest. The resulting difference between the two b values is treated 
as the appropriateness index for the item. The final b statistics for the items are lastly 
converted to item weights by standardizing them in the range [0,1]. These are applied in 
scoring by multiplying each weight by the log-likelihood of the response and summing 
these over items. 
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Stone and Davey (2003) found that the CWLE scoring procedure was usually less 
biased than MLE in the face of simulated aberrancy of item responses. These results, 
however, were not consistent across the range of ability, though CWLE generally 
improved over MLE as the amount of simulated aberrancy increased. In the case of no 
aberrancy in the simulated item response patterns, CWLE ability estimates showed no 
consistent improvement over MLE. Thus, this method may best be prescribed once a 
significant amount of aberrancy in item responses has been detected. 
2.4 Conclusions Based on the Review of Literature 
This review of literature clearly points to the importance of robust estimation 
procedures and the potential utility of incorporating a weighted scoring method into an 
operational testing program. The results from previous attempts at robust ability 
estimation, including the work of Warm (1989), Wainer and Wright (1980), and Stone 
and Davey (2003), have shown modest success in diminishing the impact of various 
sources of error. However, more work in this area seems warranted, as the results from 
these studies are not always consistent and their gains are not always appreciable, 
especially when balanced with the extra time and effort required of many of them. The 
weighting procedures presented here were developed to address such concerns. 
Specifically, their development was based on a series of problems and associated needs 
observed in both standard IRT scoring procedures and previous attempts at robust 
estimation. 
As previously stated, the objective of a robust estimation procedure is to arrive at 
estimates that are relatively free of error (Wainer, 1976). However, there are other 
concerns when considering a scoring method. For such a procedure to be defensibly 
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implemented, it must also be made available through computationally efficient software 
and properly address the concerns of content representativeness. While all previously 
mentioned robust estimation procedures have shown evidence of small to modest gains, 
not all are readily accessible to psychometricians. With the exception of WLE, which is 
available in PARSCALE (Muraki & Bock, 1997), no software exists or is available to 
implement the other procedures. Additionally, jackknife procedures and other 
computationally intensive methods utilized in some of these procedures require increased 
computing time that may be prohibitive to implementation. Lastly, none of the 
procedures reviewed have addressed the issue of proper content representativeness, 
which means that such procedures may inadvertently skew the contributions of one or 
more content areas on a test, thus decreasing valid interpretations from its scores. 
The present set of procedures addresses all of these concerns. They are robust 
estimators, in that they minimize the contribution of outliers, as defined by the 
procedures, but they also go further to maximize the contribution of inliers. Also, 
software has been written to implement these procedures, and is freely available upon 
request. The procedures implemented in these programs have proven to be 
computationally efficient, essentially taking no more computing time than standard IRT 
programs. Lastly, provisions have been included in these procedures to accommodate the 
concerns of proper content representativeness. The basis and development of these 
procedures is explicitly defined in the following section. 
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Table 2.2.1 Item parameter estimates (standard errors) and response pattern used for 
example test consisting of 10 items. 
Item a b c Response Pattern 
1 0.67 -1.02 0.13 1 
(0.05) (0.14) (0.06) 
2 1.30 -1.14 0.12 1 
(0.10) (0.09) (0.06) 
3 0.92 0.17 0.14 1 
(0.09) (0.08) (0.04) 
4 1.12 0.47 0.25 0 
(0.14) (0.07) (0.03) 
5 1.28 1.47 0.11 0 
(0.19) (0.06) (0.01) 
6 0.59 -0.10 0.10 1 
(0.05) (0.12) (0.04) 
7 0.44 0.85 0.15 1 
(0.06) (0.19) (0.05) 
8 0.72 1.57 0.24 0 
(0.13) (0.10) (0.03) 
9 0.43 0.12 0.11 1 
(0.04) (0.17) (0.05) 
10 0.93 0.39 0.08 0 
(0.08) (0.06) (0.03) 
20 
3 n 
Theta 
.lem 1 
-lem 2 
-lem 3 
-lem 4 
- - - -lem5 
" lem 6 
-lem 7 
- - ■ lem 8 
lem 9 
-lem 10 
■ Test 
Figure 2.2.1 Item and test information functions for example test consisting of 10 items. 
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CHAPTER 3 
METHODOLOGY 
3.1 Overview 
The purpose of this study was to present some item weighting procedures 
designed to provide more robust estimates of examinee ability and determine the extent 
to which they produce results with less error and lower standard errors. Two basic 
approaches to item weighting were considered: (1) weighting items based on the amount 
of information they provide, and (2) weighting items based on the relative precision of 
item parameter estimates. Detailed descriptions of these procedures are treated in the 
following sections of the chapter. 
The design of the study was manipulated to examine the impact of three factors 
expected to influence conditional and overall measurement precision and the stability of 
resultant scores: (1) scoring procedure, 2) test length, and (3) content constraints. 
Outcomes associated with each item weighting procedure were evaluated and compared 
to a baseline condition derived from standard IRT scoring. Test length was manipulated 
as a factor because it is a well-known contributor to measurement precision. Three test 
lengths, 10 items, 20 items, and 30 items, were considered. Lastly, content constraints 
were included as a factor to determine if measurement precision would be lost or gained 
by ensuring that, even after weighting the contribution of items, the relative contribution 
of each content area of a test was properly maintained. 
The remainder of this chapter is divided into six additional sections. The first four 
sections detail the development and implementation of the weighting procedures 
designed for this study, and contain detailed descriptions of the basis for the item 
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weighting procedures, weighting by item information, weighting by the precision of item 
parameter estimation, and weighting with content considerations. The last two sections 
detail the variables used to optimally study the utility of these weighting procedures, 
establishing the simulation study conditions, including data generation, and the 
evaluation criteria used to determine the value of the procedures. 
3.2 Basis for Item Weighting Procedures 
Two different types of weighting procedures are presented and analyzed for this 
study. The procedures differ in how items weights are determined for scoring. However, 
once determined, the weights from the two models are applied in the same manner. 
Therefore, the description of procedures begins with the rationale and general approach 
for using item weights to improve scoring, followed by the specific details of weight 
determination under the paradigm of each procedure. 
The development of these weighting procedures was conceptualized based on the 
log-likelihood function presented in equation (4). This equation states that the log- 
likelihood of the observed pattern of item responses, w, given examinee ability, 6, is equal 
to the sum of the log-probabilities, given 6, of the scored responses to n items. The MLE 
for examinee ability is therefore the value of ^that maximizes the log-likelihood 
function. The Bayesian approaches described above (EAP and MAP) utilize the same 
terms in the likelihood expression to obtain estimates, but modify the function by 
including a prior distribution, thus arriving at point estimates obtained from the posterior 
distribution of ability. The weighting procedures defined in this study therefore affect the 
Bayesian approaches in a manner corresponding to the expressions from the MLE 
solution. For the sake of parsimony, the present example is shown using MLE, but the 
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implementation of the weighting procedures easily generalizes to the Bayesian 
approaches. 
Given the summation of log-probabilities in the log-likelihood function, implicit 
in both MLE and Bayesian scoring procedure is that each item receives an equal weight 
in determining an examinee’s score: 
In[I(?/|^)] = 2:>v.ln[P/^e;-^^], (14) 
where Wj is the implicit weight for itemy, and Wj = 1 for all items. Two results are 
immediately obvious from this formulation. As an artifact of the implicit item weighting, 
it follows directly that the sum of all item weights is equal to the number of items on a 
test, n: 
(15) 
y=i 
Likewise, the proportional contribution of each item to an examinee’s score, or its 
relative weight, is equal to 1/n. These results are utilized in order to describe the 
calculation and development of scales for the item weighting procedures in the sections 
that follow. 
Two procedures for determining item weights are described, weighting by item 
information and weighting by the relative precision of item parameter estimates. The item 
information weighting procedure results in the application of differential weights for 
estimating various levels of ability. That is, when considering a given level of the trait in 
question, the item weights are determined such that the most informative items at that 
trait level are given proportionately greater weight. The procedures that weight by the 
relative precision of item parameter estimates, however, determine item weights that are 
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fixed across the ability continuum. Below are detailed descriptions of the weighting 
procedures devised for this study. 
3.3 Weighting bv Item Information 
The Relative Information of Trait Estimate (RITE) weighting approach is based 
on the concepts of item and test information functions. The operating principle behind 
RITE weighting is to allow more informative items to contribute more than usual to the 
estimation of examinee ability, while simultaneously minimizing the contribution of less 
informative items. The rationale behind the RITE procedure is that relatively informative 
items provide more precise and stable estimates of ability. That is, as test information is 
increased, ability estimates will become more stable and relatively free of error. Tliis is 
generally accomplished by adding more test items or by culling the most informative 
items from an item bank for inclusion on a test. In contrast, the RITE scoring procedure 
attempts to capitalize on the information already available without adding test items or 
replacing them with ones that have superior statistical qualities. As such, weighting the 
contribution of the most informative items within a particular test while minimizing the 
contribution of the least informative items should result in ability estimates which are not 
only more stable (i.e., have lower standard errors), but are also less influenced by certain 
sources of error, such as guessing and carelessness. 
More informative items generally contribute more to the log-likelihood function 
than relatively uninformative items, in that Pj or Qj will increase or decrease more 
dramatically over a relatively short range of ability for more informative items (i.e., those 
items that are more discriminating, relatively close in difficulty to the ability level being 
evaluated, and/or have relatively low c-parameters). Thus, in a sense, items are already 
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“weighted” according the amount of trait information they provide. The RITE weighting 
procedure essentially exaggerates the contributions of these items to the log-likelihood 
function while minimizing the contribution of relatively uninformative items. The result 
is that relatively informative items add even more to an examinee’s score than they would 
in a standard IRT scoring framework, while relatively uninformative items add less than 
they normally would. Weights for these items are determined according to the 
contribution of each item to the test information function. 
For a given level of ability, the proportional contribution of each item to the test 
information function, or its relative information, is equal to the item information divided 
by test information, Ij{9)/I{6). Relative item information provides a means to constrain 
the contribution of each item to an examinee’s score. In this scoring paradigm, an item’s 
weight is proportional to the amount of information it contributes to the test information 
function at 0. Thus, when evaluating the log-likelihood of an ability estimate, the log- 
probabilities from relatively informative items are given additional weight. However, 
because item information is dependent upon 0, when considering other ability estimates, 
the relative weight of each item increases or decreases proportionally to its contribution 
to the test information fiinction at each level of ability. 
The RITE weighting procedure is operationalized as a two-stage procedure. First, 
an initial estimate of ability, ^, is determined for each examinee. Based on this estimate, 
the information with respect to ^ for each item, lj{0), is used to calculate item weights. 
Item weights are then determined by combining the concepts of relative information and 
the result from equation (15), that the sum of all item weights in a traditional IRT scoring 
procedure is equal to the number test items, n. It was desirable to maintain this 
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relationship, in order to provide a scale for item weights that facilitates interpretation. 
The weight of a particular test item at a given ability level is therefore determined by 
multiplying the item information at 0* by the number of test items, n, and dividing this 
result by the test information function at 
i{e^) (16) 
Since the sum of item information functions at 0* is equal to the test information 
function, the RITE weighting procedure therefore satisfies the constraint; 
for all levels of 6*. Thus, in the RITE scoring procedure, weights are indexed by both 
item and the initial estimate of ability, 0*. That is, each initial estimate of ability gives 
rise to a different set of weights to be applied in the second stage of scoring. 
Each item’s weight is proportional to its contribution to the test information 
function, and so the weight for each item is readily interpretable as its contribution to the 
log-likelihood function. That is, an item weight greater than one indicates that a particular 
item contributes more than one item’s normal share in the estimation of ability. 
Conversely, an item weight less than one indicates that a particular item contributes less 
than its normal share in the estimation of ability. For example, an item with a weight 
equal to three iyVjiO*) = 3) would mean that this item actually contributes as much to the 
estimate of examinee ability as three items would in a traditional IRT framework. 
Furthermore, because the sum of all weights is equal to w, the weights of some other 
items will consequently be less than one, indicating that they count for less than one item. 
Once weights have been determined, the second stage of scoring is to determine 
the weighted log-likelihood function, denoted ln[Iw-], over an appropriately wide range of 
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ability and using a relatively small step size between consecutive quadrature points (i.e., 
given values for 0). These values are summed over all items for each given value of 0. 
HLM10)] = ]. (17) 
>=i 
Point estimates of ability are then determined by either finding the value of ^ that 
maximizes ln[Z,M,], in the case of MLE, or by incorporating a suitably chosen prior density 
into the function and obtaining estimates from the posterior distribution, in the case of 
EAP or MAP. 
Figures 3.3.1 and 3.3.2 contain graphic depictions of the RITE weighting 
procedure for the 10-item test represented in Table 2.2.1. In Figure 3.3.1, the lines 
represent the weights for the 10 test items along a wide range of examinee ability. A 
comparison between Figure 3.3.1 and the information functions shown in Figure 2.2.1 
illustrates that those items providing relatively high information for certain ability levels 
are given more weight for estimating those ability levels. The lines in Figure 3.3.2 
represent the cumulative weights for this set of items. From this figure it can be seen that 
by the tenth item, the sum of all item weights at any point along the ability continuum is 
equal to ten. Lastly, Figure 3.3.3 contains sample Bayesian log-likelihood functions, 
utilizing a standard normal distribution as a prior density function, for the example item 
response pattern given in Table 2.2.1. This figure illustrates the potential differences 
between the standard IRT and RITE scoring procedures. In this figure, it can be seen that 
not only is the point estimate of ability different for this response pattern than would be 
obtained from standard IRT scoring, but the variability of the estimate for the RITE 
procedure is also considerably smaller, resulting in a smaller standard error for this point 
estimate. 
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3.4 Weighting by the Precision of Item Parameter Estimation 
The Relative Item Parameter Precision (RIPP) weighting approach is based on the 
relative size of standard errors for item parameters in the 3-PLIRT model. The operating 
principle behind RIPP weighting is to allow those items whose parameters have been 
most stably estimated (i.e., items with lower standard errors) to contribute more than 
usual to the estimation of examinee ability, while simultaneously minimizing the 
contribution of items whose parameters are relatively unstable. The rationale behind the 
RIPP procedure is that relatively stable item parameters indicate those items that best fit 
the scoring model. That is, the more closely the functioning of an item matches model 
predictions, the lower the standard errors of its parameters will be. As such, these items 
should be better, in a sense, for determining ability estimates as prescribed by the model. 
The RIPP scoring procedure attempts to exploit this fact by weighting the contribution of 
the most stable items within a particular test while minimizing the contribution of the 
least stable items. The presumption is that this should result in ability estimates which are 
less influenced by the error associated with relatively unstable item parameter estimation. 
Item parameters are estimated through a marginal MLE procedure, and standard 
errors for these parameter estimates are obtained from the variance-covariance matrix of 
parameter estimates for itemy, denoted Z(j): 
^</)= 
0'«<. 
^ha ^bb ^bc 
ca 
(18) 
cc J 
The diagonal elements of this matrix represent the error variances with respect to the 
estimation of the a-, b-, or c-parameters in the 3-PL IRT model, and the off-diagonal 
elements represent the covariances for each pair of item parameters. The square roots of 
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the diagonal elements of the variance-covariance matrix are therefore the standard errors 
of the item parameter estimates (Hambleton & Swaminathan, 1985; Lord, 1980). 
The error variances of the item parameter estimates indicate the imprecision with 
which those parameters were estimated. The inverse of each variance is therefore the 
amount of information with respect to the estimation of the a-, b-, or c-parameter for item 
y, denoted lao), Ib(j), or Ic(j), respectively. Each of these values provides an overall index of 
item parameter precision for the marginal maximum likelihood solution: 
/*(y)=cr** , (19) 
where I*(j) represents the information for either the a-, b-, or c-parameter, and c** is the 
respective variance of that parameter. The sum of these indices across all items of a test 
can be considered an index of the overall precision of estimation for that item parameter 
on the test: 
(20) 
7=1 
where T* indicates the overall precision for either the a-, b-, or c-parameter. 
The proportional contribution of each item to the overall precision of item 
parameter estimation for the test, or its relative precision, is therefore equal to the item 
precision divided by the test precision, L(/)/r*. Similar to the RITE procedure, this 
relative precision index provides a means to constrain the contribution of each item to an 
examinee’s score. In this scoring paradigm, an item’s weight is proportional to the 
amount precision it contributes to the overall precision of the test. 
The RIPP weighting procedure is operationalized by combining the concepts of 
relative precision and the result from equation (15), that the sum of all item weights in a 
traditional IRT scoring procedure is equal to the number test items, n. The weight of a 
particular test item is therefore determined by averaging the relative precision indices for 
the three parameters and multiplying this value by the number of test items, n: 
n 
w. = — 
' 3 
^(;) , ^Hj) , ^cU) (21) 
Since the sum of each of the item parameter precision indices is equal to the 
overall test precision, the RIPP weighting procedure therefore satisfies the constraint: 
=n. As with the RITE procedure, because each item’s weight is proportional to its 
contribution to the test precision, the weight for each item is readily interpretable as the 
contribution of each item to the log-likelihood function. Note, however, that unlike the 
RITE procedure, the weights obtained from the RIPP procedure are not indexed by 0*, 
indicating that weights are fixed along the ability continuum. 
Once weights have been determined, a weighted log-likelihood fimction, denoted 
ln[Z,w], may then be determined over an appropriately wide range of ability and using a 
relatively small step size between consecutive quadrature points (i.e., given values for 0) 
In evaluating the function each weight is multiplied by the log-probability of the 
observed response for that item at that quadrature point. These values are summed over 
all items for each given value of 0. 
(22) 
Point estimates of ability are then determined by either finding the value of ^that 
maximizes ln[Lw-], in the case of MLE, or by incorporating a suitably chosen prior density 
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into the function and obtaining estimates from the posterior distribution, in the case of 
EAP or MAP. 
3.4.1 The RlPPfabc) Procedure. The preceding description of the RIPP weighting 
procedure accounts for the precision of estimation for all item parameters in the 3-PLIRT 
model. As such, this procedure is denoted RlPP(abc). However, because each item 
parameter affects the resulting ability estimate differently, considering weighting 
procedures that do not account for the estimation precision of all parameters are of 
interest. Three other models are considered here: (1) weighting by only the a- and b- 
parameters, denoted RlPP(ab), (2) weighting by only the a-parameter, denoted RlPP(a), 
and (3) weighting by only the b-parameter, denoted RlPP(b). These three other models 
are simplifications of the RlPP(abc) procedure. Item weights from these procedures are 
calculated differently, but once determined these weights are used in the same manner for 
scoring as described in equation (22). 
3.4.2 The RlPP(ab) Procedure. The RlPP(ab) procedure proceeds like the 
RlPP(abc) procedure, except that the estimation precision of the c-parameter is not 
considered. As such, RlPP(ab) weighting is a simplification of RlPP(abc) which ignores 
the estimation precision of the c-parameter. In determining the item weights for the 
RlPP(ab) procedure, only the item variances for the a- and b-parameters are considered. 
The weight of a particular test item is therefore determined by averaging the relative 
precision indices for these two parameters and multiplying this value by the number of 
test items, n\ 
2 r, r, 
(23) 
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3 .4.3 The RlPP(a) and RlPP(b) Procedures. Determination of the item weights for 
the RlPP(a) and RlPP(b) procedures is conducted by considering only the estimation 
precision for the a- or b-parameter, respectively. These two models are further 
simplifications of the RlPP(abc) procedure. As such, item weights are determined for 
these procedures only by the amount of information with respect to the a- or b-parameter, 
respectively. As before, the sum of these values across all items of a test, Ta or Tb, is 
considered an index of the overall precision of item parameter estimation for the test. 
However, this index now indicates the overall precision of only the a- or b-parameter, 
respectively. The determination of item weights then proceeds as with the RlPP(abc) 
procedure, multiplying the information by the number of items and dividing by the 
overall precision of the test: 
(24) 
where I*(j) and T* represent the amount of information and overall precision, respectively, 
corresponding to the estimation of either the a- or b-parameter. 
3.4.4 Comparison of RIPP Procedures. Table 3.4.4.1 contains example item 
weights for the RlPP(a), RlPP(b), RlPP(ab), and RlPP(abc) procedures for the example 
10-item test. Figures 3.4.4.1 through 3.4.4.4 contain graphic depictions of the RlPP(a), 
RlPP(b), RlPP(ab), and RlPP(abc) weighting procedures, respectively, for the example 
item response pattern represented in Table 2.2.1. These figures illustrate the differences 
between Bayesian log-likelihood functions from standard IRT and the RIPP scoring 
procedures. From these figures, it can be seen that the point estimates of ability from the 
RIPP procedures differ considerably from one another and from a standard IRT score for 
this response pattern. The variability of the point estimate for each of the RIPP 
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procedures appears to be approximately the same as that from standard IRT scoring. This 
indicates that the standard errors corresponding to RIPP estimates are likely to be 
approximately equal to those from a standard IRT scoring framework. 
3.5 Weighting with Content Considerations 
When test makers are constructing test forms with optimal characteristics, 
considerations of proper content representativeness are almost always of concern. That is, 
in addition to building tests to desired statistical specifications, it is also important that 
each test form adequately represents the domain of content that the test purports to 
encompass. For example, if a particular test includes five equally represented content 
areas (i.e., each content area represents 20% of the test), it is essential to proper content 
representation that, even after weighting items, each content area nevertheless contributes 
20% to an examinee’s score. As such, the RITE and RIPP weighting procedures were 
designed to accommodate such considerations. The alteration of the weighting 
procedures is described below. 
To ensure that proper content representation is achieved even after weighting the 
contribution of test items, the weighting procedures described above are altered such that 
the sum of weights for items within a particular content domain is equal to the number of 
test items that represent the domain: 
Z(25) 
;=i 
where Uk is the number of items that represent content category k, and Wj(k) is the weight 
for theyth item within content category k. 
This weighting is operationalized for any of the procedures described above by 
treating the items within each content category as a miniature test, or testlet, and 
34 
proceeding accordingly. Item weights are therefore determined separately for each 
content area and then applied to all items in determining examinee scores. Since the sum 
of the rik items across the K content categories is equal the total number of items on the 
test, this alteration to the weighting procedures satisfies the constraint that the sum of all 
weights is equal to the number of test items, n: 
K 
*=i 
(26) 
K 
k=\ ;=1 
(27) 
As an example, consider the 10-item test used to illustrate the weighting 
procedures. If this test consisted of five equally represented content areas {K = 5), two 
items from each content area would be included on the test {uk = 2 for all k). Therefore, in 
determining item weights, each of the five content areas would be treated as a 2-item test. 
The sum of item weights within each content category would equal two, and the sum of 
these weights across the five content categories would therefore equal 10. In this way, 
each of the content categories would still contribute 20% to each examinee’s score, but 
the items within each content category would be optimally weighted according to the 
principles of whichever weighting procedure was being employed. 
3.6 Simulation Study to Evaluate Weighting Procedures 
The following is a discussion of the conditions included in this study for assessing 
the value of the aforementioned weighting procedures. All simulated item responses used 
in the study were dichotomously scored, fit to the 3-PL IRT model, and calibrated using 
the software BILOG-MG (Zimowski, Muraki, Mislevy, & Bock, 2002). For each of the 
conditions described below, the sample size consists of 5,000 simulated examinees 
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(N=5000). To introduce some random error in the calibration process, item parameters 
were estimated using only the first 500 examinees from each dataset. Then, using these 
item parameter estimates, all 5000 examinees were scored according to them. Each 
condition was independently replicated 100 times to ensure the stability of findings. 
Results from all analyses were calculated as average values over the 100 replications. 
3.6.1 Scoring Procedures. Six scoring procedures were evaluated for this study: 
(1) RITE weighting, (2) RlPP(a) weighting, (3) RlPP(b) weighting, (4) RlPP(ab) 
weighting, (5) RlPP(abc) weighting, and (6) standard IRT scoring. Ability estimates from 
each of these six procedures were compared to true values. Standard IRT scoring was 
conducted using BILOG-MG (Zimkowski, et al, 2002). RITE scoring was conducted 
with RITESCOR (Skorupski, 2004), while the RIPP scoring procedures were 
implemented with RIPPSCOR (Skorupski, 2004). For all scoring procedures, EAP ability 
estimates were determined, using a normal density with zero mean and unit variance as 
the prior distribution common to all examinees. EAP ability estimation, a Bayesian 
procedure, was deemed preferable because, for some conditions with very short test 
lengths, there are likely to be a number of examinees for whom no unique maximum 
value exists with regard to the log-likelihood function. As discussed, this issue is 
ameliorated through the use of Bayesian estimation procedures such as EAP. 
Additionally, EAP ability estimates are the default scoring procedure in BILOG-MG, so 
users of this software are likely to be familiar with their properties. 
In standard IRT scoring, the EAP estimate is determined by calculating the mean 
of the posterior distribution: 
36 
(28) 6>, = — 
Zmz,)nz^) 
q=\ 
where Zg is one of the Q quadrature points over which the posterior distribution is being 
evaluated, L(u \ Zg) is the likelihood function evaluated at quadrature point q, andJiZg) is 
the density of the prior distribution at Zg (Chen, Hou, Fitzpatrick, & Dodd, 1997). The 
corresponding expression for the standard error of this point estimate is: 
SEi0i) = 
-ll/2 
YiZ,-0<fL{u\Z^)f{Z^) 
?=1_ 
£z,(m|Z,)/(Z,) 
q=\ 
(29) 
For the implementation of the weighting procedures, the EAP estimate and its 
standard error are calculated in a corresponding manner, where the point estimate is: 
0, =- Q (30) 
T^AE\Zg)f(Z^) 
q=\ 
The corresponding expression for the standard error of this point estimate is: 
SE{0i) = 
nl/2 
Z(z,-h"U«\z^)AZ^) 
?=l 
2:i»(»iz,)/(z,) 
q=\ 
(31) 
EAP estimates are computed in both RITESCOR and RIPPSCOR by evaluating the 
weighted log-likelihood function over the range [-4,4], using a normal density with zero 
mean and unit variance for the prior distribution common to all examinees. Values are 
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computed at 81 quadrature points in this range using a step size of 0.1 between 
consecutive quadrature points. 
3.6.2 Test Lengths. Three different test lengths were considered with regard to the 
robustness of the ability estimation procedures. It was expected that the weighting 
procedures would be especially useful for very short tests, so the number of items for 
each test length condition was: (1) 10 items, (2) 20 items, and (3) 30 items. Utilizing 
these test length conditions thus provided valuable information for shortened tests 
designed to be as efficient as possible, provisional ability estimates derived in a CAT or 
MST environment, as well as for some traditional operational testing programs. 
Thirty items representing three content areas were sampled from the item bank of 
the Accounting and Reporting section of the American Institute of Certified Public 
Accountants (AICPA) examination to create forms. The three different test lengths were 
composed with a nested design, whereby each successively longer test contained all of 
the items from the previous test length plus ten additional items. Item parameters, content 
area codes, and form assignments for these items are contained in Table 3.6.2.1. All 
forms were composed to match the shape of the test information function for the 
complete test, containing 69 items, as closely as possible. A graph of the information 
functions for the target test and sampled forms are contained in Figure 3.6.2.1. 
3.6.3 Content Constraints. Two content constraint conditions were simulated; (1) 
a reference group using no content constraints, and (2) a design where each test has three 
content categories which are unequally distributed across the test. For this condition, the 
three content categories were distributed such that each represents 40%, 40%, or 20% of 
the test. The same items were used to create test forms in both conditions. In content 
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constraint condition (1) items were optimally weighted without regard to their content 
areas, whereas in content constraint condition (2) items were optimally weighted within 
each content category before being applied to all items in the weighted log-likelihood 
function. 
3.6.4 Data Generation. Item response data were simulated with RESGEN 
(Muraki, 2000) using item parameters and content constraint codes from the item bank of 
the AICPA. Data were simulated using a multidimensional ERT model in order to 
produce more realistic item response patterns (Davey, Nering, & Thompson, 1997). 
The multidimensional 3-PLIRT model (Reckase, 1985) expresses the relationship 
between a vector of ability for examinee /, denoted and a correctly answered, 
dichotomously scored test item as follows: 
4.=c^.+0-c^.) 
^DZj(0,) 
(32) 
where Cj is the lower asymptote parameter and D is a scaling constant equal to 1.7, as 
defined in equation (1). The deviate of the multidimensional dichotomous item response 
model, Z/^), is given by: 
m=\ 
where ajm is the slope parameter for item j on latent trait dimension m, Om is the latent 
trait for examinee i on dimension m, b j is the item intercept for itemy, rjj is the 
multidimensional discrimination parameter for itemy, and A/is the number of latent trait 
dimensions. Some relationships among the parameters above are expressed by: 
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b]=-nfij, (35) 
where bj is the item location parameter or difficulty for item j, as defined in equation (1). 
This model is referred to as compensatory, because the components of the function are 
additive. Thus, low ability for one or more of the latent traits can be compensated by high 
ability on one or more of the other traits. 
Item response data were generated using the multidimensional IRT model to 
simulate statistical dependencies among the items within each content category. The item 
bank used in this study represents three different content areas, so to simulate 
dependencies a structure with four highly correlated dimensions was used. For each 
simulated examinee, an ability vector was created by taking four random draws from a 
multivariate standard normal distribution: 0 ~ MVN(0, R), where R is the correlation 
matrix among dimensions: 
^1.0 ■N 
0.9 1.0 
0.9 0.9 1.0 
,0.9 0.9 0.9 1.0^ 
(36) 
The first dimension was used to represent the latent trait of interest, examinee ability. The 
other three ability levels were constructed to correspond to each of the three content 
areas. Thus, the examinee ability level for each content area was highly correlated with 
the latent trait of interest, but also contained variance unique to that dimension, or content 
area. For each examinee, the ability level from the primary dimension was considered the 
true value, while the three other ability levels were considered noise, and thus were 
ignored when comparing ability estimates to true values. 
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Item parameters were constructed to correspond to this structure. The item 
parameters from the AICPA item bank were based on a calibration from the 
unidimensional IRT model shown in equation (1). As per the model is equations (32) and 
(33), each itemj has one difficulty parameter, bj, one lower asymptote parameter, cy, and 
A/discrimination parameters, ajm, w=l,...,M The difficulty and lower asymptote 
parameters from the unidimensional calibration were used in the generation of 
multidimensional item responses. However, four discrimination parameters were needed 
for each item. To simulate the desired structure, these parameters were created such that 
each item would load on only two of the four dimensions: the primary dimension 
representing examinee ability and one of the three other dimensions representing the 
content area corresponding to that item. For the primary dimension, the discrimination 
parameter used was that obtained from the unidimensional calibration, aj. The 
discrimination parameter for the dimension corresponding to each item’s content area 
was set equal to 0.1. For the other two dimensions, the discrimination parameters were 
set equal to zero. For example, the vector of discrimination parameters for an item 
representing the first content area would be: [aj, 0.1, 0, 0]. Thus, each item would load on 
only two of the four dimensions, with the primary dimension having the greatest impact 
on the probability of a correct response, and an additional, modest amount of variability 
built into the simulation to create dependencies within each content area. 
3.6.5 Summary of Conditions. In total, 33 conditions were considered for this 
study: 6 scoring procedures by 3 test length conditions by 2 content constraint conditions. 
Note that there are 33 conditions, not 36, because items are equally weighted in standard 
IRT scoring. As such, ability estimates from BILOG-MG were identical for both of the 
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content constraint conditions within each test length condition. Table 3.6.5.1 contains a 
summary of the test length by content constraint conditions. 
For each condition and replication, item parameters were estimated using the first 
500 examinees from the corresponding simulated dataset. Ability estimates and standard 
errors were then determined for all of the 5,000 simulated examinees according to the six 
scoring procedures. As mentioned, these 33 conditions were independently replicated 100 
times to determine the stability of results. For each replication, the distribution of ability 
estimates was rescaled to have a mean of zero and a standard deviation of one, to ensure 
scale comparability between the set of estimates and the true ability distribution. For each 
simulated examinee, the point estimate of ability was then compared to the true value 
(that is, the value obtained from the primary dimension of the ability vector for that 
examinee). Lastly, the standard errors from weighted scores were compared to those from 
standard IRT scoring. Results from each analysis were calculated as the average of each 
outcome over the 100 replications. 
3.7 Evaluation Criteria 
The primary outcomes for the study were the recovery of the examinee ability 
parameter, and changes in the standard errors of these estimates. Of obvious interest is 
the extent to which the weighted scoring procedures produce estimates of ability that are 
closer to true values. Of additional interest is the extent to which the standard errors of 
these weighted scores are higher or lower than those from standard IRT scoring. 
3.7.1 Recovery of Examinee Ability. The principal criteria used for evaluating 
recovery of the ability parameter were the bias, the root mean squared error (RMSE), and 
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the standard deviation (SD) of estimates. The bias for a given level of ability, is equal 
to the average error of estimation over R replications: 
BIAS,^ = ^ -0,). (37) 
The average of these values for the examinees is therefore an overall measure of bias; 
BIAS = r=l_ 
N 
(38) 
The RMSE of ability estimates is equal to the square root of the average squared error of 
estimation over the R replications: 
RMSE,^ 
R -M2 
r=\ 
R 
(39) 
The average of these values for the examinees is therefore an overall measure of 
RMSE: 
y RMSE, 
RMSE = ^-^ 
N 
(40) 
Lastly, the SD of ability estimates is simply equal to the standard deviation of estimates 
over the R replications: 
R -|l/2 
r=l 
R 
(41) 
The average of these values for the examinees is therefore an overall measure of SD: 
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(42) 
N 
USD, 
SD = ^-. 
N 
These three indices of estimation precision are related as follows: 
RMSEl = BIASl + SDl, (43) 
where the squared RMSE represents the total variation of ability estimates over 
replications, the squared bias represents the systematic variation, and the squared SD 
represents the random variation in these estimates. These three outcomes all represent 
types of estimation error. The RMSE is of obvious importance because it represents the 
total error of estimation, containing both systematic and random error. Bias is arguably 
the most important outcome because it represents the systematic over- or under¬ 
estimation of ability. The SD provides helpful information about how estimates vary over 
replications, but is somewhat less important because random error cannot be predicted 
and it more difficult to control. 
The overall outcome criteria were computed for each condition. Additionally, the 
conditional bias, RMSE, and SD were evaluated within discrete ranges along the ability 
continuum to assess how errors of estimation were related to particular levels of ability. 
Fourteen such conditional outcomes were computed for each condition: 12 conditional 
averages for true lvalues in the range [-3.0, 3.0] with an interval width of 0.5, and two 
additional averages for 6 < -3.0 and 0 > 3.0. 
For each replication of a particular condition, the correlation between true and 
estimated ability values, denoted -, was also computed. These values were then 
averaged over all replications for each condition. These provide a rough estimate of 
precision, and indicate the extent to which estimates are linearly related to true values. 
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A final criterion used in assessing the robustness of the weighted estimation 
procedures was the decision accuracy of estimates. Decision accuracy refers to the extent 
to which examinees’ ability estimates accurately classify them into the appropriate 
performance category on a test of interest. This is generally computed as the proportion 
of accurately classified examinees (Crocker & Algina, 1986), which is calculated by 
simply summing the number of true positive and true negative classifications and 
dividing by the total number of examinees. Decision accuracy therefore has zero as its 
lower bound and approaches perfect accuracy as this value increases towards unity. Such 
a statistic provides a gross approximation to ability recovery, but is nonetheless an 
important outcome variable, especially in the case of tests for which the primary outcome 
is not a scaled score but a pass/fail decision. 
As stated above, the generation of data for this research was conducted using item 
parameters from the AICPA. The AICPA exam is one for which the pass/fail decision is 
critical: those examinees classified as failing are not certified to practice accounting in 
the United States. As such, decision accuracy was an important outcome variable. Two 
cut-scores, high and low, were considered for simulated test administration. The AICPA 
tK 
exam is scaled such that examinees scoring at the 70 percentile and above pass the test, 
#K 
while those below it fail. In a standard normal distribution, N(0,1), the 70 percentile 
falls at about half a standard deviation above the mean (0= 0.5244). This value was 
consequently used as the high cut-score for the simulated test administration. Decision 
accuracy for the 70^ percentile cut is denoted DA-70. The other decision accuracy 
calculation corresponds to a relatively low cut-score, as in the case of a minimum 
competency test, such as one that must be passed as a high school graduation 
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requirement. For this calculation, the cut-score used was 0= -0.5244, which corresponds 
to the 30* percentile in a standard normal distribution. Decision accuracy for the 30* 
percentile cut is denoted DA-30. For both cut-scores, the average of the decision 
accuracy indices was computed over replications, with those derived from weighted 
scoring conditions compared to those from standard IRT scoring procedures. 
3.7.2 Changes in the Standard Errors of Estimates. The criterion used for 
evaluating changes in the standard errors of ability parameter estimates was the average 
change in standard error, denoted Ase- This value was computed as the average difference 
between standard errors obtained from one of the weighting procedures, denoted SE(0w), 
and those obtained from standard IRT scoring, denoted SE(OmT): 
r=\ 
NR 
(44) 
Values of Ase falling below zero indicate an average reduction in the standard error of 
estimates, while positive values conversely indicate an average increase in standard 
errors. Additionally, graphs of the conditional standard errors by ability level were 
constructed for both weighted and standard IRT scoring procedures to determine the 
nature of this relationship along the ability continuum. These were determined 
empirically by averaging the standard errors of the estimates over replications for each 
ability level. 
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Table 3.4.4.1 RIPP item weights for example test consisting of 10 items. 
Item RlPP(a) RlPP(b) RlPP(ab) RlPP(abc) 
1 1.91 0.35 1.13 0.81 
2 0.40 0.98 0.69 0.53 
3 0.55 1.09 0.82 0.72 
4 0.22 1.59 0.91 0.90 
5 0.12 2.11 1.11 2.51 
6 1.95 0.47 1.21 0.92 
7 1.14 0.20 0.67 0.53 
8 0.27 0.77 0.52 0.69 
9 2.79 0.24 1.52 1.10 
10 0.66 2.19 1.43 1.30 
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Table 3.6.2.1 Item parameters, content area codes, and form assignments for the 30 
sampled items from the AICPA item bank used in the study. 
Test 
Length 
Item 
Item Parameter Content 
a b c Area Code 
10 1 0.83 -0.51 0.08 1 
2 0.50 -1.07 0.16 1 
3 0.49 0.16 0.04 1 
4 0.64 0.71 0.38 1 
5 1.16 0.24 0.22 2 
6 1.32 0.29 0.42 2 
7 0.29 0.57 0.03 2 
8 0.49 -0.12 0.41 2 
9 0.26 0.58 0.11 3 
10 0.16 -0.74 0.04 3 
20 11 0.42 -1.71 0.07 1 
12 0.45 -0.53 0.04 1 
13 0.31 2.82 0.17 1 
14 0.41 -2.18 0.08 1 
15 0.32 0.24 0.05 2 
16 0.86 1.14 0.17 2 
17 0.60 -0.37 0.35 2 
18 0.91 -0.32 0.12 2 
19 0.40 0.85 0.32 3 
20 0.50 -0.05 0.03 3 
30 21 0.93 0.19 0.11 1 
22 0.57 -0.20 0.03 1 
23 0.51 0.90 0.28 1 
24 0.45 -0.51 0.06 1 
25 0.52 1.00 0.09 2 
26 0.85 0.23 0.21 2 
27 0.44 -0.90 0.14 2 
28 0.62 1.45 0.18 2 
29 0.65 -0.31 0.27 3 
30 0.50 -1.52 0.02 3 
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Table 3.6.5.1 Test length by number of content constraint (K) conditions. 
Test Length 
Number of items per content constraint condition 
Unconstrained (K = 0) Constrained (K = 3) 
10 10 4, 4,2 
20 20 8, 8,4 
30 30 12, 12, 6 
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Figure 3.3.1 RITE item weights for example test consisting of 10 items. 
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Figure 3.3.2 Cumulative RITE item weights for example test consisting of 10 items. 
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RIT Unweighted 
Theta 
Figure 3.3.3 Bayesian log-likelihood functions using unweighted and RITE scoring for 
example test consisting of 10 items. 
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Unweighted RlPP(a) 
Theta 
Figure 3.4.4.1 Bayesian log-likelihood functions using unweighted and RlPP(a) scoring 
for example test consisting of 10 items. 
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RlPP(b) Unweighted 
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Figure 3.4.4.2 Bayesian log-likelihood functions using unweighted and RlPP(b) scoring 
for example test consisting of 10 items. 
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RlPP(ab) Unweighted 
Theta 
Figure 3.4.4.3 Bayesian log-likelihood functions using unweighted and RlPP(ab) scoring 
for example test consisting of 10 items. 
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RlPP(abc) Unweighted 
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Figure 3.4.4.4 Bayesian log-likelihood functions using unweighted and RlPP(abc) 
scoring for example test consisting of 10 items. 
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Figure 3.6.2.1 Target and actual test information functions for test forms used in the 
study. 
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CHAPTER 4 
RESULTS 
4.1 Overview 
This chapter contains the results for the study. Three factors were examined in 
this design: (1) scoring procedure, (2) test length, and (3) using content constraints. The 
five weighted scoring procedures were completely crossed with the test length and 
content constraint factors, resulting in 30 conditions. The standard IRT scoring procedure 
was crossed only with the test length factor, because considerations of content would not 
affect this scoring procedure. This resulted in three additional conditions, for a total of 
33. Results for these 33 conditions are treated in the following five sections of the 
chapter. Each of the five sections reports the results for one of the five item-weighting 
procedures as compared to standard IRT scoring results obtained from BILOG-MG. 
In each section, results are compared with respect to the recovery of the examinee 
ability parameter and changes in the standard errors of the estimates. For the recovery of 
the ability parameter, overall results are presented for the root mean squared error 
(RMSE) of estimates, the standard deviation (SD) of estimates over replications, the 
correlation of true and estimated ability \ and decision accuracy for the 70 and 30 
percentile cut-scores (DA-70 and DA-30, respectively). Results for the overall bias of 
parameter estimates are not presented, since the overall bias is always equal to zero. As 
such, graphs of conditional bias are provided for each weighted scoring method 
compared to estimates from BILOG-MG. Graphs of conditional RMSE and SD are also 
presented. For changes in the standard errors of estimates, the average increase/decrease 
in standard errors resulting from each weighting procedure compared to results from 
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BILOG-MG are provided. Further, graphs of the average conditional standard error of 
measurement are presented. 
For each weighted scoring method, results are contained in two tables and four 
figures. One table contains the overall outcome measures for the recovery of the 
examinee ability parameter, and the other contains values for the average change in 
standard errors. Each of the four figures contains the graphical results for the conditional 
bias, RMSE, SD, or standard errors, respectively. Each figure contains three panels, one 
for each test length condition, and each panel displays results for three scoring methods: 
(1) standard IRT scoring using BILOG-MG, (2) the respective weighted scoring method 
conducted without content constraints (K=0), and (3) the respective weighted scoring 
method conducted with content constraints (K=3). 
The overall results from BILOG-MG are presented in the following subsection, 
which precedes the five major sections described previously. The primary outcome of 
interest in each section is whether or not a particular weighting procedure provided 
improved estimates of ability over standard IRT scoring. Results for each weighting 
procedure are thus presented as the differences between the respective method and those 
from BILOG-MG. For each weighting procedure, results for the two content constraint 
conditions and three test lengths are included. 
4.1.1 Overall Results for Standard IRT Scoring. The results for standard IRT 
scoring serve as the baseline for this study. Standard IRT scoring improved with respect 
to overall ability parameter recovery for every criterion as test length was increased, with 
a steady decrease in the overall measures of error, RMSE and SD, and a steady increase 
in the overall measures of accuracy, DA-70, and DA-30. The observed values for 
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RMSE were 0.68 for the 10-item condition, 0.54 for the 20-item condition, and 0.45 for 
the 30-item condition. For SD, the respective values were 0.62, 0.50, and 0.42. The 
observed values for « were 0.76 for the 10-item condition, 0.85 for the 20-item 
condition, and 0.90 for the 30-item condition. Decision accuracy also improved with 
increased test lengths. The observed values for DA-70 were 0.83 for the 10-item 
condition, 0.86 for the 20-item condition, and 0.89 for the 30-item condition. For DA-30, 
the respective values were 0.80, 0.85, and 0.88. 
Some of the trends observed for BILOG-MG were common across all weighted 
scoring methods evaluated. As was to be expected, all of these methods improved with 
respect to ability parameter recovery with increased test length conditions, though the 
rate of improvement was not constant for every method. For all methods, the longer test 
length conditions resulted in decreased error and increased accuracy. Additionally, as 
with the results for standard IRT scoring, all of the weighting procedures within a given 
test length condition performed better for DA-70 than DA-30. These differences were 
generally slight, with a range of magnitudes from 0.00 to 0.03, but consistently favored 
DA-70. The major differences between DA-70 and DA-30 for a given scoring procedure 
were generally related to the shorter test lengths, that is, the greatest differences were 
observed for the 10-item condition and reduced with increased test length. More detailed 
results for each of the weighting procedures compared to those from BILOG-MG are 
treated in the following five sections. 
4.2 RITE Scoring 
4.2.1 Recovery of Examinee Ability. Table 4.2.1.1 contains the overall measures 
of ability parameter recovery for RITE scoring with both content constraint conditions 
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compared to estimates from BILOG-MG for all three test length conditions. This table 
contains the outcomes measures for the RMSE, SD, DA-70, and DA-30. For all five 
of the outcomes, standard IRT estimates were slightly better than either RITE scoring 
procedure. In all cases, RITE scoring with unconstrained content representation (K=0) 
performed as well as or better than RITE scoring with content constraints (K=3). 
Estimates from both RITE scoring procedures had generally higher RMSE and SD 
values, with an average increase of 0.02 to 0.04 units. Thus, ability estimates from RITE 
scoring had slightly greater overall error than standard IRT estimates, as indicated by the 
RMSE. This increase is seemingly a result of an increase in random error over 
replications, as indicated by the SD of estimates. The results for DA-70, and DA-30 
similarly favored standard IRT ability estimates. The average correlation between true 
and estimated ability was generally 0.01 to 0.02 units smaller for RITE scoring methods 
than for estimates from BILOG-MG. For both decision accuracy measures, the RITE 
scoring methods performed either just as well as standard IRT scoring, or 0.01 units 
lower. All five of these recovery indices represent average values over replications, and 
thus indicate that the decreased performance of RITE scoring, though slight, was 
nonetheless stable. 
The results for the conditional bias of ability parameter estimates for RITE 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.2.1.1. An interesting pattern of results is evident in this figure. 
For the 10-item condition, both RITE scoring procedures and standard IRT scoring 
produced estimates with very similar bias along the ability continuum, with a slight 
improvement for the RITE scoring procedures at the tails of the distribution. At this test 
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length, the average decrease in bias at the tails was approximately 0.01 to 0.02. However, 
as test length was increased, the RITE scoring procedures produced estimates that were 
increasingly less biased at the tails of the ability distribution, especially at the lower end 
of the distribution. This reduction in bias was consequently greatest for the 30-item test 
condition. At the far left-hand side of the distribution, the decrease in bias for RITE 
scoring with content constraints (K=3) was 0.25, while the reduction in bias for RITE 
scoring without content constraints (K=0) was 0.20. Towards the center of the ability 
distribution, all three methods performed similarly well, with the average conditional bias 
relatively close to zero. At the far right-hand tail of the ability continuum, the reduction 
in bias for RITE scoring with constrained content representation was 0.11, while the 
reduction in bias for RITE scoring without content constraints was 0.06. The differences 
observed between the RITE procedures with and without content constraints were 
relatively slight, but with increasing test length, RITE scoring with constrained content 
representation performed consistently better than RITE scoring without using content 
constraints. 
The results for the conditional RMSE of ability parameter estimates for RITE 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.2.1.2. The differences among the scoring methods shown in this 
figure are fairly consistent across the three test length conditions. However, the RMSE 
values for the RITE scoring procedures were slightly higher in the center of the ability 
distribution than those obtained from BILOG-MG. Interestingly, towards the very center 
of the ability distribution 0), the RMSE for all procedures was essentially identical. 
The differences between RITE scoring and standard IRT occur in the approximate ranges 
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[-1.5, -2.5] and [1.5, 2.5]. In these ranges the RMSE for the RITE scoring procedures is 
consistently higher, ranging from approximately 0.05 to 0.10 greater. However, results 
for RMSE at the tails of the ability distribution were similar to the results for conditional 
bias. That is, for the 10-item condition, conditional ^SE results for all three procedures 
are very similar. As test length increased the RMSE for the RITE scoring procedures 
dropped lower than the RMSE for the estimates from BILOG-MG at the extremes of the 
ability distribution, especially at the lower end. For the 30-item condition, this reduction 
was considerable. The RMSE for RITE scoring with constrained content representation 
(K=3) was 0.17 lower at the far left and 0.05 lower at the far right. The RMSE for RITE 
scoring without content constraints (K=0) was 0.14 lower at the far left and 0.03 lower at 
the far right. The differences between the two RITE scoring procedures across test length 
conditions, though generally slight, consistently favored RITE scoring with content 
constraints. 
The results for the conditional SD of ability parameter estimates for RITE scoring 
with both content constraint conditions compared to estimates from BILOG-MG are 
contained in Figure 4.2.1.3. This figure shows that at the very center of the ability 
distribution 0), the SDs for all procedures are effectively coincident. However, the 
SDs for the RITE scoring procedures were considerably higher than those observed for 
the estimates from BILOG-MG further away from the center of the ability distribution. 
These differences were fairly stable across the test length conditions. The magnitude of 
differences at the tails of the ability distribution ranged from 0.10 to 0.20. In all cases, the 
SD for RITE scoring with constrained content representation (K=3) was approximately 
0.05 higher than that for RITE scoring without content constraints (K=0). 
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4.2.2 Changes in the Standard Errors of Estimates. Table 4.2.2.1 contains overall 
measures of the change in standard errors of estimates for RITE scoring with both content 
constraint conditions as compared to those from BILOG-MG for all three test length 
conditions. This table shows that the standard errors of estimates from both RITE scoring 
procedures are considerably lower than those from standard IRT scoring. For the 10-item 
condition, the average reduction in standard errors for both RITE scoring procedures was 
close to 0.5. The differences between the RITE scoring procedures and BILOG-MG were 
reduced as test length increased, but the reduction was still considerable for the 30-item 
condition, with an average reduction of approximately 0.25. The average reduction in 
standard errors was consistently greater for RITE scoring with constrained content 
representation (K=3) than for RITE scoring without content constraints (K=0). RITE 
scoring with constrained content representation produced standard errors that ranged 
from 0.04 to 0.06 lower than those from RITE scoring without content constraints. 
The results for the conditional standard errors of estimates for RITE scoring with 
both content constraint conditions compared to those from BILOG-MG are contained in 
Figure 4.2.2.1. This figure shows that the reduction in standard errors for both RITE 
scoring procedures was considerable and consistent across the entire range of the ability 
distribution. The magnitude of reduction was reflective of the average change in standard 
errors at all points. Also consistent with these results, the reduction of standard errors was 
always greater for RITE scoring with constrained content representation (K=3) than for 
RITE scoring without content constraints (K=0). Furthermore, the differences between 
the standard errors from both of the RITE scoring procedures and those from BILOG- 
64 
MG reduced as test length was increased, but was still considerable for the 30-item test 
condition. 
4.3 RlPPra^ Scoring 
4.3.1 Recovery of Examinee Ability. Table 4.3.1.1 contains the overall measures 
of ability parameter recovery for RlPP(a) scoring with both content constraint conditions 
compared to estimates from BILOG-MG for all three test length conditions. This table 
contains the outcomes measures for the RMSE, SD, r ^, DA-70, and DA-30. For all five 
of the outcomes, standard IRT estimates were considerably better than either RlPP(a) 
scoring procedure. Both RlPP(a) scoring procedures produced similar results, but in all 
cases, RlPP(a) scoring with constrained content representation (K=3) performed as well 
as or better than RlPP(a) scoring without content constraints (K=0). Estimates from both 
RlPP(a) scoring procedures had higher RMSE and SD values, with an average increase of 
0.06 to 0.10 units. Thus, ability estimates from RlPP(a) scoring had greater overall error 
than standard IRT estimates, as indicated by the RMSE, as well as an increase in random 
error over replications, as indicated by the SD of estimates. The results for *, DA-70, 
and DA-30 similarly favored standard IRT ability estimates. The average correlation 
between true and estimated ability was generally 0.03 to 0.08 lower for RlPP(a) scoring 
methods than for estimates from BILOG-MG. The largest differences occurred for the 
shorter test length conditions, while differences became smaller as test length was 
increased. For both decision accuracy measures, the RlPP(a) scoring methods performed 
worse than standard IRT scoring, with differences ranging from 0.02 to 0.04 units lower. 
The results for the conditional bias of ability parameter estimates for RlPP(a) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.3.1.1. This figure shows an interesting pattern of results. For the 
10-item condition, both RlPP(a) scoring procedures display greater levels of bias than 
standard IRT scoring at almost all points. At the far left of the distribution, the bias was 
the same for the RlPP(a) procedures and BILOG-MG; towards the right-hand side of the 
distribution, the bias for the RlPP(a) procedures was increasingly worse than BILOG-MG 
with higher ability levels. The magnitude of this increase in bias ranged from 0.10 to 
0.15. As test length increased, however, the RlPP(a) scoring procedures produced 
estimates that were increasingly less biased at the lower end of the ability distribution. 
The reduction in bias at the lower end of the continuum for the 20- and 30-item 
conditions was approximately 0.10, smaller than the consistently greater bias observed 
towards the center and at the higher end of the continuum. For all conditions, the 
performance of RlPP(a) scoring with constrained content representation (K=3) was 
practically identical to RlPP(a) scoring without content constraints (K=0). 
The results for the conditional RMSE of ability parameter estimates for RlPP(a) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.3.1.2. The RMSEs for the RlPP(a) scoring procedures were 
consistently higher at almost all points along the ability continuum than those observed 
for the estimates from BILOG-MG. For the 10-item condition, BILOG-MG outperformed 
the RlPP(a) scoring procedures at every point. The differences at the tails of the 
distribution were relatively small, ranging from 0.02 to 0.05, while the differences in the 
center of the distribution were relatively large, ranging from 0.10 to 0.15. The superior 
performance of BILOG-MG and the magnitude of the differences was consistent across 
the test length conditions, with the exception of the far left side of the distribution. With 
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the longer test length conditions, the RlPP(a) procedures displayed a moderate 
improvement over BILOG-MG at the very lowest end of the ability continuum, with an 
RMSE reduction of approximately 0.10. In almost all cases, the RMSE values for the two 
RlPP(a) scoring procedures were very similar to one another. 
The results for the conditional SD of ability parameter estimates for RlPP(a) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.3.1.3. The SDs for the RlPP(a) scoring procedures were 
considerably higher than those observed for the estimates from BILOG-MG. For the 10- 
item condition, the SD was higher across the ability continuum, with differences ranging 
from 0.06 in the center of the ability distribution to as much as 0.15 at the tails. As test 
length increased, the SD values at the right-hand side of the distribution for the RlPP(a) 
scoring procedures converged with the SD from BILOG-MG. However, the SD values 
from the RlPP(a) scoring procedures were still considerably higher in the center and at 
the left-hand side of the distribution, with approximately the same magnitude as for the 
10-item condition. In most cases, the SD over replications for RlPP(a) scoring with 
constrained content representation (K=3) was slightly lower than that for RlPP(a) scoring 
without content constraints (K=0). 
4.3.2 Changes in the Standard Errors of Estimates. Table 4.3.2.1 contains overall 
measures of the change in standard errors of estimates for RlPP(a) scoring with both 
content constraint conditions as compared to those from BILOG-MG for all three test 
length conditions. This table shows that the standard errors of estimates from both 
RlPP(a) scoring procedures were consistently higher than those from standard IRT 
scoring. The average increase in standard errors was consistently greater for RlPP(a) 
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scoring with constrained content representation (K=3) than for RlPP(a) scoring without 
content constraints (K=0). The increase in standard errors was relatively large for the 10- 
item condition (0.10 for RlPP(a) without content constraints and 0.06 for RlPP(a) with 
content constraints). The differences between the RlPP(a) scoring procedures and 
BILOG-MG reduced as test length increased, with only a moderate increase for the 20- 
item condition (0.05 for RlPP(a) without content constraints and 0.04 for RlPP(a) with 
content constraints), and a slight increase for the 30-item condition (0.03 for RlPP(a) 
without content constraints and 0.02 for RlPP(a) with content constraints). 
The results for the conditional standard errors of estimates for RlPP(a) scoring 
with both content constraint conditions compared to those from BILOG-MG are 
contained in Figure 4.3.2.1. This figure shows that, while the standard errors for both 
RlPP(a) scoring procedures were generally higher than those from BILOG-MG, this 
increase was not consistent across the entire range of the ability distribution. For the 10- 
item condition, the standard errors for both RlPP(a) procedures were consistently greater 
than those from BILOG-MG across the ability continuum, with the magnitude of the 
differences reflective of the average increase in standard errors. However, with increased 
test length, the standard errors at the lower end of the ability continuum were slightly 
lower for the RlPP(a) procedures than for BILOG-MG. This decrease was negligible for 
the 20-item condition (approximately 0.01 lower) but more considerable for the 30-item 
condition (approximately 0.04 lower). Consistent with the results for the average change 
in standard errors, the standard errors for RlPP(a) scoring with unconstrained content 
representation (K=0) were approximately 0.01 to 0.04 greater than those for RlPP(a) 
scoring without content constraints (K=3). 
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4.4 RlPP(b) Scoring 
4.4.1 Recovery of Examinee Ability. Table 4.4.1.1 contains the overall measures 
of ability parameter recovery for RlPP(b) scoring with both content constraint conditions 
compared to estimates from BILOG-MG for all three test length conditions. This table 
contains the outcomes measures for the RMSE, SD, r ., DA-70, and DA-30. For all five 
of the outcomes, standard IRT estimates were considerably better than either RIPP(b) 
scoring procedure. Both RlPP(b) scoring procedures produced very similar results, but in 
all cases, RlPP(b) scoring with constrained content representation (K=3) performed as 
well as or slightly better than RlPP(b) scoring without content constraints (K=0). 
Estimates from both RlPP(b) scoring procedures had higher RMSE and SD values, with 
an average increase of 0.03 to 0.07 units. Thus, ability estimates from RlPP(b) scoring 
had greater overall error than standard IRT estimates, as indicated by the RMSE, as well 
as an increase in random error over replications, as indicated by the SD of estimates. The 
results for DA-70, and DA-30 similarly favored standard IRT ability estimates. The 
average correlation between true and estimated ability was generally 0.02 to 0.04 units 
smaller for the RlPP(b) scoring methods than for estimates from BILOG-MG. For both 
decision accuracy measures, the RlPP(b) scoring methods performed worse than standard 
IRT scoring, with differences ranging from 0.01 to 0.02 units lower. These differences 
were consistent for all test length conditions. 
The results for the conditional bias of ability parameter estimates for RlPP(b) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.4.1.1. This figure reveals an unexpected relationship between 
test length and bias. For the 10-item condition, both RlPP(b) scoring procedures display 
L. 
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larger levels of bias than standard IRT scoring at both tails of the ability distribution, with 
values ranging from 0.10 to 0.20 greater. As test length increased, the RlPP(b) scoring 
procedures produced estimates that were increasingly more biased than IRT scores at the 
tails, with differences ranging from 0.15 to 0.25 for the 20- and 30-items conditions. 
Towards the center of the ability distribution, all three methods performed similarly well, 
with the average bias relatively close to zero. For all conditions, the bias from RlPP(b) 
scoring with constrained content representation (K=3) was 0.02 to 0.05 units lower than 
the bias from RlPP(b) scoring without content constraints (K=0). 
The results for the conditional RMSE of ability parameter estimates for RlPP(b) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.4.1.2. The differences among the scoring methods shown in this 
figure are very consistent across the three test length conditions. The RMSE values for 
the RlPP(b) scoring procedures were consistently higher at all points along the ability 
continuum than observed for the estimates from BILOG-MG. The RMSE values for 
RlPP(b) scoring were generally 0.20 to 0.30 units higher than those from BILOG-MG, 
with differences increasing slightly as test length increased. All methods improved with 
respect to RMSE with increased test lengths, but the rate of improvement for BILOG-MG 
was greater than that for the RlPP(b) procedures. That is, the gap between the RlPP(b) 
procedures and BILOG-MG increased with the longer test length conditions. In all cases, 
the performance of the RlPP(b) scoring procedure with constrained content 
representation (K=3) was similar or slightly better than RlPP(b) scoring without content 
constraints (K=0), with no difference in RMSEs larger than 0.05. 
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The results for the conditional SD of ability parameter estimates for RlPP(b) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.4.1.3. The conditional SD for the RlPP(b) scoring procedures 
was 0.05 to 0.07 units higher in the center of the ability distribution than those observed 
for the estimates from BILOG-MG. Conversely, the SD for the RlPP(b) scoring 
procedures was 0.04 to 0.07 units lower than the SD from BILOG-MG estimates at the 
tails of the continuum. These differences were consistent across the three test length 
conditions. Both RlPP(b) scoring methods performed very similarly to one another with 
respect to the SD over replications. 
4.4.2 Changes in the Standard Errors of Estimates. Table 4.4.2.1 contains overall 
measures of the change in standard errors of estimates for RlPP(b) scoring with both 
content constraint conditions as compared to those from BILOG-MG for all three test 
length conditions. This table shows that the standard errors of estimates from both 
RIPP(b) scoring procedures were consistently lower than those from standard IRT 
scoring. The average decrease in standard errors was consistently greater for RlPP(b) 
scoring without constrained content representation (K=0) than for RlPP(b) scoring with 
content constraints (K=3). These differences were greatest for the shorter test length 
conditions, with an average decrease in standard errors of 0.16 for RlPP(b) without 
content constraints and a decrease of 0.14 for RlPP(b) with constrained content. The 
reduction in standard errors decreased with longer tests, as did the differences between 
the two RlPP(b) scoring procedures. 
The results for the conditional standard error of measurement of estimates for 
RIPP(b) scoring with both content constraint conditions compared to those from BILOG- 
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MG are contained in Figure 4.4.2.1. This figure shows that the reduction in standard 
errors for both RlPP(b) scoring procedures is consistent across the entire range of the 
ability distribution. Consistent with the results for the average change in standard errors, 
the reduction of standard errors was always greater for RlPP(b) scoring with 
unconstrained content representation (K=0) than for RlPP(b) scoring with content 
constraints (K=3). Furthermore, the magnitude of difference between the standard errors 
from both of the RlPP(b) scoring procedures and those from BILOG-MG was greatest for 
shorter test lengths (approximately -0.15) and reduced as test length was increased 
(approximately -0.10 for 20-item tests and -0.07 for 30-item tests). 
4.5 RlPPfab) Scoring 
4.5.1 Recovery of Examinee Ability. Table 4.5.1.1 contains the overall measures 
of ability parameter recovery for RlPP(ab) scoring with both content constraint 
conditions compared to estimates from BILOG-MG for all three test length conditions. 
This table contains the outcomes measures for the RMSE, SD, r ^, DA-70, and DA-30. 
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For all five of the outcomes, standard IRT estimates were slightly better than either 
RlPP(ab) scoring procedure. Both RlPP(ab) scoring procedures produced very similar 
results, but in all cases, RlPP(ab) scoring with constrained content representation (K=3) 
performed as well as or slightly better than RlPP(ab) scoring without content constraints 
(K=0). Estimates from both RlPP(ab) scoring procedures had slightly higher RMSE and 
SD values than BILOG-MG, with an average increase of 0.01 to 0.02 units for both 
outcomes. Thus, the overall error of ability estimates from RlPP(ab) scoring was slightly 
greater than standard IRT estimates, as indicated by the RMSE, and the random error 
over replications was also slightly greater, as indicated by the SD of estimates. The 
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results for -, DA-70, and DA-30 similarly favored standard IRT ability estimates. The 
average correlation between true and estimated ability was generally the same or 0.01 
units lower for the RlPP(ab) scoring methods than for estimates from BILOG-MG. The 
RlPP(ab) scoring methods likewise performed similarly to BILOG-MG for both decision 
accuracy measures, with differences no greater than -0.01. These differences were 
consistent for all test length conditions. 
The results for the conditional bias of ability parameter estimates for RlPP(ab) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.5.1.1. For all conditions, the conditional bias for both RlPP(ab) 
scoring procedures was practically coincident with the conditional bias for standard IRT 
scoring. However, the RlPP(ab) scoring procedures did display slightly greater levels of 
bias than standard IRT scoring at the far right tail of the ability distribution, with 
differences no greater than -0.02. These results were consistent across all test length 
conditions. For all conditions, the performance of RlPP(ab) scoring with constrained 
content representation (K=3) was very similar to RlPP(ab) scoring without content 
constraints (K=0). 
The results for the conditional RMSE of ability parameter estimates for RlPP(ab) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.5.1.2. Similar to the results for conditional bias, the RMSE 
values for both RlPP(ab) scoring procedures were practically coincident with the RMSE 
values for standard IRT scoring. However, the RMSEs for the RlPP(ab) scoring 
procedures were generally higher than those from standard IRT scoring at the far right 
tail of the ability distribution, with a difference of 0.08 at the furthest quadrature point. 
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These results were consistent across all test length conditions. For all conditions, the 
performance of RlPP(ab) scoring with constrained content representation (K=3) was very 
I similar to RlPP(ab) scoring without content constraints (K=0). 
The results for the conditional SD of ability parameter estimates for RlPP(ab) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.5.1.3. The differences among the scoring methods shown in this 
figure are very consistent across the three test length conditions. However, the SDs for 
j the RlPP(ab) scoring procedures were slightly higher on the left-hand side of the ability 
distribution than those observed for the estimates from BILOG-MG (0.01 or 0.02 higher 
I for the three test length conditions). Conversely, the SDs for the RlPP(ab) scoring 
procedures were slightly lower than those from BILOG-MG at the right-hand side of the 
! ability distribution (0.01 to 0.05 lower for the three test length conditions). For all 
[ conditions, the SD over replications for RlPP(ab) scoring with constrained content 
j 
representation (K=3) was either the same as or slightly higher than that for RlPP(ab) 
scoring without content constraints (K=0), with no difference greater than 0.01 observed. 
4.5.2 Changes in the Standard Errors of Estimates. Table 4.5.2.1 contains overall 
measures of the change in standard errors of estimates for RlPP(ab) scoring with both 
content constraint conditions as compared to those from BILOG-MG for all three test 
length conditions. This table shows that the standard errors of estimates from both 
RlPP(ab) scoring procedures were slightly lower than those from standard IRT scoring. 
These differences were consistent across all test length conditions. The average decrease 
in standard errors was approximately the same for both RlPP(ab) scoring procedures, 
with values ranging from 0.01 to 0.03 lower. 
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The results for the conditional standard error of measurement of estimates for 
RlPP(ab) scoring with both content constraint conditions compared to those from 
BBLOG-MG are contained in Figure 4.5.2.1. This figure shows that the reductions in 
standard errors for both RlPP(ab) scoring procedures were consistent across the entire 
range of the ability distribution. Consistent with the results for the average change in 
standard errors, the reduction of standard errors was about the same for both RlPP(ab) 
scoring procedures. Furthermore, the magnitude of difference between the standard errors 
from the RlPP(ab) scoring procedures and BILOG-MG stayed consistent as test length 
was increased. 
4.6 RlPPfabcl Scoring 
4.6.1 Recovery of Examinee Ability. Table 4.6.1.1 contains the overall measures 
of ability parameter recovery for RlPP(abc) scoring with both content constraint 
conditions compared to estimates from BILOG-MG for all three test length conditions. 
This table contains the outcomes measures for the RMSE, SD, r -, DA-70, and DA-30. 
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For all five of the outcomes, standard IRT estimates were slightly better than either 
RlPP(abc) scoring procedure. Both RlPP(abc) scoring procedures produced very similar 
results, but in all cases, RlPP(abc) scoring with constrained content representation (K=3) 
performed as well as or slightly better than RlPP(abc) scoring without content constraints 
(K=0). Estimates from both RlPP(abc) scoring procedures had slightly higher RMSE and 
SD values, with an average increase of 0.01 to 0.02. Thus, the overall error of ability 
estimates from RlPP(abc) scoring was slightly greater than standard IRT estimates, as 
indicated by the RMSE, and the random error over replications was also slightly greater, 
as indicated by the SD of estimates. The results for *, DA-70, and DA-30 similarly 
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favored standard IRT ability estimates. The average correlation between true and 
estimated ability for RlPP(abc) scoring methods was generally the same as or 0.01 units 
lower than estimates from BILOG-MG. The RlPP(abc) scoring methods likewise 
performed slightly worse for both decision accuracy measures than standard IRT scoring, 
with differences no greater than -0.01. These differences were consistent for all test 
length conditions. 
The results for the conditional bias of ability parameter estimates for RlPP(abc) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.6.1.1. The conditional bias for both RlPP(abc) scoring 
procedures was very similar to that observed for standard IRT scoring across all 
conditions. However, the RlPP(abc) scoring procedures did display slightly greater levels 
of bias than standard IRT scoring at the far left tail of the ability distribution. The 
differences in bias at the lower end of the distribution ranged from 0.00 for the 10-item 
condition to 0.06 for the 30-item condition. For all conditions, the performance of 
RlPP(abc) scoring with constrained content representation (K=3) was very similar to 
RlPP(abc) scoring without content constraints (K=0). Differences between the methods 
always favored RlPP(abc) with content constraints, though these differences were never 
greater than 0.02. 
The results for the conditional RMSE of ability parameter estimates for RlPP(abc) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.6.1.2. Similar to the results for conditional bias, the RMSE 
values for both RlPP(abc) scoring procedures were essentially identical to the RMSE 
values for standard IRT scoring. However, the RlPP(abc) scoring procedures did display 
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slightly greater levels of RMSE than standard IRT scoring at the far left tail of the ability 
distribution. As with the conditional bias results, the differences in RMSE levels at the 
lower end of the distribution ranged from 0.00 for the 10-item condition to 0.06 for the 
30-item condition. For all conditions, the performance of RlPP(abc) scoring with 
constrained content representation (K=3) was very similar to RlPP(abc) scoring without 
content constraints (K=0). The differences once again favored RlPP(abc) with content 
constraints, with no difference greater than 0.02. 
The results for the conditional SD of ability parameter estimates for RlPP(abc) 
scoring with both content constraint conditions compared to estimates from BILOG-MG 
are contained in Figure 4.6.1.3. The differences among the scoring methods shown in this 
figure are very consistent across the three test length conditions. However, the SDs for 
the RlPP(abc) scoring procedures were 0.01 to 0.03 higher in the center of the ability 
distribution than those observed for the estimates from BILOG-MG. Conversely, the SDs 
for the RlPP(abc) scoring procedures were 0.01 to 0.02 lower than those from BILOG- 
MG at the tails of the continuum. For all conditions, the SD values for both RlPP(abc) 
scoring procedures were very consistent with one another. 
4.6.2 Changes in the Standard Errors of Estimates. Table 4.6.2.1 contains overall 
measures of the change in standard errors of estimates for RlPP(abc) scoring with both 
content constraint conditions as compared to those from BILOG-MG for all three test 
length conditions. This table shows that the standard errors of estimates from both 
RlPP(abc) scoring procedures were slightly lower than those from standard IRT scoring. 
These differences were consistent across all test length conditions. The average decrease 
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in standard errors was approximately the same for both RlPP(abc) scoring procedures, 
with an average decrease in standard errors ranging from -0.01 to -0.03. 
The results for the conditional standard error of measurement of estimates for 
RlPP(abc) scoring with both content constraint conditions compared to those from 
BILOG-MG are contained in Figure 4.6.2.1. This figure shows that the reductions in 
standard errors for both RlPP(abc) scoring procedures were consistent across the entire 
range of the ability distribution. Consistent with the results for the average change in 
standard errors, the reduction of standard errors was about the same for both RlPP(abc) 
scoring procedures. Furthermore, the magnitude of difference between the standard errors 
from the RlPP(abc) scoring procedures and BILOG-MG stayed consistent as test length 
was increased. 
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Table 4.2.1.1 Overall measures of ability parameter recovery for RITE scoring with both 
content constraint (K) conditions and estimates from BILOG-MG. 
Outcome Scoring Procedure 
Test Length 
10 20 30 
BILOG-MG 0.68 0.54 0.45 
RMSE RITE K=0 0.70 0.56 0.47 
RITE K=3 0.70 0.57 0.48 
BILOG-MG 0.62 0.50 0.42 
SD RITE K=0 0.64 0.53 0.44 
RITE K=3 0.65 0.54 0.46 
BILOG-MG 0.76 0.85 0.90 
Vi RITE K=0 0.75 0.84 0.89 
RITE K=3 0.74 0.83 0.88 
BILOG-MG 0.83 0.86 0.89 
DA-70 RITE K=0 0.82 0.86 0.88 
RITE K=3 0.82 0.86 0.88 
BILOG-MG 0.80 0.85 0.88 
DA-30 RITE K=0 0.80 0.85 0.87 
RITE K=3 0.80 0.85 0.87 
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Table 4.2.2.1 Average change in the standard errors of estimates for RITE scoring with 
both content constraint (K) conditions compared to BILOG-MG. 
Ase 
Test Length RITE K=0 RITE K=3 
10 -0.43 -0.49 
20 -0.31 -0.36 
30 -0.24 -0.28 
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Table 4.3.1.1 Overall measures of ability parameter recovery for RlPP(a) scoring with 
both content constraint (K) conditions and estimates from BILOG-MG. 
Outcome 
Test Length 
Scoring Procedure 10 20 30 
BILOG-MG 0.68 0.54 0.45 
RMSE RlPP(a) K=0 0.79 0.62 0.51 
RlPP(a) K=3 0.78 0.62 0.51 
BILOG-MG 0.62 0.50 0.42 
SD RlPP(a) K=0 0.72 0.58 0.48 
RlPP(a) K=3 0.71 0.58 0.48 
BILOG-MG 0.76 0.85 0.90 
RlPP(a) K=0 0.68 0.80 0.87 
RlPP(a) K=3 0.69 0.80 0.87 
BILOG-MG 0.83 0.86 0.89 
DA-70 RlPP(a) K=0 0.79 0.84 0.87 
RlPP(a) K=3 0.79 0.84 0.87 
BILOG-MG 0.80 0.85 0.88 
DA-30 RlPP(a) K=0 0.77 0.83 0.86 
RlPP(a) K=3 0.77 0.83 0.86 
81 
Table 4.3.2.1 Average change in the standard errors of estimates for RlPP(a) scoring with 
both content constraint (K) conditions compared to BILOG-MG. 
Test Length 
Ase 
RlPP(a) K=0 RlPP(a) K=3 
10 0.10 0.06 
20 0.05 0.04 
30 0.03 0.02 
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Table 4.4.1.1 Overall measures of ability parameter recovery for RlPP(b) scoring with 
both content constraint (K) conditions and estimates from BILOG-MG. 
Outcome 
Test Length 
Scoring Procedure 10 20 30 
BILOG-MG 0.68 0.54 0.45 
RMSE RlPP(b) K=0 0.72 0.60 0.51 
RlPP(b) K=3 0.71 0.59 0.50 
BILOG-MG 0.62 0.50 0.42 
SD RlPP(b) K=0 0.65 0.56 0.47 
RlPP(b) K=3 0.65 0.55 0.47 
BILOG-MG 0.76 0.85 0.90 
r - 
9,0 RlPP(b) K=0 0.73 0.81 0.87 
RlPP(b) K=3 0.74 0.82 0.87 
BILOG-MG 0.83 0.86 0.89 
DA-70 RlPP(b) K=0 0.81 0.84 0.87 
RlPP(b) K=3 0.81 0.84 0.87 
BILOG-MG 0.80 0.85 0.88 
DA-30 RlPP(b) K=0 0.79 0.83 0.86 
RlPP(b) K=3 0.79 0.83 0.86 
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Table 4.4.2.1 Average change in the standard errors of estimates for RlPP(b) scoring with 
both content constraint (K) conditions compared to BILOG-MG. 
Test Length 
Ase 
RlPP(b) K=0 RIPP(b) K=3 
10 -0.16 -0.12 
20 -0.11 -0.10 
30 -0.07 -0.06 
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Table 4.5.1.1 Overall measures of ability parameter recovery for RlPP(ab) scoring with 
both content constraint (K) conditions and estimates from BILOG-MG. 
Outcome 
Test Length 
Scoring Procedure 10 20 30 
BILOG-MG 0.68 0.54 0.45 
RMSE RlPP(ab) K=0 0.69 0.55 0.46 
RlPP(ab) K=3 0.69 0.55 0.46 
BILOG-MG 0.62 0.50 0.42 
SD RlPP(ab) K=0 0.63 0.52 0.43 
RlPP(ab) K=3 0.63 0.51 0.43 
BILOG-MG 0.76 0.85 0.90 
r - 9,0 RlPP(ab) K=0 0.76 0.84 0.89 
RlPP(ab) K=3 0.76 0.85 0.89 
BILOG-MG 0.83 0.86 0.89 
DA-70 RlPP(ab) K=0 0.82 0.86 0.88 
RlPP(ab) K=3 0.82 0.86 0.88 
BILOG-MG 0.80 0.85 0.88 
DA-30 RlPP(ab) K=0 0.80 0.85 0.87 
RlPP(ab) K=3 0.80 0.85 0.87 
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Table 4.5.2.1 Average change in the standard errors of estimates for RlPP(ab) scoring 
with both content constraint (K) conditions compared to BILOG-MG. 
Test Length 
Ase 
RlPP(ab) K=0 RlPP(ab) K=3 
10 -0.02 -0.01 
20 -0.03 -0.03 
30 -0.02 -0.02 
86 
Table 4.6.1.1 Overall measures of ability parameter recovery for RlPP(abc) scoring with 
both content constraint (K) conditions and estimates from BILOG-MG. 
Outcome 
Test Length 
Scoring Procedure 10 20 30 
BILOG-MG 0.68 0.54 0.45 
RMSE RlPP(abc) K=0 0.69 0.55 0.46 
RlPP(abc) K=3 0.68 0.55 0.46 
BILOG-MG 0.62 0.50 0.42 
SD RlPP(abc) K=0 0.63 0.52 0.43 
RlPP(abc) K=3 0.63 0.51 0.43 
BILOG-MG 0.76 0.85 0.90 
r - 0,0 RlPP(abc) K=0 0.76 0.84 0.89 
RlPP(abc) K=3 0.76 0.85 0.89 
BILOG-MG 0.83 0.86 0.89 
DA-70 RlPP(abc) K=0 0.82 0.86 0.88 
RlPP(abc) K=3 0.82 0.86 0.88 
BILOG-MG 0.80 0.85 0.88 
DA-30 RlPP(abc) K=0 0.80 0.85 0.87 
RlPP(abc) K=3 0.80 0.85 0.87 
87 
Table 4.6.2.1 Average change in the standard errors of estimates for RlPP(abc) scoring 
with both content constraint (K) conditions compared to BILOG-MG. 
Test Length 
Ase 
RlPP(abc) K=0 RlPP(abc) K=3 
10 -0.02 -0.01 
20 -0.03 -0.02 
30 -0.02 -0.01 
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CHAPTER 5 
DISCUSSION 
5.1 Summary of Findings 
The purpose of this study was to compare five different item weighting 
procedures to standard IRT scoring. The five item weighting procedures evaluated were 
(1) RITE scoring, which weights the contribution of items to an examinee’s score relative 
to the amount of information provided at a particular trait level, (2) RlPP(a) scoring, 
which weights items on the basis of the relative estimation precision for the item 
discrimination parameter, (3) RlPP(b) scoring, which weights items on the basis of the 
relative estimation precision for the item difficulty parameter, (4) RlPP(ab) scoring, 
which weights items on the basis of the relative estimation precision for the 
discrimination and difficulty parameters, and (5) RlPP(abc) scoring, which weights items 
on the basis of the relative estimation precision for the discrimination, difficulty, and 
pseudo-guessing parameters. Comparisons between these methods and standard IRT 
scores derived from BILOG-MG were conducted using three different test lengths and 
two levels of content constraint specifications. 
This design resulted in 33 conditions that were evaluated using a simulation study 
with 5000 examinees on several measures of overall measurement precision, including 
RMSE, SD over replications, the correlation between true and estimated ability levels, 
and the decision accuracy for cut scores corresponding to the 70^ and 30*^ percentiles. 
The measurement precision along a wide range of true ability levels was also assessed 
with conditional bias, RMSE, and SD over replications. The stability of resultant scores 
was evaluated with a measure of the overall change in the standard errors of weighted 
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scores versus standard IRT scores and by determining conditional standard errors of these 
scores along the same wide range of true ability levels. 
A few results were common to all scoring methods evaluated. As was to be 
expected, all scoring methods improved with respect to ability parameter recovery with 
increased test length conditions. For the most part, the differences between the two 
content constraint conditions were slight, though the five weighting procedures generally 
tended to perform slightly better with content constraints (K=3) than without content 
constraints (K=0). This suggests that the inclusion of the content constraints helped to 
account somewhat for the simulated dependence structure among content categories. For 
the decision accuracy measures, all methods performed better for DA-70 than DA-30, 
which is likely a result of the slightly right-shifted information function used for each 
testing condition. That is, more information was present at higher levels of ability than 
lower levels, resulting in more robust estimates at the 70 percentile than at the 30 
percentile. This is due to the fact that items generally tend to be less informative for 
lower ability levels because of examinee guessing. 
The results for the overall measures of precision generally favored standard IRT 
scoring. For these measures, the five item weighting procedures performed as well as or 
worse than standard IRT scoring across all conditions. However, the magnitude of 
differences in overall measurement precision between standard IRT scoring and some of 
the weighting procedures was slight. Specifically, very little reduction in overall 
measurement precision was observed for RlPP(ab) or RlPP(abc) scoring. Beyond these, 
RITE scoring displayed a slightly greater reduction in overall measurement precision, 
especially for the overall SD over replications. The RlPP(a) and RlPP(b) scoring 
procedures, however, produced considerably less precise ability estimates in terms of the 
overall measures of precision. 
The conditional measures of precision were generally consistent with the results 
from the overall measures, though some interesting patterns of error were observed. The 
RlPP(ab) and RlPP(abc) methods produced conditional errors that were very similar to 
the errors from BILOG-MG. These results were not surprising, considering the similarity 
of errors from the overall measures of precision. Also not surprising was the deficiency 
of RlPP(a) and RlPP(b) scoring. For almost all conditions and across the entire range of 
the ability distribution, these methods produced greater errors than standard IRT scoring 
did. For RITE scoring, however, the conditional error comparisons were more divergent. 
In the very center of the ability distribution the conditional errors were virtually identical. 
At the extremes of the ability distribution, however, RITE scoring produced errors that 
were consistently lower than those from BILOG-MG. This was especially true for the 
longer test length conditions. 
The analysis of changes in the standard errors of estimates also produced some 
very interesting results. RITE scoring by far produced the lowest standard errors of any 
of the scoring methods, considerably lower than those from BILOG-MG. The standard 
errors from RlPP(b) scoring were also noticeably lower than those from standard IRT 
scoring, though the difference was not as great as for RITE scoring. RlPP(ab) and 
RlPP(abc) scoring also produced consistently lower standard errors, though these 
differences were quite small. Conversely, the standard errors from RlPP(a) scoring were 
consistently higher than those from standard IRT scoring. These results were consistent 
for both the overall and conditional analyses of the standard errors of estimates. 
Ill 
These results can be interpreted through a consideration of the operating 
principles behind each method. With the RITE scoring procedure, item weights are 
determined according to the relative information of each item at a given ability level; an 
unweighted ability estimate is initially calculated, and items are then up- or down¬ 
weighted to maximize information around this location. The items with difficulty 
parameters relatively far from this location therefore will be down-weighted in 
determining a final ability estimate. This helps explain the findings for RITE scoring, 
which showed a moderate reduction in bias at the tails of the ability distribution and 
considerably smaller standard errors for these estimates. RITE scoring effectively 
exaggerates the information fimction towards the initial estimate of ability for each 
examinee, and items with low information in that region consequently receive little 
weight. The reduction in bias at the tails is therefore likely a result of down-weighting 
hard items for examinees with relatively low initial ability estimates, and conversely 
down-weighting easy items for examinees with relatively high initial ability estimates. 
The information function for each examinee’s set of weighted item responses would 
increase as a result, since item responses providing the most information at that location 
are up-weighted, and relatively uninformative item responses are proportionally down¬ 
weighted. Such weighting thus led to a considerable reduction in standard errors across 
the ability continuum, since the standard error of ability is the square root of the inverse 
of information. 
The RIPP scoring procedures differ from the RITE method, in that relative 
information is not considered, only the relative precision of estimation for each item 
parameter. For RlPP(a) scoring, ability estimates were generally more biased than those 
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from standard IRT scoring, except at the far left of the distribution, where bias was 
somewhat lower. Also, the standard errors from RlPP(a) were consistently higher than 
those from standard IRT scoring. These results are reasonable when considering the 
nature of the a-parameter and its estimation. Relatively low discrimination parameters are 
generally estimated better than relatively high discrimination parameters. As such, items 
with relatively low a-parameters will receive greater weights in RlPP(a) scoring. Item 
discrimination shares a relationship with item difficulty, in that easier items tend to be 
less discriminating. This relationship between the a- and b-parameters was observed in 
the current study. Thus, the RlPP(a) scoring procedure in this study effectively gave the 
greatest weight to the easiest items. The effect of this was to bias ability estimates 
towards the lower end of the ability distribution, thus reducing bias in this region, but 
increasing it elsewhere. This shift towards the left-hand side of the distribution would 
also correspond to the information function for each examinee’s weighted set of item 
responses. Such a skew would likely result in greater standard errors everywhere but at 
the left-hand side of the distribution, as observed. 
The method with the most consistent results, RlPP(b) scoring, showed two clear 
trends: consistently greater bias at the tails of the ability distribution, and consistently 
lower standard errors. RlPP(b) scoring weights items according to the estimation 
precision of the b-parameters for each item. Generally, the items with difficulties towards 
the center of the ability distribution, where most examinees are located in a normal 
distribution, are the ones that are best estimated. It is therefore reasonable to expect that 
ability estimates from RlPP(b) scoring would be biased towards the center of the ability 
distribution, thus increasing bias at the tails. The tails of the information function for each 
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examinee’s set of weighted item responses would likewise be suppressed, resulting in 
generally smaller standard errors. 
The explanations for RlPP(a) and RlPP(b) scoring help to inform the results for 
RlPP(ab) scoring. The item weights for RlPP(ab) scoring are determined as the average 
weight between RlPP(a) and RlPP(b). As such, one would expect the results for this 
scoring method to lie between these two procedures. RlPP(b) scoring was more biased at 
both tails of the ability distribution, while RlPP(a) scoring was more biased on the right, 
and somewhat less biased at the left. Thus, one would expect RlPP(ab) scoring to 
produce estimates that were more biased at the right-hand side of the ability distribution, 
but not the left-hand side. This is precisely the pattern of results observed. The 
corresponding impact on the standard errors is also not surprising: the relatively large 
reduction in standard errors observed for RlPP(b) scoring was offset somewhat by the 
moderate increase in standard errors observed for RlPP(a) scoring. Thus, for RlPP(ab) 
scoring, only a slight reduction in standard errors was observed. 
The most notable finding for the RlPP(abc) procedure was that its results were 
very similar to those from RlPP(ab) scoring. This result is also reasonable in light of the 
c-parameter and its estimation. The pseudo-guessing parameter is moderately related to 
item difficulty, in that the very hardest items tend to encourage more guessing from 
examinees, resulting in higher c-parameters. However, the lower asymptote really 
functions as a noise-fitting parameter, and the precision of its estimation is not related to 
item difficulty. As a result, one would expect the relative precision of estimation for this 
parameter to be more or less uniformly distributed across items. Consequently, the effect 
of including the c-parameter in weighting would be fairly random, so it is reasonable to 
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expect that the RJPP(ab) and RlPP(abc) scoring procedures would produce very similar 
results. 
5.2 Implications 
No RIPP scoring procedure resulted in any appreciable gains over standard IRT 
scoring, and in fact some of the RIPP procedures provided much worse ability estimates. 
Neither RlPP(ab) nor RlPP(abc) scoring was able to produce estimates which were 
substantially different than those from standard IRT scoring. Furthermore, the results for 
RlPP(ab) and RlPP(abc) scoring were practically identical, which suggests that the 
inclusion of the c-parameter in weighting items did not have a very large impact on the 
resultant item weights. The standard errors of these estimates were consistently lower 
than those from standard IRT scoring, but only by a very small degree. The RlPP(a) and 
RIPP(b) procedures on the other hand did produce appreciably different estimates, but the 
results for these two methods undeniably favored standard IRT scoring. The standard 
errors from RlPP(a) scoring were also considerably higher than those from standard IRT 
scoring. The standard errors from RlPP(b) scoring, however, were considerably lower 
than those from standard IRT scoring, but very stable estimation that is less precise 
hardly makes a procedure worthwhile. As such, these results collectively indicate a 
convincing refutation of the benefit of utilizing RIPP scoring procedures. 
Based on these findings, there seems to be little motivation to attempt further 
refinement to these procedures. However, the RITE scoring procedure produced modest 
gains in terms of the precision of estimates, and quite appreciable gains in terms of 
reducing the standard errors of estimates. These dual findings suggest that the 
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implementation of RITE scoring may be a worthwhile consideration for operational 
testing programs. 
The results from the RITE scoring procedures produced ability estimates which 
were moderately less biased at the tails of the ability distribution for increased test 
lengths, although this reduction in systematic error was offset somewhat by a 
corresponding increase in random error, as indicated by a higher SD of estimates over 
replications. The RMSE values, however, which represent the total error of estimation, 
were lower than standard IRT scoring at the extremes and higher towards the center of 
the ability distribution. The magnitude of these differences approximately balance out 
one another, but the overall measures of RMSE were lower for standard IRT scoring 
because of the increased number of examinees in the center of the ability distribution. As 
such, the moderate gains exemplified by the decrease in bias suggest that the RITE 
procedure may be a worthwhile means of scoring tests. This is especially true in light of 
the considerable reduction in the standard errors of estimates from RITE scoring. Such a 
large reduction in standard errors indicates that if used operationally, the error bands that 
usually surround students’ test scores would be much narrower. Consequently, one’s 
confidence in the stability of scores from the RITE procedure would be much increased. 
With longer test lengths, RITE scoring produced increasingly less biased 
estimates at the tails of the ability distribution, especially at the lower end of the 
distribution. This indicates that RITE scoring is able to produce ability estimates that are 
less biased at the points along the ability continuum where test information is relatively 
low. The information functions for the three test length conditions, as shown in Figure 
3.5.2.1, indicate that for each test information is at a minimum towards the left-hand side 
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of the graph (i.e., in the lowest range of the ability continuum). These information 
functions are approximately normally distributed, and centered not at zero, but closer to 
about 0.5, where the operational cut-score is placed. As such, there was slightly higher 
information at the highest ability levels than there were at the lowest ability levels. Since 
the most dramatic reduction in bias occurred at these lowest levels of ability, RITE 
scoring may be most useful in the presence of very low levels of information. Such a 
finding suggests a number of situations in which RITE scoring would be extremely 
useful. 
The usefulness of incorporating RITE scoring into an operational testing program 
would rest on the priorities of the program. Though the improvements in precision at the 
tails of the ability distribution were modest, for some operational testing programs these 
improvements may justify the use of RITE scoring. The results of the present study 
indicate that this reduction in bias increases as test length increases. While the reduction 
in standard errors was greatest for the shorter tests, the reduction for longer tests was still 
considerable. For testing programs with very short tests, the implementation of RITE 
scoring would result in estimates with improved stability (i.e., reduced standard errors), 
but not any appreciable gains in precision. However, for programs with longer tests, 
RITE scoring would improve both the stability and precision of estimates, especially at 
points where information is lowest. Since this usually occurs at the extremes of the ability 
distribution, RITE scoring may likely prove useful for testing programs interested in 
improving the precision of estimates for very high and low performers. In such contexts, 
improvements that may seem trivial in a low-stakes testing situation may nonetheless be 
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considered a significant improvement to the validity of inferences in a high-stakes 
environment. 
The importance of improved conditional measurement precision in ranges of 
ability with relatively low test information is dependent on the inferences that are to be 
drawn from test scores. If the outcome of interest is towards the center of the ability 
distribution, and increased precision at the tails is relatively unimportant, then the added 
complexity of using a non-traditional scoring method without increased measurement 
precision may be unwarranted. However, in testing programs where it is a priority to 
measure very high and low ability levels as accurately as possible, such as those with a 
need to identify gifted or at-risk students, the results of this study suggest a potential 
advantage for incorporating RITE scoring. For example, differentiating among very high 
performers is often desired for making decisions regarding college and graduate school 
acceptance, and differentiating among very low performers is often necessary in order to 
determine those students in need of remediation or placement in special school programs. 
More thorough study and a possible refinement of the methodology is necessary before 
making any far-reaching conclusions, but it seems clear that RITE scoring may hold 
some promise in such situations. 
5.3 Future Research 
The results of the present study suggest a number of interesting areas for future 
research. Further elucidation on the benefit of implementing the RITE scoring procedure 
is certainly warranted before drawing any conclusions. The modest reduction in bias and 
substantial reduction of standard errors derived from the RITE scoring procedure are 
encouraging, but these results are offset by the fact that estimates from RITE scoring had 
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higher average RMSE and SD values. Furthermore, the average correlation and decision 
accuracy indices also favored standard IRT scoring. As such, further investigation into 
the utility of this scoring procedure are needed to determine whether this method should 
be implemented, potentially refined, or perhaps abandoned altogether. The focus of such 
investigation will be to determine the degree to which the reduction in bias at the tails can 
be maintained while also reducing error towards the center of the ability distribution. If 
successful, such refinement should result in improvements to the overall measures of 
precision. 
Test length had a large impact on the results for RITE scoring versus estimates 
from BILOG-MG. For the 10-item condition, RITE and standard IRT scoring produced 
estimates with almost identical amounts of bias along the ability continuum. However, as 
test length was increased, RITE scoring produced estimates that were increasingly less 
biased at the tails of the ability distribution, especially at the lower end of the distribution. 
This reduction in bias was consequently greatest for the 30-item test condition. Thus, a 
potential area of future research would be to evaluate the robustness of RITE scoring for 
increasingly long tests, to determine if scores based on more items would lead to an even 
greater reduction in conditional bias. 
In the present study, a standard normal prior distribution was utilized to determine 
EAP estimates of ability. Thus, the prior density used in estimation matched the true 
ability distribution exactly. This was done to determine the baseline operating 
characteristics of the weighting procedures. Some large testing organizations, such as the 
AICPA, have access to many years worth of archival examinee data, and as such have a 
great deal of foreknowledge regarding the ability distribution of candidates. However, 
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such foreknowledge is a luxury that researchers in practice may or may not have, and one 
can never be certain how good the choice of prior distribution is. As a result, a 
compelling avenue of future research would be to evaluate how the use of more or less 
informative priors may affect the precision of resultant ability estimates. Of additional 
interest would the effect of empirical, individual-specific priors on the estimation of 
ability. Such questions would help to establish the sensitivity RITE scoring has to the 
choice of a prior density as compared to standard IRT scoring. 
In this study the information function was targeted at the operational cut-score, 
approximately half a standard deviation above the examinee mean. Thus, of additional 
interest for future study is the effect of mismatch between the distribution of the 
examinees and the information function of a test. Some of the bias in estimation observed 
may have be due to the fact that the test was relatively difficult for this group of 
examinees. Thus, it may prove interesting to conduct a similar study in which the 
information function of the test matches the examinee population. 
Results for the two approaches to content consideration were generally congruous 
across weighting procedures, though results did tend to favor weighting with content 
constraints (K=3). This suggests that the inclusion of the content constraints helped to 
account somewhat for the simulated dependence structure among content categories and 
therefore improve the estimation of ability. The usefulness of including content 
constraints in scoring is therefore likely related to the extent to which dependencies exist 
among items within particular content areas. 
The simulation used to create dependencies within content categories was 
conducted with multidimensional IRT. The dependencies were created in order to 
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authentically emulate many operational testing programs: the items within content areas 
of a test are usually highly related to one another and to the main outcome of interest, but 
nonetheless contribute some unique amount of variance to the construct. The parameters 
chosen to define these dependencies were selected based on the reasonableness of their 
impact on the probability of successfully answering each item correctly. Thus, while the 
choices made for this simulation were reasonable, another set of parameters could have 
been used to produce content areas that were either more or less dependent. Thus, it may 
be that the two approaches to content consideration produced relatively similar results 
across the weighting procedures because the interrelationship among dimensions was 
relatively high, or because the relative impact of the content-related dimensions was 
modest. As such, another potential area for study would be to systematically vary the 
relative impact of and inter-correlations among content-related dimensions. Such an 
investigation would help provide valuable insight into the differences between the two 
content constraint conditions in the face of greater and lesser content category 
dependencies. From one testing program to the next, different levels of dependency are to 
be expected; such future studies could therefore determine the effect of different levels of 
dependency that might exist in actual practice. 
5.4 Conclusion 
One of the five item weighting procedures examined in this study seems to hold 
promise for providing increased measurement precision. The four RIPP scoring 
procedures produced estimates that were either no better, or in some cases worse, than 
those from standard IRT scoring. As such, further consideration of these procedures 
seems unwarranted. The RITE scoring procedure, however, produced modest gains in 
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terms of the precision of estimates, and quite appreciable gains in terms of reducing the 
standard errors of estimates. These two results suggest that the implementation of RITE 
scoring may be a worthwhile consideration for some operational testing programs. More 
in-depth research, leading to possible alterations of this method, is needed before 
definitive conclusions can be drawn, but the initial results presented here indicate that the 
use of RITE scoring may have some potential value in providing robust estimates of 
examinee ability. 
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