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ABSTRACT
Dudiki, Venkatesh. M.S.E.E., Department of Electrical Engineering, Wright State University, 2018.
FEED-FORWARD COMPENSATION OF NON-MINIMUM PHASE SYSTEMS.
Due to inherent limitations posed by existence of zeros of a transfer function in the right-
half of the complex plane, known as non-minimum phase zeros, the issue of dealing with
such zeros is extremely important in control of linear systems. Considerable literature
exists in control theory to try and minimize or eliminate the effect of non-minimum phase
zeros. These include pole-zero cancellation, feedforward compensation, among others.
These methods are only limited only to stable systems (systems with poles in the left half
of the complex plane); and will fail for systems that are unstable as well as non-minimum
phase.
This research focuses in designing feedforward compensators for unstable as well as
non-minimum phase. The key contribution is to decompose the transfer function of a
Single-Input Single-Output system into two sub-systems: a stable but non-minimum phase
subsystems and an unstable but minimum-phase subsystem. Then using root-locus tech-
niques, the non-minimum phase zeros can be shifted to the left half plane, rendering the
system minimum phase. Control techniques such as adaptive PID, model-reference con-
trol, which are not possible to implement on non-minimum phase systems can now be
implemented on the resulting system. Simulations were performed in MATLAB/Simulink
to validate the proposed compensation scheme.
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1 Introduction
1.1 Non-Minimum Phase Systems and their Limitations
Given the transfer function of a linear, time-invariant, single-input single-output system, if
it has zeros in the right half of S plane, then the system is said to be a non-minimum phase
system. Non-minimum phase systems encounter limitations [1] [2] under feedback control.
One particular limitation on non-minimum phase systems is in the choice of arbitrary high
feedback gain. If the feedback gain is increased beyond a certain limit, the system becomes
unstable. This scenario is explained in the root locus framework below. Root locus tech-
nique is a graphical method for analyzing how poles of a transfer function vary with the
variation of a specific system parameter, usually the gain within a feedback system.
Figure 1.1: Closed loop block diagram of G(s) with feedback gain K.
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Figure 1.2: Root locus
Example:
G(s) =
s2 −1
s3 +7s2 +12s+10
(1.1)
For the above stable, open-loop transfer function, we observe from the Figure 1.2, that as
the gain is increased, one of the complex poles moves to the right half of S plane which
makes the system unstable. Hence maximum allowable feedback gain for non-minimum
phase systems is limited, which may prevent us from obtaining desired transient responses
and steady-state error.
Additionally, non-minimum phase systems exhibit some peculiar characteristics such as
1. Initial undershoot to a step response
If the transfer function has an odd number of zeros in the right half of S plane, then
for a step input the response of that system changes its direction [3] several times be-
fore reaching to a steady state value. This is also referred to initial error growth [4].
The number of times the response changes its direction depends on an odd number
of zeros in the right half of S plane.
It is proved in [3] that initial undershoot exhibits only if, the transfer function is
2
Figure 1.3: Undershoot phenominon
strictly proper real and has an odd number of zeros in the right half of S plane. An
example is given below illustrating the undershoot phenomenon.
Example:
G(s) =− s−5
s2 +15s+50
(1.2)
As we see in Figure 1.3 the final response of the system is in a positive region, but
before going to that, it starts in a negative direction and then it goes to its steady-state
value. As mentioned earlier these direction reversals depend on the odd number of
zeros in right half of S plane. In the given example there is only one positive zero,
hence only one directional change.
2. Zero crossings
Similar to undershoot, depending on the number of zeros in right half of S plane the
plant response changes its direction leading to zero crossing. Zero crossing refers to
a signal passing through zero. Unlike undershoot, it depends on the number of zeros
3
Figure 1.4: Zero crossings
in right half of S plane [1]. An example is given below illustrating zero crossing
phenominon.
Example:
G(s) =− (s−5)(s−6)
(s+2)(s+5)(s+10)
(1.3)
The above given example has two zeros in right half of S plane, if we look at its step
response as shown in Figure 1.4, the response crosses zero twice which are equal to
the number of zeros in right half of S plane.
Several techniques exist in literature to address limitations posed by non-minimum
phase zeros. These include pole-zero cancellation where the right half plane zero [5] is
canceled by an unstable pole. The disadvantage of this particular method is that it leads to
an unstable controller design [6] [11] to cancel out the non-minimum phase zeros of the
transfer function. As pole-zero cancellation occurs outside of left half of S plane, which
will lead to unbounded internal states associated with non-zero initial conditions. Also, if
the plant has time-varying parameters, it leads to inexact pole-zero cancellations.
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An alternate technique is use of feedforward compensation [8] [9], where a replacement
transfer function is designed by canceling the plant response, this method is applicable
if the poles of the system are stable [10] [11], but if the poles are unstable, this leads to
canceling unstable plant behavior by designing an unstable compensator [14].
The present research proposes new techniques for designing feedforward compensator for
non-minimum phase and simultaneously unstable systems. The primary contribution is
to decompose the transfer function of a single-input single-output system into two sub-
systems: a stable but non-minimum phase subsystems and an unstable but minimum-phase
subsystem. Then using root locus techniques for the inverse system, the non-minimum
phase zeros can be shifted to the left half of S plane, rendering the system minimum phase.
Control schemes such as adaptive PID control, model-reference control, which are not
possible to implement on non-minimum phase systems can now be implemented on the
resulting feedforward compensated system.
1.2 Thesis Organization
Chapter 2: This Chapter gives an overview of existing compensation technique for non-
minimum phase systems, their limitations if the systems have unstable poles, numerical
examples along with their simulations in Matlab/Simulink.
Chapter 3: A new approach is proposed to overcome the limitations of the existing com-
pensation technique, steps for designing feedforward and feedback gains using the classical
root locus technique for stable non-minimum phase, unstable non-minimum phase systems
with complex conjugate poles are presented along with examples for each case and their
simulations in Matlab/Simulink.
Chapter 4: This Chapter provides a brief explanation on the design procedure of model
reference control and adaptive PID control on non-minimum phase systems.
5
2 Existing Compensation Technique
In this Chapter, we provide a brief introduction to the existing technique used to deal with
non-minimum phase systems and their limitations if the systems have unstable poles. Nu-
merical examples along with their simulations in Matlab/Simulink were also presented.
2.1 Parallel Compensator Approach
The structure of the parallel compensator approach [9] [8] [10] is shown in Figure 2.1
• G(s)=Transfer function of the plant
• Yp(s)=Plant output
• u(s)=Control signal
• Gc(s)=Transfer function of parallel compensator
• Yc(s)=Parallel compensator output
• Y (s) = Output of plant + parallel compensator
• C(s) = Controller
G(s) =
Yp(s)
u(s)
(2.1)
6
Figure 2.1: Basic structure of plant with parallel compensator and feedback controller.
Gc(s) =
Yc(s)
u(s)
= G1(s)−G(s) (2.2)
Gr(s) =
Y (s)
u(s)
= G(s)+Gc(s) = G(s)+G1(s)−G(s) = G1(s) (2.3)
G1(s) is the transfer function which should be chosen appropriately. The choice of G1(s)
depends on a specific application. We are concerned about the accuracy of the constant
steady state. In the case of non-minimum phase systems, we have a limited possibility of
shaping transient response because of limited feedback gain, which is dependent on the
placement of zeros and poles of the plant. We do not formulate some special demands
concerning transient behavior. In this case, model G1(s) is chosen in the form of a first-
order lag i.e
G1(s) =
k0
T s+1
(2.4)
k0 = G(0) (2.5)
assuring that
G1(0) = G(0) (2.6)
The crucial step in designing the parallel compensator is to design Gr(s) which is the trans-
7
fer function of the replacement plant. For regulation with some accuracy under stepwise
excitation, the design for Gr(s) is given in the above Equations (2.2-2.6)
2.1.1 Stable Non-minimum Phase Example
An example is provided below explaning the existing parallel compensation technique for
non-minimum phase and stable system.
G(s) =
−5s+6
s2 +15s+50
(2.7)
The above transfer function has zero at +1.2 and poles at −10, −5. This is clearly a non-
minimum phase and stable system. Assume C(s) to be a proportional controller as shown
Figure 2.2: Block diagram of parallel compensator with proportional controller.
in Figure 2.2, with proportional gain Kp = 50. Considering Equations (2.5-2.6) and let
T = 0.5, we get
k0 =
6
50
(2.8)
G1(s) =
6
50
0.5s+1
(2.9)
8
Figure 2.3: Closed loop system response for step input with Kp=50.
As we can observe from Figure 2.3, transient characteristics of the system are terrible with
undershoot 63 percent, overshoot almost 100 percent, the steady-state error of 2 percent.
The main result by using this technique is that the plant response is stable for arbitary high
feedback gain.
2.1.2 Unstable Non-minimum Phase Example
Let us now design the parallel compensation scheme for systems which have right half
plane zeros as well as right half plane poles.
G(s) =
−5s+6
s2 +15s−50
(2.10)
The above transfer function has zero at +1.2 and poles at −17.8, +2.8. This is clearly a
non-minimum phase and unstable system. Considering Equations (2.4-2.6), below Equa-
tions (2.11-2.12) are solved.
k0 =
−6
50
(2.11)
9
Figure 2.4: Closed loop system for step input with Kp=1.
Let T = 0.5
G1(s) =
−6
50
0.5s+1
(2.12)
If we follow the procedure discussed in section 2.1, it is very clear that the plant output
signal shown in Figure 2.4, is not bounded, the plant is unstable. Hence this particular
technique is limited for non-minimum phase systems with stable poles.
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3 Proposed Decomposition Method for
Designing Feedforward Compensator
In this Chapter, we define the proposed decomposition method for systems which are a
non-minimum phase and stable, non-minimum phase and unstable, systems which have
complex conjugate poles and non-minimum phase zeros. The key contribution is to decom-
pose the transfer function of a Single-Input Single-Output system into two sub-systems: a
stable but non-minimum phase subsystem and an unstable but minimum phase subsystem.
Then using root locus techniques, the non-minimum phase zeros can be shifted to the left
half of S plane, rendering the system minimum phase. The following notation is followed
for the rest of the Chapter.
• G(s) =Plant transfer function
• N(s) =Numerator of the transfer function
• D(s) =Denominator of the transfer function
• C(s) =Controller
• u(s) =Input signal
• Yp(s)=Plant output
11
Figure 3.1: Simplified block diagram of a system cascaded with a controller.
• G(s) =G1(s)G2(s)
• G1(s)=Minimum phase and stable/unstable
• G2(s)=Non-minimum phase and stable
• N2(s) =Numerator of G2(s)
• D2(s) =Denominator of G2(s)
• L =Feedforward gain
• K =Feedback gain
• Ĝ2(s)=G2(s)+L
• Ĝ(s)=Augmented plant(plant+compensator)=G1(s)(G2(s)+L)
Relative degree : Degree of denominator - Degree of numerator
Proper system : Degree of denominator - Degree of numerator ≥ 0
Strictly proper system : Degree of denominator - Degree of numerator ≥ 1
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Figure 3.2: Decomposition of G(s) into G1(s) and G2(s)
3.1 Stable Non-minimum Phase Case
As shown in the Figure 3.1, G(s) is the transfer function of the plant. Assume the system
has m zeros and n poles where n ≥ m. r = n−m, relative degree of the system. Out of m
zeros let us assume the system has w non-minimum phase zeros where w ≤ m. The key
step in designing the feedforward compensator is to decompose the transfer function of the
plant G(s) into two subsystems, G1(s) and G2(s) as shown in Figure 3.2.
G(s) =
N(s)
D(s)
(3.1)
N(s) = (s− z1)(s− z2)...(s− zw)(s+ zw+1)...(s+ zm) (3.2)
D(s) = (s+ p1)(s+ p2).............(s+ pn) (3.3)
3.1.1 Selection of G1(s) and G2(s) from G(s)
The numerator of G2(s) should have all the non-minimum phase zeros, the selection of
poles for G2(s) is not so important because it is a stable system. However, to maintain the
relative degree 1 for the overall augmented plant to minimize steady-state error, denomina-
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Figure 3.3: Insertion of static feedforward gain L between G1(s) and G2(s)
tor selection for G1(s) has to be made in such a way that G1(s) should have relative degree
1 so that the augmented plant will have relative degree 1.
The selection of G1(s) and G2(s) for the transfer function G(s) are given below
G1(s) =
(s+ zw+1)...(s+ zm)
(s+ p1)(s+ p2)....(s+ pm−w+1)
(3.4)
G2(s) =
(s− z1)(s− z2)...(s− zw)
(s+ pm−w+2)(s+ pm−w+3)......(s+ pn)
(3.5)
The following example gives a clear idea in the selection of G1(s) and G2(s)
Example:
G(s) =
(s−2)(s+4)
(s+1)(s+3)(s+5)
(3.6)
The above example has zeros at +2, −4 and poles at −1, −3, −5 this is clearly a non-
minimum phase and stable system. Based on the Equations (3.4) and (3.5), the system is
decomposed as follows
G1(s) =
(s+4)
(s+1)(s+3)
(3.7)
G2(s) =
(s−2)
(s+5)
(3.8)
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Figure 3.4: Root locus of the system before the insertion of feedforward gain
3.1.2 Insertion of Feedforward Gain L between G1(s) and G2(s)
The gain L is inserted as shown in Figure 3.3. The plant transfer function now changes to
Equation (3.9).
Ĝ(s) = G1(s)(G2(s)+L) = G1(s)
(
N2(s)+LD2(s)
D2(s)
)
(3.9)
After the insertion of feedforward gain L, example provided in section 3.1.1, changes to
Equation (3.10).
Ĝ(s) =
(s+4)
(s+1)(s+3)
(
(s−2)+L(s+5)
(s+5)
)
(3.10)
The value of L can be designed using inverse root locus of G2(s). By choosing L = 1.35
the zero which is initially at +2 shifted to −2.02. Figure 3.4 and 3.5 shows change in the
structure of the root locus before and after the insertion of the feedforward gain L. From
Figure 3.4, we can observe part of root locus in the right half of S plane. But after the
insertion of the feedforward gain, L Figure 3.5 shows a shift in the root locus towards left
15
Figure 3.5: Root locus of the augmented system after the insertion of feedforward gain
half of S plane.
3.1.3 Design of the Feedback Gain K
After designing L the augmented system becomes minimum phase, hence we no longer
have any restriction in the choice of feedback gain. In this case a proportional gain K for
the augmented system (plant + compensator) is calculated using the root locus technique
to track the reference signal. With K = 100 the closed loop poles of Equation (3.9) are
−237.9916, −3.9935, −2.0149. The block diagram of the system with feedforward and
feedback gain is shown in Figure 3.6. From the Figure 3.7, we observe that with the de-
signed feedback controller K, the augmented plant is able to track the reference step signal
accurately.
16
Figure 3.6: Block diagram showing feedforward and feedback proportional gain
Figure 3.7: Closed loop augmented system response for step input with K=100
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3.2 Unstable Non-minimum Phase Case
This section explains the selection of G1(s) and G2(s) for systems whose transfer function
has right half plane zeros as well as unstable poles.
Let us assume the system has
• Number of Poles=n
• Numberof zeros=m
• Number of unstable poles=q
• Number of stable poles=n-q
• Number of non-minimum phase zeros=p
• Number of minimum phase zeros=m-p
G(s) =
(s− z1)(s− z2).....(s− zp)(s+ zp+1)(s+ zp+2)....(s+ zm)
(s− p1)(s− p2)....(s− pq)...(s+ pq+1)(s+ pq+2).....(s+ pn)
(3.11)
In order to apply the proposed decomposition approach the only condition that needs to be
satisfied is that number of non-minimum phase zeros should be ≤ number of stable poles
which means p ≤ n−q.
3.2.1 Selection of G1(s) and G2(s) from G(s) and Insertion of Feedfor-
ward Gain L
The numerator of G2(s) should have all the non-minimum phase zeros and its denominator
should have stable poles which are greater than or equal to the number of non-minimum
phase zeros. If this is violated, then there is no guarantee that we can design a feedforward
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gain L that renders the system minimum phase. After suitable selection of G2(s) the re-
maining minimum phase zeros and remaining stable/unstable poles are used as zeros and
poles of G1(s) respectively. However, in order to maintain the relative degree 1, denomina-
tor for G1(s) has to be selected in such a way that G1(s) should have relative degree 1. So
that the overall augmented plant will have relative degree 1. The decomposition for G1(s)
and G2(s) is given in below Equations (3.12-3.13).
G1(s) =
(s+ zp+1)(s+ zp+2)....(s+ zm)
(s− p1)(s− p2)....(s− pq)
(3.12)
G2(s) =
(s− z1)(s− z2).....(s− zp)
(s+ pq+1)(s+ pq+2).....(s+ pn)
(3.13)
An example is given below to illustration selection of G1(s), G2(s) and feedforwardgain L.
Example:
G(s) =
(s+1)(s+3)(s−5)(s−7)
(s−2)(s−4)(s−6)(s+8)(s+10)
(3.14)
G1(s) =
(s+1)(s+3)
(s−2)(s−4)(s−6)
(3.15)
G2(s) =
(s−5)(s−7)
(s+8)(s+10)
(3.16)
Ĝ2(s) =
(s−5)(s−7)
(s+8)(s+10)
+L (3.17)
Ĝ(s) =
(s+1)(s+3)
(s−2)(s−4)(s−6)
(
(s−5)(s−7)
(s+8)(s+10)
+L
)
(3.18)
The given example has zeros at −1, −3, +5, +7 and poles at +2, +4, +6, −8, −10. Using
inverse root locus of G2(s), with the choice of L = 277 the systems zeros which are initially
at +5 and +7 shifts to −9.386 and −8.5061. From Figure 3.8, it is obvious that part of the
root locus lies in the right half of S plane.
Hence the system will remain unstable irrespective of the feedback gain. Where as
19
Figure 3.8: Root locus of the system before the insertion of feedforward gain
in Figure 3.9, due to the insertion of the feedforward gain L the zeros of the augmented
system shifts towards left half of S plane. The system still has poles in the right half of S
plane which makes it unstable, but with a proper choice of feedback gain, the poles can be
shifted towards the left half of S plane.
3.2.2 Design of the Feedback Gain K
Similar to the section 3.1.3 after designing L, the next step is to design a feedback con-
troller. In this case a proportinal gain K for the augmented system (plant + compensator) is
calculated to track the reference signal. The value of K is designed using the root locus of
Equation (3.18). With K =2 the closed loop poles are −539.9, −9, −8.5, −3.2, −1, hence
the system is stabilized. The feedback gain is adjusted to 10, so that the augmented plant
is able to track the reference step signal accurately. From the Figure 3.10 we observe that
tracking is achieved. Figure 3.11 shows the actual plant output.
20
Figure 3.9: Root locus of the system after the insertion of feedforward gain
Figure 3.10: Closed loop augmented system response for step input with K=10
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Figure 3.11: Closed loop response of actual plant for step input with K=10
3.3 Systems with Complex Conjugate Poles
For this particular class of systems, the decomposition method used so far is not applicable.
Because complex conjugate poles always exist in pairs. Hence the approach that we came
up with, is to cascade arbitary pole-zero pair to the system, depending up on the number of
non-minimum phase zeros. G(s) is the transfer function of the plant with m non-minimum
phase zeros and n2 complex conjugate pole pairs. So there are a total of n poles. Its not
important if the poles are stable/unstable because they will never be part of G2(s). The same
procedure applies if the system has both non-minimum phase zeros as well as minimum
phase zeros.
G(s) =
(s− z1)(s− z2).....(s− zm)
(s± p1)(s± p2)....(s± p n2 )
(3.19)
The next step is to cascade arbitarily chosen stable pole-zero pair to the plant. The number
of pole-zero pair are equal to the number of non-minimum phase zeros. Let GP(s) be the
resultant transfer function after cascading pole-zero pairs to plant G(s) and Gc(s) be the
structure of pole-zero pairs.
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Gc(s) =
(s+a1)(s+a2).....(s+am)
(s+b1)(s+b2).....(s+bm)
(3.20)
Gp(s) =
(s− z1)(s− z2).....(s− zm)(s+a1)(s+a2).....(s+am)
(s± p1)(s± p2)....(s± p n2 )(s+b1)(s+b2).....(s+bm)
(3.21)
Similar to the previous sections Gp(s) is decomposed into G1(s), minimum phase and
stable/unstable, G2(s), non-minimum phase and stable. An example is presented below
showing the selection of Gc(s), G1(s), G2(s) and feedforward gain L
Example:
G(s) =
(s−3)
(s2 +3s+50)
(3.22)
The above example has zero at +3 and poles at −1.5000+6.9101i, −1.5000−6.9101i. As
there is one right half plane zero, one pair of pole-zero can be cascaded to the system. Now
the transfer function of the plant along with cascaded pole-zero is shown in Equation (3.23).
Gp(s) =
(s−3)(s+a1)
(s2 +3s+50)(s+b1)
(3.23)
The choice of a1 and b1 is completely arbitary. Let a1=5 and b1=10. Now the decomposi-
tion of G1(s) and G2(s) is completely trivial.
G1(s) =
(s+5)
(s2 +3s+50)
(3.24)
G2(s) =
(s−3)
(s+10)
(3.25)
Ĝ2(s) =
(s−3)
(s+10)
+L (3.26)
The location of zero shifts from +3 to −7.8, with L=5.
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Figure 3.12: Combining G1(s) and G2(s)
3.4 Combining G1(s) and G2(s)
After designing the feedforward gain L, the plant transfer function can be transformed back
to its actual structure by shifting the feedforward gain block inbetween C(s) and G1(s) and
combining G1(s) and G2(s). Applying block diagram reduction techniques, the structure
shown in Figure 3.3, will be transformed to Figure 3.12.
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4 Novel Solutions to Existing Problems
Control schemes such as model reference control [12], model-based adaptive PID [14]
cannot be applied to non-minimum phase systems. The control signal is designed in such
a way that, it forces the system to behave like the selected reference model. So to have
the reference model behavior for the plant, the zeros and poles of the plant have to be
canceled. If the plant has zeros in the right half of S plane, it would require introducing
an unstable pole in the compensator which is not recommended for robustness. We make
use of feedforward compensation technique proposed in Chapter 3 to make the augmented
plant minimum phase. Then the existing control schemes can be used to design controllers
for the augmented plant (plant + feedforward compensator).
4.1 Model Reference Control
The following notation is used for actual plant and reference model.
Yp(s) = G(s)u(s) (4.1)
G(s) =
KpN(s)
D(s)
(4.2)
Ym(s) =W (s)r(s) (4.3)
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W (s) =
KmZ(s)
R(s)
(4.4)
• Yp(s) = Plant output
• G(s) = Plant transfer function
• u(s) = Input to be designed
• Ym(s) = Reference model output
• W (s) = Reference model transfer function
• r(s) = Reference signal
N(s), D(s), Z(s) and R(s) are monic polynomials. Kp and Km are gains of plant and ref-
erence model respectively. The primary objective of model reference control is to design
the plant input u(s), so that all signals are bounded and plant output tracks reference model
output as closely as possible. The following assumptions are made on plant and reference
model before implementing model reference control.
Plant :
1. N(s) is a monic Hurwitz (negative roots) polynomial of degree m
2. An upper bound n, of degree n of D(s) is known
3. The relative degree, j = n−m is known
4. The sign of the high frequency gain Kp is also known
Reference model :
1. Z(s) and R(s) are monic Hurwitz (negative roots) of degree p and q respectively
2. The relative degree s = p−q of W (s) is same as that of G(s)
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Figure 4.1: Block diagram of controller cascaded to plant.
A trivial choice of input signal will be the cascade open-loop control law given below. The
closed loop block diagram for such control scheme is shown in Figure 4.1.
u(s) =C(s)r(s) (4.5)
C(s) =W (s)G(s)−1 =
Km
Kp
Z(s)
R(s)
D(s)
N(s)
(4.6)
Yp(s)
r(s)
=
Km
Kp
Z(s)
R(s)
D(s)
N(s)
N(s)
D(s)
Kp =W (s) (4.7)
This control law, however is feasible only when the plant is stable. If the plant has unstable
poles, pole-zero cancellation occurs outside of left half of S plane, which will leads to an
unbounded internal states associated with non-zero initial conditions. Instead of using the
control law as mentioned in Equation (4.5), u(s) can be modified to Equation (4.8).
u(s) = θ T1
α(s)u(s)
Λ(s)
+θ T2
α(s)Yp(s)
Λ(s)
+θ T3 Yp + c0r(s) (4.8)
where
K1 = θ T1
α(s)u(s)
Λ(s)
(4.9)
K2 = θ T2
α(s)Yp(s)
Λ(s)
(4.10)
27
Figure 4.2: Modified model reference control scheme.
K3 = c0r(s) (4.11)
The complete derivation for selection of θ1, θ2, θ3, Λ(s), α(s), c0 are given in pages (333-
342) of [12]. Figure 4.2, shows the structure of modified model reference control scheme.
An example is given below to illustrate the design procedure for model reference control.
Example :
W (s) =
3
s+3
(4.12)
G(s) =
−5(s−5)
(s−2)(s+7)
(4.13)
The plant has a zero at +5 and poles at +2 and −7. The above system’s transfer function is
both unstable and non-minimum phase. Hence model reference control will not be possible
as it leads to unstable pole-zero cancellations. Before implementing the control scheme,
compensation technique proposed in Chapter 3 can be applied to the system. The steps
involved in designing the compensation technique are presented below.
Step 1 - Decomposition of G(s) into G1(s) and G2(s)
G1(s) is minimum phase and stable/unstable part of transfer function G(s). G2(s) is non-
minimum phase and stable part of transfer function G(s).
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G1(s) =
−5
(s−2)
(4.14)
G2(s) =
(s−5)
(s+7)
(4.15)
Step 2 - Design of feedforward gain L
Ĝ2(s) =
(s−5)
(s+7)
+L (4.16)
Using inverse root locus of G2(s), with L = 10, the zero shifts to −5.9
Ĝ(s) =
−55(s+5.9)
(s−2)(s+7)
(4.17)
Λ(s) = s+1 = Λ0(s) (4.18)
α(s) = 1 (4.19)
c0 =
Km
Kp
=
−3
55
(4.20)
θ1 =−4.9 (4.21)
θ2 = 0.327 (4.22)
θ3 =−0.018 (4.23)
The control scheme is implemented for various reference signals such as step, square
wave and sin wave. From the Figures 4.3 - 4.5, it is clear that the augmented plant tracks
the reference model output as close as possible. Another important observation from the
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Figure 4.3: Response of plant and plant with compensator for step signal.
Figure 4.4: Response of plant and plant with compensator for a square wave input.
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Figure 4.5: Response of plant and plant with compensator for a sine wave input.
plots is that the plant output signals are bounded, the system is stable.
4.2 Model Based Adaptive PID Control
Figure 4.6 shows a basic structure of adaptive PID control scheme [13] [14] with feedfor-
ward compensator. The derivation for designing adaptive laws for PID parameters are as
Figure 4.6: Structure of adaptive PID with feedforward compensator
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follows. Let GPID(s) be the transfer function of the PID controller.
GPID(s) = Kp +Kds+
Ki
s
(4.24)
Kp, Ki and Kd are Proportional, Integral and Derivative gains, which are estimated using
adaptive laws.
The following notations are followed for the rest of the Chapter
• r(s) = Reference signal
• Gm(s) = Transfer function of reference model
• Ym = Reference model output
• G(s) = Plant transfer function
• L = Feedforward gain
• G1(s) = Compensator
E(s) = Ym(s)−Y (s) (4.25)
Multiply GPID(s) on both sides of Equation (4.25)
GPID(s)E(s) = GPID(s)Ym(s)−GPID(s)Y (s) (4.26)
u(s) = GPID(s)Ym(s)−GPID(s)Y (s) (4.27)
[
Kp Ki Kd
]
Y (s)∫
Y (s)
Ẏ (s)
= GPID(s)Ym(s)−u(s) (4.28)
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For simplicity, let us denote
GPID(s)Ym(s)−u(s) = Z (4.29)
Z =
[
Kp Ki Kd
]
Y (s)∫
Y (s)
Ẏ (s)
 (4.30)
Let the estimation model for Equation (4.30) be
Ẑ =
[
K̂p K̂i K̂d
]
Y (s)∫
Y (s)
Ẏ (s)
 (4.31)
Cost function
J =
(Z − Ẑ)2
2
(4.32)
On further simplifications, the adaptive laws will be
˙̂Kp = γ1
[
Z − K̂pY (t)− K̂i
∫
Y (t)−K̂dẎ (t)
]
Y (t) (4.33)
˙̂Ki = γ2
[
Z − K̂pY (t)− K̂i
∫
Y (t)−K̂dẎ (t)
]∫
Y (t) (4.34)
˙̂Kd = γ3
[
Z − K̂pY (t)− K̂i
∫
Y (t)−K̂dẎ (t)
]
Ẏ (t) (4.35)
γ1, γ2, γ3 are tuning constants.
Example :
G(s) =
(s−10)
(s+20)(s−5)
(4.36)
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Figure 4.7: Root Locus of the original plant.
The above transfer functions has a zero at +10 and poles at −20 and +5. From Figure
4.7, we can observe that part of root locus is in the right half of S plane, compensation
scheme proposed in Chapter 3 is implemented prior to adaptive PID design. As discussed
in Chapter 3, the decomposition of G(s) into G1(s), minimum phase and stable/unstable,
G2(s), non-minimum phase and stable are presented below.
G1(s) =
1
(s−5)
(4.37)
G2(s) =
(s−10)
(s+20)
(4.38)
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Figure 4.8: Response of plant and plant with compensator for step input.
The methods proposed in Chapter 3, shifts the root locus to left half of S plane.
Ĝ2(s) =
(s−10)
(s+20)
+L (4.39)
Using the inverse root locus technique for G2(s) and choosing L = 14.7, the augmented
plant is minimum phase and unstable.
Ĝ(s) =
(15.7s+284)
(s+20)(s−5)
(4.40)
The reference model in general has to be selected depending up on a specific control re-
quirement (rise time, settling time etc). In this case it is chosen arbitrarily. The adaptive
PID control scheme is implemented to the augmented system by following the Equations
(4.33-4.35).
Gm(s) =
3
(s+3)
(4.41)
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Figure 4.9: Response of plant and plant with the compensator for sin wave.
From Figures 4.8 and 4.9, it is observed that the augmented system tracks the reference
model output with the estimated PID parameters.
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5 Conclusion and Future Work
5.1 Conclusion
Systems with right half plane zeros pose limitations in the design of feedback control
schemes. It is known from root-locus theory that for non-minimum phase systems, as the
feedback gain is increased, eventually it would lead to instability. This prevents feedback
schemes from utilizing arbitrarily large gain.
Several techniques exist in literature to deal with such systems. However, their ap-
plicability is limited to non-minimum phase systems with only stable poles. One of the
most used technique is to use feedforward gain from the system input to the system output,
while providing control over the location of compensated system zeros, it changes the rel-
ative order of the system to zero, which is undesirable in practical use. It may also change
the system type from 1 or higher to 0, thereby affecting the steady-state error properties
of the compensated system. Another limitation of existing techniques is that if the system
has unstable poles, it may not be possible to find a suitable feedforward gain to transfer
non-minimum phase zeros to the left half of S plane.
It was shown in the previous chapters that instead of applying feedforward gain di-
rectly to the system, we decompose the system into two subsystems. A minimum phase
and stable/unstable subsystem, and a non-minimum phase but stable subsystem. The feed-
forward gain was introduced only in the non-minimum phase stable subsystem rendering
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the system minimum phase. It was also demonstrated that it is possible to preserve
(and possibly modify) the relative degree of the uncompensated system such that, the
overall augmented system has a desired relative degree. It was demonstrated that control
schemes such as adaptive control, adaptive PID, and model reference control, that cannot
be implement on non-minimum phase systems, can now be used to control non-minimum
phase systems.
5.2 Future Work
Feedforward compensation techniques proposed in this thesis are applicable to single-input,
single-output systems, because decomposition of a system into minimum phase and sta-
ble/unstable subsystem, and a non-minimum phase but stable subsystem is fairly straight-
forward. However, for multiple input, multiple output systems, decomposition of a system
into the two subsystems as proposed in the preceding chapters is far from trivial and will
require considerable additional effort and is a topic for future research.
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