Abstract. We prove two results on the first L p -cohomology H 1 (p) ( ) of a finitely generated group : 1) If N ⊂ H ⊂ is a chain of subgroups, with N non-amenable and normal in , then
Introduction
Let be a countable group. Assume first that admits a K( , 1)-space which is a simplicial complex X finite in every dimension. LetX be the universal cover of X. Fix p ∈ [1, ∞[. Denote by p C k the space of p-summable complex k-cochains oñ X, i.e. the p -functions on the set C k of k-simplices ofX. The L p -cohomology of is the reduced cohomology of the complex
where d k is the simplicial coboundary operator; we denote it by
As explained at the beginning of [Gro93] , this definition only depends on .
For p = 2, the space H k (2) ( ) is a module over the von Neumann algebra of , and its von Neumann dimension is the k-th L 2 -Betti number of , denoted by b k (2) ( ); recall that b k (2) ( ) = 0 if and only if H k (2) ( ) = 0. For k = 1, it is possible to define the first L p -cohomology of under the mere assumption that is finitely generated. Denote by F ( ) the space of all complexvalued functions on , and by λ the left regular representation of on F ( ). Define then the space of p-Dirichlet finite functions on :
If S is a finite generating set of , define a norm on D p ( )/C by:
Let us recall briefly why this definition is coherent with the previous one. If admits a finite K( , 1)-space X, we can choose one such that the 1-skeleton ofX is a Cayley graph G( , S) of . This means that S is some finite generating subset of , that C 0 = , and that C 1 is the set E of oriented edges:
Then d 0 is the restriction to p ( ) of the coboundary operator 
Using his theory of L 2 -Betti numbers for equivalence relations and group actions, D. Gaboriau was able to improve the previous result by merely assuming that /N is infinite (see [Gab02] , Théorème 6.8). It is a challenging, and vaguely irritating question, to find a purely group cohomological proof of Gaboriau's result.
As shown by Gaboriau's result, non-vanishing of H 1 (2) is an obstruction for the existence of finitely generated normal subgroups. We now present a non-vanishing result. Its proof is based on an idea due to G. Elek (see [Ele97] , Theorem 2).
Let X be a proper CAT(−1) space (see [BH99] for the definitions), and let be an infinite, finitely generated, properly discontinuous subgroup of isometries of X. Recall that the critical exponent of is defined as
where o is any origin in X, and where |·−·| denotes the distance in X. In many cases, e( ) < +∞; in particular, this happens when the isometry group of X is co-compact (see Proposition 1.7 in [BM96] ).
Theorem 2. Assume that e( ) is finite. If the limit set of
in ∂X has at least 3 points, then for p > max{1, e( )} the Banach space
When is in addition co-compact, Theorem 2 was already known to Pansu and Gromov (see [Pan89] and page 258 in [Gro93] ).
Theorem 2 is optimal for the co-compact lattices in rank one semi-simple Lie group: for those p > e( ) if and only if H 1 (p) ( ) = 0, thanks to a result of Pansu [Pan89] . Recall that e( ) = 1 for lattices in SO(2, 1) (and exactly for those among rank one lattices). Since L p -cohomology of groups is an invariant of isomorphism, by combining Pansu's result with Theorem 2, we obtain the following generalisation of a result of Shalom (Theorem 1.1 in [Sha00]):
Corollary 2. Let G be a co-compact lattice in a rank one semi-simple Lie group (other than SO(2, 1)). Assume that G is isomorphic to a properly discontinuous subgroup of isometries of a proper CAT(−1) space X. Then e(G) ≤ e( ). 2
Shalom established this by different methods in the special case where X is the symmetric space associated to SO(n, 1) or SU(n, 1); his result also holds for noncocompact lattices (when the Lie group is different from SO(2, 1)). In [BCG99] the authors establish Corollary 2 in the case is quasi-convex, this assumption simplifies their proof but they do not really need it.
The equality case in Corollary 2, which leads to a rigidity theorem, is studied in [Bou96] and [Yue96] and in [BCG99] , when is in addition quasi-convex. Again methods of proofs developed in [BCG99] should apply without the quasi-convex assumption.
Group cohomology; proof of Theorem 1
Let V be a topological -module, i.e. a real or complex topological vector space endowed with a continuous, linear representation π :
If H is a subgroup of , we denote by V | H the space V viewed as an H -module for the restricted action, and by V H the set of H -fixed points:
We now introduce the space of 1-cocycles and 1-coboundaries on , and the 1-cohomology with coefficients in V :
Suppose that V is a Banach space. The space Z 1 ( , V ) of 1-cocycles is a Fréchet space when endowed with the topology of pointwise convergence on . The 1-reduced cohomology space with coefficients in V is
Recall that V almost has invariant vectors if, for every finite subset F in , and every > 0, there exists a vector v of norm 1 in V , such that π(g)v − v < for every g ∈ F . The following result is due to Guichardet (Theorem 1 and Corollary 1 in [Gui72] 
is an isomorphism if and only if is non-amenable. 2
We will prove:
chain of groups, where finitely generated and N is infinite and normal in . If
The following link between H 1 (p) ( ) and H 1 ( , p ( )) has been noticed by several people -see e.g. Lemma 3 in [BV97] (for p = 2 and non-amenable), or in [Pul03] (in general). We give the easy argument for completeness.
Lemma 1. For finitely generated , there are isomorphisms
is continuous, with kernel the space C of constant functions, and the image of i( p ( )) is exactly B 1 ( , p ( )). Moreover this map is onto because of the classical fact that
Before proving Proposition 2 (for which we will actually give two proofs), we explain how to deduce Theorem 1 from it.
Proof of Theorem 1 from Proposition 2. 1) In view of Lemma 1, the assumption of Theorem 1 reads H 1 (H, p (H )) = 0. Since H is non-amenable, by Proposition 1 we have H 1 (H, p (H )) = 0. By Proposition 2 we deduce H 1 ( , p ( )) = 0. By Lemma 1 again, we get the conclusion.
2) If H is non-amenable, the result is a particular case of the first part. If H is amenable, then so is N, and the result follows from the Cheeger-Gromov vanishing theorem [CG86] ii) The permutation representation λ X of H on p (X), almost has invariant vectors.
Proof. We recall (see [Eym72] ) that a group is amenable if and only if it satisfies Reiter's condition (P p ), i.e. for every finite subset F ⊂ and > 0, there exists f ∈ p ( ) such that f ≥ 0, f p = 1, and λ (g)f − f p < for g ∈ F . In particular p ( ) almost has invariant vectors.
So if H is amenable, then p (X) almost has invariant vectors since it contains p (H ) as a sub-module. This proves (i) ⇒ (ii).
To prove (ii) ⇒ (i), we assume that p (X) almost has invariant vectors and prove in 3 steps that H satisfies Reiter's property (P 1 ), so is amenable. So fix a finite subset F ⊂ H , and > 0; find
1) Replacing f with |f |, we may assume that f ≥ 0.
2) Set g = f p , so that g ∈ 1 (X), g 1 = 1, g ≥ 0. For h ∈ F , we have:
where we have used consecutively 3 the inequalities
• Hölder's inequality,
and the fact that f p = 1.
3) Let (x n ) n≥1 be a set of representatives for the orbits of H in X. Define a function g n on H by g n (h) = g(hx n ), and set G = ∞ n=1 g n . Then G ≥ 0 and
by the previous step. This establishes property (P 1 ) for H . 2 Recall from group cohomology (see e.g. 8.1 in [Gui80] ) that, for any -module V , there is an exact sequence
First proof of Proposition 2 (homological algebra)
is injective. We apply this with V = p ( ) (noticing that V N = 0 as N is infinite). Since N is infinite, this forces u i = u j , i.e. u is constant. The first and the second claim together prove Proposition 2. 2
Some results of W. Lück
The following result was obtained by Lück in [Lue94] , Theorem 2.1. We recall his short, elegant argument.
Lemma 3.
Let N be a finitely generated group, and let α be an automorphism of N. Let H = N α Z be the corresponding semi-direct product. Then b 1 (2) (H ) = 0.
Proof. The proof depends on two classical properties of the L 2 -Betti numbers for a finitely generated group : Since this holds for every n ≥ 1, the lemma follows.
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