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Lu¨hikokkuvo˜te: To¨o¨ ka¨igus kirjeldati detailselt Mari-Liis Allikivi ja Meelis Kulli
loodud Bayesi isotoonilise kalibreerimise algoritm ning u¨ritati seda optimeerida,
kuna see oli suurtel andmehulkadel aeglane. Lisaks kirjeldati algoritmiga seotud
matemaatilisi mo˜isteid ja vo˜tteid ning lahendati nende seletamiseks na¨iteu¨lesandeid.
Algoritmi edasiarenduseks kasutati erinevaid tehnikaid, mis tegid algoritmi to¨o¨
stabiilsemaks ja kiiremaks. Lo˜puks analu¨u¨siti optimeeritud Bayesi isotoonilist
kalibreerimist ning vo˜rreldi seda isotoonilise kalibreerimisega ja logistilise regres-
siooniga tehislikel andmetel.
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Bayesian isotonic calibration and its optimisation
Abstract: The work focused on describing and optimising the Bayesian isotonic
calibration algorithm created by Mari-Liis Allikivi and Meelis Kull. The algorithm
needed optimisation because it was slow on large datasets. Different mathematical
concepts related to the algorithm are described in detail. The algorithm is then
improved with various techniques which make it more stable and faster. Finally
the algorithm is compared to isotonic calibration and logistic regression using
synthetic data.
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1 Sissejuhatus
Masino˜ppe rakendamine erinevates valdkondades on hiljuti ma¨rkimisva¨a¨rselt pop-
ulaarsust kogunud. Paljud levinud masino˜ppemudelid annavad va¨ljundiks ennus-
tuse mingisse klassi kuuluvuse kohta ning enamus neist va¨ljastavad ka mingi skoori,
mille abil saab klassidesse kuulumise ennustusi ja¨rjestada. Na¨iteks tugivektormasi-
nate puhul on selleks skooriks ennustuse kaugus klasse eraldavast sirgest. Tihti on
kasulik skoor teisendada klassi kuulumise to˜ena¨osuseks. See on vajalik na¨iteks
juhul, kui mudelile on vaja teha mingit ja¨relto¨o¨tlust [1]. Skooride to˜ena¨osusteks
teisendamiseks saab neile rakendada klasside to˜ena¨osuste kalibreerimise algoritme.
Juhul, kui mudeli tehtud vead on potentsiaalselt to˜siste tagaja¨rgedega, on va¨ga
ta¨htis, et mudel oleks ha¨sti kalibreeritud [2].
U¨ks algoritm klasside to˜ena¨osuste kalibreerimiseks on Mari-Liis Allikivi ja Meelis
Kulli loodud Bayesi isotooniline kalibreerimine [2]. La¨biviidud testide po˜hjal sel-
gus, et 153 kalibreerimisu¨lesande korral to¨o¨tab antud algoritm paremini vo˜i va¨he-
malt sama ha¨sti kui teised kaasaegsed kalibreerimisalgoritmid, nagu na¨iteks iso-
tooniline regressioon ja Platti skaleerimine. Lisaks tootsid teised algoritmid liiga
enesekindlaid mudeleid, Bayesi isotooniline kalibreerimine seda aga ei teinud.
Bayesi isotoonilise kalibreerimise algoritmi praegune versioon muutub aeglaseks
ja ebastabiilseks, kui andmete hulk u¨letab 3000 isendit. Antud uurimus pu¨u¨ab
algoritmi ta¨iendada nii, et see to¨o¨taks ha¨sti ka suurte andmehulkade korral.
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2 Klassifitseerija kalibreerimine
Teoreetilise osa eesma¨rk on selgitada lugejale ja¨rk-ja¨rgult Bayesi isotoonilise kali-
breerimise jaoks ta¨htsamaid po˜himo˜tteid, lo˜petades sellega, kuidas ko˜ik omavahel
seondub ning kuidas algoritm toimib.
2.1 Kalibreerimise definitsioon
Ja¨rgnev definitsioon pa¨rineb raamatust “Machine Learning: The Art and Science
of Algorithms that Make Sense of Data” [3].
Klassifitseerija kalibreerimine on mudeli va¨ljastatud skooride vo˜i kalibreerimata
to˜ena¨osuste teisendamine kalibreeritud to˜ena¨osusteks.
Klassifitseerija on ta¨iuslikult kalibreeritud kui kehtib vo˜rrand
P (Yi = 1 | pˆ(X) = (pˆ1, ..., pˆi)) = pˆi iga i = 1, ..., k korral,
kus X on u¨ks sisendva¨a¨rtus, pˆ(X) on X-i klassijaotuse to˜ena¨osuste vektor, i on
u¨ks ennustatavatest klassidest ning pˆi on i -ndasse klassi kuulumise to˜ena¨osus.
Ehk u¨le ko˜ikide andmepunktide, mille korral mudel ennustab jaotust (pˆ1, ..., pˆk),
siis ka tegelik klassijaotus on (pˆ1, ..., pˆk).
2.2 Isotooniline regressioon
Isotooniline regressioon on levinud algoritm binaarse klassifitseerija kalibreeri-
miseks. See minimeerib treeningandmetel ruutkeskmise vea, ta sobitab neile ko˜ige
to˜epa¨rasema monotoonse ehk mittekahaneva ko˜vera [4].
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Algoritmi to¨o¨po˜himo˜te [4]:
Olgu (x1, ..., xn) treeningpunktide hulk, g(xi) o˜pitava funktsiooni va¨a¨rtused, mis
seatakse algoritmi to¨o¨ algul vo˜rdseks nende treeningpunktide ma¨rgenditega (0 vo˜i
1). Kui funktsioon g on juba mittekahanev, siis tagastatakse seesama funktsioon.
Vastasel juhul leiduvad va¨hemalt kaks punkti g(xi) ja g(xi+1), mille puhul ei ole
monotoonsust ehk kehtib g(xi) > g(xi+1), sellisel juhul asendatakse g(xi) ja g(xi+1)
nende aritmeetilise keskmisega g(xi)+g(xi+1)
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. Nu¨u¨d vastavad need kaks punkti iso-
toonsuse tingimusele. Sama protsessi ja¨tkatakse kuni enam ei leidu u¨htki punkti-
paari, mis tingimusele ei vasta.
Kui viimane treeningpunkt xn on positiivne ehk g(xn) = 1, siis isotooniline kali-
breerimine tagastab iga testpunkti x′ ≥ xn korral ennustuseks 1. Teisiso˜nu ei ja¨eta
mingit vo˜imalust, et tegu ei ole positiivse punktiga. Vo˜ib siiski juhtuda, et tege-
likkuses on x′ negatiivne punkt. Seega vo˜ib isotooniline kalibreerimine toota liiga
enesekindlaid mudeleid.
U¨leliigse enesekindluse va¨ltimiseks kasutame Bayesi la¨henemist.
2.3 Bayesi la¨henemine masino˜ppes
Bayesi la¨henemine on matemaatilise statistika liik, mis on asjakohane selliste prob-
leemide lahendamisel, mille korral peab tegema ja¨reldusi mingi parameetri suhtes,
mille kohta on eelnevalt teada va¨he informatsiooni. Bayesi la¨henemise aluseks on
Bayesi teoreem [5].
Box ja Tiao kirjeldavad raamatus ”Bayesian inference in statistical analysis”[5]
Bayesi teoreemi ja¨rgmiselt:
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Olgu y = (y1, ..., yn) vektor n vaatlusest, mille to˜ena¨osusjaotus p(y|θ) so˜ltub k
parameetrist θ = (θ1, ..., θk). Olgu θ ise to˜ena¨osusjaotusega p(θ). Siis kehtib
vo˜rrand
p(y|θ)p(θ) = p(y, θ) = p(θ|y)p(y)
Sellest saame Bayesi teoreemi:
p(θ|y) = p(y|θ)p(θ)
p(y)
(1)
Vo˜rrandis 1 ma¨rgib p(θ) olemasolevaid teadmisi parameetri θ kohta ilma vaatlus-
teta, p(θ) nimetatakse θ eeljaotuseks. Seevastu p(θ|y) na¨itab, mida teame θ kohta
peale mingit vaatlust y, seda nimetatakse θ ja¨reljaotuseks. To˜ena¨osus p(y|θ) na¨itab
kui to˜ena¨oline on vaatluse y toimumine kui tegelikkus on θ. Seda nimetatakse
to˜epa¨raks. Bayesi teoreemi ja¨rgi on ja¨reljaotus proportsionaalne to˜epa¨ra ja eeljao-
tuse korrutisega, sest vaatlusi y vo˜ib vaadelda konstantsena kui eesma¨rk on leida
θ ja¨reljaotus:
p(θ|y) ∝ p(y|θ)× p(θ)
2.4 U¨htlase jaotuse keskva¨a¨rtuse hindamine Monte Carlo
meetodiga
Ja¨rgnevalt uurime keskva¨a¨rtuse hindamise u¨lesannet u¨he konkreetse kahemo˜o˜tme-
lise jaotuse puhul, mis osutub olema seotud Bayesi isotoonilise kalibreerimise
u¨lesandega.
Olgu meil kaheelemendilist jaotust (p1, p2) genereeriv protsess, kus mo˜lemad arvud
p1 ja p2 valitakse u¨htlaselt juhuslikult vahemikust [0, 1]. Kui genereerime suure
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hulga arve ning kujutame neid graafikul, kus telgedeks on p1 ja p2 va¨a¨rtused, siis
tekib kujuteldav ruut, mis on u¨htlaselt ta¨idetud punktidega (vt joonis 1).
Joonis 1: Kahemo˜o˜tmeline u¨htlane jaotus u¨le piirkonna [0, 1]× [0, 1]
Hindame nu¨u¨d jaotuse keskva¨a¨rtust E[(P1, P2)]. Selleks leiame mo˜lema suuruse
jaoks eraldi keskva¨a¨rtused, st leiame eraldi x ja y telje suunas keskva¨a¨rtused.
Valem juhusliku suuruse X keskva¨a¨rtuse leidmiseks on ja¨rgmine:
E(X) =
∫ ∞
−∞
xfX(x)dx, (2)
kus fX(x) on juhusliku suuruse X tihedusfunktsioon [6].
Tihedust vo˜ib kaheelemendise jaotuse puhul kujutada ette kolmanda mo˜o˜tme lisan-
dumisega. Tihedamad alad ulatuvad ko˜rgemale ja ho˜redamad alad ja¨a¨vad madala-
maks. Vaata na¨idet joonisel 2, kus on kujutatud kahest normaaljaotusest tekkiv
tihedus. U¨lesandes ka¨sitletava u¨htlase jaotusega ruudu puhul on tihedus igal pool
u¨htlane ehk tekib risttahukas.
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Joonis 2: Tiheduse na¨ide kahe muutuja puhul
Kuna ka¨esoleva ruudukujulise na¨ite puhul on jaotus u¨htlane, siis selle tihedusfunk-
tsioon on fP1,P2(p1, p2) = 1.
Arvutame keskva¨a¨rtused analu¨u¨tiliselt valemi 2 ja¨rgi:
E[P1] =
∫ ∫
p1fP1,P2(p1, p2)dp1dp2 =
∫ 1
0
∫ 1
0
xfP1,P2(x, y)dxdy =∫ 1
0
∫ 1
0
xdxdy =
∫ 1
0
x(
∫ 1
0
dy)dx =
∫ 1
0
xdx =
x2
2
∣∣∣1
0
=
1
2
− 0
2
=
1
2
E[P2] =
∫ ∫
p2fP1,P2(p1, p2)dp1dp2 =
∫ 1
0
∫ 1
0
yfP1,P2(x, y)dxdy =∫ 1
0
∫ 1
0
ydxdy =
∫ 1
0
y(
∫ 1
0
dx)dy =
∫ 1
0
ydx =
y2
2
∣∣∣1
0
=
1
2
− 0
2
=
1
2
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Saime, et jaotuse (P1, P2) keskva¨a¨rtus on (
1
2
, 1
2
).
Antud na¨ite puhul ei olnud keskva¨a¨rtuse leidmine keeruline, kuid u¨lesanne la¨heb
arvutuslikult palju keerukamaks kui jaotuse mo˜o˜de kasvab. Iga uue mo˜o˜tme ko-
hta tuleb arvutusse u¨ks integraal juurde. Integraalide arvutamise va¨ltimiseks on
vo˜imalik u¨lesanne ligikaudse la¨hendiga lahendada ka lihtsa Monte Carlo meetodiga.
Integraali I =
∫
R
g(x)fX(x)dx ligikaudne va¨a¨rtus In on saadud lihtsa Monte Carlo
meetodiga kui
In =
1
n
n∑
i=1
g(xi),
kus g(x) on jaotust genereeriv funktsioon, fX(x)dx on jaotuse X tihedusfunkt-
sioon ning xi on juhuslikud arvud jaotusest X [7]. Sisuliselt on tegu suurel hulgal
suvaliste punktide vo˜tmisega ja nende aritmeetilise keskmise arvutamisega.
Kasutame lihtsat Monte Carlo meetodit eelnevalt kirjeldatud jaotuse keskva¨a¨rtuse
hindamiseks. Valime esialgu jaotusest kolm suvalist punkti, olgu nendeks (0.18,
0.49), (0.29, 0.78), (0.34, 0.81). Nende punktide aritmeetiline keskmine on (0.27,
0.6933). See tulemus erineb ta¨psest keskva¨a¨rtusest u¨sna palju. Kui valime aga 100
suvalist punkti, siis on Monte Carlo meetodi tulemuseks (0.5185, 0.4926), mis on
juba oluliselt la¨hedasem tulemus. Seega mida rohkem punkte valida, seda va¨iksem
on erinevus tegelikust keskva¨a¨rtusest.
2.5 Ja¨reljaotuse keskva¨a¨rtuse hindamine Monte Carlo
meetodiga
Ja¨reljaotuse keskva¨a¨rtuse hindamist on lihtsam selgitada la¨bi na¨iteu¨lesande. Olgu
meil kaks ebaausat mu¨nti, mille puhul on vastavalt to˜ena¨osus kull tulla p1 ja p2.
Pu¨u¨ame peale u¨he vaatluse na¨gemist ennustada ja¨rgmiste visete tulemusi.
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Ilma u¨hegi vaatluseta pole meil midagi targemat teha, kui ennustada ta¨iesti juhus-
likult. Sisuliselt peame ennustama eeljaotuse po˜hjal, milleks on eelmises peatu¨kis
kirjeldatud ruudukujuline u¨htlane jaotus, kuna p1 ja p2 va¨a¨rtuseks vo˜ivad olla
suvalised arvud vahemikust [0, 1]. Selle jaotuse puhul on x-telg esimese mu¨ndi
to˜ena¨osus tulla kull ning y-telg teise mu¨ndi to˜ena¨osus tulla kull.
Oletame, et me saime nu¨u¨d u¨he korra mu¨nte visata ning tulemuseks tulid kull ja
kiri, ma¨rgime Y1 = 1 ja Y2 = 0. Selle po˜hjal saab nu¨u¨d ja¨reljaotuse moodustada
nii, et genereerime u¨htlaselt juhuslikult hulga mu¨ndipaare (p1, p2), viskame u¨he
korra iga sellist mu¨ndipaari ning ja¨tame alles vaid need paarid, mille korral on
tulemuseks 1 ja 0. Ko˜ikidele paaridele ja allesja¨a¨nud paaridele vastavad punktid
on toodud vastavalt joonistel 3a ja 3b.
(a) Eeljaotus (b) Ja¨reljaotus
Joonis 3
Kuna viske tulemus oli Y1 = 1 ja Y2 = 0, siis on ja¨reljaotusest na¨ha, et olema-
soleva info po˜hjal tulekski eelistada piirkonda, kus esimese mo˜ndi to˜ena¨osus p1 on
la¨hedane arvule 1 ja teise mu¨ndi to˜ena¨osus p2 on la¨hedane arvule 0 ehk alumise
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parema nurga u¨mbrus ja¨reljaotuse ruudus.
Arvutame ka ja¨reljaotuse ta¨pse keskva¨a¨rtuse. Ta¨histame ja¨reljaotuse tihedusfunk-
tsiooni f
′
P1,P2
(p1, p2). Kuna me ei tea milline ja¨reljaotuse tihedusfunktsioon on,
siis me ei saa kasutada valemit 2, mida kasutasime eeljaotuse puhul. Selle lahen-
damiseks on meil vo˜imalik kasutada Bayesi reeglit ja kirjutada ja¨reljaotus lahti
eeljaotuse fP1,P2(p1, p2) ja to˜epa¨ra l(p1, p2) korrutisena. Kuna jaotus pole enam
u¨htlane, siis tuleb see la¨bi jagada ka normaliseeriva konstandiga, et tihedusfunkt-
siooni alune ruumala oleks 1.
f
′
P1,P2
(p1, p2) =
l(p1, p2) · fP1,P2(p1, p2)
z
,
kus
z =
∫ 1
0
∫ 1
0
l(p1, p2) · fP1,P2(p1, p2)dp1dp2
To˜epa¨ra saab arvutada ja¨rgmiselt:
l(p1, p2) = P (Y1 = 1, Y2 = 0|P1 = p1, P2 = p2) =
= P (Y1 = 1|P1 = p1) · P (Y2 = 0|P2 = p2) = p1(1− p2)
U¨laltoodu po˜hjal saame arvutada ja¨reljaotuse keskva¨a¨rtuse ja¨rgmiselt:
E[P1|Y1 = 1, Y2 = 0] =
∫ 1
0
∫ 1
0
p1f
′
P1,P2
(p1, p2)dp1dp2 =
=
∫ 1
0
∫ 1
0
p1
l(p1, p2)fP1,P2(p1, p2)
z
=
∫ 1
0
∫ 1
0
p1
p1(1− p2) · 1
0.25
dp1dp2 = 0.667
E[P2|Y1 = 1, Y2 = 0] =
∫ 1
0
∫ 1
0
p2f
′
P1,P2
(p1, p2)dp1dp2 =
=
∫ 1
0
∫ 1
0
p2
l(p1, p2)fP1,P2(p1, p2)
z
=
∫ 1
0
∫ 1
0
p2
p1(1− p2) · 1
0.25
dp1dp2 = 0.333
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Saime, et E[(P1, P2)|Y1 = 1, Y2 = 0] on (0.667, 0.333).
Nu¨u¨d proovime ja¨lle sama tulemuseni lihtsa Monte Carlo meetodiga jo˜uda. Valime
kolm suvalist punkti - (0.99, 0.01), (0.4, 0.29), (0.78, 0.19). Nende keskmine on
(0.7233, 0.1633), mis on taas ta¨psest va¨a¨rtusest kaugel. Saja suvalise punkti korral
saame tulemuseks juba (0.6536, 0.3287), mis on la¨hedal to˜esele va¨a¨rtusele.
Jooniselt 3b on na¨ha, et isotoonsuse tingimuse to˜ttu vo˜ib ja¨reljaotus sisaldada
eeljaotusega vo˜rreldes va¨ga va¨he punkte. Va¨heste punktide po˜hjal ei pruugi me
saada head hinnangut jaotuse keskva¨a¨rtusele. Uurime ja¨rgmises peatu¨kis, kuidas
seda probleemi lahendada.
2.6 Olulise/kaalutud valimi meetod
Eelnevalt ja¨tsime ja¨reljaotuse tekitamiseks eeljaotusest va¨lja punktid, mis vaatlu-
sele ei vastanud. See ta¨hendab seda, et osa arvutusressurssi, mis kasutati nende
punktide eeljaotusesse tekitamiseks, oli raisatud. Olulise/kaalutud valimi mee-
todiga on siiski vo˜imalik ka need punktid a¨ra kasutada, mis eeljaotusest muidu
eemaldataks.
Pu¨u¨ame ja¨lle hinnata u¨he ja¨reljaotuse keskva¨a¨rtust. Ja¨rgnev tuletus po˜hineb
olulise valimi meetodil, mis on kirjeldatud To˜nu Kollo raamatus ”Monte Carlo
meetodid” [7].
Kirjutame ja¨reljaotuse f
′
X(x) taas Bayesi reegli abil lahti eeljaotuse fX(x) ja to˜e-
pa¨ra l(x) korrutiseks, et saaksime ja¨reljaotuse keskva¨a¨rtust eeljaotuse po˜hjal hin-
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nata.
E[X = x|Y = y] =
∫
xf
′
X(x)dx =
∫
x · l(x)fX(x)
z
dx =
=
∫
x · l(x)
z
fX(x)dx =
∫
g(x)fX(x)dx ≈ 1
n
n∑
i=1
g(xi),
kus l(x) on va¨a¨rtuse x to˜epa¨ra, z on normaliseeriv konstant ja g(x) = x·l(x)
z
.
Avaldises 6 jo˜udsime lihtsa Monte Carlo meetodi abil selleni, et saame ja¨reljaotust
hinnata funktsiooni g(x) po˜hjal. Ta¨histame normaliseeritud to˜epa¨ra l(xi)
z
u¨mber
kaaluks wi ehk kirjutame g(xi) lahti ja¨rgmiselt:
g(xi) =
l(xi)
z
· xi = wi · xi
Seejuures saame kaalud arvutada to˜epa¨radest renormaliseerides ehk wi =
l(xi)∑
j l(xj)
.
Jo˜udsime tulemuseni, et funktsioon g(x), mille po˜hjal saime ja¨reljaotust hinnata,
on lihtsalt eeljaotusest punktide vo˜tmine korrutatuna kaaludega. Seega ei la¨he
va¨ikese to˜epa¨raga punktid enam jaotusest kaduma, vaid neile omistatakse va¨ike
kaal, misto˜ttu saame need ikkagi a¨ra kasutada.
2.7 Keskva¨a¨rtuse hindamine kalibreerimisu¨lesande puhul
Liigume nu¨u¨d kalibreerimisu¨lesande juurde. Olgu meil mingi binaarse klassifitseer-
ija poolt va¨ljastatud skooride vektor s = (s1, ..., sn), mis vajab kalibreerimist. Kali-
breerimise puhul tegeletakse ja¨rjestatud skooride vektoriga, kuna u¨ldjuhul mida
suurem on skoor, seda suurem on andmepunkti to˜ena¨osus olla positiivne. Seega
moodustatakse vektor nii, et kehtiks tingimus s1 ≤ s2 ≤ ... ≤ sn. Kalibreerimise
jaoks on meil vaja teada nende punktide ma¨rgendeid, olgu need y1, ..., yn ∈ {0, 1}.
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Nu¨u¨d tahame y1, ..., yn po˜hjal ennustada punktide s1, ..., sn kohta nende to˜ena¨osusi
olla positiivne. Seda saab vaadelda u¨lesandena n kallutatud mu¨ndist p1, ..., pn, kus
eeldame, et p1 ≤ ... ≤ pn ning meil on igast mu¨ndist u¨ks vaatlus, st yi.
Vaatame nu¨u¨d erijuhtu kahe mu¨ndiga. Olgu meil 2 kallutatud mu¨nti, mille to˜e-
na¨osused kull olla on p1 ja p2. Kalibreerimisu¨lesande raames paneme nu¨u¨d paika
tingimuse p1 ≤ p2 ehk tekitame isotoonsuse punktide vahel. Eeljaotust genereeri-
des rakendame tagasilu¨kkega valikut ehk ja¨tame jaotusest va¨lja andmepunktid,
mille korral p1 > p2. Nii ja¨a¨b ruudust punktidega ta¨idetud osaks vaid sirge p1 = p2
u¨lessepoole ja¨a¨v osa ehk uus jaotus on kujuteldav kolmnurgana (vt joonis 4). See
on nu¨u¨d uus eeljaotus.
Joonis 4: Tagasilu¨kkega valik
Oletame taas, et toimus vaatlus, mille korral visati kull ja kiri (Y1 = 1, Y2 = 0).
Selleks, et ja¨reljaotust kujutada, ja¨tame jaotust genereerides ja¨lle va¨lja sellised
mu¨ntide paarid, mille viskamisel ei saanud tulemust (Y1 = 1, Y2 = 0) (vt joonis 5).
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Joonis 5: Isotoonse jaotuse ja¨reljaotus vaatluse Y1 = 1, Y2 = 0 korral
Hinnates ja¨reljaotuse keskva¨a¨rtust lihtsa Monte Carlo meetodiga 100 punkti po˜hjal
saame tulemuseks E[P1, P2|Y1 = 1, Y2 = 0] = (0.4039, 0.5882).
2.8 Bayesi isotooniline kalibreerimine
Bayesi isotooniline kalibreerimine on kirjeldatud hetkel avaldamata artiklis ”Non-
parametric Bayesian Isotonic Calibration: Fighting Over-confidence in Binary
Classification”, mille autoriteks on Mari-Liis Allikivi ja Meelis Kull [2]. Ka¨esoleva
uurimisto¨o¨ ka¨igus algoritm ta¨ienes ning erineb mo˜ne sammu poolest artiklis olevast
versioonist. Ja¨rgnevalt kirjeldame ta¨iendatud algoritmi.
Bayesi isotooniline kalibreerimine defineerib eeljaotuse u¨le p1, ..., pn la¨bi generati-
ivse protsessi, mis on ja¨rgmine:
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Algoritm 1 Eeljaotuse genereerimine
1: function genereeri eeljaotus(kmin, kmax, pmin, pmax)
2: k ← randint(kmin, kmax)
3: pk ← uniform(pmin, pmax)
4: if k 6= kmin then
5: genereeri eeljaotus(kmin, k − 1, pmin, pk)
6: end if
7: if k 6= kmax then
8: genereeri eeljaotus(k + 1, kmax, pk, pmax)
9: end if
10: end function
Algoritmis 1 on randint funktsioon juhuslike ta¨isarvude valimiseks ning uniform
funktsioon juhusliku reaalarvu valimiseks.
Na¨ide algoritmi to¨o¨st on joonisel 6. Na¨ites valiti esimese sammuna ta¨isarv k ja
siis vahemikust [0, 1] u¨htlaselt juhuslikult pk. Seeja¨rel liiguti vasakule ja nu¨u¨d sai
valiku teha ainult vasakpoolses alumises alamristku¨likus (siniste piiridega). Seal
valiti i ja pi. Esialgsest valikust k liiguti ka paremale, kus uue valiku sai teha
parempoolses u¨lemises alamristku¨likus. Seal valiti j ja pj. Joonisel 7 on kujutatud
vo˜imalik tulemus, kui algoritm on to¨o¨ lo˜petanud.
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Joonis 6: Eeljaotuse loomise na¨ide, 3 punkti valitud
Joonis 7: Na¨ide eeljaotuse algoritmi tulemusest
Joonisel 8b on kujutatud 10 andmepunkti kohta 200 eeljaotuse loomist Bayesi iso-
toonilise kalibreerimise meetodiga. Andmepunktid 1, ..., 10 on x-teljel normaliseer-
itud vahemikku [0, 1] ning y-teljel on to˜ena¨osused vahemikus [0, 1].
Alternatiiviks sellise valiku tegemisele oleks u¨htlaselt juhuslikult n punkti valimine
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vahemikust [0, 1] ja nende sorteerimine. Sellisel juhul grupeeruksid ko˜ik eeljao-
tused diagonaalile nagu on na¨idatud joonisel 8a. See oleks halb, kuna kui to˜ene
kalibreerimisko˜ver paikneks diagonaalist eemal, siis oleks vaja eksponentsiaalselt
rohkem andmeid, et sellele la¨hedaseid ko˜veraid tekitada.
Bayesi isotoonilise kalibreerimise viisil eeljaotuste loomine ta¨idab ko˜verate ruumi
paremini, kuna esimene punkt, mis valitakse, vo˜ib paikneda u¨ksko˜ik kus. Kuhu
iganes esimene punkt valitakse, seda kohta peab genereeritav eeljaotus ka la¨bima.
Seeto˜ttu saavad eeljaotused sattuda u¨ksko˜ik kuhu saab u¨ks suvaline punkt sattuda.
(a) U¨htlaselt juhuslik valik (b) Bayes-Iso algoritmi valik
Joonis 8
Selliseid eeljaotusi luuakse sama generatiivse protsessiga algoritmi tarbeks palju.
Kui eeljaotused on loodud, siis saab hinnata ja¨reljaotuse keskva¨a¨rtust
E(p1, ..., pn|y1, ..., yn) Monte Carlo meetodil:
E(p1, ..., pn|y1, ..., yn) = 1
m
m∑
i=1
l(p
(i)
1 , ..., p
(i)
n ) · (p(i)1 , ..., p(i)n |y1, ..., yn)
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3 Bayesi isotoonilise kalibreerimise optimeerim-
ine
Selles peatu¨kis kirjeldatakse eraldi suuremaid samme bayesi isotoonilise kalibreer-
imise algoritmi arengus.
3.1 Esialgse algoritmi implementeerimine
Esimese sammuna oli vaja programmeerida algoritm oma esialgses seisus, et sel-lest
paremini aru saada ning, et oleks olemas la¨htepunkt algoritmi edasiarendamiseks.
U¨ks ta¨htsaim osa algoritmist on eeljaotuste loomine. Algoritmi kirjeldus on pea-
tu¨kis 2.10. Eeljaotuste loomiseks on vaja u¨hte vaatluste vektorit, millest la¨htuvalt
eeljaotusi genereeritakse. Eeljaotustesse valitakse ta¨pselt sama palju andmepunkte,
kui on vaatluses. Kui eeljaotuses on ko˜ik punktid valitud, siis moodustatakse
nende po˜hjal ko˜ver punktide interpoleerimise teel. Eeljaotusi luuakse niipalju kui
argumendina ette ma¨a¨ratakse. Mida rohkem eeljaotusi luuakse, seda ta¨psem on
lo˜pptulemus, kuid samas algoritmi to¨o¨ aeglustub kuna eeljaotuse loomine on ajaku-
lukas.
Teine oluline osa on u¨he eeljaotuse to˜epa¨ra arvutamine mingi genereeritud eel-
jaotuse vektori p ja vaatluste vektori y po˜hjal. To˜epa¨ra l arvutatakse ja¨rgmise
valemiga:
l(p1, ..., pn) =
∏
pyii (1− pi)1−yi
Lu¨hidalt on to˜epa¨ra korrutis u¨le ko˜ikide eeljaotuse elementide, kus korrutatavateks
on pi kui yi = 1 ja (1− pi) kui yi = 0.
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Viimane oluline osa on vaatluste po˜hjal kalibreeritud (c1, ..., cn) va¨a¨rtuste tagas-
tamine ehk kalibreerimisfunktsiooni arvutamine. See ka¨ib ja¨rgmise valemiga:
(c1, ..., cn) =
∑
l(p1, ..., pn) · (p1, ..., pn)∑
l(p1, ..., pn)
3.2 To˜epa¨ra piirang eeljaotuste leidmisel
Algoritmi to¨o¨s on ko˜ige ajakulukam osa eeljaotuste loomine. Suur osa ajast vo˜ib
kuluda selliste eeljaotuste genereerimise peale, mille to˜epa¨ra vaatluste po˜hjal on
nullila¨hedane. Need ei mo˜juta eriti vastust, kuna neile tekib hiljem va¨ga va¨ike
kaal. Siit tuleb esimene optimeerimise samm – tuleb genereerida vaid selliseid
eeljaotusi, mis u¨letavad mingi etteantud to˜epa¨ra piiri t.
Nu¨u¨d la¨hendame ja¨reljaotuse keskva¨a¨rtust ja¨rgmiselt
E[(P1, ..., Pn|y1, ..., yn)] ≈ E[(P1, ..., Pn|y1, ..., yn, l(P1, ..., Pn) ≥ t],
kus l(P1, ..., Pn) on jaotuse (P1, ..., Pn) to˜epa¨ra.
Nimetame la¨vendi u¨letamise u¨mber su¨ndmuse L toimumiseks. Mugavamaks luge-
miseks lu¨hendame eeljaotuse vektori P = (P1, ..., Pn) ja vaatluste vektori Y =
(y1, ..., yn). Hindame nu¨u¨d ja¨reljaotuse keskva¨a¨rtust, kui toimub su¨ndmus L:
E[(P |Y, L)] =
∫
pfP |Y,L(p)dp,
kus fP |Y,L =
PY |P,LfP |L
z
Nu¨u¨d tahame esialgse generatiivse protsessi fP |L va¨lja vahetada sellise generatiivse
protsessi vastu, mis tagab, et su¨ndmus L toimub - ta¨histame seda f
′
P |L. Ja¨rgmises
peatu¨kis kirjeldame, kuidas uus generatiivne protsess to¨o¨tab.
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3.3 To˜epa¨ra piirang implementeeritud pi valikuvahemiku
to˜kestamisega
Ja¨rgnevalt kirjeldatakse, kuidas to˜epa¨ra piirang algoritmis realiseeriti.
Ko˜ige suurema to˜epa¨raga eeljaotus vaatluse jaoks on isotooniline regressioon vaat-
luspunktide po˜hjal [4]. Sellest tulenevalt vo˜etigi u¨letatava to˜epa¨ra piiriks iso-
toonilise regressiooni to˜epa¨ra jagatud konstandiga, na¨iteks 1000-ga. Ta¨histame
isotoonilise regressiooni to˜epa¨ra lhmax, siis on piir t =
lhmax
1000
. Va¨ikseim va¨a¨rtus
t jaoks on 0, siis on ko˜ik ko˜verad lubatud. Suurim la¨ve va¨a¨rtus on isotoonilise
regressiooni va¨ljastatud to˜epa¨ra, sellest suurema to˜epa¨raga jaotusi pole vo˜imalik
genereerida.
Piiri kasutatakse eeljaotuse loomisel iga pi genereerimisel. Kui algoritmi optimeer-
imata versioonis oli pi leidmisel valikuvahemik rekursioonist kaasa tulnud alg- ja
lo˜ppva¨a¨rtuse vaheline piirkond, siis nu¨u¨d vajaduse korral seda korrigeeritakse ehk
valikuvahemikku to˜kestatakse. Seda on vaja teha, sest kui valida punkt valiku-
vahemiku a¨a¨rest, siis vo˜ib see sel hetkel genereeritava eeljaotuse lu¨kata vaatlusest
liiga kaugele ning seeto˜ttu vo˜ib eeljaotus olla liiga va¨ikese to˜epa¨raga.
Alumise to˜kke leidmiseks proovitakse pi va¨a¨rtuseks valida valikuvahemiku mada-
laim punkt ning seeja¨rel arvutatakse hu¨poteetilise jaotuse to˜epa¨ra. Hu¨poteetiline
jaotus koosneb juba eelnevalt valitud punktidest ning kohtades, kus veel y-va¨a¨rtust
valitud ei ole, seatakse va¨a¨rtuseks isotoonilise regressiooni poolt va¨ljastatud va¨a¨rtus
sellel kohal. Nu¨u¨d kui jaotuse to˜epa¨ra u¨letab piiri, siis ja¨a¨bki alumiseks to˜kkeks va-
hemiku algpunkt. Kui piiri ei u¨letatud, siis liigutakse mingi ma¨a¨ratud u¨hiku jagu
vahemikus edasi ning proovitakse punktiks valida see va¨a¨rtus. Eelmist protsessi
korratakse kuni leitakse punkt, mille korral to˜epa¨ra u¨letab piiri ning alumiseks
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to˜kkeks saab viimati sobinud punkt. Analoogiline protsess la¨bitakse u¨lemise to˜kke
leidmisel, nu¨u¨d liigutakse lihtsalt valikuvahemiku ko˜rgeimaist punktist allapoole.
To˜kete kasutamisel ei raisata enam ressursse ebato˜ena¨oliste eeljaotuste genereer-
imiseks, vaid leitakse rohkem suurema to˜epa¨raga eeljaotusi. Seeto˜ttu paraneb
eeljaotuste arvu samaks ja¨tmine algoritmi ta¨psust ning ilma to˜keteta versioonile
sarnase ta¨psuse saab ka¨tte nu¨u¨d va¨iksema eeljaotuste arvuga.
3.4 Uus generatiivne protsess f
′
P |L
Uus generatiivne protsess f
′
P |L loob vaid selliseid eeljaotusi, mille puhul toimub
su¨ndmus L ehk jaotuste to˜epa¨rad u¨letavad to˜epa¨ra la¨ve t.
∫
P
PY |P ,L(P ) · fP |L(P )
z
dP ≈
∫
P
PY |P (P ) · fP |L(P )
z
dP =
=
∫
P · l(P )
z
· fP |L(P )
f
′
P |L(P )
· f ′P |L(P )dP =
∑
wi · (p(i)1 , ..., p(i)n )∑
wi
, (3)
kus wi = l(p
(i)
1 , ..., p
(i)
n ) · fP |L
f
′
P |L
Teisiso˜nu on u¨he eeljaotuse kaaluks nu¨u¨d tema to˜epa¨ra korrutatuna vana ja uue
generatiivse protsessi suhtega. Algoritmi lo˜pptulemuseks on mingi suure arvu
eeljaotuste kaalutud keskmine.
3.5 Eeljaotuste kaalud
Juhul kui y va¨a¨rtuse valikuvahemikul rakenduvad eelmises peatu¨kis kirjeldatud
to˜kked, siis tuleb arvesse vo˜tta, et juhuslikult valitud arvu ei saanud valida ta¨ies
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ulatuses, kitsendasime sellega juhuslikkust. Selle jaoks otsustasime kasutada kaalu
kogu eeljaotuse jaoks, et va¨hendada selliste eeljaotuste ta¨htsust, mille puhul pidi
valikuvahemikke kitsendama.
Eeljaotuse loomise alustamisel on ta kaal 1. Seeja¨rel hakatakse iga punkti va-
likul korrutama kaalu la¨bi kitsendatud valikuvahemiku ja ta¨ieliku valikuvahemiku
suhtega yc2−yc1
y2−y1 , kus yc1 ja yc2 on vastavalt to˜kestatud valikuvahemiku minimaalne
ja maksimaalne va¨a¨rtus ja y1 ja y2 esialgse to˜kestamata vahemiku minimaalne ja
maksimaalne va¨a¨rtus.
3.6 Du¨naamiline piir to˜kete jaoks
Algoritmi optimeerimise ka¨igus testiti to˜kete jaoks kasutatava to˜epa¨ra piiri jaoks
mitmeid erinevaid va¨a¨rtusi. Katsete ka¨igus selgus, et piiriga va¨a¨rtusega u¨hte
a¨a¨rmusesse minnes la¨hevad kaalud balansist va¨lja - kui ja¨rjestada ko˜ikide eeljao-
tuste kaalud, siis suurima kaalu osakaal u¨le ko˜ikide teiste kaalude on ebaproport-
sionaalselt suur, tihti ku¨mnete vo˜i sadade astmete jagu. Sellisel juhul hakkab
suurima kaaluga eeljaotus teiste eeljaotuste u¨le domineerima, vo˜ib juhtuda, et
kalibreerimine teostataksegi sisuliselt ainult u¨he suurima kaaluga eeljaotuse po˜hjal.
Samas kui piiri va¨a¨rtusega liikuda liiga kaugele teisele poole, siis juhtub sama asi
eeljaotuste to˜epa¨radega ehk suurima to˜epa¨raga eeljaotuse to˜epa¨ra on tunduvalt
suurem, kui teiste eeljaotuste to˜epa¨rad.
Probleemi lahendamiseks otsustati tagada tasakaal eeljaotuste kaalude suhete ja
to˜epa¨rade suhete vahel. Selleks kontrolliti peale iga 100 eeljaotuse loomist su-
urima kaalu osakaalu teiste kaalude seas ning suurima to˜epa¨ra osakaalu u¨leja¨a¨nud
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to˜epa¨rade seas ning leiti nende suhe r:
r =
wmax∑n
i=1wi
lhmax∑n
i=1 lhi
(4)
Kui suhe r on suurem, kui mingi konstant (vaikimisi 2), siis nihutatakse piiri
va¨a¨rtust. Kui suhe on liiga suur ja suurim to˜epa¨ra on ebaproportsionaalselt suur,
siis muudetakse lhmax-ga jagatavat arvu 10 korda va¨iksemaks. Vastupidisel juhul
kui suurim kaal on liiga palju suurem kui u¨leja¨a¨nud kaalud, siis muudetakse ja-
gatavat arvu 10 korda suuremaks.
Nu¨u¨d on tagatud see, et u¨kski eeljaotus ei ole kalibreerimisel teistest eeljaotustest
ebaproportsionaalselt olulisem.
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4 Katsed
Selles osas analu¨u¨sitakse ta¨iendatud Bayesi isotoonilist kalibreerimist ning vo˜rrel-
dakse seda teiste levinud kalibreerimisalgoritmidega.
4.1 Andmed
Katsete jaoks kasutati tehislikke andmeid. Tehislike andmete peal on mugav kali-
breerimismeetodeid vo˜rrelda, sest sel juhul saab va¨lja arvutada o˜ige kalibreerim-
isko˜vera, mille vastu saab erinevate meetodite va¨ljundeid vo˜rrelda.
Andmepunktide loomiseks kasutati beeta-jaotusi scipy.stats teegist. Kokku tehti
kolm katset, 100, 1000 ja 10000 treeningpunktiga. Treeningpunktidest ta¨histasid
pooled punktid negatiivset (0) va¨a¨rtust ja pooled positiivset (1) va¨a¨rtust. Negati-
ivsed andmepunktid valiti juhuslikult beeta-jaotusest argumentidega α = 1, β = 3,
pooled positiivsed andmepunktid valiti jaotusest argumentidega α = 1.5, β = 3
ning u¨leja¨a¨nud pooled jaotusest argumentidega α = 30, β = 3 (vt joonis 9).
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Joonis 9: Beta jaotused
Treeningandmed sorteeriti kasvavasse ja¨rjekorda ning seeja¨rel treeniti nende po˜hjal
ja¨rgmised kalibreerimisalgoritmid: Bayesi isotooniline kalibreerimine, isotooniline
kalibreerimine, logistiline regressioon. Viimased kaks valiti vo˜rdluseks, kuna need
on u¨hed levinumad kalibreerimisalgoritmid. Lisaks arvutati va¨lja ka perfektne
kalibreerimisfunktsioon:
fp(x) =
pos(x)
pos(x) + neg(x)
,
kus
pos(x) = 0.5 · fB(x, 1.5, 3) + 0.5 · fB(x, 30, 3)
neg(x) = fB(x, 1, 3),
kus fB(x, α, β) on beeta-jaotuse tihedusfunktsioon.
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Samadest beeta-jaotustest loodi ka 10 000 testpunkti, mille po˜hjal ennustati treen-
itud mudelitega kalibreeritud va¨a¨rtusi. Mudelite ennustuste po˜hjal arvutatud log-
aritmilised kaod on kujutatud tabelis 1.
Tabel 1: Kalibreerimisalgoritmide logaritmiline kadu erinevate andmehulkade ko-
rral
Kalibreerimisalgoritm 100 punkti 1000 punkti 10000 punkti
Bayes-Iso kalibreerimine 0.5120 0.4776 0.4736
Isotooniline kalibreerimine 1.4643 0.5433 0.4816
Logistiline regressioon 0.5098 0.5115 0.5095
Analu¨u¨sime tulemusi la¨hemalt ja vo˜rdleme isotoonilist kalibreerimist ja logistilist
regressiooni Bayesi isotoonilise kalibreerimisega eraldi.
4.2 Vo˜rdlus isotoonilise kalibreerimisega
Isotooniline kalibreerimine on u¨ks levinumaid algoritme kahendklassifitseerijate
kalibreerimiseks. Lisaks oli Bayesi isotoonilise kalibreerimise loomine sellest in-
spireeritud [2], seega tundub sobilik neid omavahel vo˜rrelda.
Vaadates katsete tulemusi tabelist 1 na¨eme, et Bayesi isotooniline kalibreerimine
oli ko˜ikide andmehulkade korral parem kui isotooniline kalibreerimine. Ma¨rkimis-
va¨a¨rne on, et va¨ga suur vahe oli va¨ikse andmehulga korral ehk 100 andmepunk-
tiga. Sel juhul oli Bayesi isotoonilise kalibreerimise logaritmiline kadu 0.5120 ja
isotoonilise kalibreerimise oma 1.4643. Mida suuremaks testandmehulk la¨ks, seda
vo˜rdsemaks muutusid algoritmide sooritused.
Joonistel 10, 11 ja 12 on kujutatud perfektne kalibreerimisko˜ver, Bayesi isotoonilise
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kalibreerimise ko˜ver ning isotoonilise kalibreerimise ko˜ver erinevate testandme-
hulkade korral. Joonistelt on na¨ha, et isotoonilise kalibreerimise ko˜ver on va¨ga
sakiline ehk hu¨pped ennustatavate va¨a¨rtuste vahel on suured. Bayesi isotoonilise
kalibreerimise ko˜ver on seevastu palju siledam, selle to˜ttu vo˜idetakse mitmes kohas
ta¨psust juurde.
Joonis 10: Vo˜rdlus isotoonilise kalibreerimisega 100 andmepunktiga
Joonis 11: Vo˜rdlus isotoonilise kalibreerimisega 1000 andmepunktiga
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Joonis 12: Vo˜rdlus isotoonilise kalibreerimisega 10000 andmepunktiga
4.3 Vo˜rdlus logistilise regressiooniga
Logistiline kalibreerimine on samuti levinud klassifitseerija kalibreerimise meetod.
Tabelist 1 selgub, et Bayesi isotoonilise kalibreerimise ja logistilise regressiooni
sooritus ei erine suuresti, kuid 1000 ja 10000 testpunkti korral on esimene algoritm
siiski parem. 100 testpunkti korral on logaritmiline kadu peaaegu sama, kuid
logistiline regressioon edastab veidi Bayesi isotoonilist kalibreerimist.
Joonistel 13, 14 ja 15 on kujutatud perfektne kalibreerimisko˜ver, Bayesi isotoonilise
kalibreerimise ko˜ver ning logistilise regressiooni ko˜ver testandmetel.
Jooniselt 13 selgub, miks Bayesi isotooniline kalibreerimine tulemustega alla ja¨i. X
teljel va¨a¨rtuse 0.5 u¨mbruses teeb kalibreerimisko˜ver suure hu¨ppe ja ja¨a¨b perfektsest
kalibreerimisko˜verast liiga kaugele. Joonistel 14 ja 15 on aga Bayesi isotoonilise
kalibreerimise ko˜ver o˜igele jaotusele palju la¨hemal ning seeto˜ttu saab ka parema
tulemuse.
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Ko˜ikide jooniste pealt ja¨a¨b aga silma, et logistilise regressiooni ko˜ver on kohati
perfektsest kalibreerimisko˜verast kaugel ja ta kuju ei muutu andmehulga muutu-
misel. See juhtub seeto˜ttu, et perfektne kalibreerimisko˜ver on vastupidise sigmoidi
kujuga ning ta ei kuulu kalibreerimisko˜verate logistilisse perekonda [8]. Kuna
ko˜verat logistilises perekonnas ei ole, siis ei sobita logistiline regressioon isegi palju
rohkemate andmetega to˜esele ko˜verale la¨hemat kalibreerimisko˜verat.
Joonis 13: Vo˜rdlus logistilise regressiooniga 100 andmepunktiga
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Joonis 14: Vo˜rdlus logistilise regressiooniga 1000 andmepunktiga
Joonis 15: Vo˜rdlus logistilise regressiooniga 10000 andmepunktiga
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5 Kokkuvo˜te
Ka¨esolevas to¨o¨s kirjeldati detailselt Mari-Liis Allikivi ja Meelis Kulli loodud Bayesi
isotoonilise kalibreerimise algoritmi ning optimeeriti seda. Algoritm vajas op-
timeerimist, kuna see muutus suurte andmehulkade korral ebastabiilseks ja ae-
glaseks.
To¨o¨s seletati lahti olulised po˜himo˜tted, mida kasutatakse Bayesi isotoonilise kali-
breerimise algoritmis. Nendeks on isotooniline kalibreerimine, Bayesi la¨henemine
ja Monte Carlo meetodid. Nendest paremini aru saamiseks kirjeldati na¨iteu¨lesan-
ded, mis kujutasid endast eeljaotuste ja ja¨reljaotuste keskva¨a¨rtuste hindamist.
Na¨idati, kuidas saab neid u¨lesandeid lihstamatel juhtudel analu¨u¨tiliselt lahendada
ning kuidas Bayesi la¨henemine ja lihtne Monte Carlo meetod aitavad u¨lesannetele
la¨hen-did leida.
To¨o¨ ka¨igus implementeeriti esialgu optimeerimata versioon Bayesi isotoonilisest
kalibreerimisest ning seeja¨rel ta¨iendati seda erinevate optimeeringutega, mis muut-
sid algoritmi kiiremaks ning suurendasid arvutusjo˜udluse samaks ja¨tmisel selle
ta¨psust.
Ta¨iendatud Bayesi isotoonilise kalibreerimisega viidi la¨bi katsed tehisandmetel.
Vo˜rdluseks tehti sama ka isotoonilise kalibreerimisega ja logistilise regressiooniga.
Katsete tulemused na¨itasid, et enamus juhtudel on Bayesi isotooniline kalibreer-
imine teistest algoritmidest ta¨psem.
Edasi oleks vo˜imalik uurida Bayesi isotoonilise kalibreerimise ta¨psust reaalsetel
andmetel ning vo˜rrelda seda rohkemate kalibreerimisalgoritmidega.
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Lisad
I. Koodi repositoorium
Lingil https://github.com/karlriis/bayes-iso asub repositoorium, mis sisaldab Bayesi
isotoonilise kalibreerimise koodi.
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