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1 Introduction
The Antarctic region has an important role in the global climate system. It can
be considered as the heat sink in the Southern Hemisphere, and therefore it has
a large impact on the atmospheric circulation at high and mid latitudes. The
role of the Antarctic as a heat sink is mainly a result of two reasons. Firstly, the
region receives less solar radiation annually at the top of the atmosphere than the
lower latitudes because of its geometric position related to the sun. And secondly,
a high fraction of the radiation which reaches the Earth surface is reﬂected back
into the atmosphere because of the high albedo of the snow and ice covering the
region.
The most striking feature of the Southern Ocean around the Antarctic con-
tinent is the seasonal cycle of sea ice and surface temperature. The Antarctic
sea ice experiences 15% decrease every summer from its maximum of 19 million
square kilometres, an area larger than the continent itself. Sea ice is an important
component of the climate system as the ice on top of the ocean acts as an insula-
tor limiting the heat and moisture exchange between the ocean and atmosphere.
The heat and moisture exchange strongly aﬀects the atmospheric stability and the
formation of clouds and precipitation. Furthermore, the sea ice directly aﬀects
atmosphere through its high albedo, allowing the surface to reﬂect most of the
solar radiation back to the atmosphere. While the Arctic sea ice has experienced a
strong decrease in area over the recent years, the Antarctic sea ice has, in contrast,
slightly expanded (Parkinson and Cavalieri, 2012). The average sea ice expansion
has been shown to be caused by wind-driven regional changes (Holland and Kwok,
2012). However, the observed and projected temperature increase in the marine
Antarctic is likely to cause a decrease in ice cover in future (Solomon et al., 2007),
which may then lead to ampliﬁed warming as a result of the ice-albedo feedback
mechanism. Challenges in the understanding of the interaction between the ocean
and atmosphere are partly due to the lack of adequate observations of atmosphere
and sea ice from the region. Satellite measurements provide wide spatial and tem-
poral coverage of these both in limited horizontal and vertical resolution, while
detailed in situ observations over the Southern Ocean are mainly based on drifting
buoys and ﬁeld campaigns which are always limited in time and space. It is essen-
tial to increase knowledge on the processes taking place over Antarctic sea ice as
the Southern Ocean has great potential to contribute to global climate variability
and change through changes in sea ice (King and Turner, 1997).
The Antarctic continent strongly inﬂuences the whole Southern Hemisphere,
which is, in general, largely dominated by water masses. The Antarctic Peninsula
is a barrier both to the oceanic and atmospheric zonal ﬂow around the conti-
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nent, and it has a large inﬂuence on the circulations of the hemisphere. The
mountains of the peninsula and other mountainous areas of the coastal region
are eﬀective generators of internal gravity waves in the atmosphere. Orographic
gravity waves are formed when slopes and mountain peaks cause vertical displace-
ment of air in stably stratiﬁed atmosphere. As gravity waves have an impact on
the tropospheric and stratospheric circulations and chemistry, they have gener-
ated considerable research interest over the years. Most of the previous studies
on Antarctic gravity waves have focused on the middle-troposphere and strato-
sphere (Yoshiki and Sato, 2000; Fritts and Alexander, 2003; Baumgaertner and
McDonald, 2007; Plougonven et al., 2008) or mesosphere and lower thermosphere
(Preusse et al., 2008), and previous observational studies on orographic gravity
waves in the Antarctic have been based on satellite remote sensing (Baumgaertner
and McDonald, 2007), radiosonde data (Yoshiki and Sato, 2000), and a combina-
tion of radiosonde, mast and microbarograph data (Egger et al., 1993; Rees et al.,
2000). The detailed properties of gravity waves, specially the ones generated by
small mountain peaks emerging above the ice sheet, known as nunataks, require
clariﬁcation.
The coastal region of the Antarctic is an active transition zone between the
Southern Ocean and the high Antarctic Plateau. The region is particularly known
for persistent and strong surface winds. The strong radiative cooling in the inte-
rior generates katabatic winds where the cold air near the surface ﬂows towards
the coasts. This katabatic ﬂow has traditionally believed to dominate the low-
level circulation. However, it has been suggested that the adjustment process
between the Antarctic topography and the pressure ﬁeld may primarily govern
surface winds (Parish and Cassano, 2003). The topography also strongly inﬂu-
ences the distribution of precipitation and clouds. The surface elevation of the ice
sheet rises from the coast to the interior, resulting in decreasing mean tempera-
tures. Consequently, the annual mean total column moisture decreases from its
maximum near the coast to the minimum in the interior (Turner and Pendlebury,
2004). Furthermore, the orography eﬀectively prevents the cyclones containing
moisture, clouds and precipitation to penetrate to the higher elevations. It is
recognised that possible changes in atmospheric water vapour and clouds, and
their interactions with radiation, may play a key role in climate change in the
Antarctic (Bromwich et al., 2012).
Vertical distribution of water vapour has potential to be a signiﬁcant contrib-
utor to polar climate in the future. Humidity inversions are layers in the atmo-
sphere where speciﬁc humidity increases with altitude. Previous work on humidity
inversions have focused only on the Arctic (Curry, 1983; Sedlar and Tjernstro¨m,
2009; Devasthale et al., 2011; Solomon et al., 2011; Vihma et al., 2011; Kilpela¨inen
et al., 2012; Sedlar et al., 2012) where they have been found to be associated with
13
 
	
	
	

	

	

	


		
	





			



	

	



	

	 	


!
" 
# 



	
	
	
$%
				
Figure 1. Schematic illustration of processes and phenomena addressed in this thesis.
temperature inversions. Recent studies by Sedlar et al. (2012) and Solomon et al.
(2011) have demonstrated that humidity inversions have signiﬁcant implications
for cloud growth and persistence. But despite the signiﬁcance of the humidity
inversions in the Arctic, the characteristics of the Antarctic humidity inversions
have remained largely unstudied.
As the observations of the Antarctic atmosphere are relatively sparse and
infrequent, much of current knowledge regarding the Antarctic climate system
is based on numerical models. Numerical models can give us more information
about variables which can not be easily observed, and they help us to understand
interactions between diﬀerent variables in the system. Numerical weather predic-
tion and climate models are based on a set of thermo-hydrodynamical equations,
known as primitive equations, which represent the conservation of momentum,
mass, heat and water in the atmosphere. Numerical methods are applied to solve
those equations in time and space. Some of the processes in the atmosphere are
so ﬁne-scale, not fully understood or the physical relationships are too complex to
be presented directly by the basic model equations. Those processes have to be
included in the model system through parameterisations. Typical processes to pa-
rameterise in an atmospheric model are clouds, convection, radiation, turbulence
and heat conduction below the surface.
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Both regional-scale and global general circulation atmospheric models are
known to be less accurate in the Polar regions than in the lower latitudes (Tjern-
stro¨m et al., 2005; Chapman and Walsh, 2007). Many of the parameterisation
schemes are developed and evaluated in the mid-latitudes, and have not been
tested thoroughly in the Antarctic environment. Moreover, model simulations
over the Antarctic commonly apply relatively coarse grid sizes not allowing the
model to resolve ﬁne-scale structures of atmosphere. Much research in recent years
has focused on the modelling challenges faced in Arctic sea ice regions (e.g. Wyser
et al., 2008; Bromwich et al., 2009; Ries et al., 2010; Kilpela¨inen et al., 2011; Porter
et al., 2011; Wilson et al., 2012), or on the simulation of inﬂuence of mountains on
the atmosphere (Noel and Pitts, 2012), but less research has focused on combining
observations and detailed three-dimensional atmospheric model experiments from
the Antarctic sea ice regions and over small coastal nunataks.
The goal of this thesis is to improve the understanding of the interactions
between atmosphere and surface over the marine and coastal Antarctic by combin-
ing regional atmospheric modelling and observational data of various scales. The
work outlines the characteristics of typical phenomena of the marine and coastal
Antarctic environment both near the surface and higher in the atmosphere, and
describes the modelling challenges faced over the particular study area. The in-
creased knowledge will eventually help to improve numerical modelling in the
region. Speciﬁcally, the focus of this thesis is on
• Characteristics of the atmospheric boundary layer over ice-covered
ocean and the challenges related to the numerical modelling in the
region: The aim is to determine the sensitivity of the boundary layer to sea
ice concentration description and parameterisation schemes, and to identify
the factors generating errors in model simulations.
• Vertical structure of the atmosphere over the coastal Antarctic:
Internal gravity waves as well as temperature and humidity inversions are
typical atmospheric phenomena of the coastal Antarctic. The aim is to
investigate their characteristics, structure, and challenges related to them
in regional numerical modelling.
These main processes and phenomena addressed in this thesis are illustrated
in Figure 1.
The thesis is organised as follows: the observations which form the basis for
the thesis are introduced in Chapter 2, the model simulations are brieﬂy described
in Chapter 3 and the main results are presented and discussed in Chapter 4.
Chapter 5 concludes the thesis and provides some suggestions for future work.
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2 Observational data
Surface inﬂuence on atmosphere over the marine and coastal Antarctic have been
studied in this thesis based on several observational data sets. The data sets and
their purpose are brieﬂy introduced and summarised in this chapter. Locations
of the observation sites are marked on the map in Figure 2.
Marine atmosphere and its representation in regional modelling were studied
based on the observational data collected from two research projects called Short
Timescale Motion of Pancake Ice (STiMPI; Doble and Wadhams, 2003) and Ice
Station Polarstern (ISPOL; Hellmer et al., 2008). The data from the two projects
represent the opposite seasons of Antarctic sea ice area. The STiMPI campaign
took place in late autumn 2000 at the season of sea ice growth, and ISPOL in early
Figure 2. Locations of the observation sites. Measurement campaigns on sea ice are
marked with blue stars, Aboa research station of Finland with brown triangle
and the radiosonde stations with green ﬁlled circles.
16
summer 2004-2005 during sea ice retreat. On the STiMPI campaign, six drifting
buoys were deployed in the eastern Weddell Sea. The buoys drifted within the
consolidated pack ice measuring the atmospheric pressure, air temperature, wind
speed and wind direction at the height of 1 m above sea level. Data from a 48-hour
period in late May 2000 was analysed and used for model evaluation in this thesis
(Paper I). At ISPOL campaign a few years later, the research vessel Polarstern
was moored to an ice ﬂoe in the western Weddell Sea and drifted within the ice
for 36 days. Measurements on turbulent and radiative ﬂuxes from ice as well as
basic weather station observations and radiosonde measurements from on-board
the ship were used for the analysis and the model evaluation (Paper II). The
physical distance between the locations of the campaigns was approximately 1000
km.
Wind ﬁelds of coastal atmosphere were studied based on the measurements of
the Movable Atmospheric Radar for Antarctica (MARA) over a small nunatak in
Queen Maud Land (Paper III). MARA is an interferometric VHF radar (Kirk-
wood et al., 2007) which was in operation for 10 weeks during the ﬁeld season
2007–2008 on the Basen nunatak near the Aboa research station of Finland and
the Wasa station of Sweden. The data from it were used to investigate gravity
waves generated by the nunatak. It is possible to determine continuous proﬁles
of vertical and horizontal winds and root-mean-square velocity ﬂuctuations repre-
senting turbulence from the MARA radar signals. On the basis of the radar data,
three strong gravity wave cases were identiﬁed, analysed and compared against
the results from model simulations. Surface measurements of temperature, wind
speed and turbulent ﬂuxes made near the Aboa station were also used for the
model evaluation.
Vertical structure of temperature and water vapour over the coastal Antarctic
was studied utilising the enhanced version of the Integrated Global Radiosonde
Archive (IGRA) from 11 coastal stations for period of 2000–2009 (Paper IV).
IGRA is a comprehensive global data set of quality-assured radiosonde observa-
tions (Durre et al., 2006). It includes the common atmospheric variables such as
pressure, temperature, dew point, wind speed and wind direction as well as some
derived variables like water vapour pressure and relative humidity. In addition
to IGRA data set, other sounding variables and cloud observations from the Ref-
erence Antarctic Data for Environmental Research (READER) were utilised to
interpret the results of water vapour proﬁles.
These diﬀerent data sets from relatively wide spatial and temporal scales
provide an attractive combination of data to investigate the interactions between
the atmosphere and the surface over the marine and coastal Antarctic. With the
addition of numerical modelling, they oﬀer invaluable information on the structure
and processes of the Antarctic atmosphere.
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3 Model simulations
Model simulations in this study were made using regional-scale atmospheric mod-
els. Atmosphere over sea ice was studied applying a polar version of the ﬁfth-
generation Pennsylvania State University/National Center for Atmospheric Re-
search Mesoscale Model (MM5; Grell et al., 1994) in late autumn (Paper I) and
the polar-optimised Weather Research and Forecasting model (WRF; Skamarock
et al., 2008) version 3.2 in early summer (Paper II). Gravity waves generated
by a small nunatak were simulated applying WRF version 2 (Paper III). Both
of MM5 and WRF have been developed for research and operational applications
by a collaborative partnership in the United States. Development and support
of the MM5 model was gradually stopped after 2004 when the WRF model was
ready for extensive use, and the code of MM5 was ﬁnally frozen in 2006, which
was the reason to use two diﬀerent models in this work. Both of the models have
been operationally used for Antarctic weather forecasting as part of the Antarctic
Mesoscale Prediction System (AMPS; Powers et al., 2003) and they have been
found to be highly capable tools for polar applications (Bromwich et al., 2005,
2009; Hines and Bromwich, 2008; Cassano et al., 2011; Hines et al., 2011).
The main objective of Paper I was to improve understanding of the at-
mospheric boundary layer sensitivity to sea ice concentration. A 48-hour pe-
riod in late autumn was simulated applying four diﬀerent satellite-derived sea ice
concentration data sets as the lower boundary of a regional model MM5. Pa-
per II focused on evaluating a regional atmospheric model and identifying the
main challenges related to simulation of atmosphere over the Antarctic sea ice in
early summer. Model simulations for the period of 35 days were performed ap-
plying diﬀerent physical parameterisation schemes. In Paper III, high-resolution
model simulations were made for three periods in 2007–2008 when radar measure-
ments indicated occurrence of gravity waves. The results of the model simulations
were compared against surface observations and upper atmosphere measurements,
and the characteristics of modelled gravity waves were studied.
In all the simulations, two or three-way nested polar stereographic domains
were used in order to obtain high enough horizontal resolution for the application.
The outermost domains are marked on the map in Figure 3. The model simula-
tions were initialised by the European Centre for Medium-Range Weather Fore-
casts (ECMWF) operational analysis or re-analysis. Both model systems (MM5
and WRF) include a large number of available options for physical parameteri-
sation of sub-grid scale processes. The applied schemes were chosen and tested
depending on the application. More detailed description of the model simulations
can be found in Papers I, II and III.
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(I) (II) (III)
Figure 3. Locations of the outermost model domains in Papers I, II and III on
the Antarctic map. The subﬁgures below show the model domains applied in
respective papers in more detail.
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4 Main results
The main results of the papers included in this thesis are presented and discussed
in the following sections. Section 4.1 covers Papers I and II, and Section 4.2
reviews the results of Papers III and IV.
4.1 Atmospheric boundary layer over ice-covered ocean
Antarctic sea ice has a strong seasonal cycle, and the study periods of this work
were from the opposite seasons, in May and December, representing the sea ice
growth and melt seasons. The surface energy balance and the boundary layer
characteristics were found to be strongly governed by the presence or absence of
sea ice. A signiﬁcant direct impact of sea ice is related to the surface albedo
characteristics. Typically only less than 10% of solar radiation is reﬂected from
ice-free ocean, whereas the albedo of snow-covered sea ice can be higher than 85%,
as measured on the ISPOL campaign in the western Weddell Sea (Paper II). Ice
formation, precipitation and snow melt change the surface albedo dramatically,
which aﬀects the surface energy balance through radiative ﬂuxes. Another impor-
tant eﬀect of sea ice is its role as an insulator between atmosphere and ocean. It
strongly limits the exchange of heat and moisture, which further impacts the atmo-
spheric stability, vertical structure, formation of clouds and precipitation. During
the ice growth season in late-autumn and winter, air-sea temperature diﬀerence is
typically large, and open water areas, such as leads and polynyas, provide remark-
able ﬂux of heat. STiMPI campaign did not provide direct ﬂux measurement but
simulated area-averaged surface sensible heat ﬂuxes were found to be up to 60-90
W/m2 over the Weddell Sea in late autumn (Figure 10 of Paper I). During the
summer melt season, the surface sensible heat ﬂux observations were much more
moderate at the average, the atmospheric boundary layer was typically neutrally
stratiﬁed and surface and near-surface temperatures were limited by 0◦C with
periods below freezing temperatures (Figure 2 of Paper II).
In the experiments made in early summer and late autumn, models performed
well in simulating synoptic-scale variations and relatively accurately in mean sur-
face values of basic meteorological variables (Papers I and II). Particularly
situations where temperatures remained close to 0◦C were simulated accurately,
but the model performance was poorer in lower temperatures. Temperature er-
rors in these cold situations had opposite signs in the simulations made in dif-
ferent seasons. In the late autumn case study (Paper I), simulated temperature
was positively biased regardless the applied sea ice data set or parameterisation
scheme. In the simulations made in early summer (Paper II), the amplitude
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Figure 4. Mean diurnal cycles of 2-m temperature, wind speed, net longwave radi-
ation, net shortwave radiation, sensible heat ﬂux, and latent heat ﬂux on
the Weddell Sea in early summer. The observations are marked with a gray
dashed line and the WRF simulations with other lines (a black full line for
Experiment E1, a gray dotted line with plusses for E2, and a gray dotted
line with rectangles for E3, a gray dotted line with triangles for E4). The
details of the model experimentation can be found in Paper II. (Modiﬁed
from Figures 3a, 3e, 4e, 4f, 5a and 5b of Paper II. Used with permission.)
of diurnal cycles of surface variables was generally overestimated and the surface
temperature was negatively biased at nighttime (Figure 4). The reasons for the
diﬀerences in the model performance were found in physical parameterisations
schemes and description of sea ice, which are now discussed in more detail.
The description of sea ice concentration was found to be very important
for simulating the near surface temperatures in late autumn (Paper I). During
northerly winds in conditions of observed air temperatures above −5◦C, the diﬀer-
ences between the experiments applying diﬀerent sea ice concentration data sets
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at the lower boundary were minor and all the biases were small. In contrast during
the period of a cold-air outbreak, the modelled air temperatures near the surface
and in the whole atmospheric boundary layer were highly sensitive to the sea ice
concentration data applied. Temperature diﬀerences between the two extreme
experiments, applying the Bootstrap and NASA Team sea ice concentration data
sets, were up to 13◦C at the end of the simulation period, as shown in Figure 5.
Ice concentrations in the data sets were mainly high varying between 80% and 95%
in the study area. The patterns in sea ice concentration data sets and simulated
air temperature were clearly collocated but the temperature depended also, and
most importantly, on the cumulative open-water fetch, which is the distance of
open water that the wind has blown over. These ﬁndings provide support for those
of Kaleschke et al. (2001), Vihma and Bru¨mmer (2002), Vihma et al. (2005) and
Drusch (2006) made on model sensitivity of ice concentrations over the northern
ice-covered seas. In their studies, the inﬂuence of sea ice fraction on the surface
temperature and turbulent heat ﬂuxes was large. However, they found relatively
small sensitivity of near-surface or mixed layer temperatures to the altered sea ice
data applied at the lower boundary. Over the Antarctic sea areas sea ice concen-
trations are generally lower than in the Arctic and cumulative fetches over open
water are typically a lot larger than, for example, in the Baltic Sea. Simulation of
vertically integrated cloud water suggested that the large temperature diﬀerences
resulted from the diﬀerences in surface turbulent ﬂuxes without major eﬀect from
cloud radiative forcing.
In the early summer experiments (Paper II), the largest errors of surface
energy balance were related to the simulation of radiation ﬂuxes (Figure 4). The
simulated shortwave radiation ﬂux was clearly overestimated at daytime. How-
ever, the positive bias cannot directly control the nighttime temperature errors.
The temperature errors at nighttime were mainly driven by errors in longwave
radiation and turbulent ﬂuxes. Temporal variations in the errors of cloud cover
generated large errors in the longwave radiation. At the same time, turbulent
mixing near the surface in the model simulations was too eﬀective, which would
usually result in warming of the surface and neutral stratiﬁcation of air. As the
static stability increased, typically at nighttime, the underestimation of the down-
ward longwave radiation ﬂux, however, started to dominate over overestimation
of the sensible heat ﬂux, and generated the cold temperature bias at the surface
(Figure 16 of Paper II).
The model sensitivity to physical parameterisation schemes was, in general,
relatively small in mean values, but temporal variations of model performance be-
tween the diﬀerent schemes were large (Papers I and II). The model sensitivity
to diﬀerent schemes was most recognised at the lowest parts of the atmosphere.
Above the boundary layer, the choice of turbulence scheme was more important
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Figure 5. Diﬀerences in temperature (left) and sea ice concentration (right) between
simulations with the bootstrap and the NASA Team sea ice concentration
data sets at the end of the 48-h simulations in late autumn. (Figure 7 of
Paper I, c©American Meteorological Society. Used with permission.)
than the choice of sea ice concentration data set (Paper I), even though the sen-
sitivity to any physical parameterisation scheme was, in general, low above the
boundary layer (Papers I and II). The sensitivity test of cloud microphysics
parameterisation showed that cloud simulation beneﬁts from advanced parame-
terisation with prediction of the vertical distribution of cloud water and ice con-
tent (Paper II). Vertical distribution of observed water vapour over the coastal
Antarctic will be discussed later in Section 4.2.
The modelling results are in line with previous modelling studies applying
Polar WRF over the Arctic Ocean in summer (Bromwich et al., 2009). Most
atmospheric models have problems with diurnal cycles even in the mid-latitudes
(Svensson et al., 2011; Steeneveld et al., 2008; Zhang and Zheng, 2004). Generally,
the models tend to underestimate the amplitude of the diurnal cycles of near-
surface temperature, as found by Steeneveld et al. (2008), but, in contrary, the
diurnal temperature cycle amplitudes were overestimated in this study for the
reasons mentioned before. Previous modelling studies from the Polar areas by
Tjernstro¨m et al. (2005) and Rinke et al. (2006) show that in regional atmospheric
models, the simulated ﬂuxes are mostly unreliable.
Over ice-covered oceans, the simulation of turbulent ﬂuxes is particularly
challenging because the temporal changes of ice cover can be both rapid and com-
plete, which are diﬃcult to describe in numerical models in detail. The ice changes
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aﬀect thoroughly the surface conditions and the atmospheric stratiﬁcation in the
boundary layer. As the sea ice concentration was found to have a large impact
on model values near and at the surface, more accurate sea ice description in the
model system is likely to improve the simulations over the region. Moreover, the
sensitivity simulations showed that the change of the atmospheric parameterisa-
tions does not necessarily remarkably improve the simulations over an ice-covered
region if there remains a problem in ice treatment in the model system. Updating
the sea ice conditions with reliable remote sensing data and applying more ad-
vanced prediction of sea ice and snow is needed to more accurately simulate the
atmosphere over Antarctic sea ice.
4.2 Vertical structure of atmosphere over the coastal
Antarctic
Coastal zone of the Antarctic continent is an active transition zone between the
Southern Ocean and the high Antarctic Plateau. Internal gravity waves and
temperature and humidity inversions are an essential part of the vertical structure
of atmosphere in this region.
In the Antarctic coastal regions, the generation and propagation of internal
gravity waves is possible throughout the year as the atmosphere is almost all
the time stably stratiﬁed. Basen nunatak, with a height of approximately 350 m
from the underlying glacier, was the origin to three separate gravity wave cases
during the ﬁeld season 2007–2008. The gravity waves were mainly orographically
forced with less inﬂuence of thermal eﬀects, and they were found to be the most
recognised in vertical wind velocity ﬁelds. All the gravity wave cases lasted for
30–60 hours, and they had an amplitude of 0.2–0.8 m/s in vertical wind velocity
with the largest amplitudes at the altitude of 2.0–3.5 km. A typical gravity wave
over Basen nunatak is illustrated in Figure 6. In agreement with previous studies
by Whiteway and Duck (1996) the gravity wave was found to be strongest during
strong winds. In one of the cases, the gravity wave was found to reach the lower
stratosphere, which challenges the previous study by Yoshiki and Sato (2000)
who suggested that topographically generated gravity waves usually reach only
altitudes below 5 km in the Antarctic. Gravity waves over Basen nunatak were
found to have the largest amplitude of the vertical wind velocity at nighttime.
At nighttime, the stratiﬁcation in the atmospheric boundary layer was stable,
sensible heat ﬂux downward and the height of the atmospheric boundary layer
was shallowest. However, gravity waves were also generated in the afternoon,
in neutral stratiﬁcation, because the vertical displacement of the air reached the
stable layer above the neutral boundary layer. Measurements on gravity waves
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Figure 6. Cross-section of modelled vertical wind velocity for 2008-01-12 12UTC.
Basen nunatak is located at grid point 70 on the horizontal axis. The arrow
indicates the ﬂow direction. (Figure 10c of Paper III. Used with permission.)
over Basen nunatak were conducted in local summertime. A higher occurrence of
gravity waves is expected in the winter when the stratiﬁcation is more stable.
Layers where the speciﬁc humidity increases with height were almost all the
time observed throughout the seasons in the coastal Antarctic atmosphere (Figure
5 of Paper IV). These humidity inversion layers were typically found simultane-
ously on multiple (2–4) diﬀerent levels both near the surface and elevated up to
several kilometres. Despite the large diﬀerences in near-surface speciﬁc humidity,
radiation conditions and the average cyclone activity between the seasons, the
average seasonal variability of inversion properties, such as depth and strength,
was generally low. Earlier studies by Devasthale et al. (2011), made in the Arctic,
reported that humidity inversions were present only 20% of the time in summer.
Possible reasons for the discrepancy between the polar areas could be diﬀerent
characteristics of ﬂow patterns, atmospheric stratiﬁcation, moisture transport,
and diﬀerences in methodology.
Characteristics of water vapour distributions were found to vary remarkably
in space. The occurrence and the mean number of humidity inversions in a pro-
ﬁle as well as median strength and depth varied more between the stations than
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between the seasons. This spatial variability is linked to the water vapour con-
tent of the air and the physical characteristics of surface. The amount of water
vapour varies strongly between the station locations, and the inversion properties,
specially inversion strength, seem to be connected to the near-surface speciﬁc hu-
midity. Large-scale circulation patterns, such as the Southern Annual Mode, are
known to control the water vapour transport and convergence (Tieta¨va¨inen and
Vihma, 2008) that seem to aﬀect humidity inversion properties. Furthermore,
physical conditions of the surface and the surrounding environment were found to
have an eﬀect on humidity distributions. The strongest surface-based humidity
inversions were found at the stations located on an ice shelf on relatively ﬂat and
homogeneous surface (Halley and Neumayer) whereas the stations with strong
katabatic winds (Dumont d’Urville and Mawson) had commonly a humidity max-
imum near the surface. In addition, the mean number of humidity inversions in
a proﬁle had the largest temporal variability at Halley (Figure 6 of Paper IV),
where the annual mean directional constancy of wind was low, and the smallest
variability at Novolazarevskaya and Syowa, where the directional constancy of
wind was higher.
Temperature inversions were found more frequently than humidity inversions
but the number of separate inversions in a proﬁle was smaller for temperature
inversions than for humidity inversions. Humidity inversions were thicker and the
base height was higher than that of temperature inversions at all the stations.
Roughly a half of the humidity inversion were occurring simultaneously at the
same layer with temperature inversions. The results conﬁrm that temperature
inversions are important factors generating the humidity inversions but cannot
alone provide an explanation for generation of humidity inversion.
Accurate numerical model simulations are a necessity for properly depict-
ing the vertical structure of the atmosphere. That applies both internal gravity
waves and humidity and temperature inversions. Typical weather prediction and
climate model simulations are not able to capture the small scale vertical struc-
tures, such as small gravity waves and the inversions, due to the coarse grid sizes.
Regional atmospheric models can simulate in higher horizontal and vertical res-
olution on a limited area than global models. However, even the high-resolution
simulations have their challenges in quantitatively capturing the vertical structure
of atmosphere. The model simulations made on the coastal Antarctic succeeded
to simulate the gravity waves applying 0.9 km horizontal grid size in the periods
when the waves were observed over the Basen nunatak. The shape of the vertical
wind patterns in radar observations and model simulations showed similar type of
behaviour (Figure 7 and 8 of Paper III). The main diﬀerences were related to the
timing of largest vertical wind velocities and heights of the maxima and minima.
Root-mean-square velocity ﬂuctuation of radar measurements and the Richard-
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Figure 7. (a) Median strength, (b) median depth, and (c) median base height of hu-
midity inversions accompanied by a temperature inversion or a vertical in-
crease in water vapour advection at 11 coastal stations. Abbreviations below
each subﬁgure refer to the station names shown in Figure 2. (Figure 13 of
Paper IV. c©American Meteorological Society. Used with permission.)
son number of modelled atmosphere qualitatively followed the same pattern. The
timing of the variability of surface variables was captured but the diurnal cycle of
air temperature was overestimated, mainly because of unrealistic surface albedo
values used in the model system. The spatial diﬀerences around the nunatak
were not as distinguishable in the simulations as they were in the surface obser-
vations. That was explained by low-resolution description of land-use and partly
inaccurate orography data set used in the model system. The result supports the
previously-mentioned importance of the accurate description of surface properties
to accurately model the near surface properties.
Beyond the three-dimensional ﬂow patterns, numerical modelling of the ver-
tical structure of atmosphere can help us to understand interactions between dif-
ferent variables in the system. The water vapour advection derived from ERA-
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Interim reanalysis of ECMWF (Dee et al., 2011) increased from the inversion base
to the inversion top in approximately 60% of the observed humidity inversions
demonstrating that water vapour advection is typical characteristics of humidity
inversions and may help to generate and support them. Both temperature in-
version and vertical increase in water vapour advection were found in 36% of the
humidity inversions, which supports the idea of humidity inversions being aﬀected
by several simultaneous processes. Humidity inversions accompanied by a vertical
increase of water vapour advection were found to be weaker, deeper and located at
higher elevations than inversions accompanied by a temperature inversion (Fig-
ure 7). However, global numerical reanalysis, such as ERA-Interim, are known
to have challenges in simulating the water vapour and thermodynamics over the
polar areas (Serreze et al., 2012; Jakobson et al., 2012; Bracegirdle and Marshall,
2012). It has been suggested that the ability to simulate humidity inversions could
be used as a metric for model performance (Devasthale et al., 2011). There is a
clear need for investigations on representation of vertical distribution of water
vapour in global reanalyses and other numerical model products, and to test the
interactions between diﬀerent generating and supporting mechanisms of humidity
inversions.
The work provides exceptional information of characteristics of vertical struc-
tures of atmosphere over the coastal Antarctic. Gravity waves, particularly the
orographic mountain waves, are known to aﬀect the larger-scale waves and cir-
culation patterns. The changes in those patterns may inﬂuence the moisture
transport and vertical distribution of water vapour in the trosposphere. Details of
potential interactions between gravity waves, atmospheric moisture distribution
and precipitation remain to be identiﬁed.
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5 Conclusions and future work
Prior work has documented several aspects of surface inﬂuence on the marine and
coastal Antarctic atmosphere; Lachlan-Cope (2005), for example, reports that the
sensitivity of near-surface air temperature to Antarctic sea ice concentration varies
spatially in a global climate model, and Rees et al. (2000) present a climatology of
internal gravity waves over the Brunt Ice Shelf. However, less attention has been
paid to combining regional-scale or high-resolution atmospheric modelling with
continuous detailed observations over sea ice or a single coastal nunatak, and
climatological research on humidity inversions on coastal Antarctic atmosphere
has not taken place. In this thesis, diﬀerent versions of regional atmospheric
models were tested and evaluated against observations over sea ice in two seasons
and over a coastal nunatak, and the statistical characteristics of observed humidity
inversions in coastal Antarctic atmosphere were investigated.
The boundary layer over the marine Antarctic is strongly governed by the
presence or absence of sea ice. The largest errors in simulating the near sur-
face temperatures occurred in cold situations. The major challenges related to
the modelling of the atmosphere over Antarctic sea ice were found to be asso-
ciated with clouds, boundary layer processes and sea ice and snow description.
The model sensitivity to diﬀerent physical parameterisation schemes was most
profound in the lowest parts of the atmosphere.
The vertical structure of the atmosphere over the coastal Antarctic is charac-
terised by internal gravity waves as well as temperature and humidity inversions.
Gravity waves generated by a small nunatak were found to reach the lower strato-
sphere. That broadens the knowledge of how high the orographic gravity waves
generated by small nunataks can extend in the Antarctic. Humidity inversions
were found to be present, nearly all the time, on multiple levels in the coastal
Antarctic atmosphere.
Numerical model simulations showed that, on average, it is possible to obtain
a relatively accurate model performance for basic meteorological surface variables
such as temperature, humidity, air pressure, wind speed and wind direction. How-
ever, the turbulent and radiative surface ﬂuxes that aﬀect those variables are not
that well reproduced by models. The errors tend to partly compensate for each
other, which makes it possible to get a good performance on the average. However,
the temporal errors in some of the model variables, such as surface ﬂuxes, can be
large. To minimise the errors, sea ice conditions should be updated frequently
with advanced description of ice and snow processes. The modelling beneﬁts also
from advanced cloud schemes with prediction of the vertical distribution of cloud
water and ice content.
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It is essential to better understand the subgrid-scale physical processes and
improve their parameterisation in atmospheric models to be able to improve mod-
elling of the Antarctic and Southern Ocean and our understanding of the Antarctic
climate system. More detailed observations on cloud characteristics, sea ice and
vertical structure of atmosphere in a high temporal and spatial resolution are
needed to determine the spatial and seasonal diﬀerences of atmospheric model
performances and to gain knowledge on the interactive processes between the
Earth surface and atmosphere.
The results on atmospheric vertical structure provide compelling evidence
that humidity inversions are common in the Antarctic, and they are a good start-
ing point for further work focusing on moisture distribution both in the Antarctic
and Arctic. Future work is planned to evaluate representation of moisture distribu-
tion in atmospheric models, particularly in global reanalysis, in the Antarctic, and
a climatological study based on radiosondings is planned for the Arctic. Further
investigations, both observational and modelling, are needed to fully understand
the implications of humidity inversions on clouds and radiation.
Despite any inaccuracies and uncertainties, atmospheric models are good
tools in applied and interdisciplinary research as the models can provide us de-
tailed information on three-dimensional structure of the atmosphere in high spa-
tial and temporal resolution. For example, aerosol and ozone concentrations are
found to vary signiﬁcantly over the coastal Antarctic (Virkkula et al., 2009), and
applying high-resolution modelling has potential to better explain the impact of
small-scale topography and gravity waves on these concentrations.
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Summaries of the original publications
The contents of Papers I–IV and the author’s contribution are shortly summarised
below.
I Valkonen, T., T. Vihma, and M. Doble (2008). Mesoscale modelling of
the atmospheric boundary layer over the Antarctic sea ice: a late autumn
case study. Monthly Weather Review, 136, 1457–1474.
Paper I presents regional-scale atmospheric modelling experiments with
evaluation for the Antarctic sea ice zone in late autumn. The main objec-
tive of the paper was to improve understanding of the atmospheric boundary
layer sensitivity to sea ice concentration. During the period of cold-air out-
break the simulated air temperatures were highly sensitive to the sea ice
concentration applied at the lower boundary. The sea ice concentration
data aﬀected the modelled air temperature in the lower parts of the atmo-
spheric boundary layer but above it the temperature and wind ﬁelds were
more strongly controlled by the turbulence scheme applied in the model.
The author was responsible for all the model experiments, and for a major
part of the data analysis and writing.
II Valkonen, T., T. Vihma, M. M. Johansson, and J. Launiainen (2013). At-
mosphere - sea ice interaction in early summer in the Antarctic: evaluation
and challenges of a regional atmospheric model. Quarterly Journal of the
Royal Meteorological Society, submitted.
Paper II evaluates performance of a regional atmospheric model over Antarc-
tic sea ice and identiﬁes the main modelling challenges related to simulating
the atmosphere over the Antarctic sea ice in early summer. The synoptic
scale variations were well captured but the diurnal amplitude of most of the
surface variables was overestimated and simulations were characterised by a
cold temperature bias at nighttime. The major simulation challenges were
found to be associated with clouds, atmospheric boundary layer processes
and the processes in the sea ice and snow.
The author was responsible for all the model experiments, and for a major
part of the data analysis and writing.
31
III Valkonen, T., T. Vihma, S. Kirkwood, and M. M. Johansson (2010). Fine-
scale model simulation of gravity waves generated by Basen nunatak in
Antarctica. Tellus, 62A, 319–332.
Paper III reports high-resolution model simulations of gravity waves gen-
erated by a small nunatak in Queen Maud Land, Antarctica. The regional-
scale atmospheric model applied in the study simulated gravity waves in the
periods when these were observed. The modelled wave characteristics were
qualitatively similar to the observed ones, although quantitative diﬀerences
existed. The gravity waves were found to be strongest during nighttime,
when the surface sensible heat ﬂux was downwards.
The author was responsible for all the model experiments, and for a major
part of the data analysis and writing.
IV Nyg˚ard, T., T. Valkonen and T. Vihma (2013). Antarctic Low-Tropospheric
Humidity Inversions: 10-Year Climatology. Journal of Climate, doi:10.1175/
JCLI-D-12-00446.1. in press.
Paper IV studies statistical characteristics of humidity inversions at 11
Antarctic coastal stations using radiosonde data from the Integrated Global
Radiosonde Archive for 2000–2009. Humidity inversions on multiple levels
were found to be very common throughout the year. The humidity inversions
were more common in summer in the Antarctic than in the Arctic. Both
temperature inversion and vertical increase in water vapour advection were
often associated with humidity inversions. The results on humidity inversion
statistics provide a good baseline for further studies addressing changes in
atmospheric moisture in the Antarctic and weather prediction and climate
model evaluation.
The author performed water vapour advection calculations from the global
reanalysis data, participated in the result interpretation and writing of the
manuscript, and discussed the study at all stages.
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