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Abstract
Cauchy and exponential transforms are characterized, and con-
structed, as canonical holomorphic sections of certain line bundles on
the Riemann sphere defined in terms of the Schwarz function. A well
known natural connection between Schwarz reflection and line bundles
defined on the Schottky double of a planar domain is briefly discussed
in the same context.
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1 Introduction
The interpretation of function theoretic results in one complex variable as
geometric statements on naturally associated Riemann surfaces is often un-
veiling hidden and deeper structures. Schwarz reflection and its imperson-
ation as Schwarz function of an analytic arc are not excluded from being
enriched by this higher, but very classical otherwise, perspective. It is quite
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surprising that global geometric interpretations of Schwarz function continue
to be discovered nowadays. The aim of the present note is to briefly recount
two such instances.
In the first part we highlight a couple of discoveries made in [18], viz.
characterization of Cauchy and exponential transforms as unique holomor-
phic sections of certain line bundles defined in terms of the Schwarz function.
In contrast to the exposition in [18] we choose below a constructive approach,
starting from the line bundle in question and then finding its holomorphic
sections by general methods, based on Cauchy integrals. In a different lan-
guage, what we do is solving some simple Riemann-Hilbert problems.
Despite our results being technically simple we find it striking that such
a powerful tool as the exponential transform can be obtained, and charac-
terized, just as a canonical section of an easily defined line bundle. We recall
that the exponential transform originally arose in operator theory via certain
determinantal and trace formulas [27], [23]. See [26], [35] for overviews. It
later became an important tool in the theory of quadrature domains [28], [29],
[19], it has been used (implicitly) for studying boundaries analytic varieties
[20], [2], (explicitly) for proving regularity of free boundaries [17], for efficient
reconstruction of domains from moment data [30], [16], and for related Pade´
approximation [31], to mention just a few instances.
The Schwarz function [7], [32] of an analytic curve is a more elementary
object, which nevertheless has turned out to be highly useful in a variety of
contexts in pure and applied mathematics. Among recent developments may
be mentioned applications to gravitational lensing [10], [24] and appearance
of iterations of Schwarz functions in the study of the topology of quadrature
domains [25].
The second part of the note is devoted to the relation between the Schwarz
function of an analytic boundary in complex plane and various line bundles
living on the Schottky double of the respective inner domain. The classi-
cal by now Riemann surface characterization of domains carrying various
quadrature formulas for analytic functions is derived in these terms.
2 Line bundles in general
Recall [13], [11], [12] that a line bundle λ on a compact Riemann surface M
is an element in the cohomology group H1(M,O∗), where O∗ denotes the
multiplicative sheaf of germs on nonvanishing holomorphic functions. Using
2
Cˇech cohomology this means that λ is represented, in terms of a sufficiently
fine open covering {Uα} of M , by a collection of transition functions λαβ ∈
O∗(Uα ∩ Uβ), one for each pair α, β with Uα ∩ Uβ 6= ∅. These are subject
to the multiplicative cocycle conditions λαβλβα = 1 and λαβλβγλγα = 1 in
Uα ∩ Uβ ∩ Uγ , whenever that intersection is nonempty.
There is also a notion of equivalence between two such collections λαβ and
λ′α′β′ , reflecting at the level of cochains the same underlying line bundle λ,
but we will actually be more interested in representing cocycles themselves
rather than their equivalence classes in H1(M,O∗).
In the present note we make some pertinent observations concerning the
absolutely simplest case, namely the following situation:
M = P = C ∪ {∞} = the Riemann sphere,
Γ = a closed analytic curve in C,
which hence divides P into three disjoint pieces:
P = Ω ∪ Γ ∪ Ωe.
Here Ω is the bounded domain, hence ∞ ∈ Ωe. We may assume, for later
convenience, that 0 ∈ Ω. Taking orientations into account we have
Γ = ∂Ω = −∂Ωe.
Let U1 be a neighborhood of Ω∪Γ, U2 a neighborhood of Ωe∪Γ, and let λ12
be analytic and nonvanishing in U1 ∩U2. In other words, λ12 ∈ O∗(U1 ∩U2).
Then λ12 defines a line bundle λ ∈ H1(P,O∗) according to the above scheme.
A meromorphic section of λ is represented by a pair f = (f1, f2) of mero-
morphic functions in U1 and U2, respectively, satisfying
f1 = λ12f2 in U1 ∩ U2. (2.1)
In situations like this we allow ourselves to shrink the initial open sets U1
and U2 if necessary. The Chern class of λ is
c(λ) =
1
2pii
∮
Γ
d log λ12,
and this integer equals the number of zeros minus the number of poles for
any meromorphic section (not identically zero) of λ. Of course, multiplicities
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should be taken into account, and in U1 ∩ U2 one counts for only one of the
representatives f1 and f2.
If c(λ) < 0 there are no holomorphic sections of λ, while if c(λ) ≥ 0
the vector space of holomorphic sections has dimension c(λ) + 1. In the
present case, with the Riemann sphere, these are elementary statements,
whereas corresponding (and more complicated) statements for higher genus
Riemann surfaces require some global balance checking, well synthesized by
the Riemann-Roch theorem. To make everything even more simple, assume
now that c(λ) = 0. Then there is a one-dimensional space of holomorphic
sections, and there will for example be a unique holomorphic section of λ
which takes the value one at infinity (thus f2(∞) = 1). How do we find this
section f = (f1, f2)?
The construction is indeed quite easy (and of course well-known): write
(2.1) additively by taking the logarithm, as
log f1 = log λ12 + log f2 in U1 ∩ U2. (2.2)
Here log λ12 has a single-valued branch because c(λ) = 0, and since Ω and
Ωe are simply connected there are no problems with the other logarithms
either. We may choose branches so that the requirement f2(∞) = 1 means
that log f2(∞) = 0. Then, given λ, (2.2) is immediately solved for f by using
the Cauchy integral. Indeed, restricting (2.2) to Γ it says that the two pieces
of log f make the jump log λ12 across Γ, hence the solution is obtained as the
Cauchy integral:
1
2pii
∮
Γ
log λ12(ζ)dζ
ζ − z =
{
log f1(z), z ∈ Ω,
log f2(z), z ∈ Ωe.
(2.3)
It is easy to see that the two analytic functions log fj extend analytically
across Γ, hence the problem of constructing f is solved.
Corresponding problems in the cases c(λ) 6= 0 can likewise be solved,
by small modifications of the above, in essence by taking advantage of the
equivalence between line bundles and divisor classes. One may for example
rewrite (2.1) as
f1(z) = λ12(z)(z − a)−c(λ) · f2(z)(z − a)c(λ), (2.4)
for some fixed point a ∈ Ω, so that log(λ12(z)(z−a)−c(λ)) is now single-valued
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on Γ. Then the Cauchy integral corresponding to (2.3) makes sense and gives
1
2pii
∮
Γ
log(λ12(ζ)(ζ − a)−c(λ))dζ
ζ − z =
{
log f1(z), z ∈ Ω,
log(f2(z)(z − a)c(λ)), z ∈ Ωe.
(2.5)
3 The Cauchy transform
Next we apply the procedure in Section 2 to a special case. We keep all
notations and assumptions, and recall that an analytic curve Γ as above has
a natural analytic function associated to it. This is the Schwarz function
S(z) [7], [32], uniquely defined as the analytic function in a neighborhood of
Γ subject to the constraint
S(z) = z¯, z ∈ Γ. (3.1)
This means that z 7→ S(z) is the anti-conformal reflection in Γ.
Consider the line bundle λ defined by
λ12(z) = e
S(z) (3.2)
in some neighborhood of Γ. It is immediately verified that c(λ) = 0. So what
is then the unique holomorphic section that takes the value one at infinity?
The answer is directly clear from (2.3). The Cauchy integral there be-
comes
1
2pii
∮
Γ
S(ζ)dζ
ζ − z =
1
2pii
∮
Γ
ζ¯dζ
ζ − z ,
and for z ∈ Ωe this equals (minus) the Cauchy transform CΩ(z) of Ω (i.e., of
the measure which has density one in Ω and vanishes elsewhere):
log f2(z) = − 1
2pii
∫
Ω
dζ ∧ dζ¯
ζ − z = −CΩ(z), z ∈ Ω
e.
Similarly one may view the piece, log f1(z), in Ω as a renormalized version of
the Cauchy transform of Ωe. We may define this exterior Cauchy transform
simply as the corresponding boundary integral above:
log f1(z) =
1
2pii
∮
Γ
ζ¯dζ
ζ − z = CΩe(z), z ∈ Ω.
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In summary, the exponential of the Cauchy transforms associated to Γ defines
the unique holomorphic section of λ = eS taking the value one at infinity.
Expanding the germs of log fj at z = 0 and z =∞ in powers of z gives
log f1(z) =
∑
k<0
Mk
zk+1
,
log f2(z) = −
∑
k≥0
Mk
zk+1
,
where the Mk are the harmonic moments of Ω, defined for arbitrary k ∈ Z
by
Mk =
1
2pii
∮
Γ
zkz¯dz.
Thus the relation (2.2), written as
log λ12 = log f1 − log f2 in U1 ∩ U2,
can in the present situation be identified with the well-known expansion
S(z) =
∑
k∈Z
Mk
zk+1
.
of the Schwarz function. Note however that the full series here need not
converge anywhere, it is just a formal sum of two germs of analytic functions.
4 The exponential transform
Finally we apply the construction in Section 2 to line bundles defined in
terms of the Schwarz function S(z) and a parameter w ∈ C \ Γ. We define
these bundles λ = λw by the transition functions
λ12(z) =
1
S(z)− w¯ . (4.1)
The reciprocals are even simpler:
λ21(z) = S(z)− w¯.
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We first choose w ∈ Ωe. Then one finds c(λ) = 0, so there is a unique
holomorphic section taking the value one at infinity. To find it we again
apply (2.3). The exterior part (z ∈ Ωe) of the Cauchy integral there becomes
log f2(z) = − 1
2pii
∮
Γ
log(S(ζ)− w¯)dζ
ζ − z = −
1
2pii
∮
Γ
log(ζ¯ − w¯)dζ
ζ − z (4.2)
=
1
2pii
∫
Ω
dζ ∧ dζ¯
(ζ − z)(ζ¯ − w¯) = CΩ(z, w). (4.3)
The last equality sign here defines the double Cauchy transform CΩ(z, w) of
Ω. Its exponential is the exponential transform of Ω:
EΩ(z, w) = expCΩ(z, w). (4.4)
We let the functions CΩ(z, w) and EΩ(z, w) be defined by (4.3), (4.4) in
all C × C. Clearly they are hermitian symmetric in z and w. In addition,
−CΩ(z, w) and 1/EΩ(z, w) can be seen to be positive definite in Ωe (see [18]
for details, and for further positivity properties).
Thus we infer
f2(z) = EΩ(z, w), z, w ∈ Ωe. (4.5)
Note that f2 depends on w via λ = λw. As a function of z it remains
analytic in U2 ⊃ Ωe ∪ Γ, and, because of the hermitian symmetry, EΩ(z, w)
has a corresponding anti-analytic extension also in the variable w. We shall
denote the full analytic/anti-analytic extension of EΩ(z, w), in both variables,
by F (z, w), to distinguish it from EΩ(z, w) itself, which is defined everywhere
by (4.3), (4.4). Consequently
f2(z) = F (z, w), z ∈ U2, w ∈ Ωe.
For log f1(z), where then z ∈ Ω, the Cauchy integral in (4.2) gets an
additional contribution at ζ = z. The result is
log f1(z) = CΩ(z, w)− log(z¯ − w¯), z ∈ Ω, w ∈ Ωe,
f1(z) =
EΩ(z, w)
z¯ − w¯ = G(z, w), z ∈ Ω, w ∈ Ω
e.
Here the last equality is simply the definition of the function G(z, w), which
is analytic/anti-analytic in Ω× Ωe.
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In summary, (f1, f2) = (G(·, w), F (·, w)) defines the unique normalized
holomorphic section of the bundle λ = λw when w ∈ Ωe. Explicitly the
transition relation is
G(z, w)(S(z)− w¯) = F (z, w), z ∈ U1 ∩ U2, w ∈ Ωe. (4.6)
When w ∈ Ω, the bundle defined by (4.1) has Chern class
c(λ) = 1.
This means that λ is equivalent to the hyperplane section line bundle (see
[12] for the terminology), for which the space of holomorphic sections has
dimension two, and there is a unique such section which vanishes with leading
term 1/z at infinity. From this we obtain two new analytic pieces (G∗ and H
below) of the exponential transform, by using the adjusted Cauchy integral
(2.5) with a = w. Considering first log f2(z), hence having z ∈ Ωe, we get
log f2(z)(z − w) = − 1
2pii
∮
Γ
log(S(ζ)− w¯)(ζ − w)dζ
ζ − z
= − 1
2pii
∮
Γ
log(ζ¯ − w¯)(ζ − w)dζ
ζ − z .
(log fg is to be interpreted as log(fg), in general.) This again equals CΩ(z, w)
since the logarithmic singularities at ζ = w do not give any distributional
contributions (or, the line integral around |ζ−w| = ε tends to zero as ε→ 0).
Hence
f2(z) =
EΩ(z, w)
z − w = −G(w, z) = −G
∗(z, w),
where G∗(z, w) = G(w, z), by definition. It is easy to see that f2(z) behaves
as 1/z at infinity, which is the normalization we had set up.
For log f1(z), hence with z ∈ Ω, we get as before an additional term in
the right member because of the singularity at ζ = z:
log f1(z) = − 1
2pii
∮
Γ
log(ζ¯ − w¯)(ζ − w)dζ
ζ − z
= CΩ(z, w)− log(z − w)(z¯ − w¯).
Thus
f1(z) =
EΩ(z, w)
|z − w|2 = H(z, w), z, w ∈ Ω,
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where the last equality defines the interior exponential transform H(z, w).
So when w ∈ Ω, the line bundle defined by (4.1) has a uniques holo-
morphic section behaving as 1/z at infinity, and this is given by (f1, f2) =
(H(·, w),−G∗(·, w)). The explicit transition formula becomes
H(z, w)(S(z)− w¯) = −G∗(z, w), z ∈ U1 ∩ U2, w ∈ Ω. (4.7)
Example 4.1. With Ω = D we have
S(z)− w¯ = 1
z
− w¯,
and the relations (4.6) and (4.7) become
(− 1
w¯
) · (1
z
− w¯) = 1− 1
zw¯
,
1
1− zw¯ · (
1
z
− w¯) = 1
z
,
thereby also exhibiting the functions F , G, G∗, H explicitly in this case.
We summarize the observations accumulated in the previous section as
follows.
Theorem 4.1. Let Ω ⊂ C be a bounded simply connected domain for which
Γ = ∂Ω is a smooth analytic curve, let S(z) be the Schwarz function of Γ and
let, for each w ∈ C \ Γ, λ = λw be the line bundle on the Riemann sphere
defined by (4.1).
The above defined four analytic constituents F (z, w), G(z, w), G∗(z, w),
H(z, w) of the exponential transform EΩ(z, w) of Ω (see (4.3), (4.4)) paste
together, in each variable separately, to canonically defined holomorphic sec-
tions of λ, as follows.
• For each fixed w ∈ Ωe, the pair (G(·, w), F (·, w)) represents the unique
holomorphic section of λw which takes the value one at infinity. Ex-
plicitly this means that (4.6) holds and characterizes the pair uniquely
under F (∞, w) = 1.
• For each fixed w ∈ Ω, the pair (H(·, w),−G∗(·, w)) represents the
unique holomorphic section of λw which vanishes at infinity with lead-
ing term 1/z. Explicitly this means that (4.7) holds and characterizes
the pair uniquely under −G∗(z, w) = z−1 +O(z−2), z →∞.
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As a limiting case of the above, when w → ∞, we infer that the expo-
nentials of the Cauchy transforms of Ω and Ωe paste together to represent
the unique holomorphic section of the line bundle defined by (3.2) taking the
value one at infinity (see Section 3 for details).
5 The Schwarz function and the Schottky dou-
ble
This section is aimed at reviewing from a global geometric perspective the
interplay between Schwarz’s function and line bundles on Schottky doubles
of planar domains.
5.1 Line bundles on the Schottky double
If Ω ⊂ C is a, possibly multiply connected, domain with analytic boundary,
then its Schottky double is the compact symmetric Riemann surface Ωˆ ob-
tained by completing Ω with a backside Ω˜, a copy of Ω provided with the
opposite conformal structure, the two surfaces being glued together along
their common boundary Γ = ∂Ω. Denoting by z˜ the point on Ω˜ correspond-
ing to z ∈ Ω, a natural holomorphic atlas for Ωˆ is {(Uj , φj) : j = 1, 2}, where
the two coordinate maps φj : Uj → C are initially defined by
φ1 : z 7→ z (z ∈ Ω),
φ2 : z˜ 7→ z¯ (z˜ ∈ Ω˜),
and are then, using the analyticity of Γ, extended analytically across Γ in Ωˆ
to some open sets U1 ⊃ Ω ∪ Γ and U2 ⊃ Ωe ∪ Γ. Here U1 is to be kept so
small that φ1 is still univalent in U1. Now, the coordinate transition function
between φ1 and φ2 is exactly the Schwarz function:
S = φ2 ◦ φ−11 .
Indeed, S is defined and holomorphic in φ1(U1 ∩ U2) ⊂ C, and (3.1) holds.
From this it is clear that several line bundles can be defined via S. First
of all we have the canonical line bundle, with the transition function
κ12 =
dφ2
dφ1
.
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Thinking of this as being defined on φ1(U1 ∩ U2), rather than on U1 ∩ U2, it
is simply the derivative of the Schwarz function:
S ′ = κ12 ◦ φ−11 .
Sections of κ are differential forms (of type (1, 0)). The most handy way
to represent such a section is to let the two pieces, f1 and f2 say, both be
defined in Ω in such a way that the actual functions on U1 and U2 are f1 ◦φ1
and conj ◦ f2 ◦ conj ◦ φ2, where conj denotes complex conjugation. Then the
matching condition becomes
f1(z) = S
′(z)f2(z) on Γ,
more intuitively written as
f1(z)dz = f2(z)dz along Γ.
Denoting by g the number of inner components of Γ, i.e., the number of
“holes” of Ω, the Chern class of κ is
c(κ) =
1
2pii
∮
Γ
d logS ′(z) =
1
2pii
∮
Γ
d log
dz¯
dz
= 2(g− 1),
where the term “−1” comes from the outer component of Γ. The result is of
course what is expected from general theory, since g is also the genus of Ωˆ.
To define more bundles, let T (z) denote the unit tangent vector on Γ,
holomorphically extended to a neighborhood of Γ. This means that
S ′(z) =
1
T (z)2
. (5.1)
Thus we get the possibility of defining a unique square root of S ′(z), and so
a bundle λ with λ2 = κ. We just set
λ12 =
1
T ◦ φ1 . (5.2)
It is understood above that T (z) is oriented according to the standard
orientation of Γ as the boundary of Ω, but actually (5.1) holds also if one
changes sign of T (z), arbitrarily on each component of Γ. In this way one
can get 2g different bundles λ satisfying λ2 = κ. Actually there are more
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such bundles (precisely 22g, see [22]), but most of them can only be defined
by using a finer atlas than the one we have used. Bundles λ satisfying λ2 = κ
have been studied at length in several papers, for example [21], [22], and in
physics they are often referred to as spin bundles (see [3], for example).
Both κ and λ have interesting canonical sections. For the double of a
planar domain, and choosing the standard orientation for T (z) in (5.2), there
is a unique (after normalization) meromorphic section which has a simple pole
at any given point a˜ ∈ Ω˜ and is elsewhere holomorphic. The restriction of
this section to Ω is the classical Szego¨ kernel, reproducing the value at a ∈ Ω
of any analytic function in the appropriate Hilbert space (Hardy, or Smirnov,
space [8]). A similar statement can be made for κ and the Bergman kernel.
For some recent discussion of these classical matters, see [5].
One can certainly take arbitrary integer powers λm (m ∈ Z) of λ, and
the corresponding sections (differentials of order m/2) are most conveniently
described, as above, by pairs (f1, f2) of functions in Ω satisfying the matching
condition
f1(z)T (z)
m = f2(z) on Γ. (5.3)
Clearly, the Chern class of the bundle λm is c(λm) = m(g− 1).
5.2 Sections of line bundles and quadrature domains
Next we turn to some special situations in which functions related to the
Schwarz function are meromorphic sections of line bundles on the Schottky
double.
The coordinate function φ1, which is holomorphic in U1 ⊂ Ωˆ, certainly
cannot be extended to be holomorphic in all Ωˆ, but it may very well be
extended to be meromorphic in Ωˆ. This occurs if and only if Ω is a (classical)
quadrature domain (see [32], [9], [19] for overviews), or by other names, a
finitely determined domain [28] or and algebraic domain [34]. An equivalent
statement is that the Schwarz function extends to be meromorphic in all
Ω, in which case (3.1) becomes an instance of (5.3) with m = 0. Having
S(z) meromorphic in Ω immediately leads to a finite quadrature for analytic
functions f in Ω, as noticed already in [7]:
1
2pii
∫
Ω
f(z)dz¯dz =
1
2pii
∫
∂Ω
f(z)S(z)dz =
∑
Ω
Res(f(z)S(z)dz).
When φ1 extends meromorphically, so does φ2 and there will be an al-
gebraic (polynomial) equation Q(φ1, φ2) = 0 relating the two. Equivalently,
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Q(z, S(z)) = 0 (identically). In particular, Q(z, z¯) = 0 on ∂Ω, i.e., bound-
aries of quadrature domains are algebraic, as was discovered in [1].
We may at this point return to the exponential transform and notice that
assuming S(z) is meromorphic in Ω implies that the entire left hand side in
(4.6) is meromorphic in Ω, while the right hand side is holomorphic. Thus
the two sides match together to define a meromorphic function in all P, in
other words a rational function. The conclusion is that F (z, w) is a rational
function in z when Ω is a quadrature domain, and by hermitian symmetry
it is also rational in w¯. The more specific structure of this rational function
turns out to be
F (z, w) =
Q(z, w¯)
P (z)P (w)
, (5.4)
where Q is the same polynomial as above and P (z) is a polynomial vanishing
exactly at the poles of S(z). See [28], [30], [18], for example.
The above statements actually also go the other way around, in a quite
strong form: if the germ of EΩ(z, w) = F (z, w) at infinity (in both variables)
is a rational function of the form (5.4) then Ω is a quadrature domain. (In
Section 4 it was assumed that Ω is simply connected, but this assumption is
in no way essential.)
Besides φ1 itself extending meromorphically to Ωˆ there are some other
possibilities, for example that dφ1 extends meromorphically as a section of κ,
or that
√
dφ1 extends meromorphically as a section of λ =
√
κ. These give
rise to other kinds of quadrature domains. Efficient descriptions of these
options can preferably be made in terms of (5.3), as below.
(i) The case of classical quadrature domains corresponds tom = 0, f1(z) =
z, f2 = S(z) (with S(z) meromorphic in Ω).
(ii) That dφ1 extends meromorphically is the same as saying that S
′(z) is
meromorphic in Ω, while then S(z) itself may have logarithmic poles
and be additively multivalued. This becomes the casem = 2, f1(z) = 1,
f2(z) = S
′(z) = T (z)−2 in (5.3) and gives rise to the finite quadrature
1
2pii
∫
Ω
f ′(z)dz¯dz = − 1
2pii
∫
∂Ω
f(z)S ′(z)dz = −
∑
Ω
Res(f(z)S ′(z)dz).
Such domains Ω are called Abelian domains in [34].
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(iii) That
√
dφ1 extends, finally, is the same as saying that
√
S ′(z) = T (z)−1
is meromorphic in Ω, which is represented by m = 1, f1(z) = 1, f2(z) =
T (z)−1 in (5.3). The resulting finite quadrature is∫
∂Ω
f(z)|dz| =
∫
∂Ω
f(z)
dz
T (z)
= 2pii
∑
Ω
Res
f(z)dz
T (z)
.
Such quadrature domains are discussed at length in [15], exactly from
the point of view of half order differentials. (Corresponding studies for
the cases (i) and (ii) were made in [14].) Previous work include [33],
[4]. See again [19] for a relatively recent overview.
In this context we may mention, finally, a finite analytic quadrature for
polygons, discovered by Motzkin and Schoenberg and later refined by Philip
Davis [6]. For polygons the Schwarz function is piecewise linear, with changes
of representatives at the corners. Thus, near the boundary, S ′′(z) is zero
except for Dirac contributions at the corners. By partial integration on the
boundary this gives a formula of the kind
1
2pii
∫
Ω
f ′′(z)dz¯dz =
1
2pii
∫
∂Ω
f(z)S ′′(z)dz =
∑
j
cjf(aj),
where aj ∈ ∂Ω are the corners.
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