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We study certain functionals and obtain an inverse Hiilder inequality for 
n functions f&...,fz+~ ( fti concave, 1 dimension). 
We also prove a multidimensional inverse Hiilder inequality for n functions 
h ,...,f,, , where 
a*fklw < 0, i = l,..., d, R = 1 ,.. ., n. 
Finally we give an inverse Minkowski inequality for concave functions. 
1. SOME RESULTS AND HISTORICAL REMARKS 
The purpose of this paper is to prove some elementary inequalities for 
concave functions. To prove the multidimensional ones, we go beyond the 
concave class to a larger class K defined in Section 5. We have observed that 
many elementary inequalities for concave functions hold for this larger class 
K, but we shall not go into this here. 
Let’s present our first result. 
THEOREM 1.1. Let a 1 ,..., a, be real numbers all 31 and suppose that 
is attained for I = IO . Set 
and 
Let gl ,. . ., g, be nonnegative functions on the interval (0, 1) such that the func- 
tions gilal,..., gil”n are concave and let p, ,..., p, be real numbers > 1. Then 
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c = q1 + 4 , 1 + %o). 
Equality in (1.1) occurs if 
g,&) = XQ, h E I, ) and g&) = (1 - xp, h $3 I, . 
Here B stands for the beta function 
B(p, q) = 1; xr-l(l - x)*-l dx. 
Inequalities of the type (l.l), for concave functions, have been studied by 
many authors. To the best of our knowledge for the first time by Frank and 
Pick [l, Satz l] who proved the case 1z = 2, al = us = 1, p, = p, = 2 of 
Theorem 1.1. 
Frank and Pick also proved that 
s 
1 
of(x) dx 3 (’ +;)“’ ( j:fp(.x) dx)“’ U.2) 
for f nonnegative and concave and p = 2. From this Griiss [2, p. 220, foot- 
note 31 observed that we easily get the case n = 2, a, = us = 1, p, = P, = 1 
of Theorem 1.1. Favard [3, p. 581 proved thatp may be arbitrary >,l in (1.2) 
and so the case n = 2, a, = us = 1, p, 3 1, pa > 1 follows from the observa- 
tion made by Griiss. 
The case n = 2, a, = u2 = 1, (l/p,) + (1 /ps) = 1 was also proved by 
Bellman [4, p. 4321 and the case n = 2, a, = u2 = 1, p, 3 1, p, > 1 by 
Barnes [5, Theorem 2a]. 
Finally the case a, = *a* = a, = 1, (l/p,) + *** + (l/&) = 1 was proved 
by Nehari [6, Theorem 6.11. However, the proof given in [6] is not correct. 
We shall deduce Theorem 1.1 from a more general result. 
THEOREM 1.2. Let a and b be real numbers, 1 < a < b, and let h(x), for 
0 < x < 1, be a real-valued function which is either monotone or first increusin~ 
and then decreasing. Set 
A(f) = ~:f"k+(Wx 
for f  nonnegative and concave. 
Then the fun&&al A( f ), provided that 
s 
:fb(x) dx = 1, 
attains its minimum for f(x) = (1 + b)l’b x OY f(x) = (1 + b)lib (1 - x). 
409/4112-3 
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The case a = I, b = 2, h concave, was proved by Blaschke and Pick 
[7, p. 3001 and th e case a = b = 1 and h symmetric relative to the point 
x = 4, by Levin and SteEkin [8, D8]. 
We shall deduce Theorem 1.2 from a more general result. 
THEOREM 1.3. Let v(x), x 3 0, be a real-valued strictly increasing function 
which is also continuous. Let h(x), 0 < x < 1, be a real-valued function which is 
either monotone or first increasing and then decreasing. Set 
B(f) = 1; 4f (4) 44 dx- 
Then for every nonnegative concave function f, we can jkd real numbers T and s, 
such that 
r+s>O, s>o U-3) 
and 
j’ v(f(x)) dx = j’ v(rx + s) d.r 
0 0 
(1.4) 
B(f) 2 W-x + s). (l-5) 
2. PROOF OF THEOREM 1.3 
Suppose h(x) increases for 0 < x < c and decreases for c < x < 1. We 
shall assume that 0 < c < 1. The other cases will be clear from the proof. 
Set for every fixed t, 0 ,< t <f(c), 
J’,(r) = jc (v(f (x)) - v(r(x - c) + t)) dx, r<L, 
0 C 
Now f  is nonnegative and concave and so 
f(x) 2 $ (x - c) + t, o<x<c. 
If we use that v increases we get F,(t/c) > 0. 
The function r -+ F,(r) is continuous, strictly increasing and F,( - 03) < 0. 
Hence a unique number r = r(t) exists such that F,(r(t)) = 0 that is 
s 
’ (v( f  (x)) - v(~(t) (x - c) + t)) dx = 0. (2.1) 
0 
This shows us that F,,(r(t,)) < 0 if t, < t, . Since Y +F,,(r) increases, in 
the strict sense, we deduce that r(tl) < r(t.J if t, < t, . The function t -+ r(t) 
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is also continuous, in fact let t -+ t,- in (2.1). This gives Fto(r(t, - 0)) = 0 
and so r(tJ = r(to - 0). The right-continuity follows analogously. 
In the same manner one proves the existence of a continuous function 
q(t), 0 < t <f(c), such that q(t) 3 t/(c - 1) and 
I 1 (W(x)) - 41(t) (x - 4 + 4) dx = 0. (2.2) 
Now put for every fixed t, 0 < t <f(c), 
R,(x) = r(t) (x - c) + t, (2.3) 
&t(x) = (I(t) (x - 4 + t* (2.4) 
Since R,(x) 3 0 for 0 < x < c and St(x) 3 0 for c < x < 1, it is clear 
that r(0) - q(O) < 0. We will prove that 
y&J - !a) = 0 (2.5) 
for some t, , 0 6 63 <f(c). 
Due to the continuity by r(t) and q(t) it will therefore be enough to prove 
y( f(c)) - df(c>> 2 0. (2.6) 
From (2.1) and (2.3) it follows thatf(a) = R,(,)(a) for some a, 0 < a < c. 
In the same manner we deduce from (2.2) and (2.4) that f(b) = Qfcfcc)(b) for 
some b, c < b < 1. The chord L(X) joining (a, f(a)) and (b, f(b)) lies beneath 
the curve y = f(x) since f is concave. Hence 
W <f(c) = %dc) = Qdc) 
which proves (2.6) and therefore also (2.5). 
From (2.3)(2.5) we get 
R&) = St,&4 = yx + s (2.7) 
for some Y and s which satisfy (1.3). By adding (2.1) and (2.2), for t = t, , 
we also get (1.4). We shall prove (1.5). 
It follows from (2.1) and (2.3) that f(u) = R,(u) for some a, 0 < a < c. 
Nowf is concave andf(c) 3 RtO(c). Hence 
and 
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This and the fact that U(X), x 3 0, and h(x), 0 < x < a, increase imply 
+ h(a) j’ (v(f(x) - Q&.(x))) dx = 0. 
a 
In the same way, it follows 
By adding these two inequalities we get (1.5) with the aid of (2.7). This 
proves Theorem 1.3. 
3. PROOF OF THEOREM 1.2 
Suppose first a = b. It follows from Theorem 1.3 that we can restrict f 
to be a straight line. Set 
and 
M = /(Y, s) : j1 (YX + s)a dx = 1, Y  + s > 0, s 3 01 
0 
F(Y, s) = j; (YX + s)a h(x) dx, (Y, s) E M. 
It is enough to prove that minF(r, s) is attained at some point (I, s) E M, 
which satisfies Y  + s = 0 or s = 0. Suppose therefore minF(r, s) = F(Y, , so), 
where y. + s, > 0 and s, > 0. We shall prove that (rl , 0) E M implies 
F(y, t so) 2 WI 3 O), (3.1) 
which proves the theorem in the case a = b. 
By Lagranges multiplier method we can find a h E R such that the function 
G(Y, s) = j: (YX + s)a h(x) dx - h . j: (YX + s)~ dx 
has the derivatives 
G;(Y, , s,) = Gs’(r, , s,) = 0. 
INVERSE HiiLDER INEQUALITIES 305 
This gives 
where 
I 
1 
s 
1 
x - u(x) dx = 1 . U(X) dx = 0, (3.2) 
0 0 
u(x) = (rox + s,)a-1 (A - h(x)). (3.3) 
From (3.2) and the assumptions on h it is clear that u = 0 or u has exactly 
two sign changes and these in the order + - +. Now it follows from well- 
known theorems that 
s 
‘g(x) u(x) dx 3 0 (3.4) 
0 
for every convex function g. See, e.g., [9, p. 409, Theorem 5.41. 
Let (rr , 0) E M and set 
g(x) = h4a pox + so)‘“-1 ’ O<x<l. 
A straightforward computation shows that 
g”(X) = a(a - 1) * r,a * $2 * (r x ;-;O)a+r 3 0, 
0 
and so g is convex. 
Equations (3.4) (3.3) and (3.5) now imply 
I 1 (rlx)a (A - h(x)) dx 3 0, 
or, since (rl , 0) E M, 
Equation (3.2) gives 
A 3 F(r, 90). (3.6) 
(3.5) 
s 1 (r~ +so) u(x) dx=0, 
that is, 
F(r, , so) = A. (3.7) 
Now (3.1) follows from (3.6) and (3.7). 
For an arbitrary nonnegative concave functionf, the case just proved, can 
be written in the form 
off” h(x) dx 3 (1 + 4 f$9 dx j: Wx) h(x) dx, (3.8) 
whereL(x)=x,O,(x<l,orL(x)=(l-x),O<x<l. 
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Suppose a < b. Berwald [lo, Satz 31 proved that 
(1 + 4 j+x) dx 3 I(1 + 6) j)(x) dxj=“, 
and so Theorem 1.2 follows from (3.8). 
Remark 3.1. Set a = b = 4 and h(x) = x(1 - x). Then 
and therefore Theorem 1.2 does not hold if 0 < a < 1. 
4. PROOF OF THEOREM 1.1 
Put g, = f  PI..., g,, = f 2 where fi ,..., fn are concave. It is enough to 
prove (1.1) if 
,: gp(x) dx = 1: f;“““(x) dx = 1, k = l,..., n. 
Set 
Then 
h,(x) = fig,(x). 2 
log h,(x) = i ak lo!$fk(x) 
2 
is concave and so h,(x) is monotone or first increasing and then decreasing. 
From Theorem 1.2 we therefore deduce that the left-hand side of (1.1) 
does not increase if we replace n(x) = f p(x) by a suitable choice of 
(( 1 + ~~~rpr)~‘~r~~ x>“’ or ((1 + ulpl)l’a’~ (1 - x)>“‘. 
This done, we replace in the next step g, by a suitable expression of the 
same kind. This process finally gives that the left-hand side of (1.1) does not 
exceed 
fj (1 + ak~k)l’an . J: &‘k( 1 - x)‘““IL dx 
1 
for some I _C l,..., n. 
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Set a = C,” ak . The function 
(0,a)3t-+B(t+1,a-t+1)=~1st(l-~s)’-tdr 
0 
is convex and symmetric relative to the point t = a/2. From this we easily 
deduce (1.1) from the definitions of a, and aoO . This proves Theorem 1.1. 
5. SOME MULTIDIMENSIONAL INVERSE HOLDER INEQUALITIES 
Nehari [6, p. 4171 proved that in two dimensions no inverse Holder 
inequality holds for the class of nonnegative functions {f} where f satisfies 
the condition 
azf a2f < o -+- axI2 ax,2 ' * 
However, we shall see below that if we replace this condition with the 
stronger 
azf <o 
ax,2’ 
and azf <o, ax22 \ 
then we have an inverse Holder inequality. 
Set 
Id = (x / x = (x1 )..., XJ, 0 < xi < 1, i = l,..., d}. 
We say that a function f  (x), x E Id , is concave in each variable, if for every 
fixed i, 1 < i < d, and x1 ,..., xidl , xifl ,..., xd E [0, l] the function xa + f  (x) 
is concave. 
THEOREM 5.1. Letfi ,..., f,, be nonnegative functions on Id and suppose they 
are concave in each variable. Let p, ,..., p, be real numbers 21. 
Then 
1, qfx(x) fix 3 Cd lj (/,f 2(x) dxyyk, 
where 
Cd = A, fJ (1 + pk)l’9k 
( 
d 
1 1 
nodd 
A, = (:+l)! ’ . 
( ) 
;! 
(n’ n ewen. 
(5.1) 
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Equality in (5.1) occurs if [n/2] functions = nf xi and the others 
= l-g(l - Xi). 
Proof. Theorem 1.1, with a, = ... = a, = 1 and p, = *.. = p, = I, 
gives 
Now the functions 
are concave and so we integrate (5.2) from x2 = 0 to x, = 1 and use Theo- 
rem 1.1 again. This process leads after d steps to (5.1) with p, = .*a = p,, = 1. 
The general case will therefore follow from 
LEMMA 5.1. Let the function f(x), x E Id , be nonnegative and concave in 
each variable and let p be a real number > 1. Then 
I I, f  (x) dx > (’ +2$dip (1, f”(x) dx)“‘. (5.3) 
Note that this generalizes (1.2). To prove Lemma 5.1 we shall introduce a 
new class of functions. 
DEFINITION 5.1. Let f(x), x E [0, 11, be a nonnegative function. Then 
f  E K if for every x E [0, 1] and every X E [0, l] it holds 
f@x + (1 - 4 a) 2 Wx) (5.4) 
fora=Oanda=l. 
It is easy to see that the functions in K are bounded and continuous on 
the open interval (0, 1). We will prove Lemma 5.1 for the class of nonnegative 
functions on Id, which belong to K in each variable. To do this, set for g(x), 
0 f x f 1, nonnegative and measurable 
and 
m,(r)=m{xlO~xxl,g(x)2y), ~30, 
g*(x) = sup y. 
m*(u)>x 
(Here m denotes the one-dimensional Lebesque measure.) 
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Then it holds for every continuous function q 
j:, dg*(x)> dx = j:, d&N dx* P-5) 
LEMMA 5.2. IffGK thenf*EK. 
This becomes obvious on drawing a figure. We think we can omit the 
straightforward proof. See also Remark 5.1 below. 
LEMMA 5.1’. Lemma 5.1 holds iff( ) x , x E Id , belongs to K in each variable. 
Proof of Lemma 5.1’. Suppose first d = 1. By Lemma 5.2 and (5.5) we 
can assume that f decreases. Due to (5.4) we can find a number M 3 0 such 
that 
j; f  (x) dx < jc M(l - x) dx (5.6) 
0 
for all c E (0, 1) and such that equality occurs in (5.6) for c = 1. 
Now the function tp, t 3 0, is convex and so 
j; f  “(x) dx < j: (M(l - x))” dx. 
(See [12, Theorem 2501.) 
From this and (5.6), with c = 1, we easily get (5.3), d = 1. 
Now let d be arbitrary. The case just proved implies 
I : f  (x) dx, < (’ +2p)1’p (,: f  “(x) dxl)l”. 
Equation (5.4) implies that the function 
xz - ( j:fp(4 dxl)l" 
(5.7) 
belongs to K and so we integrate (5.7) from xa = 0 to x2 = 1 and make use of 
(5.3), d = 1, again. After d steps we reach (5.3), which proves Lemma 5.1’. 
Note that the function in (5.8) is not in general concave if f  is concave in 
each variable. This is the crux with Theorem 5.1. 
When n = 2 in Theorem 5.1 we can say much more. 
THEOREM 5.2. Let a, and a2 be nonzero real numbers and let g, and g, be 
nonnegative functions on Id such that g:lal and gila, both belong to K in each 
variable. Let p, 3 1 and p, > 1. Suppose 
(i) a, > 0, a2 > 0 
OY 
(ii) a, < 0, a2 < 0, al + a2 > -1, alp1 > -1, a2p, > -1. 
310 
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I’ d4 .eix) dx 2 D, (1 I, g?(x) dx )l’)” ( j,,L g?(x) dx)“‘*, (5.9) Id 
where 
D, = ((I + c~lp1)~“~ (1 + u~P#‘~’ B( 1 + a, , 1 + ~a)>“. 
Equality in (5.9) occurs if 
g,(x) = fi XT’ and g,(x) = fi (I - xi)“. 
1 1 
Proof. Due to Lemma 5.2 the case d = 1 is an easy application of Theo- 
rem l(a) in [5]. Hence 
s 1 o gl(x) g&4 dx, 3DI (,: g?(x) dx,)l’yl cj: g?(x) dx,)? (5.10) 
The functions 
x2 -+ [((g?(x) dxl)?“: k = 1,2, 
both belong to K and so we integrate (5.10) from xa = 0 to xa = 1 and make 
use of (5.9), d = 1, again. This process leads after d steps to (5.9) which 
proves Theorem 5.2. 
Remark 5.1. We can easily extend Definition 5.1 to higher dimensions. 
Lemma 5.2 can in these cases be proved by the extended Brunn-Minkowski’s 
inequality. Lemma 5.1’ can also be generalized in many directions. We hope 
to return to these and many other questions regarding the class K in a 
coming paper in this journal. 
6. AN INVERSE MINKOWSKI INEQUALITY 
Let 
Ilf IIt, = (j: IfW” dx)“‘> 
for f measurable. 
THEOREM 6.1. Let fi and fi belong to K. Then 
llfl +fz lli 2 f llfi Iii llfi IIF7 n = 1, 2,.... (6.1) 
I<=0 
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Equality occurs if 
fl(x) = const, * x and fi(x) = const, - (1 - x). 
Proof. We have 
llfi +fi II: = i (3 /:flk(x)f i-“(x) dx. 
k=O 
Fixk, 1 <K<n-- 1. 
Theorem 5.2 with d = 1, a, = 12, a2 = n - li, pl = n/K andp, = n/(n - A) 
gives 
I’ f;(x) f  i-“(x) dx 2 @)-’ (1: fin(x) dx)k’n (j; fin(x) dx)‘“-k)i”. (6.3) 
0 
Now (6.1) follows from (6.2) and (6.3). 
As we noted in Section 1 the first inverse Holder (Cauchy-Schwarz) 
inequality was proved by Frank and Pick. Their result was expressed in the 
suggestive form: The angle between the nonnegative nonzero concave func- 
tions in L2(0, 1) is at most 9r/3 radians. 
In Lp(O, 1) or in any normed linear space E, we can define the angle v 
between two nonzero vectors x and y by 
1 x 
V=n(X,y)=2arccos- __ __ 
2 IIXII + ,,;I1 . II II 
This angle-measure has in general no good properties, especially not in L1. 
For example z, admits the triangle inequality if and only if E is an inner- 
product space. This is due to the fact that E is an inner-product space if and 
only if 
II x + Y II2 + II x -Y II2 d 4 forallIIxIj = llyj/ = 1. 
(See Day [l 1, p. 1161.) However, from (6.1) we now have: The angle between 
two nonnegative nonzero concave functions in Lp(O, I), p = 1, 2, 3,..., is at 
most 
radians. 
2 arc cos $( 1 + p)llp 
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