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Abstract
We give a characterization of positive definite integrable functions on
a product of two Gelfand pairs as an integral of positive definite functions
on one of the Gelfand pairs with respect to the Plancherel measure on the
dual of the other Gelfand pair.
In the very special case where the Gelfand pairs are Euclidean groups
and the compact subgroups are reduced to the identity, the characterization
is a much cited result in spatio-temporal statistics due to Cressie, Huang
and Gneiting.
When one of the Gelfand pairs is compact the characterization leads
to results about expansions in spherical functions with positive definite
expansion functions, thereby recovering recent results of the author in col-
laboration with Peron and Porcu. In the special case when the compact
Gelfand pair consists of orthogonal groups, the characterization is impor-
tant in geostatistics and covers a recent result of Porcu and White.
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1 Introduction
In connection with analysis of spatiotemporal datasets it has been valuable to
have knowledge about covariance functions on Rd×R or Sd×R, where Sd denotes
the unit sphere in Rd+1, and R is a model for time. During the last 30 years there
has been numerous papers in this area as witnessed e.g. by the recent survey
paper by Porcu, Furrer and Nychka [22] with more than 200 citations.
Covariance functions are positive definite and conversely, by a Theorem of
Kolmogorov, every positive definite function is the covariance function of some
Gaussian random field. For an introduction to these concepts see e.g. [19].
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In [9] Cressie and Huang considered continuous positive definite functions C :
Rd ×R→ R and proposed a way to produce such functions, see Proposition 1.1.
Berg and Porcu [5] extended the seminal work of Schoenberg [27] to expansions
of positive definite functions on Sd×R, but realized that the same type of result
holds, if the temporal space R is replaced by an arbitrary locally compact group
L. Later Berg, Peron and Porcu [6] showed how to extend the framework further
from products Sd ×L to products of compact Gelfand pairs and locally compact
groups L. The sphere Sd appears as the homogeneous space O(d+1)/O(d), where
O(d) is the orthogonal group in Rd. The pair of groups (O(d + 1), O(d)) is an
example of a compact Gelfand pair. In a recent paper [21] the authors consider
covariance functions on products Sd1 × Sd2 of spheres. All these results will be
covered by our treatment of harmonic analysis on products of Gelfand pairs.
Let us motivate the results to follow by outlining the main idea of [9] and
following their terminology.
Consider a correlation function C : Rd × R→ R given as
C(h; u) =
∫ ∫
eih
′
ω+iuτg(ω; τ)dω dτ, (1)
where g is a continuous probability density on Rd×R. In (1) and below h, ω are
column vectors in Rd and h′ω is their scalar product.
Under the assumption that C is integrable, the authors of [9] write
g(ω; τ) = (2π)−d−1
∫ ∫
e−ih
′ω−iuτC(h; u)dh du = (2π)−1
∫
e−iuτh(ω; u) du,
(2)
where
h(ω; u) = (2π)−d
∫
e−ih
′ωC(h; u)dh =
∫
eiuτg(ω; τ) dτ. (3)
Here the first equality in (2) follows from the Inversion Theorem for Fourier
integrals on Rd+1, and the second equality is a consequence of Fubini’s Theorem,
but has to be used with some care, because the function h is only defined for
almost all u ∈ R, since the function C(·; u) is only Lebesgue integrable on Rd for
u ∈ R outside a Lebesgue null set.
The second equality in (3) comes from the Inversion Theorem for Fourier
integrals on R again without making the assumptions precise for the Inversion
Theorem to hold.
Cressie and Huang then assume that h can be written
h(ω; u) = ρ(ω; u)k(ω) (4)
with the following assumptions
(C1) For each ω ∈ Rd, ρ(ω; ·) is a continuous correlation function such that∫ |ρ(ω; u)| du <∞ and k(ω) > 0.
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(C2)
∫
k(ω) dω <∞.
Note that k(ω) = h(ω; 0). The result of Cressie and Huang can be stated as
follows, where we have reformulated the two conditions without the factor k(ω)
and using the terminology of Section 2:
Proposition 1.1. Assume that h : Rd×R→ C is a continuous function satisfying
(C1’) For each ω ∈ Rd, h(ω; ·) ∈ P(R) ∩ L1(R).
(C2’)
∫
Rd
h(ω; 0) dω <∞.
Then C : Rd × R→ C defined by
C(h; u) :=
∫
Rd
eih
′
ωh(ω; u) dω (5)
belongs to P(Rd × R).
In Proposition 3.6 we give a far reaching generalization of the above Proposi-
tion. We stress that the functions C ∈ P(Rd×R) given by (5) are not necessarily
integrable, see the Appendix, even though integrability of C was a motivating
assumption.
This result by Cressie and Huang has been taken up and refined by several
authors, see [15], [23], [2].
The result of [15, p. 598] can be stated like this, where we use the mathemat-
ical terminology ”continuous positive definite function” instead of the statistical
terminology ”covariance function”.
Theorem 1.2. Let k, l be positive integers. A continuous, bounded, symmetric
and integrable function C : Rk × Rl → R is positive definite if and only if
Cω(u) =
∫
e−ih
′ωC(h;u)dh, u ∈ Rl (6)
is a continuous positive definite function for almost all ω ∈ Rk.
From a mathematical point of view Equation (6) has to be made precise in
the sense that C(·;u) need only be integrable on Rk for almost all u ∈ Rl by
Fubini’s Theorem, so for u in a null-set the Fourier transform in (6) is not well
defined.
This paper gives a unifying framework that encompasses all the relevant con-
tributions in the construction and characterization of space-time covariance func-
tions. Specifically we have chosen to present our results using the abstract lan-
guage of locally compact groups ([13], [26]) and harmonic analysis on Gelfand
pairs ([12], [29], [31]). The latter includes the classical framework for harmonic
analysis on locally compact abelian groups ([25], [4], [26]) and the case of ho-
mogeneous spaces like the spheres Sd ([14, Chap. 9], [27], [10]). We have tried
to formulate the results under minimal assumptions and to introduce stringent
mathematical formulation of previous results that are mathematically inaccurate.
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In this way the work of several authors like [2], [9], [15], [21], [23], [24] will be
special cases of our main Theorem 3.1.
We give some background material about harmonic analysis on Gelfand pairs
in Section 2. The main results in harmonic analysis on Gelfand pairs are analogues
of Bochner’s Theorem, the Inversion Theorem and Plancherel’s Theorem, which
are classical theorems about locally compact abelian groups. We also need an
addition to Bochner’s Theorem. It is presented in Theorem 2.2, and we call it
the Integrable Bochner Theorem. We cannot claim anything new in this theorem,
but we have only been able to find it formulated in an old paper of ours, see [3,
Corollary 2.3], or under unnecessary extra conditions, see [26], Theorems 1.9.8
and 1.9.12.
In Section 3 we formulate our main result Theorem 3.1, which we call the
Cressie-Huang-Gneiting Theorem about products of two Gelfand pairs. The name
is chosen to acknowledge the inspiring results of [9] and [15]. Theorem 1.2 is a
special case of this result when Rk and Rl are considered as abelian Gelfand pairs.
Corollary 3.4 treats the special case, where the first Gelfand pair is compact,
leading to series expansions in spherical functions.
In Section 4 we discuss Corollary 3.4 in the special case, where the first Gelfand
pair is (O(d + 1), O(d)) and the second is abelian. This covers the Theorem of
Porcu and White in [24] about covariance functions on spheres cross time.
In Section 5 we deviate from the main theme by revisiting a result of Gneiting.
In [16] he showed that a completely monotonic function defines positive definite
functions on spheres Sd of any dimension. We give a new proof of this result.
The new proof has the advantage over the original proof of Gneiting by giving
expressions for the power series coefficients in terms of a family of polynomials
related to exponential Bell partition polynomials.
In the Appendix we prove the existence of a strictly positive, bounded, con-
tinuous and integrable function f on R for which the Fourier transform Ff is not
integrable. This shows that the construction of Cressie and Huang in [9] does
not lead to all integrable positive definite functions on the product Rd × R.
2 Harmonic analysis on Gelfand Pairs
For a locally compact topological space X endowed with a positive Radon mea-
sure µ we denote by Lp(X, µ) = Lp(µ) the Banach space of equivalence classes of
measurable functions whose p’th power (1 ≤ p <∞) is µ-integrable.
In the following G denotes a locally compact group with neutral element eG
and left Haar measure ωG. A function f : G→ C is called positive definite if for
any n ∈ N and any u1, . . . , un ∈ G the n× n-matrix
[f(u−1k ul)]
n
k,l=1
4
is positive semidefinite, i.e., for any (a1, . . . , an) ∈ Cn
n∑
k,l=1
f(u−1k ul)akal ≥ 0, (7)
see e.g. [13, p. 255], where f is said to be of positive type, or [26, p.14]. It is
known that a positive definite function f is bounded and satisfies
f(u−1) = f(u), |f(u)| ≤ f(eG), u ∈ G. (8)
The set of continuous and positive definite functions on G is denoted P(G).
If the group G is abelian, we use the additive notation, and the neutral el-
ement is denoted 0. We shall mainly reserve the letter A for locally compact
abelian groups, LCA-groups in short. Concerning harmonic analysis on LCA-
groups A, we refer to [25]. The dual group Â consists of all continuous group
homomorphisms γ : A → T, called characters. Here T is the unit circle in the
complex plane, considered as a multiplicative group. The group operation of Â
is pointwise multiplication.
The Fourier transform of a function f ∈ L1(ωA) = L1(A, ωA) is denoted Ff
or FAf , if it is necessary to mention the group, and is defined by
FAf(γ) = Ff(γ) =
∫
A
γ(u)f(u) dωA(u), γ ∈ Â. (9)
Harmonic analysis on LCA-groups is a special case of harmonic analysis on
Gelfand pairs (G,K), where G is a locally compact group and K is a compact
subgroup of G such that the convolution algebra of K-bi-invariant continuous
functions with compact support on G is commutative. We use the terminology
of [6], which contains a short introduction to Gelfand pairs, but refer to [12],
[29] and [31] for detailed information about Gelfand pairs. In [12] all groups are
assumed metrizable and separable, but this is no restriction for the applications to
statistics. For any Gelfand pair (G,K) the group G is unimodular, cf. [3], so the
left invariant Haar measure ωG is also right invariant. For functions f1, f2 : G→ C
their convolution f1 ⋆ f2 is then defined as
f1 ⋆ f2(x) =
∫
G
f1(y)f2(y
−1x)dωG(y) =
∫
G
f1(xy
−1)f2(y)dωG(y), x ∈ G,
whenever the integrals make sense.
For a set E of functions on G we denote by E ♯K the set of functions from E
which are bi-invariant under K.
For f ∈ C(G), i.e., f : G→ C is continuous, we define
f ♯(u) :=
∫
K
∫
K
f(kuk′)dωK(k)dωK(k
′), u ∈ G, (10)
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where ωK is Haar measure on K normalized to ωK(K) = 1. Then f
♯ ∈ C♯K(G)
and ∫
G
f(u)dωG(u) =
∫
G
f ♯(u)dωG(u)
provided f ∈ L1(ωG).
The compact subgroup K determines an equivalence relation ∼ in G defined
by x ∼ y if and only if x = kyk′ for some k, k′ ∈ K. The equivalence classes
are the compact sets KxK, x ∈ G, which are called double cosets. The set
of double cosets is denoted K\G/K, and it is a locally compact space in the
quotient topology, which by definition is the finest topology making the mapping
x 7→ KxK fromG toK\G/K continuous. Functions onK\G/K can be identified
with functions on G which are bi-invariant with respect to K.
For an LCA-group A the pair (A, {0}) is a Gelfand pair called abelian. The
characters for LCA-groups are replaced by positive definite spherical functions for
Gelfand pairs (G,K). A spherical function is a continuous function ϕ : G → C
satisfying ϕ(eG) = 1 and∫
K
ϕ(ukv)dωK(k) = ϕ(u)ϕ(v), u, v ∈ G. (11)
It is automatically bi-invariant under K. For abelian Gelfand pairs Equation (11)
becomes the homomorphism property of characters.
For f ∈ L1(ωG)♯K the Fourier transform is the function Ff : Z → C defined
by
Ff(ϕ) =
∫
G
ϕ(u)f(u) dωG(u), ϕ ∈ Z, (12)
where Z is the set of positive definite spherical functions for (G,K), called the
dual space of the Gelfand pair. It carries a locally compact topology such that
ϕj → ϕ in this topology if and only if ϕj(u)→ ϕ(u) uniformly for u in compact
subsets of G. Recall from (8) that ϕ ∈ Z has the property |ϕ(u)| ≤ ϕ(eG) = 1
for u ∈ G. If several Gelfand pairs (G,K) are present, we write FGf instead of
Ff .
We construct an approximative identity (ρ♯V )V ∈V for a Gelfand pair in the fol-
lowing way: Let Cc(G) denote the set of continuous functions on G with compact
support, and let V denote the downwards filtering family of compact neighbour-
hoods V of eG in G. For V ∈ V we choose ρV ∈ Cc(G)+ satisfying supp(ρV ) ⊆ V
and
∫
ρV dωG = 1. Therefore ρ
♯
V ∈ Cc(G)♯K is non-negative with integral 1. Given
a bi-invariant function or measure f , the general principle is that f ⋆ ρ♯V → f as
V shrinks to eG in a topology appropriate for f . For f ∈ C(G)♯K the convergence
is uniform on compact subsets of G. Notice that ρ♯V dωG converges vaguely to ωK
when V → eG.
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There exists a positive Radon measure ν on Z called the Plancherel measure.
It is the unique measure such that∫
G
|f(u)|2 dωG(u) =
∫
Z
|Ff(ϕ)|2dν(ϕ) (13)
for all f ∈ Cc(G)♯K .
The mapping ϕ 7→ ϕ is an involutive homeomorphism of Z, and ν is invariant
under this mapping:∫
Z
h(ϕ) dν(ϕ) =
∫
Z
h(ϕ) dν(ϕ), h ∈ L1(ν). (14)
We need the Inversion Theorem for Gelfand pairs in the following form gen-
eralizing [28, Corollary 1.21] for Euclidean groups. It is a special case of the
Inversion Theorem in [3, p. 140]:
Theorem 2.1. Let (G,K) be a Gelfand pair and let f ∈ L1(ωG)♯K be such that
Ff ∈ L1(ν). Then
f(u) =
∫
Z
ϕ(u)Ff(ϕ) dν(ϕ), ωG a.e. in G.
We recall the Bochner-Godement Theorem, cf. [6, Theorem 2.1], [29, Theorem
6.4.4], according to which f ∈ P♯K(G) if and only if there exists a (uniquely
determined) positive finite Radon measure µ on Z such that
f(u) =
∫
Z
ϕ(u) dµ(ϕ), u ∈ G. (15)
The following result is useful for verifying that a given function f is positive
definite, when the measure µ is unknown. It is a special case of Corollary 2.3 in
[3] and is essential for the following.
Theorem 2.2 (The Integrable Bochner Theorem). Let (G,K) be a Gelfand pair
and let f : G → C be a continuous and integrable function which is bi-invariant
under K. Then f is positive definite if and only if
Ff(ϕ) ≥ 0, ϕ ∈ supp(ν).
If the equivalent conditions hold, then Ff ∈ L1(ν) and
f(u) =
∫
Z
ϕ(u)Ff(ϕ) dν(ϕ), u ∈ G.
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Proof. For the convenience of the reader we give a proof.
(i) Assume first that Ff(ϕ) ≥ 0 for ϕ ∈ supp(ν).
Under the additional hypothesis that Ff ∈ L1(ν), we get by Theorem 2.1
f(u) =
∫
Z
ϕ(u)Ff(ϕ)dν(ϕ), u ∈ G,
and we have equality for all u ∈ G, because f is assumed continuous. For
h ∈ Cc(G) we then have (h˜(u) := h(u−1), u ∈ G),∫
G
f(u)h˜ ⋆ h(u) dωG(u) =
∫
G
h˜ ⋆ h(u)
∫
Z
ϕ(u)Ff(ϕ)dν(ϕ)dωG(u)
=
∫
Z
Ff(ϕ)
∫
G
ϕ(u)h˜ ⋆ h(u)dωG(u)dν(ϕ) ≥ 0,
because ∫
G
ϕ(u)h˜ ⋆ h(u)dωG(u) ≥ 0
for all ϕ ∈ Z, and then f ∈ P(G), cf. [13, p. 256].
Without the assumption Ff ∈ L1(ν), we consider fV := f ⋆ρ♯V ⋆(ρ♯V )˜, using an
approximative identity. Since FfV = Ff |Fρ♯V |2 is non-negative and ν-integrable
by (13), we get fV ∈ P(G) by what has just been proved. We next use that
fV (u) → f(u) locally uniformly for u ∈ G as V shrinks to eG, and we get
f ∈ P(G).
(ii) Conversely, if f is assumed positive definite, we know from Bochner-
Godement’s Theorem that (15) holds for a uniquely determined positive finite
measure µ on Z. However, by the Inversion Theorem in the form of [29, p. 84-
85], the integrability of f implies that Ff ∈ L1(ν) and dµ = Ffdν, and this
forces Ff to be non-negative on supp(ν).
Remark 2.3. The reader is warned that the support of the Plancherel measure
supp(ν) can be strictly smaller than Z. This cannot happen for compact Gelfand
pairs (G,K) (i.e., if G is compact) and for abelian Gelfand pairs (A, {0}).
For compact Gelfand pairs the dual space Z is discrete and for each ϕ ∈ Z
we consider a certain vector space
Hϕ := span{ϕg | g ∈ G}. (16)
Here ϕg(x) := ϕ(g
−1x) is a right invariant continuous function on G considered as
a continuous function on the homogeneous space G/K. It is a classical fact that
Hϕ is of finite dimension, which we denote by δ(ϕ), and the Plancherel measure
is ν({ϕ}) = δ(ϕ). cf. [29, p.86] or [6, p. 265].
In the abelian case Z is the dual group Â, and ν is the Haar measure on Â
called dual to ωA, meaning that the Inversion Theorem holds, cf. [25, p. 24].
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For the reader’s convenience we state Theorem 2.2 for the important special
cases of abelian and compact Gelfand pairs.
Corollary 2.4. Let A be an LCA-group and f : A → C a continuous and
integrable function.
Then f ∈ P(A) if and only if
Ff(γ) ≥ 0, γ ∈ Â.
If the equivalent conditions hold, then Ff ∈ L1(ωÂ) and
f(u) =
∫
Â
γ(u)Ff(γ)dωÂ(γ), u ∈ A.
Corollary 2.5. Let (G,K) be a compact Gelfand pair and f ∈ C(G)♯K.
Then f ∈ P(G) if and only if
Ff(ϕ) ≥ 0, ϕ ∈ Z.
If the equivalent conditions hold, then Ff ∈ L1(ν) and
f(u) =
∑
ϕ∈Z
δ(ϕ)ϕ(u)Ff(ϕ), u ∈ G.
The expansion is absolutely and uniformly convergent for u ∈ G.
Remark 2.6. If f : A → C is integrable without being continuous on an LCA-
group A, then it is possible that Ff ≥ 0 without f being positive definite in the
classical sense and in particular bounded. We give an example with A = R.
Linnik’s probability densities pα, 0 < α ≤ 1 are symmetric on R with
Fpα(t) = (1 + |t|α)−1, t ∈ R.
They are given as
pα(x) =
sin(απ/2)
π
∫ ∞
0
e−xyyα
|1 + yαeiαπ/2|2dy, x ≥ 0,
see [18], [17]. In particular
pα(0) = lim
x→0
pα(x) =∞,
and pα is decreasing and continuous on ]0,∞[.
Cooper [8] initiated a study of the set P(J) of measurable functions f : R→ C
satisfying ∫ ∞
−∞
∫ ∞
−∞
f(x− y)h(x)h(y)dx dy ≥ 0,
for all h ∈ J , where J is a family of measurable functions h : R→ C.
Note that if f is continuous then
f ∈ P(Cc(R)) ⇐⇒ f ∈ P(R).
Theorem 2 in [20] states that for f ∈ L1(R) one has
Ff ≥ 0 ⇐⇒ f ∈ P(L2(ωR)).
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3 The Cressie-Huang-Gneiting Theorem for Gel-
fand pairs
3.1 Products of two Gelfand pairs
For two Gelfand pairs (G1, K1), (G2, K2) with dual spaces Z1, Z2 the product
(G1×G2, K1×K2) is again a Gelfand pair. Its dual space can be identified with
Z1 × Z2 in the following way: For ϕ ∈ Z1, ψ ∈ Z2
ϕ⊗ ψ(x, y) := ϕ(x)ψ(y), (x, y) ∈ G1 ×G2
is a positive definite spherical function for (G1 × G2, K1 ×K2), and all positive
definite spherical functions for the product Gelfand pair are given in this way.
The Plancherel measure for (G1×G2, K1×K2) is the product measure ν1⊗ν2
of the Plancherel measures νi for (Gi, Ki), i = 1, 2.
For f ∈ L1(G1 ×G2, ωG1×G2)♯K1×K2 let
G′1 := {x ∈ G1 | f(x, ·) ∈ L1(G2, ωG2)}. (17)
By Fubini’s Theorem ωG1(G1 \G′1) = 0 and G′1 is K1 bi-invariant. For all x ∈ G′1
we have f(x, ·) ∈ L1(ωG2)♯K2, and for those x we define
FG2f(x, ·)(ψ) =
∫
G2
ψ(y)f(x, y)dωG2(y), ψ ∈ Z2. (18)
Similarly
G′2 := {y ∈ G2 | f(·, y) ∈ L1(G1, ωG1)} (19)
satisfies ωG2(G2 \ G′2) = 0 and G′2 is K2 bi-invariant. For all y ∈ G′2 we have
f(·, y) ∈ L1(ωG1)♯K1, and for those y we define
FG1f(·, y)(ϕ) =
∫
G1
ϕ(x)f(x, y)dωG1(x), ϕ ∈ Z1. (20)
Theorem 3.1. Let (G1, K1) and (G2, K2) be Gelfand pairs with dual spaces Z1
and Z2, and let f : G1 × G2 → C be a continuous and integrable function, bi-
invariant under K1 ×K2.
The following conditions are equivalent:
(i) f ∈ P(G1 ×G2).
(ii) For almost all ψ ∈ supp(ν2) the function x 7→ FG2f(x, ·)(ψ) (defined for
x ∈ G′1) is equal almost everywhere in G1 to a K1 bi-invariant continuous positive
definite function denoted pG1 [f, ψ] on G1.
(iii) For almost all ϕ ∈ supp(ν1) the function y 7→ FG1f(·, y)(ϕ) (defined for
y ∈ G′2) is equal almost everywhere in G2 to a K2 bi-invariant continuous positive
definite function denoted pG2 [f, ϕ] on G2.
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If the equivalent conditions are satisfied, then pG1[f, ψ] ∈ L1(ωG1), pG2 [f, ϕ] ∈
L1(ωG2) and for (x, y) ∈ G1 ×G2
f(x, y) =
∫
supp(ν1)
ϕ(x)pG2[f, ϕ](y) dν1(ϕ) =
∫
supp(ν2)
ψ(y)pG1[f, ψ](x) dν2(ψ),
(21)
where the first integrand is defined for ν1-almost all ϕ ∈ supp(ν1) and the second
integrand is defined for ν2-almost all ψ ∈ supp(ν2).
Proof. Since the pairs (G1, K1) and (G2, K2) appear symmetrically, it is enough
to prove that (i) is equivalent to (ii).
Suppose first that f ∈ P(G1 ×G2). By the Integrable Bochner Theorem 2.2
we know that FG1×G2f(ϕ, ψ) ≥ 0 for ϕ ∈ supp(ν1), ψ ∈ supp(ν2) and FG1×G2f ∈
L1(ν1 ⊗ ν2). Furthermore,
f(x, y) =
∫
Z1×Z2
ϕ(x)ψ(y)FG1×G2f(ϕ, ψ)dν1⊗ν2(ϕ, ψ), (x, y) ∈ G1×G2. (22)
We also have
FG1×G2f(ϕ, ψ) =
∫
G1×G2
ϕ(x)ψ(y)f(x, y)dωG1 ⊗ ωG2(x, y)
=
∫
G′
1
(
ϕ(x)
∫
G2
ψ(y)f(x, y) dωG2(y)
)
dωG1(x)
=
∫
G′
1
ϕ(x)FG2f(x, ·)(ψ)dωG1(x), (23)
where G′1 is as in (17).
Since FG1×G2f ∈ L1(ν1 ⊗ ν2), Fubini’s Theorem shows that
supp(ν1)
′ := {ϕ ∈ supp(ν1) | FG1×G2f(ϕ, ·) ∈ L1(ν2)} (24)
satisfies ν1(supp(ν1) \ supp(ν1)′) = 0, and similarly
supp(ν2)
′ := {ψ ∈ supp(ν2) | FG1×G2f(·, ψ) ∈ L1(ν1)} (25)
satisfies ν2(supp(ν2) \ supp(ν2)′) = 0.
In particular (23) holds for ϕ ∈ supp(ν1), ψ ∈ supp(ν2)′, so the Inversion
Theorem 2.1 applied for ψ ∈ supp(ν2)′ gives
FG2f(x, ·)(ψ) =
∫
Z1
ϕ(x)FG1×G2f(ϕ, ψ) dν1(ϕ) (26)
for almost all x ∈ G1. The right-hand side of this equation as a function of x is
a continuous positive definite function on G1 denoted pG1 [f, ψ], i.e.,
pG1 [f, ψ](x) :=
∫
Z1
ϕ(x)FG1×G2f(ϕ, ψ) dν1(ϕ), x ∈ G1. (27)
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Clearly (27) is bi-invariant under K1. Furthermore, pG1 [f, ψ] ∈ L1(ωG1) be-
cause ∫
G1
|pG1[f, ψ](x)| dωG1(x) =∫
G′
1
|FG2f(x, ·)(ψ)|dωG1(x) ≤
∫
G1
(∫
G2
|f(x, y)|dωG2(y)
)
dωG1(x) <∞.
We can now use Fubini’s Theorem and (27) to expand (22) to
f(x, y) =
∫
supp(ν2)′
ψ(y)
(∫
supp(ν1)
ϕ(x)FG1×G2f(ϕ, ψ)dν1(ϕ)
)
dν2(ψ)
=
∫
supp(ν2)′
ψ(y)pG1[f, ψ](x) dν2(ψ),
which is the second equality in (21).
Assume next that (ii) holds, i.e., for almost all ψ ∈ supp(ν2) the function x 7→
FG2f(x, ·)(ψ) is equal for almost all x ∈ G1 to a function pG1[f, ψ] ∈ P♯K1(G1). As
before the latter is integrable on G1, so by the Integrable Bochner Theorem 2.2
FG1(pG1[f, ψ])(ϕ) =
∫
G1
ϕ(x)pG1 [f, ψ](x) dωG1(x) ≥ 0, ϕ ∈ supp(ν1),
i.e., ∫
G′
1
ϕ(x)
(∫
G2
ψ(y)f(x, y) dωG2(y)
)
dωG1(x) = FG1×G2f(ϕ, ψ) ≥ 0
for almost all ψ ∈ supp(ν2) and all ϕ ∈ supp(ν1). Since FG1×G2f is continuous
on Z1×Z2, we get FG1×G2f ≥ 0 on supp(ν1)× supp(ν2), so f is positive definite
by Theorem 2.2.
Remark 3.2. Theorem 1.2 of Gneiting is a special case of Theorem 3.1 for the
abelian Gelfand pairs (G1, K1) = (R
k, {0}) and (G2, K2) = (Rl, {0}) and the
equivalence of (i) and (iii). Theorem 3.1 also yields the clarifying details missing
in the formulation of Gneiting’s Theorem.
Remark 3.3. Let f satisfy the equivalent conditions of Theorem 3.1, i.e.,
f ∈ P(G1 ×G2) ∩ L1(ωG1×G2)♯K1×K2.
Then f(·, eG2) ∈ P(G1)♯K1. It is possible to construct examples so that f(·, eG2) /∈
L1(ωG1), i.e., eG2 /∈ G′2.
In case the first Gelfand pair in Theorem 3.1 is compact, we get the following:
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Corollary 3.4. Let the assumptions in Theorem 3.1 hold, and assume that G1
is compact.
Then G′2 = G2 (defined in (19)) and (20) is defined for all (y, ϕ) ∈ G2 × Z1
and is continuous from G2 × Z1 to C.
The following conditions are equivalent:
(i) f ∈ P(G1 ×G2).
(ii) For almost all ψ ∈ supp(ν2) the function x 7→ FG2f(x, ·)(ψ) (defined for
x ∈ G′1) is equal almost everywhere in G1 to a K1 bi-invariant continuous positive
definite function denoted pG1 [f, ψ] on G1.
(iii) pG2[f, ϕ](y) := FG1f(·, y)(ϕ), y ∈ G2 belongs to P♯K2(G2) for each ϕ ∈
Z1.
If the equivalent conditions hold, then pG2 [f, ϕ] ∈ L1(ωG2) for each ϕ ∈ Z1
and for (x, y) ∈ G1 ×G2
f(x, y) =
∑
ϕ∈Z1
δ(ϕ)ϕ(x)pG2 [f, ϕ](y) =
∫
supp(ν2)
ψ(y)pG1[f, ψ](x) dν2(ψ), (28)
where the sum is absolutely and uniformly convergent and the last integrand is
defined for ν2-almost all ψ ∈ supp(ν2).
Proof. If G1 is compact, then it is known that Z1 is discrete and supp(ν1) = Z1,
cf. Remark 2.3. For y ∈ G2, f(·, y) is continuous on G1, and hence integrable so
G′2 = G2. Furthermore, it is enough to verify that (20) is continuous for y ∈ G2
for each fixed ϕ ∈ Z1. However, if yj → y ∈ G2, then f(x, yj)→ f(x, y) uniformly
for x ∈ G1 and the result follows.
The first formula in (28) holds in particular for x = eG1 , y = eG2 and this
shows that the series is absolutely and uniformly convergent.
In case both Gelfand pairs in Theorem 3.1 are compact, we get the following:
Corollary 3.5. Let (G1, K1) and (G2, K2) be compact Gelfand pairs with dual
spaces Z1 and Z2, and let f : G1 × G2 → C be a continuous function, which is
bi-invariant under K1 ×K2.
The following conditions are equivalent:
(i) f ∈ P(G1 ×G2).
(ii) pG1[f, ψ](x) := FG2f(x, ·)(ψ) ∈ P♯K1(G1) for all ψ ∈ Z2.
(iii) pG2[f, ϕ](y) := FG1f(·, y)(ϕ) ∈ P♯K2(G2) for all ϕ ∈ Z1.
If the equivalent conditions hold, then we have
f(x, y) =
∑
ϕ∈Z1
δ(ϕ)ϕ(x)pG2 [f, ϕ](y) =
∑
ψ∈Z2
δ(ψ)ψ(y)pG1[f, ψ](x), (x, y) ∈ G1×G2
(29)
and both epansions are absolutely and uniformly convergent on G1 ×G2.
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3.2 Products of Gelfand pairs and locally compact groups
Let (G,K) be a Gelfand pair and let L be an arbitrary locally compact group.
The set of continuous functions f : G×L→ C which are bi-invariant with respect
to K in the first variable is denoted C♯K(G,L). As explained in Section 2 this
space can be identified with the set of continuous functions from (K\G/K)× L
to C, where K\G/K is the set of double cosets. Let
P♯K(G,L) := C♯K(G,L) ∩ P(G× L)
denote the set of continuous positive definite functions on G × L which are bi-
invariant with respect to K in the first variable.
We now extend Proposition 1.1 by Replacing Rd by an arbitrary Gelfand pair
(G,K) and R by an arbitrary locally compact group L.
Proposition 3.6. Let (G,K) be a Gelfand pair with dual space Z and Plancherel
measure ν, and let L be a locally compact group. Let h : supp(ν) × L → C be a
continuous function satisfying
(i) For each ϕ ∈ supp(ν) we have h(ϕ, ·) ∈ P(L).
(ii)
∫
Z
h(ϕ, eL)dν(ϕ) <∞.
Then C : G× L→ C defined by
C(x, u) =
∫
Z
ϕ(x)h(ϕ, u)dν(ϕ)
belongs to P♯K(G,L).
Proof. Note that (x, u) 7→ ϕ(x)h(ϕ, u) belongs to P♯K(G,L) for each ϕ ∈ supp(ν).
This follows from well-known stability properties of positive definiteness, see e.g.
[6, Proposition 3.2]. Furthermore, |ϕ(x)h(ϕ, u)| ≤ h(ϕ, eL), so C is well-defined
because of (ii), and also positive definite in the sense of (7).
We shall finally prove the continuity of C and by a classical property of positive
definite functions, it is enough to prove continuity at (eG, eL). For given ε > 0
we choose a compact set Γ ⊂ supp(ν) such that∫
supp(ν)\Γ
h(ϕ, eL)dν(ϕ) < ε.
We next choose a neighbourhood U×V of (eG, eL) inG×L such that for (x, u, ϕ) ∈
U × V × Γ
|ϕ(x)h(ϕ, u)− h(ϕ, eL)| ≤ ε
ν(Γ)
,
which is possible because ϕ(x)h(ϕ, u) is continuous for (x, u, ϕ) ∈ G× L× Z.
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For (x, u) ∈ U × V we then get
C(x, u)− C(eG, eL) =
∫
supp(ν)\Γ
(ϕ(x)h(ϕ, u)− h(ϕ, eL)) dν(ϕ)
+
∫
Γ
(ϕ(x)h(ϕ, u)− h(ϕ, eL)) dν(ϕ).
The first and the second integral are in absolute value bounded by respectively
2ε and ε, hence
|C(x, u)− C(eG, eL)| ≤ 3ε,
and the continuity follows.
Suppose now that (G,K) is a compact Gelfand pair and L is an arbitrary
locally compact group. For f ∈ C♯K(G,L) and u ∈ L the function f(·, u) belongs
to C♯K(G) ⊂ L2(G)♯K and has an expansion
f(x, u) ∼
∑
ϕ∈Z
δ(ϕ)Ff(·, u)(ϕ)ϕ(x), (30)
which converges in L2(G) because (
√
δ(ϕ)ϕ)ϕ∈Z is an orthonormal basis in L
2(G)♯K ,
cf. [6, Theorem 2.6]. The expansion coefficient functions are
B(ϕ)(u) := δ(ϕ)Ff(·, u)(ϕ) = δ(ϕ)
∫
G
ϕ(x)f(x, u) dωG(x), u ∈ L. (31)
Clearly B(ϕ) : L→ C is continuous.
The main result, Theorem 3.3 of [6], states the following.
Theorem 3.7. [Berg-Peron-Porcu 2018] Let (G,K) denote a compact Gelfand
pair, let L be a locally compact group and let f : G × L → C be a continuous
function. Then f belongs to P♯K(G,L) if and only if the expansion functions B(ϕ)
given by (31) satisfy
(i) B(ϕ) ∈ P(L), ϕ ∈ Z,
(ii)
∑
ϕ∈Z B(ϕ)(eL) <∞.
If the equivalent conditions hold, then we have
f(x, u) =
∑
ϕ∈Z
B(ϕ)(u)ϕ(x), x ∈ G, u ∈ L, (32)
and the sum is absolutely and uniformly convergent for (x, u) ∈ G× L.
When L denotes the group consisting just of the neutral element, Theorem 3.7
reduces to the Bochner-Godement Theorem for compact Gelfand pairs.
If we apply the Bochner-Godement Theorem to the compact Gelfand pair
(G1 × G2, K1 ×K2) of Corollary 3.5, we can add the following fourth condition
equivalent to f ∈ P(G1 ×G2):
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(iv) f(x, y) =
∑
ϕ∈Z1
∑
ψ∈Z2
B(ϕ, ψ)ϕ(x)ψ(y), (x, y) ∈ G1 ×G2. (33)
The above expansion is uniformly absolutely convergent and the non-negative
numbers B(ϕ, ψ) are given by
B(ϕ, ψ) = δ(ϕ)δ(ψ)
∫
G1×G2
ϕ(x)ψ(y)f(x, y)dωG1⊗G2(x, y), ϕ ∈ Z1, ψ ∈ Z2.
When L of Theorem 3.7 is abelian, A = L, we get the following result: The
first part is a reformulation of Corollary 3.4, if we consider A as an abelian Gelfand
pair (A, {0}). The second part gives a sharper result under the condition (36).
Theorem 3.8. Let (G,K) denote a compact Gelfand pair, let A denote an LCA-
group and let f : G × A → C be a continuous function bi-invariant with respect
to K in the first variable and integrable with respect to ωG ⊗ ωA.
Then the expansion functions B(ϕ), ϕ ∈ Z given by (31) belong to L1(ωA).
Define
FAf(x, ·)(γ) :=
∫
A
γ(u)f(x, u) dωA(u), γ ∈ Â, x ∈ G′, (34)
where as before
G′ := {x ∈ G | f(x, ·) ∈ L1(ωA)}
is a bi-invariant set such that ωA(G \G′) = 0.
The following conditions are equivalent:
(i) f ∈ P♯K(G,A).
(ii) For almost all γ ∈ Â the function FAf(x, ·)(γ) defined for x ∈ G′ is equal
almost everywhere to a function in P♯K(G) denoted pG[f, γ].
(iii) B(ϕ) ∈ P(A) for each ϕ ∈ Z.
If the equivalent conditions hold, then
f(x, u) =
∑
ϕ∈Z
B(ϕ)(u)ϕ(x) =
∫
Â
γ(u)pG[f, γ](x) dωÂ(γ), (x, u) ∈ G× A, (35)
where the sum is absolutely and uniformly convergent, and the last integrand is
defined for almost all γ ∈ Â.
In case there exists a function ℓ ∈ L1(ωA) such that
|f(x, u)| ≤ ℓ(u), (x, u) ∈ G× A, (36)
then G′ = G and FAf(x, ·)(γ) given by (34) is continuous on G× Â. In this case
condition (ii) simplifies to
(ii’) For all γ ∈ Â the function pG[f, γ](x) := FAf(x, ·)(γ) belongs to P♯K(G).
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Proof. It is easy to see from (31) that B(ϕ) is continuous and integrable on A
for each ϕ ∈ Z.
Condition (36) clearly implies that the expression (34) is well-defined for
(x, γ) ∈ G× Â. To see the continuity we proceed as follows:
Fix ε > 0 and choose a compact set J ⊂ A such that ∫
A\J
ℓ(u) dωA(u) < ε.
For δ > 0 to be specified later, we choose a neighbourhood V of eG ∈ G such
that for x, y ∈ G satisfying x−1y ∈ V we have |f(x, u)− f(y, u)| < δ when u ∈ J .
This is possible because f is uniformly continuous on G × J . We next consider
γ, χ ∈ Â with supu∈J |γ(u)−χ(u)| < δ. For such γ, χ and x, y ∈ G with x−1y ∈ V
we get
FAf(x, ·)(γ)−FAf(y, ·)(χ) =
∫
A
(
γ(u)− χ(u)
)
f(x, u) dωA(u)
+
∫
A
χ(u) (f(x, u)− f(y, u)) dωA(u),
and hence
|FAf(x, ·)(γ)− FAf(y, ·)(χ)|
≤
∫
A
∣∣∣γ(u)− χ(u))∣∣∣ ℓ(u) dωA(u) + ∫
A
|(f(x, u)− f(y, u)| dωA(u)
≤
∫
J
∣∣∣γ(u)− χ(u)∣∣∣ ℓ(u) dωA(u) + ∫
J
|(f(x, u)− f(y, u)| dωA(u) + 4ε
≤ δ
∫
J
ℓ(u) dωA(u) + δωA(J) + 4ε ≤ δ
(∫
ℓdωA + ωA(J)
)
+ 4ε ≤ 5ε,
if δ is specified to be less than ε(
∫
ℓ(u) dωA(u) + ωA(J))
−1.
(Notice that in case Â and G are metrizable, the continuity of FAf(x, ·)(γ)
follows simply from (36) and the Theorem of Lebesgue on dominated conver-
gence.)
4 The Porcu-White Theorem
As background material for this section one can consult [14, Chap. 9].
We now consider the compact Gelfand pair (O(d + 1), O(d)), where O(d)
is the compact group of orthogonal d × d matrices. The homogeneous space
O(d+ 1)/O(d) can be identified with the unit sphere Sd in Rd+1 in the following
way.
The compact group G = O(d + 1) operates in Rd+1 and in Sd. We use the
notation e1, . . . , ed+1 for the standard basis in R
d+1. The fixed-point group of the
matrices g ∈ O(d+ 1) satisfying ge1 = e1, is of the form
g =
(
1 0
0 g˜
)
,
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where g˜ ∈ O(d), the zero in the upper right corner represents a zero row vector
of length d, and the zero in the lower left corner represents a zero column vector
of length d.
This shows that the fixed-point group K of e1 is isomorphic to O(d) and in
the following identified with O(d). The mapping g 7→ ge1 of G = O(d+ 1) onto
Sd is constant on the left cosets gK, and hence induces a bijection of G/K onto
Sd, and it is a homeomorphism.
The mapping g 7→ ge1 · e1 of G onto [−1, 1] is constant on the double cosets,
and if ge1 · e1 = he1 · e1 for g, h ∈ G, then they belong to the same double coset.
Therefore the space of double cosets K\G/K is homeomorphic to [−1, 1]. This
shows that complex functions on G which are bi-invariant with respect to K,
can be identified with functions f : [−1, 1] → C. In fact, for such a function,
g 7→ f(ge1 ·e1) is a bi-invariant function on G, and all bi-invariant functions on G
have this form. The bi-invariant functions depend only on the upper left corner
g1,1 of g ∈ O(d+ 1).
The surface measure of Sd is denoted ωd, and it is of total mass
σd := ωd(S
d) =
2π(d+1)/2
Γ((d+ 1)/2)
. (37)
Furthermore, we have ∫ 1
−1
(1− x2)d/2−1 dx = σd/σd−1.
In the following we consider the probability measure τd on [−1, 1] given by the
weight function
(σd−1/σd)(1− x2)d/2−1, −1 < x < 1. (38)
The image measure of normalized Haar measure ωG on G = O(d + 1) under
the mapping g 7→ ge1 of G onto Sd is the normalized surface measure ωd/σd. The
image measure of ωG under the mapping g 7→ ge1 · e1 of G onto [−1, 1] is the
probability measure τd.
The positive definite spherical functions are the normalized Gegenbauer poly-
nomial cn(d, x), n = 0, 1, . . ., given by
cn(d, x) = C
((d−1)/2)
n (x)/C
((d−1)/2)
n (1) =
n!
(d− 1)nC
((d−1)/2)
n (x), (39)
where C
(λ)
n are the classical Gegenbauer polynomials in the notation of [1]. Fur-
thermore, (a)n := a(a+ 1) · · · (a + n− 1) is the Pochhammer symbol.
A spherical harmonic of degree n for Sd is the restriction to Sd of a real-valued
harmonic homogeneous polynomial in Rd+1 of degree n. Together with the zero
function, the spherical harmonics of degree n form a finite dimensional vector
space denoted Hn(d). It is a subspace of the space C(Sd) of continuous functions
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on Sd and can be identified with the space Hϕ corresponding to the spherical
function ϕ = cn(d, ·). We have
δ(cn(d, ·)) = Nn(d) := dimHn(d) = (d)n−1
n!
(2n+d−1), n ≥ 1, N0(d) = 1. (40)
Let now A be an LCA-group and let f : [−1, 1] × A → C be a continuous
function. For the spherical function cn(d, ·) the expansion function B(cn(d, ·))
from (31) with L = A is called the d-Schoenberg function of f in [5], where it is
denoted bn,d. Formula (31) can be reduced to
bn,d(u) = Nn(d)
∫ 1
−1
f(x, u)cn(d, x)dτd(x), u ∈ A. (41)
Note that using the terminology of [5] we have
P♯O(d)(O(d+ 1), A) = P(Sd, A),
and functions f from these spaces can be considered as functions f : O(d+ 1)×
A → C which are bi-invariant with respect to O(d) in the first variable or as
functions f : [−1, 1]×A→ C. Similarly
P♯O(d)(O(d+ 1)) = P(Sd),
and functions f from these spaces can be considered as functions f : O(d+1)→ C
which are bi-invariant with respect to O(d) or as functions f : [−1, 1]→ C.
Specializing Theorem 3.8 to the compact Gelfand pair (O(d + 1), O(d)) we
get:
Theorem 4.1. Let A be an LCA-group and let f : [−1, 1] × A → C be a con-
tinuous function, assumed integrable with respect to the product measure τd⊗ωA.
The d-Schoenberg functions bn,d given by (41) belong to L
1(ωA). Let N ⊂ [−1, 1]
denote the τd-null set such that f(x, ·) ∈ L1(ωA) for x ∈ [−1, 1] \N and define
FAf(x, ·)(γ) :=
∫
A
γ(u)f(x, u) dωA(u), γ ∈ Â, x ∈ [−1, 1] \N. (42)
The following conditions are equivalent:
(i) f ∈ P(Sd, A).
(ii) For almost all γ ∈ Â the function FAf(x, ·)(γ) defined for x ∈ [−1, 1] \N
is equal τd-almost everywhere to a function p[f, γ] ∈ P(Sd).
(iii) bn,d ∈ P(A) for each n ≥ 0.
If the equivalent conditions hold, then for (x, u) ∈ [−1, 1]× A
f(x, u) =
∞∑
n=0
bn,d(u)cn(d, x) =
∫
Â
γ(u)p[f, γ](x) dωÂ(γ), (43)
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where the sum is absolutely and uniformly convergent, and the last integrand is
defined for almost all γ ∈ Â.
In case there exists a function ℓ ∈ L1(ωA) such that
|f(x, u)| ≤ ℓ(u), x ∈ [−1, 1], u ∈ A, (44)
then N = ∅ and FAf(x, ·)(γ) given by (42) is continuous on [−1, 1]× Â. The ωÂ
null-set in (ii) can be chosen as the empty set.
Remark 4.2. In [24, Theorem 1] Porcu and White proved Theorem 4.1 in the
special case of A = R and with a special function ℓ satisfying (44).
They consider the function
ℓ(u) = Bd(u) :=
∞∑
n=0
|bn,d(u)|, u ∈ A, (45)
and they assume Bd ∈ L1(ωA).
Let us prove that
|f(x, u)| ≤ Bd(u), (x, u) ∈ [−1, 1]× A. (46)
In fact for fixed u ∈ A the continuous function f(·, u) has the expansion
∞∑
n=0
bn,d(u)cn(d, x)
in terms of the orthogonal polynomials cn(d, x), and the series converges in L
2(τd).
By a classical theorem there exists a sequence nj = nj(u), j = 1, 2, . . . of natural
numbers tending to infinity such that
lim
j→∞
nj∑
n=0
bn,d(u)cn(d, x) = f(x, u)
for almost all x ∈ [−1, 1], and hence for those x
|f(x, u)| = lim
j→∞
∣∣∣∣∣
nj∑
n=0
bn,d(u)cn(d, x)
∣∣∣∣∣
≤ lim
j→∞
nj∑
n=0
|bn,d(u)| = Bd(u).
By continuity in x we then get (46).
In [21] the authors consider positive definite functions on products of spheres
Sd1 and Sd2 . Their Theorem B.1 is a special case of Corollary 3.5 applied to the
product of the two compact Gelfand pairs (O(di + 1), O(di)), i = 1, 2.
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5 Revisiting a Theorem of Gneiting
In Schoenberg’s fundamental paper [27] there is a characterization of the class
P(S∞) := ∩∞d=1P(Sd)
as the power series
f(x) =
∞∑
n=0
bnx
n, x ∈ [−1, 1] (47)
where bn ≥ 0 and f(1) =
∑
bn <∞.
Gneiting [16] introduced the class Ψ∞ of continuous functions ψ : [0, π]→ R
of the form ψ(θ) = f(cos(θ)) with f ∈ P(S∞) and f(1) = 1.
Theorem 7 in [16] states the following:
Theorem 5.1 (Gneiting). Let ρ : [0,∞)→ R be a completely monotonic function
with ρ(0) = 1. Then the restriction of ρ to [0, π] belongs to Ψ∞.
Remark 5.2. The statement of Gneiting’s Theorem is actually that the restric-
tion to [0, π] of a non-constant completely monotonic function belongs to Ψ+∞,
where the plus sign refers to the positive definiteness being strict. We shall not
consider this aspect and therefore the assumption of being non-constant is not
important. The purpose of this section is to give a new proof of Theorem 5.1 and
the new proof has the advantage that we obtain information about the power
series coefficients bn from (47).
Remark 5.3. Schoenberg [27] proved that
lim
d→∞
cn(d, x) = x
n, −1 < x < 1,
where cn(d, x) are the spherical functions for (O(d + 1), O(d)) from Eq. (39).
This has been generalized to inductive limits of suitable sequences (Gn, Kn) of
Gelfand pairs, see [11] and references therein.
Proof of Theorem 5.1:
By a theorem of Bernstein, cf. [30, p. 160], the functions of Theorem 5.1 have
the form
ρ(θ) =
∫ ∞
0
exp(−aθ) dµ(a), (48)
where µ is a probability measure on [0,∞). Because of stability properties of the
set Ψ∞, it is enough to prove that exp(−aθ) ∈ Ψ∞ for each a > 0.
If we let Arccos : [−1, 1] → [0, π] denote the inverse of cos : [0, π] → [−1, 1],
we have to prove that exp(−aArccos x) has non-negative power series coefficients.
We first notice that
Arccos(x) = π/2−
∞∑
n=0
(1/2)n
n!
x2n+1
2n+ 1
, |x| ≤ 1. (49)
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To see (49), we use that the derivative of Arccos(x) is −(1− x2)−1/2 and
(1− x2)−1/2 =
∞∑
n=0
(−1/2
n
)
(−x2)n, |x| < 1.
For any a > 0 we then have
exp(−aArccos(x)) = e−aπ/2 exp
(
a
∞∑
n=0
(1/2)n
n!
x2n+1
2n + 1
)
= e−aπ/2
∞∑
n=0
rn(a)
n!
xn, |x| ≤ 1,
where rn(a) > 0 for all n. 
Of course the expressions for rn(a) are complicated, but using the exponential
Bell partition polynomials Bn we can find expressions for the coefficients rn(a).
From [7, Section 11.2] we have
exp
(
∞∑
k=1
ak
k!
xk
)
=
∞∑
n=0
Bn(a1, . . . , an)
n!
xn.
It is known that
B0 = 1, B1(a1) = a1, B2(a1, a2) = a
2
1 + a2,
and in general we have the recursion formula
Bn+1(a1, . . . , an+1) =
n∑
k=0
(
n
k
)
Bn−k(a1, . . . , an−k)ak+1.
We now use
a2n+1 = a
(1/2)n(2n)!
n!
= a((2n− 1)!!)2, a2n = 0,
((2k− 1)!! := 1 · 3 · 5 · · · (2k− 1)) and define rn(a) := Bn(a1, . . . , an). We see that
the recursion becomes
rn+1(a) = a
[n/2]∑
k=0
(
n
2k
)
rn−2k(a)((2k − 1)!!)2, (50)
so rn(a) is a monic polynomial in a of degree n with non-negative coefficients.
The first polynomials are given by
r0(a) = 1, r1(a) = a, r2(a) = a
2, r3(a) = a
3 + a, r4(a) = a
4 + 4a2
r5(a) = a
5+10a3+9a, r6(a) = a
6+20a4+64a2, r7(a) = a
7+35a5+259a3+225a.
For the completely monotonic normalized function ρ given by (48) we find
ρ(θ) =
∞∑
n=0
cn
n!
cosn(θ), cn =
∫ ∞
0
e−aπ/2rn(a) dµ(a).
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6 Appendix
We shall give an example showing that the functions C(h; u) constructed in
Proposition 1.1 need not be integrable.
In the following Ff denotes the Fourier transform of a function f : R → C
given by
Ff(t) =
∫ ∞
−∞
e−itxf(x) dx, t ∈ R.
Let C0(]− 1, 1[) denote the set of continuous functions f :]− 1, 1[→ C vanishing
at ”infinity”, i.e.,
lim
x→−1
f(x) = lim
x→1
f(x) = 0.
It is a Banach space under the uniform norm
||f || = sup{|f(x)| | −1 < x < 1}.
We proceed in a number of steps.
1: There exists f ∈ C0(]− 1, 1[) such that Ff /∈ L1(R).
This is a classical application of the Banach-Steinhaus Theorem to the con-
tinuous linear functionals on the Banach space C0(]− 1, 1[):
Ln(f) =
∫ nπ
−nπ
Ff(t)dt =
∫ 1
−1
f(x)
2 sin(nπx)
x
dx, f ∈ C0(]− 1, 1[).
In fact, assuming that Ln, n ≥ 0 is pointwise bounded, we get that ||Ln|| is
bounded, which is a contradiction because
||Ln|| =
∫ 1
−1
∣∣∣∣2 sin(nπx)x
∣∣∣∣ dx = 4 ∫ nπ
0
| sin(u)|
u
du
tends to infinity for n→∞. This shows the existence of an f ∈ C0(]−1, 1[) such
that (Ln(f)) is an unbounded sequence, and in particular Ff /∈ L1(R).
2: There exists f ∈ C+0 (]− 1, 1[) with max f = 1 such that Ff /∈ L1(R).
This is an easy consequence of 1.
3: There exists f ∈ C+c (R) with max f = 1 and f(x) > 0 for x ∈ [0, 1] such
that Ff /∈ L1(R).
For f as in 2 let x0 ∈ R satisfy f(x0) = 1. Then there exists δ > 0 such that
f(x) > 0 for x ∈ [x0, x0 + δ], and x 7→ f(δx+ x0) satisfies 3.
4: There exists f ∈ C(R) ∩ L1(R) such that 0 < f(x) < 1 for all x ∈ R and
Ff /∈ L1(R).
Let h have the properties of 3 and let an > 0, n ∈ Z be such that a0 = 1/2,∑
n∈Z,n 6=0 an = 1/4. Then
f(x) =
∑
n∈Z
anh(x− n), x ∈ R
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is continuous and has the properties 0 < f(x) ≤ 3/4 for x ∈ R and ∫ f(x)dx =
3/4
∫
h(x)dx <∞. Furthermore,
Ff(t) = Fh(t)
∑
n∈Z
ane
−itn,
hence
|Ff(t)| = |Fh(t)|
∣∣∣∣∣∑
n∈Z
ane
−itn
∣∣∣∣∣ ≥ |Fh(t)|
(
a0 −
∑
n∈Z,n 6=0
an
)
= 1/4|Fh(t)|,
showing that Ff /∈ L1(R).
Conclusion: Define
g(ω; τ) =
1√
2π
f(ω)e−τ
2/2, (ω, τ) ∈ R× R,
where f satisfies 4. Then g is strictly positive, continuous and integrable and
h(ω; u) :=
∫ ∞
−∞
g(ω; τ)eiuτdτ = f(ω)e−u
2/2
satisfies (C1’) and (C2’) of Proposition 1.1 with d = 1 and
C(h; u) =
∫ ∞
−∞
eihωh(ω; u)dω = e−u
2/2Ff(−h) /∈ L1(R2).
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