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Abstract
We consider the asymptotic properties of the Synthetic Control (SC) estimator when
both the number of pre-treatment periods and control units are large. If potential outcomes
follow a linear factor model, we provide conditions under which the factor loadings of the SC
unit converge in probability to the factor loadings of the treated unit. This happens when
there are weights diluted among an increasing number of control units such that a weighted
average of the factor loadings of the control units asymptotically reconstructs the factor
loadings of the treated unit. In this case, the SC estimator is asymptotically unbiased even
when treatment assignment is correlated with time-varying unobservables. This result can
be valid even when the number of control units is larger than the number of pre-treatment
periods.
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1 Introduction
The Synthetic Control (SC) estimator, proposed in a series of influential papers by Abadie
and Gardeazabal (2003), Abadie et al. (2010), and Abadie et al. (2015), quickly became
one of the most popular methods for policy evaluation (e.g., Athey and Imbens (2016)).
An important advantage of the SC method is that it can potentially allow for correlation
between treatment assignment and time-varying unobserved covariates. Assuming a perfect
pre-treatment fit condition, Abadie et al. (2010) show that the bias of the SC estimator is
bounded by a function that asymptotes to zero when the number of pre-treatment periods
increases and the number of control units is fixed.1 However, when the perfect pre-treatment
fit condition is relaxed and the number of control units is fixed, Ferman and Pinto (2019)
show that the SC estimator is generally biased when there are time-varying unobserved
confounders. In settings where the number of control units and pre-treatment periods are
both large, there are alternative methods, many of them based on the original SC estimator,
that allow for selection on time-varying unobservables.2 However, the properties of the
original SC estimator — which remains commonly used in empirical applications — when
both the number of pre-treatment periods and control units go to infinity received less
attention.
In this paper, we consider the asymptotic properties of the SC estimator when both
the number of pre-treatment periods and the number of control units increase, and the
pre-treatment fit is imperfect. We consider a linear factor model structure for potential
outcomes, and derive conditions under which, in this setting, the factor loadings of the SC
unit — which is a weighted average of the factor loadings of the control units — converge
in probability to the factor loadings of the treated unit. We show that this will be the case
when, as the number of control units goes to infinity, there are weights diluted among an
increasing number of control units that (asymptotically) recover the factor loadings of the
treated unit. This holds even in settings in which the number of control units is at the same
1We refer to perfect pre-treatment fit as the existence of weights such that a weighted average of the
control units equal to outcome of the treated unit for all pre-treatment periods. Botosaru and Ferman
(2019) and Powell (2019) also consider the properties of the SC and related estimators under a perfect
pre-treatment fit condition.
2See, for example, Arkhangelsky et al. (2018), Athey et al. (2017), Gobillon and Magnac (2016), Bai
(2009), and Xu (2017).
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magnitude or even larger than the number of pre-treatment periods, which is common in SC
applications (e.g., Doudchenko and Imbens (2016)).
The intuition is the following. Ferman and Pinto (2019) show that, in a setting with a
fixed number of control units and imperfect pre-treatment fit, the SC weights converge to
weights that, in general, do not converge to weights that recover the factor loadings of the
treated unit when the number of pre-treatment periods increases. The reason is that the SC
weights converge to weights that attempt to, at the same time, recover the factor loadings of
the treated unit and minimize the variance of a weighted average of the idiosyncratic shocks
of the control units. However, when the number of control units increases, the importance
of the variance of this weighted average of the idiosyncratic shocks vanishes if it is possible
to recover the factor loadings of the treated unit with weights that are diluted among an
increasing number of control units. In this case, the SC weights converge to weights that
recover the factor loadings of the treated unit. As a consequence, the SC estimator is
asymptotically unbiased even when treatment assignment is correlated with time-varying
unobservables.3
While increasing the number of control units increases the number of parameters to
be estimated, as shown by Chernozhukov et al. (2019), the non-negativity and adding-
up constraints work as a regularization method. This is why it is possible to consistently
estimate the factor loadings of the treated unit even when the number of control units grows
at a faster rate than the number of pre-treatment periods. We provide conditions for the
consistency of the factor loadings of the SC unit even when the linear factor model structure
induces a non-zero correlation between the outcome of the control units and the error in a
linear model that relates the outcomes of the treated and the control units using balancing
weights. We refer to “balancing weights” as weights such that a linear combination of the
factor loadings of the control units recover the factor loadings of the treated unit.
We also show that such regularization implies that, asymptotically, there is no over-
fitting. Asymptotically, the SC unit absorbs only the common factor structure, so that
3Arkhangelsky et al. (2018) show that SC weights with an L2 penalization, to ensure that in large samples
there will be many units with positive weights, consistently estimates a low-rank matrix structure when the
penalization constraint becomes tighter. We do not require an L2 penalization in the estimation of the
weights, so our results are valid for the original SC weights, which does not use such penalization.
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the pre-treatment fit will not be perfect due to the idiosyncratic shocks, even when the
number of control units increases. This highlights that the asymptotic unbiasedness of the
SC estimator we derive does not come from improvements in the pre-treatment fit due to an
increased number of control units. Rather, it comes from the fact that, under the conditions
we consider for the factor loadings, it is possible to construct balancing weights such that
the variance of a linear combination of the idiosyncratic shocks of the control units using
those weights converges to zero.
Overall, these results extend the set of possible applications in which the SC estimator can
be reliably used. While the original SC papers recommend that the method should only be
used in applications that present a good pre-treatment fit for a long series of pre-treatment
periods, we show that, under some conditions, it can still be reliable even when the pre-
treatment fit is imperfect. The conditions we derive for asymptotic unbiasedness provide
a guideline on how applied researchers should justify the use of the method in empirical
applications with imperfect pre-treatment fit.
If we relax the non-negativity constraint on the weights, then the estimator for the factor
loadings of the treated unit will still be asymptotically unbiased when both the number
of pre-treatment periods and the number of controls increase.4 However, due to the lack
of regularization, this estimator may not be consistent if the ratio between the number
of control units and the number of pre-treatment periods converges to one. We provide
a simple example showing that, while the bias of the estimator for the treatment effects
when we relax these constraints converges to zero when the number of control units goes
to infinity, the variance of its asymptotic distribution is increasing with the ratio between
the number of control units and pre-treatment periods. When this ratio becomes close to
one, the variance of this asymptotic distribution diverges. This highlights the importance of
using regularization methods when the number of pre-treatment periods is not much larger
than the number of control units.
We present a baseline SC setting in Section 2. In Section 3, we analyze the asymptotic
properties of the original SC estimator when both the number of pre-treatment periods
4In this case, we need that the number of pre-treatment periods is greater or equal to the number of
control units, so that the estimator is well defined. We rely on stronger assumptions for the case in which
the ratio between the number of control units and the number of pre-treatment periods converges to one.
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and the number of control units go to infinity. In Section 4, we analyze the asymptotic
properties of the SC estimator when we relax the non-negativity and adding-up constraints
in this setting. We present a simple Monte Carlo exercise in Section 5 to illustrate the
theoretical results presented in Sections 3 and 4. Section 6 concludes.
2 Setting
There are i = 0, 1, ..., J units, where unit 0 is treated and the other units are controls.
Potential outcomes when unit i at time t is treated (yIit) and non-treated (y
N
it ) are determined
by a linear factor model, y
N
it = λtµi + ǫit
yIit = αit + y
N
it ,
(1)
where λt = [λ1t ... λFt] is an 1×F vector of unknown common factors, µi is an F ×1 vector
of unknown factor loadings, and the error terms ǫit are unobserved idiosyncratic shocks.
We only observe yit = dity
I
it + (1 − dit)yNit , where dit = 1 if unit i is treated at time t.
We analyze the properties of the SC estimator considering a repeated sampling framework
over the distribution of ǫit, conditional on fixed sequence of λt and µi. We define MJ
as the J × F matrix that collects the information on the factor loadings of the control
units (that is, the j-th row of MJ is equal to µ
′
j). We observe (y0t, ..., yJt) for periods
t ∈ {−T0+1, ...,−1, 0, 1, ..., T1}, where treatment is assigned to unit 0 after time 0. Therefore,
we have T0 pre-treatment periods and T1 post-treatment periods. Let T0 (T1) be the set of
time indices in the pre-treatment (post-treatment) periods. The main goal of the SC method
is to estimate the effect of the treatment for unit 0 for each t ∈ T1, {α01, ..., α0T1}.
In a sequence of papers, Abadie and Gardeazabal (2003), Abadie et al. (2010), and Abadie
et al. (2015) proposed the SC method to estimate weights for the control units to construct
a counter-factual for {yN01, ..., yN0T1}. In a version of the method where all pre-treatment
outcome lags are included as predictor variables, those weights are estimated by minimizing
the pre-treatment sum of squared residuals subject to the constraints that weights must be
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non-negative and sum one. Abadie et al. (2010) show that, if there are weights that provide
a perfect pre-treatment fit, then the bias of the SC estimator is bounded by a function that
asymptotes to zero when T0 increases, even when J is fixed. By perfect pre-treatment fit we
mean that there is a (w1, ..., wJ) ∈ ∆J−1 such that y0t =
∑J
j=1wjyjt for all t ∈ T0, where
∆J−1 ≡ {(w1, ..., wJ) ∈ RJ |wj ≥ 0 and
∑J
j=1wj = 1}. However, Ferman and Pinto (2019)
show that, if the pre-treatment fit is imperfect, then the SC weights will not generally recover
the factor loadings of the treated unit, so the SC estimator will be biased if there is selection
on unobservables. They show that this result is valid even when T0 → ∞, as long as J is
fixed. The main reason is that, for any w∗ ∈ RJ such that µ0 = MJ ′w∗, it is possible to
write
yN0t = y
′
tw
∗ + ǫ0t − ǫ′tw∗, (2)
where yt = (y1t, ..., yJt)
′, and ǫt = (ǫ1t, ..., ǫJt)′. Therefore, the outcomes of the control units
serve as a proxy for the factor loadings of the treated unit. However, the linear factor model
structure inherently generates a correlation between yt and the error in this model due to
the idiosyncratic shocks ǫt. As a consequence, with J fixed, the SC weights will generally
not converge in probability to a w∗ such that µ0 =MJ
′w∗, even when T0 →∞.
3 Asymptotic Behavior of the Original SC Estimator
with Large T0 and Large J
We analyze the properties of the SC estimator when both the number of control units (J)
and the number of pre-treatment periods (T0) increase. This provides a better asymptotic
approximation to settings in which the number of pre-treatment periods and the number
of control observations are roughly of the same size, as is common in SC applications (e.g.,
Doudchenko and Imbens (2016)).
Considering a SC specification that includes all pre-treatment outcome lags as predictors,
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the SC weights are given by
ŵSC = argmin
w∈∆J−1
{
1
T0
∑
t∈T0
(y0t −w′yt)2
}
. (3)
The main challenge in analysing the behavior of the SC estimator in a setting with large
J and large T0 is that, when T0 → ∞, the dimension of ŵSC increases. However, we are
not inherently interested in ŵSC, but in the implied estimator of the factor loadings of the
treated unit that is generated from ŵSC, the F × 1 vector µ̂SC = MJ ′ŵSC. We consider,
therefore, the asymptotic behavior of µ̂SC. Note that model (1) is equivalent to a model
yNit = λ˜tµ˜i + ǫit, where λ˜t = λtA
−1 and µ˜i = Aµi for any invertible (F × F ) matrix A.
This, however, does not invalidate our analysis. If we consider (λ˜t, µ˜i) instead of (λt,µi) for
any invertible (F ×F ) matrix A, then the synthetic control weights would remain the same,
and the implied estimator for the factor loadings of the treated unit, given a sequence of
common factors λ˜t, would be ̂˜µSC = AMJ ′ŵSC = Aµ̂SC. Therefore, we have that µ̂SC p→ µ0
if, and only if, ̂˜µSC p→ µ˜0 = Aµ0. Importantly, note that the estimator µ̂SC is not observed,
because MJ is not observed. Rather, this is a construct to analyze whether the SC weights
lead to a SC unit that is affected by the common factors in the same way as the treated
unit. We do not aim to directly estimate µ0, so this lack of identification for factor models
does not pose any problem for our analysis.
For a given w, let µ ≡MJ ′w. From the objective function in equation (3),
1
T0
∑
t∈T0
(y0t −w′yt)2 = 1
T0
∑
t∈T0
(λt(µ0 − µ) + ǫ0t −w′ǫt)2 . (4)
Now define
HJ(µ) = min
w∈∆J−1: MJ ′w=µ
{
1
T0
∑
t∈T0
(λ¯t(µ)−w′ǫt)2
}
, (5)
where λ¯t(µ) ≡ λt(µ0 − µ) + ǫ0t. Then µ̂SC = MJ ′ŵSC = argmin
µ∈MJ
HJ(µ), where MJ ≡ {µ ∈
R
F |µ = MJ ′w for some w ∈ ∆J−1} is the set of factor loadings that can be attained with
weights w ∈ ∆J−1 when there are J control units.
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Using this characterization of µ̂SC, we provide conditions under which µ̂SC
p→ µ0 when
T0 and J →∞. We consider the following assumptions on the idiosyncratic shocks.
Assumption 3.1 (idiosyncratic shocks) (a) E[ǫit] = 0 for all i and t; (b) {ǫit}t∈T0∪T1 are
independent across i; (c) {ǫ0t, ..., ǫJt}t∈T0 is α-mixing; (d) ǫit have uniformly bounded fourth
moments across i and t, and 1
T0
∑
t∈T0 E[ǫ
2
0t] → σ20; (e) ∃γ > 0 such that E[ǫ2it] ≥ γ across i
and t.
Since we are considering treatment assignment, factor loadings, and common factors as
fixed, Assumption 3.1(a) implies that the idiosyncratic shocks are uncorrelated with the
treatment assignment and with the factor structure.5 Note, however, that this would al-
low for, for example, dependence between var(ǫit) and treatment assignment or the factor
structure. Importantly, by conditioning on the treatment assignment, factor loadings, and
common factors, we do not impose any restriction on the relationship between treatment as-
signment and the factor structure. Assumption 3.1(b) implies that the idiosyncratic shocks
are uncorrelated across units, so that all spatial correlation is captured by the factor struc-
ture. While we allow for serial correlation in ǫit, Assumption 3.1(c) restricts such dependence
by assuming a mixing condition. Finally, while we do not require stationarity, Assumptions
3.1(d) and 3.1(e) impose some restrictions on the moments of ǫit.
We also consider the following assumptions on the sequence of factor loadings and com-
mon factors. Let ‖.‖2 be the Frobenius norm.
Assumption 3.2 (factor loadings) (a) As T0 → ∞, there is a sequence w∗J ∈ ∆J−1 such
that ‖MJ ′w∗J − µ0‖2 → 0, and ‖w∗J‖2 → 0, and (b) the sequence µi is uniformly bounded.
Assumption 3.2(a) implies that there is a sequence of weights (w∗J) diluted among an
increasing number of control units, and that are such that the implied factor loadings as-
sociates with those weights (µ∗J ≡ MJ ′w∗J) reconstruct the factor loadings of the treated
unit (µ0) in the limit. Importantly, Assumption 3.2 implies that J → ∞ when T0 → ∞.
Otherwise, it would not be possible to reconstruct µ0 with weights such that ‖w∗J‖2 → 0.
5We can think of Assumption 3.1(a) as the expected value of the idiosyncratic shocks being equal to
zero conditional on treatment assignment, factor loadings, and common factors. Therefore, if we consider an
underlying distribution for the treatment assignment, factor loadings, and common factors, then Assumption
3.1(a) implies that the idiosyncratic shocks are mean independent conditional on these variables.
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Recall that this analysis is conditional on a fixed sequence of factor loadings. If we
assume, for example, that the underlying distribution of factor loadings has finite support
{m1, ...,mq¯}, with Pr(µi = mq) = pq > 0 independent across i, then the conditions imposed
in Assumption 3.2 for the factor loadings would be satisfied with probability one (details in
Appendix A.2.1). This assumption would also be satisfied with probability one even if we
consider a case in which the distributions of µ0 and µi for i > 0 are different, as long as
every point in the support of the distribution of µ0 is in the convex hull of {m1, ...,mq¯}.
Assumption 3.2(b) guarantees that the parameter space M = cl (∪J∈NMJ), which is the
closure of ∪J∈NMJ , is compact.
Assumption 3.3 (common factors) 1
T0
∑
t∈T0 λ
′
tλt → Ω positive definite.
Assumption 3.3 implies that common factors generate enough independent variation so
that we can identify the effects of each factor on the pre-treatment outcomes. Abadie
et al. (2010) consider a similar assumption. If we consider an underlying distribution for λt
such that, for example, λt is α-mixing with uniformly bounded fourth moments, and that
T0
−1∑
t∈T0 E[λ
′
tλt]→ Ω, then T0−1
∑
t∈T0 λ
′
tλt
a.s.→ Ω. In this case, Assumption 3.3 would be
satisfied with probability one.
We also assume some technical conditions that are important to take into account that
the number of control units goes to infinity with the number of pre-treatment periods.
Assumption 3.4 (other assumptions) (a) max
1≤j≤J
{∣∣∣ 1T0 ∑t∈T0 ǫ0tǫjt∣∣∣} = op(1) and, for all f =
1, ..., F , max
0≤j≤J
{∣∣∣ 1T0 ∑t∈T0 λftǫjt∣∣∣} = op(1); (b) ∃ c > 0 such that min1≤j≤J {∑t∈T0 ∣∣ǫ2jt∣∣} ≥ cT0
with probability 1− o(1), and max
1≤i,j≤J,i 6=j
{∣∣∣ 1T0 ∑t∈T0 ǫitǫjt∣∣∣} = op(1).
These high-level conditions essentially determine the rate in which J can diverge when
T0 → ∞. Whether these conditions are satisfied depend crucially on the rates in which J
and T0 diverge, on the dependence of ǫit, and on the number of uniformly bounded moments
of ǫit. If we allow J to diverge at a faster rate than T0, or we allow time-series dependence
on ǫit, then we need a larger number of uniformly bounded moments of ǫit. See Appendix
A.2.2 for some simple examples in which Assumption 3.4 is satisfied even when J diverges
at a faster rate than T0.
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Given these conditions, we derive the following results.
Proposition 3.1 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂SC be defined
as MJ
′ŵSC, where ŵSC is defined in equation (3). Suppose Assumptions 3.1 to 3.3, and As-
sumption 3.4(a) hold. Then, as T0 →∞, (i) µ̂SC p→ µ0, and (ii) 1T0
∑
t∈T0 (y0t − ŵ′SCyt)
2 p→
σ20. Moreover, if we add Assumption 3.4(b), then (iii) ‖ŵSC‖2
p→ 0.
The first result in Proposition 3.1 shows that, asymptotically, the SC unit will be affected
by the common shocks λt in the same way as the treated unit. The main idea of the proof
is the following. We consider an extension of the function HJ(µ) to the domain M =
cl (∪J∈NMJ) such that argmin
µ∈M
H˜J(µ) = argmin
µ∈MJ
HJ(µ). Then we show that H˜J(µ0) p→ σ20 ,
and that H˜J(µ) is bounded from below by a function H˜LBT0 (µ) that converges uniformly in
µ ∈ M to (µ0 − µ)′Ω(µ0 − µ) + σ20 . Under Assumption 3.3, (µ0 − µ)′Ω(µ0 − µ) + σ20
is uniquely minimized at µ0, which implies that µ̂SC
p→ µ0. The details of the proof are
presented in Appendix A.1.1.
Ferman and Pinto (2019) show that, when the number of control units is fixed, the SC
weights converge to weights that do not, in general, recover µ0. This happens because, in
a setting with a fixed number of control units, the SC weights converge to weights that
simultaneously attempt to minimize both the second moments of the remaining common
shocks, and the variance of a weighted average of the idiosyncratic shocks of the control
units. Intuitively, this first result from Proposition 3.1 comes from the fact that, when both
the number of pre-treatment periods and the number of controls increase, the importance of
this variance of a weighted average of the idiosyncratic shocks of the control units vanishes.
As a consequence, the asymptotic bias of µ̂SC disappears when both the number of pre-
treatment periods and the number of controls increase.
A crucial condition for this result is that, as the number of control units increases, it is
possible to recover µ0 with weights that are diluted among an increasing number of control
units (Assumption 3.2). If we consider, for example, a setting such that there is only a fixed
number of control units that can be used to recover µ0, and the additional control units are
uncorrelated with y0t, then the result from Ferman and Pinto (2019) would still apply, and
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µ̂SC would not converge to µ0. Such setting would be inconsistent with Assumption 3.2.
Proposition 3.1 also shows that the SC weights will get diluted among an increasing
number of control units, so that ‖ŵSC‖2
p→ 0. An immediate consequence is that, if we
assume that idiosyncratic shocks in the post-treatment periods are independent from the
idiosyncratic shocks in the pre-treatment periods, then, for any t ∈ T1, αˆSC0t ≡ y0t−y′tŵSC
p→
α0t + ǫ0t when T0 →∞.
Corollary 3.1 Suppose all assumptions for Proposition 3.1 are satisfied, and that, for all
t ∈ T1, ǫit is independent from {ǫiτ}τ∈T0. Then, for any t ∈ T1, αˆSC0t p→ α0t + ǫ0t when
T0 →∞.
This happens because not only µ̂SC
p→ µ0, but also ŵSC is diluted among an increasing
number of control units, implying that ǫ′tŵSC
p→ 0 (see details in Appendix A.1.2). Therefore,
if treatment assignment is uncorrelated with ǫ0t, as considered in Assumption 3.1(a), then the
SC estimator is asymptotically unbiased for α0t even when treatment assignment is correlated
with the factor structure. Moreover, the asymptotic distribution of the SC estimator depends
only on the idiosyncratic shocks of the treated unit in period t. In Appendix A.2.3 we
present Corollary A.1, in which we derive αˆSC0t
p→ α0t + ǫ0t allowing for time dependence in
the idiosyncratic shocks.
Our results are closely linked to Theorem 5 by Arkhangelsky et al. (2018), who consider
a penalized version of the SC weights. These penalized SC weights solve the minimization
problem presented in equation (3) subject to the additional constraint that ||w||2 ≤ aw. Since
||w||1 = 1 ⇒ ||w||2 ≤ 1, note that the original SC weights are equivalent to the penalized
SC weights with aw = 1. They show that the approximation error for their low-rank matrix
structure goes to zero if, among other conditions, aw → 0. In contrast, we show that, in our
setting, the SC weights achieve such balancing even when the penalty term aw does not go
to zero, so it is not necessary to force weights to be positive for many control units in large
samples with an L2 penalization term. In this case, the original SC method — which does
not include an L2 penalization term — provides a consistent estimator for µ0 with weights
such that ŵ′
SC
ǫt
p→ 0.
Finally, under the assumptions considered in Proposition 3.1, T0
−1∑
t∈T0 (y0t − ŵ′SCyt)
2
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converges in probability to σ2
λ¯
(µ0) = σ
2
0 , which is the asymptotic variance of ǫ0t. Therefore,
the SC unit will asymptotically absorb all variability of y0t that is related to the factor
structure, but will not over-fit the idiosyncratic shocks of the treated unit. This happens
because the non-negativity and adding-up constraints on the weights work as a regularization
method, as presented by Chernozhukov et al. (2019).6 This implies that we should not
expect a perfect pre-treatment fit in this setting, even when J grows at a faster rate than T0.
Therefore, we provide conditions in which the SC estimator can be reliably used even in a
setting in which the original SC papers recommend that the method should not be used (e.g.,
Abadie et al. (2010) and Abadie et al. (2015)). Moreover, this highlights that the asymptotic
unbiasedness result from Proposition 3.1 does not come from a better pre-treatment fit when
we increase the number of control units. Rather, it comes from the fact that increasing the
number of control units implies existence of balancing weights that are diluted among an
increasing number of control units, implying that the problems highlighted by Ferman and
Pinto (2019) become asymptotically irrelevant.
Remark 3.1 Proposition 3.1 remains valid if we consider a demeaned SC estimator, as
proposed by Ferman and Pinto (2019), which is numerically the same as including a constant
in the minimization problem (3), as proposed by Doudchenko and Imbens (2016). We show
in Appendix A.2.4 that this would require only minor adjustments in the proof of Proposition
3.1.
Remark 3.2 While we focus on the SC specification that includes all pre-treatment out-
come lags as predictors, we consider a setting with covariates in Appendix A.2.5. We show
that the conclusions from Proposition 3.1 remain valid for SC specifications that include
time-invariant covariates as predictors, as long as the number of pre-treatment outcomes
lags used as predictors goes to infinity when T0 → ∞. This result is an extension of the
6Chernozhukov et al. (2019) derive conditions under which the original SC estimator converges in prob-
ability. While they consider the case in which the outcomes of the control units are uncorrelated with the
error in a model similar to the one presented in equation (2), such condition would not be satisfied if we
consider a linear factor model as the one presented in model (1) for the potential outcomes. Proposition 3.1
provides conditions under which the original SC estimator converges to weights that recover µ0 even when
the linear factor model structure induces such correlation. Increasing the number of control units is not
sufficient to generate this result. It is crucial that the number of control units that can be used to recover
µ0 increases with the total number of control units, so that Assumption 3.2 is satisfied.
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conclusions from Ferman et al. (2020) for the case in which both J and T0 diverge. We
also present in Appendix A.2.5 Monte Carlo simulations considering a setting with covari-
ates and different SC specifications. In this setting, both the SC weights estimated from
equation (3), and the SC weights using half of the pre-treatment outcomes and covariates as
predictors, approximately recover both the factor loadings and the time-invariant covariates
of the treated unit when (T0, J) are large.
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4 Relaxing the non-negativity constraints
We consider now the importance of the regularization provided by the non-negativity
and adding-up constraints for the results presented in Section 3. When the non-negativity
constraint is relaxed, the estimator of µ0 would remain asymptotically unbiased, but it may
not be consistent if J/T0 → 1. We consider the case without both the adding-up and the
non-negativity constraints. The case with only the adding-up constraint is similar. In this
case, the weights are estimated using the OLS regression
b̂OLS = argmin
b∈RJ
{
1
T0
∑
t∈T0
(y0t − b′yt)2
}
. (6)
Following the same arguments presented in Section 3, we can define
HOLSJ (µ) = min
b∈RJ : MJ ′b=µ
{
1
T0
∑
t∈T0
(λ¯t(µ)− b′ǫt)2
}
, (7)
so that µ̂OLS ≡ MJ ′b̂OLS is the solution to argmin
µ∈MOLSJ
HOLST0 (µ), where MOLSJ ≡ {µ ∈ RF |µ =
MJ
′b for some b ∈ RJ}.
A crucial difference in this case is that, by not imposing any restriction on b, this mini-
mization problem is subject to over-fitting when J increases with T0. As a consequence, the
lower bound we derive in the proof of Proposition 3.1, which in this case would be given
7We also include in our simulations in Appendix A.2.5 a SC specification that does not satisfy the
condition on the number of pre-treatment outcomes used as predictors going to infinity. In particular, we
evaluate a SC specification that includes the average of the pre-treatment outcomes and additional covariates
as predictors. In this case, the SC weights failed to recover the factor loadings of the treated unit even when
(T0, J) are large.
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by min
b∈RJ
{
1
T0
∑
t∈T0(λ¯t(µ)− b′ǫt)2
}
, would not generally converge to σ2
λ¯
(µ). In the extreme
example in which T0 = J , this lower bound would be equal to zero for all µ with probability
one. We can still show, however, that, when J/T0 → c < 1, µ̂OLS p→ µ0. Moreover, we can
show that, under some conditions, E[µ̂OLS − µ0]→ 0 even when J/T0 → 1.
Consider first the case in which J/T0 → c < 1. We continue to consider the properties
of the estimator over the distribution of the idiosyncratic shocks, and conditional on fixed
sequences of common factors and factor loadings. Regarding the idiosyncratic shocks, we
continue to consider Assumption 3.1. We impose the following assumptions on the sequence
of factor loadings.
Assumption 4.1 (factor loadings) For some a, a¯ > 0, let R be the number of disjoint groups
of F control units we can arrange such that the F × F matrix with the factor loadings for
each of those groups has its smallest eigenvalue greater than a, and its largest eigenvalue
smaller than a¯. We assume that R→∞ when J →∞.
Differently from the setting considered in Section 3, note that there will always exist a
β ∈ RJ such that MJ ′β = µ0, as long as there is at least one group of F control units such
that their factor loadings form a basis for RF . Assumption 4.1 implies not only that we can
find a β ∈ RJ such that MJ ′β = µ0 when J is large enough, but also that we can find a
sequence of weights β∗J ∈ RJ such that MJ ′β∗J = µ0 and ‖β∗J‖2 → 0.
Let Λ be the T0×F matrix with rows equal to λt for t ∈ T0, and ǫ0 be the T0× 1 vector
with ǫ0t for t ∈ T0. We assume that the sequence Λ satisfies the following conditions.
Assumption 4.2 (common factors) Let QT0 be a sequence of random symmetric and idem-
potent T0×T0 matrices with rankK, whereK →∞ when T0 →∞. Then 1KΛ′QT0Λ = Op(1)
and
(
1
K
Λ′QT0Λ
)−1
= Op(1). Moreover, ifQT0 are independent of ǫ0, then
1
K
Λ′QT0ǫ0 = op(1).
Assumption 4.2 is satisfied with probability one if the underlying distribution for λt is
iid normal with mean zero, and λt is independent from QT0 .
8 In this particular case, we
would have K−1Λ′QT0Λ = K
−1∑K
q=1 λ˜
′
qλ˜q, where λ˜q is iid and has the same distribution
8Note that assuming λt iid normal with mean zero, we can assume without loss of generality that λft
and λf ′t are independent. In this case, we would just have to normalize the covariance matrix of λt.
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as λq, which implies that K
−1Λ′QT0Λ
a.s.→ E[λ′tλt]. Likewise, if we also have ǫ0t iid normal
and independent from λt, then K
−1Λ′QT0ǫ0 = K
−1∑K
q=1 λ˜q ǫ˜0t
a.s.→ E[λ˜q ǫ˜0t] = 0.
Given these assumptions, we show that, when J/T0 → c < 1, µ̂OLS p→ µ0.
Proposition 4.1 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂OLS be
defined as MJ
′b̂OLS, where b̂OLS is defined in equation (6). Assume that J/T0 → c ∈ [0, 1),
and that Assumptions 3.1, 4.1, and 4.2 hold. Then, when T0 →∞, µ̂OLS p→ µ0.
The intuition is the same as the intuition in Proposition 3.1. When the number of
control units increases, we are able to have a diluted weighted average of the control units
that recover µ0. This reduces the importance of the variance of the linear combination of the
idiosyncratic shocks of the control units in the minimization problem (6) for the estimation of
b̂OLS, making the problem raised by Ferman and Pinto (2019) less relevant. Since the number
of degrees of freedom, T0 − J , goes to infinity, the estimator µ̂OLS converges in probability
even when J → ∞. This is consistent with Theorem 1 from Cattaneo et al. (2018), once
we consider a change in variables so that we can divide the J control variables into a group
of F variables such that their associated estimators give us µ̂OLS, and a remaining group of
J − F variables that we are not inherently interested in. As in Cattaneo et al. (2018), J
can be a nonvanishing fraction of T0, but we cannot have that J/T0 → 1. It is easy to show
that the assumptions for Theorem 1 from Cattaneo et al. (2018) hold if we assume that the
data is iid normal. We consider here an alternative proof for Proposition 4.1 where we take
advantage of the specific details of our application, so that we can consider a weaker set of
assumptions. See details of the proof in Appendix A.1.3.
When J/T0 → 1, we will not generally have that µ̂OLS p→ µ0. If we impose a stronger set
assumptions, however, we can still show that E[µ̂OLS−µ0]→ 0, regardless of the ratio J/T0.
The only restriction is that T0 ≥ J , so that the OLS estimator is well specified. In this case,
we continue to condition on a sequence of µi, but we consider λt stochastic.
Assumption 4.3 (normality) ǫit ∼ N(0, σ2i ) iid across t for all i ∈ N ∪ {0}, and λt iid∼
N(0,Ω), where Ω is positive definite. All these variables are independent of each other.
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Proposition 4.2 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂OLS be
defined as MJ
′b̂OLS, where b̂OLS is defined in equation (6). Assume that T0 ≥ J , and that
Assumptions 4.1 and 4.3 hold. Then, when T0 →∞, E[µ̂OLS − µ0]→ 0.
Proposition 4.2 reinforces that the bias in the estimator of µ0 goes to zero when J →∞
because it makes the endogeneity problem highlighted by Ferman and Pinto (2019) less
relevant (if Assumption 4.1 holds). The only assumption we make on the number of control
units and pre-treatment periods is that T0 ≥ J , so that the OLS estimator is well defined.
Therefore, this conclusion is valid even when T0−J does not go to infinity. However, relaxing
the non-negativity and adding-up constraints when T0 − J does not diverge comes at the
cost of having an estimator for µ0 that may not be consistent (even though the bias goes
to zero), which translates into larger variance. See details of the proof of Proposition 4.2 in
Appendix A.1.4. The assumption that E[λt] = 0 can be relaxed if we consider the demeaned
SC estimator.
To illustrate the trade-offs between using the constraints or not, we consider a very
simple example in which we can derive the asymptotic distribution of α̂OLS0t when T0 → ∞,
depending on the value of c ∈ [0, 1) such that J/T0 → c. Consider a setting with F = 1,
where yNit = λt+ǫit for all i ∈ N∪{0}, and Assumption 4.3 holds with σ2i = σ2 for all i. From
Proposition 3.1 and Corollary 3.1, we know that the SC estimator converges in distribution
to a N(α0t, σ
2) in this case. Moreover, from Proposition 4.1, we know that µ̂OLS
p→ µ0 = 1.
In Appendix A.2.6, we show that α̂OLS0t converges in distribution to a N (α0t, σ
2(1− c)−1).
Therefore, the asymptotic variance of α̂OLS0t equals the asymptotic variance of the SC estimator
when J/T0 → 0. However, if J/T0 → c > 0, the asymptotic variance of α̂OLS0t is larger than
the asymptotic variance of the SC estimator. Moreover, the asymptotic variance of α̂OLS0t
diverges to infinity when c→ 1.
Overall, combining the results from Sections 3 and 4, we have that using an OLS re-
gression to estimate the weights without any regularization method can be a reasonable
idea when the number of control units is large, but the number of pre-treatment periods is
much larger than the number of controls units. An advantage relative to the original SC
estimator is that Assumption 4.1 requires a sequence of factor loadings that reconstructs µ0
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without the constraints on the weights. However, an important disadvantage of using the
OLS estimator without any regularization method is that the variance of the estimator may
be larger. As we show in our simple example, this cost can be substantial when the number
of pre-treatment periods is not much larger than the number of control units. Including only
the adding-up constraint (without the non-negativity constraint) only increases the number
of degrees of freedom by one, so all results in this section remain valid in this case. When the
number of pre-treatment periods is not much larger than the number of control units, other
regularization methods could be used, as considered by, for example, Doudchenko and Im-
bens (2016), Arkhangelsky et al. (2018), Carvalho et al. (2018), Chernozhukov et al. (2019),
Hsiao et al. (2012), and Li and Bell (2017).
5 Monte Carlo simulations
We present a simple Monte Carlo (MC) exercise to illustrate the main results presented in
Sections 3 and 4. We consider a setting in which there are two common factors, λ1t and λ2t.
Potential outcomes for the treated unit and for half of the control units depend on the first
common factor, so yjt = λ1t+ǫjt for j = 0, 1, ..., J/2, while yjt = λ2t+ǫjt for j = J/2+1, ..., J .
In this case, µ0 = (µ1,0, µ2,0) = (1, 0). Therefore, the goal of the SC method is to set positive
weights only to units j = 1, ..., J/2, which would imply that the asymptotic distribution of
αˆ0t for t ∈ T1 does not depend on the common factors. The common factors are normally
distributed with a serial correlation equal to 0.5 and variance equal to 1; λ1t and λ2t are
independent. The idiosyncratic shocks ǫjt are iid normally distributed with variance equal
to 1.
Columns 1 to 4 of Table 1 present results for the SC method. Panel A considers a
setting with T0 = J + 5, so the number of pre-treatment periods and the number of control
units are roughly of the same size. When the number of control units is small (J = 4 or
J = 10), there is distortion in the proportion of weights allocated to the control units that
follow the same common factor as the treated unit. For example, when there are 10 control
units, around 82% of the weights are correctly allocated, while around 18% of the weights
are misallocated. When J and T0 increase, the proportion of misallocated weights goes to
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zero, which is consistent with Proposition 3.1. Interestingly, the standard error of µ̂SC goes
to zero when J increases, even when J and T0 remain roughly at the same size. Moreover,
the standard error of the treatment effect one period ahead, αˆSC01 , converges to the standard
deviation of the idiosyncratic shocks (
√
var(ǫjt) = 1), which is consistent with Corollary 3.1.
We find similar results when T0 = 2× J (columns 1 to 4, Panel B).
[Table 1 here]
Columns 5 to 8 of Table 1 present results using OLS to estimate the weights. In this
case, E[µˆOLS1,0 ] < 1 when J is small, due to the endogeneity generated by the idiosyncratic
shocks of the control units. When J increases, however, E[µˆOLS1,0 ] → 1, which is consistent
with Propositions 4.1 and 4.2. However, differently from the SC weights, the standard error
of µˆOLS1,0 does not go to zero, and remains roughly constant when J increases but J and T0
remains roughly at the same size (Panel A). In contrast, when T0 − J increases (Panel B),
then the standard error of µˆOLS1,0 goes to zero. The standard error of αˆ
OLS
01 diverge with J when
T0 = J + 5. In contrast, it is decreasing with J when T0 = 2 × J , although it never reaches
the standard error of αˆSC01 . These results are consistent with the simple example presented in
Section 4.
When weights are estimated with OLS using only the adding-up constraint, results are
similar to the unrestricted OLS. The only difference is that E[µˆOLS2,0 ] = 0 regardless of J when
we consider the unrestricted OLS. This happens because µ2,0 = 0, so there is no endogeneity
problem for this parameter when we consider the unrestricted OLS. In contrast, there is
distortion in µˆ2,0 when we include the restriction that weights should sum one (see columns
9 to 12 of Table 1).
In Appendix A.2.5, we present Monte Carlo simulations considering a setting with co-
variates and different SC specifications.
6 Conclusion
We provide conditions under which the SC estimator is asymptotically unbiased when
both the number of pre-treatment periods and the number of control units increase. This will
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be the case when, as the number of control units goes to infinity, there are weights diluted
among an increasing number of control units that asymptotically recover the factor loadings
of the treated unit. Under this condition, the SC estimator can be asymptotically unbiased
even when treatment assignment is correlated with time-varying unobserved confounders.
We show that the non-negative and adding-up constraints are crucial for this result, as
they provide regularization for cases in which the number of parameters to be estimated is
larger than the number of pre-treatment periods. Without these constraints, the estimator
for the treatment effect remains asymptotically unbiased, but it will generally have a larger
variance, unless the number of pre-treatment periods is much larger than then number of
control units.
Overall, our results extend the set of possible applications in which the SC estimator can
be reliably used. While the original SC papers recommend that the method should only be
used in applications that present a good pre-treatment fit for a long series of pre-treatment
periods, we show that, under some conditions, it can still allow for time-varying unobserved
confounders even when the pre-treatment fit is imperfect. In this case, however, researchers
would have to evaluate the plausibility of the conditions we present in this paper. Observing
that the SC weights are diluted among a large number of control units in a given application
provides supportive evidence that these conditions hold, although it would not be a sufficient
condition for the validity of the method. In this case, we need that possible time-varying
unobserved confounders that may be correlated with treatment assignment also affect a large
number of control units, so that a weighted average of the control units with diluted weights
could absorb such effects. In this case, the SC estimator would be asymptotically unbiased
when both the number of pre-treatment periods and the number of control units increase,
even in settings where we should not expect to have a good pre-treatment fit.
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SUPPLEMENTARY MATERIAL
A Appendix
A.1 Proof of main results
For a genericm×nmatrixA, define ‖A‖2 =
√∑m
p=1
∑n
q=1 |apq|2, ‖A‖∞ = max
p∈{1,...,m},q∈{1,...,n}
{|apq|},
and ‖A‖1 =
∑m
p=1
∑n
q=1 |apq|.
A.1.1 Proof of Proposition 3.1
Proposition 3.1 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂SC be defined
as MJ
′ŵSC, where ŵSC is defined in equation (3). Suppose Assumptions 3.1 to 3.3, and As-
sumption 3.4(a) hold. Then, as T0 →∞, (i) µ̂SC p→ µ0, and (ii) 1T0
∑
t∈T0 (y0t − ŵ′SCyt)
2 p→
σ20. Moreover, if we add Assumption 3.4(b), then (iii) ‖ŵSC‖2
p→ 0.
Proof.
We start by extending the function HJ(µ) to the domain M = cl (∪J∈NMJ), where
cl (A) is the closure of set A. For µ ∈M, we define
H˜J(µ) = min
µ˜∈MJ
{HJ(µ˜) +K ‖µ− µ˜‖2} , (8)
where we define later in the proof what K is. For now, it suffices to consider that K > 0
almost surely and that K = Op(1). Since for any µ ∈ M \MJ there is an µ′ ∈ MJ such
that H˜J(µ′) < H˜J(µ), it follows that µ̂SC = MJ ′ŵSC = argmin
µ∈MJ
HJ(µ) = argmin
µ∈M
H˜J(µ).9
Therefore, we can analyze the behavior of the implied estimator for the factor loadings of
the treated unit considering the objective function H˜J(µ).
Define the function σ2
λ¯
(µ) ≡ (µ0 − µ)′Ω(µ0 − µ) + σ20 , where Ω is positive definite by
Assumption 3.3. Therefore, σ2
λ¯
(µ) is uniquely minimized at µ0. We first show that H˜J(µ0)
is bounded from above by a term that converges in probability to σ2
λ¯
(µ0). Consider the w
∗
J
9Even if the minimization problem presented in equation 4 has multiple solutions, we would still have
that the set of solutions of the two minimization problems would be the same.
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defined in Assumption 3.2, and let µ∗J ≡MJ ′w∗J . Then, since µ∗J ∈ MJ , and since w∗J is a
candidate solution for the minimization problem defined in HJ(µ∗J), it follows that
H˜J(µ0) ≤ HJ(µ∗J) +K ‖µ0 − µ∗J‖2 ≤
1
T0
∑
t∈T0
(
λ¯t(µ
∗
J)− (ǫ′tw∗J)
)2
+K ‖µ0 − µ∗J‖2 (9)
=
1
T0
∑
t∈T0
λ¯t(µ
∗
J)
2 +
1
T0
∑
t∈T0
(ǫ′tw
∗
J)
2 − 2 1
T0
∑
t∈T0
λ¯t(µ
∗
J)(ǫ
′
tw
∗
J) +K ‖µ0 − µ∗J‖2
≡ H˜UBJ (µ0).
The first term of H˜UBJ (µ0) equals to
1
T0
∑
t∈T0
λ¯t(µ
∗
J)
2 = (µ0 − µ∗J)′
(
1
T0
∑
t∈T0
λ′tλt
)
(µ0 − µ∗J) + 2(µ0 − µ∗J)′
1
T0
∑
t∈T0
λ′tǫ0t +
1
T0
∑
t∈T0
ǫ20t,(10)
where (µ0−µ∗J)′
(
1
T0
∑
t∈T0 λ
′
tλt
)
(µ0−µ∗J) = op(1) because (µ0−µ∗J) = o(1) and
(
1
T0
∑
t∈T0 λ
′
tλt
)
=
O(1),
∣∣∣(µ0 − µ∗J)′ 1T0 ∑t∈T0 λ′tǫ0t∣∣∣ ≤ ‖µ0 − µ∗J‖1 ∥∥∥ 1T0 ∑t∈T0 λ′tǫ0t∥∥∥∞, where ‖µ0 − µ∗J‖1 = o(1)
from Assumption 3.2 and
∥∥∥ 1T0 ∑t∈T0 λ′tǫ0t∥∥∥∞ = op(1) from Assumption 3.4(a), and 1T0 ∑t∈T0 ǫ20t p→
σ20. Therefore,
1
T0
∑
t∈T0 λ¯t(µ
∗
J)
2 p→ σ2
λ¯
(µ0).
For the term 1
T0
∑
t∈T0(ǫ
′
tw
∗
J)
2, note that var(ǫ′tw
∗
J) ≤ γ¯ ‖w∗J‖22, where γ¯ = supj,t {var(ǫjt)} <
∞ since ǫjt has uniformly bounded fourth moments. Therefore,
1
T0
∑
t∈T0
(ǫ′tw
∗
J)
2 ≤ γ¯ ‖w∗J‖22
1
T0
∑
t∈T0
(
ǫ′tw
∗
J√
var(ǫ′tw
∗
J)
)2
. (11)
If we define zt ≡
(
ǫ′tw
∗
J√
var(ǫ′tw
∗
J)
)2
− 1, then E[zt] = 0. Moreover,
var(zt) = E
( ǫ′tw∗J√
var(ǫ′tw∗J)
)4− 2E
( ǫ′tw∗J√
var(ǫ′tw∗J)
)2+ 1 = E[(ǫ′tw∗J)4]
(var(ǫ′tw
∗
J))
2
− 1.
Now note that E[(ǫ′tw
∗
J)
4] =
∑
p,q,r,sE[ǫptǫqtǫrtǫst]w
∗
pw
∗
qw
∗
rw
∗
s =
∑
p,q E[ǫ
2
ptǫ
2
qt](w
∗
p)
2(w∗q)
2,
where the last equality follows from ǫit independent across i, and E[ǫit] = 0. Now given that
ǫit has uniformly bounded fourth moments across i and t, we can define ξ¯ = supi,t{E[ǫ4it]} <
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∞. It follows that E[(ǫ′tw∗J)4] ≤ max
{
ξ¯, γ¯2
}∑
p,q(w
∗
p)
2(w∗q)
2 = max
{
ξ¯, γ¯2
} ‖w∗J‖42. For
the denominator, if we define γ = infj,t {var(ǫjt)} > 0, then (var(ǫ′tw∗J))2 ≥ γ2 ‖w∗J‖42.
Combining these two results, we have that var(zt) is uniformly bounded. It follows from
Andrews (1988) that 1
T0
∑
t∈T0 zt
p→ 0, which implies that 1
T0
∑
t∈T0
(
ǫ′tw
∗
J√
var(ǫ′tw
∗
J)
)2
p→ 1. Since
‖w∗J‖22 → 0 by Assumption 3.2, it follows that this term is op(1).
The term 1
T0
∑
t∈T0 λ¯t(µ
∗
J)(ǫ
′
tw
∗
J) is given by (µ0−µ∗J)′ 1T0
∑
t∈T0 λ
′
t(ǫ
′
tw
∗
J)+
1
T0
∑
t∈T0 ǫ0t(ǫ
′
tw
∗
J).
Note that∥∥∥∥∥ 1T0 ∑t∈T0 λ′t(ǫ′tw∗J)
∥∥∥∥∥
1
=
F∑
f=1
∣∣∣∣∣ 1T0 ∑t∈T0 λft(ǫ′tw∗J)
∣∣∣∣∣ ≤
F∑
f=1
∥∥∥∥∥ 1T0 ∑t∈T0 λftǫt
∥∥∥∥∥
∞
‖w∗J‖1 ≤
F∑
f=1
∥∥∥∥∥ 1T0 ∑t∈T0 λftǫt
∥∥∥∥∥
∞
,(12)
where the first inequality follows from Ho¨lder’s inequality, and the second one follows from
w∗J ∈ ∆J−1. From Assumption 3.4(a), we have
∥∥∥ 1T0 ∑t∈T0 λftǫt∥∥∥∞ = op(1). Since µ0 − µ∗J is
bounded, it follows that (µ0−µ∗J)′ 1T0
∑
t∈T0 λ
′
t(ǫ
′
tw
∗
J) = op(1). Also, note that ǫ0t(ǫ
′
tw
∗
J) has
zero mean and uniformly bounded variance, given that ǫ0t and (ǫ
′
tw
∗
J) have mean zero and
uniformly bounded variance, and they are independent. Since we also have that ǫ0t(ǫ
′
tw
∗
J)
is α-mixing, it follows from Andrews (1988) that 1
T0
∑
t∈T0 ǫ0t(ǫ
′
tw
∗
J) = op(1). Finally, the
fourth term is op(1) because K = Op(1) and ‖µ0 − µ∗J‖2 = o(1). Therefore, H˜J(µ0) ≤
H˜UBJ (µ0)
p→ σ2
λ¯
(µ0).
We show next that H˜J (µ) is bounded from below by a function that converges uniformly
in probability to σ2
λ¯
(µ). We have that
H˜J(µ) ≥ min
µ˜∈M
{
min
b∈W
{
1
T0
∑
t∈T0
(λ¯t(µ˜)− b′ǫt)2
}
+K ‖µ− µ˜‖2
}
≡ H˜LBJ (µ), (13)
where W = {w ∈ RJ | ‖w‖1 ≤ 1}. This inequality holds because we are relaxing three
constraints in the minimization problems from H˜J(µ). We consider µ˜ ∈M ⊃MJ , we relax
the condition MJ
′w = µ˜, and we consider a set W ⊃ ∆J−1.
We first show that the function QJ(µ) ≡ min
b∈W
{
1
T0
∑
t∈T0(λ¯t(µ)− b′ǫt)2
}
is Lipschitz
with a constant that is Op(1). Let b̂(µ) be the solution to this minimization problem for
a given µ. Since M is convex, from the mean value and the envelope theorems, it follows
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that, for any µ and µ′ ∈M, there is a µ˜ ∈M such that
|QJ(µ)−QJ(µ′)| =
∣∣∣∣∣ 2T0 ∑
t∈T0
λ′t[λt(µ0 − µ˜) + ǫ0t − b̂(µ˜)
′
ǫt] · (µ− µ′)
∣∣∣∣∣ (14)
≤
∥∥∥∥∥ 2T0 ∑t∈T0 λ′t[λt(µ0 − µ˜) + ǫ0t − b̂(µ˜)
′
ǫt]
∥∥∥∥∥
2
× ‖µ− µ′‖2
≤
(∥∥∥∥∥∑
t∈T0
λ′tλt
T0
∥∥∥∥∥
2
‖µ0 − µ˜‖2 +
∥∥∥∥∥∑
t∈T0
λ′tǫ0t
T0
∥∥∥∥∥
2
+
∥∥∥∥∥∑
t∈T0
λ′tǫ
′
t
T0
b̂(µ˜)
∥∥∥∥∥
2
)
× ‖µ− µ′‖2 .
Since ‖µ0 − µ˜‖2 ≤ C for some constant C (Assumption 3.2), and
∑
t∈T0
λ′tλt
T0
→ Ω (As-
sumption 3.3), we have that
∥∥∥∑t∈T0 λ′tλtT0 ∥∥∥2 ‖µ0 − µ˜‖2 ≤ C ∥∥∥∑t∈T0 λ′tλtT0 ∥∥∥2 = Op(1). From As-
sumption 3.4(a),
∥∥∥∑t∈T0 λ′tǫ0tT0 ∥∥∥2 = op(1). Finally, ∥∥∥∑t∈T0 λ′tǫ′tT0 b̂(µ˜)∥∥∥2 ≤∑Ff=1 ∣∣∣∑t∈T0 λftǫ′tT0 b̂(µ˜)∣∣∣ ≤∑F
f=1
∥∥∥∑t∈T0 λftǫtT0 ∥∥∥∞ ∥∥∥b̂(µ˜)∥∥∥1 ≤ ∑Ff=1 ∥∥∥∑t∈T0 λftǫtT0 ∥∥∥∞ = op(1) from Assumption 3.4(a).
Therefore, |QJ(µ) − QJ(µ′)| ≤ K˜ ‖µ− µ′‖2, where K˜ = Op(1) and does not depend on
µ and µ′. We define K used in function H˜J(µ) as K = 1 + K˜, so K > 0 and K = Op(1).
Given thatK is greater than the Lipschitz constant of QJ (µ), we have that H˜LBJ (µ) = QJ (µ)
for all µ ∈M. Therefore, H˜LBJ (µ) is Lipschitz with a constant Op(1).
Now we show that H˜LBJ (µ) p→ σ2λ¯(µ) pointwise. Note that 1T0
∑
t∈T0(λ¯t(µ) − b′ǫt)2 =
1
T0
∑
t∈T0(λt(µ0 − µ))2 + 2T0
∑
t∈T0(λt(µ0 − µ))(ǫ0t − b′ǫt) + 1T0
∑
t∈T0(ǫ0t − b′ǫt)2. We de-
fine ĉ ∈ argmin
b∈W
{
1
T0
∑
t∈T0(ǫ0t − b′ǫt)2
}
. Since W is compact, we can also define d̂ ∈
argmin
b∈W
{
2
T0
∑
t∈T0(λt(µ0 − µ))(ǫ0t − b′ǫt)
}
. Therefore,
1
T0
∑
t∈T0
(λt(µ0 − µ))2 +
2
T0
∑
t∈T0
(λt(µ0 − µ))(ǫ0t − d̂′ǫt) +
1
T0
∑
t∈T0
(ǫ0t − ĉ′ǫt)2 ≤ QJ(µ) ≤ (15)
≤ 1
T0
∑
t∈T0
(λt(µ0 − µ))2 +
2
T0
∑
t∈T0
(λt(µ0 − µ))(ǫ0t − ĉ′ǫt) +
1
T0
∑
t∈T0
(ǫ0t − ĉ′ǫt)2,(16)
where the first inequality holds because we give more flexibility in the minimization problem
in QJ(µ) by allowing different parameters to minimize the second and the third terms. The
second inequality holds because ĉ is a candidate solution to the minimization problem in
QJ(µ). Note that
1
T0
∑
t∈T0(λt(µ0−µ))2 → (µ0−µ)′Ω(µ0−µ) and 2T0
∑
t∈T0(λt(µ0−µ))(ǫ0t−
b′ǫt) = op(1) regardless of b. Therefore, we only have to show that 1T0
∑
t∈T0(ǫ0t−ĉ′ǫt)2
p→ σ20
23
to conclude that QJ(µ)
p→ σ2
λ¯
(µ).
We essentially apply Lemma 2 from Chernozhukov et al. (2019). Since ĉ ∈ W is the
argmin of
{
1
T0
∑
t∈T0(ǫ0t − b′ǫt)2
}
, and 0 ∈ W, it follows that ‖ǫ0 − Eĉ‖22 ≤ ‖ǫ0‖22, where
E is the T0 × J matrix with information on ǫjt for all j = 1, ..., J and t ∈ T0, and ǫ0 is the
T0 vector with information on ǫ0t for all t ∈ T0. Therefore, equivalently to equation 40 from
Chernozhukov et al. (2019), we have the inequality
1
T0
‖Eĉ‖22 ≤
1
T0
2ǫ′0Eĉ ≤
1
T0
2 ‖E′ǫ0‖∞ ‖ĉ‖1 ≤
1
T0
2 ‖E′ǫ0‖∞ . (17)
From Assumption 3.4(a), 1
T0
2 ‖E′ǫ0‖∞ = op(1), which implies that 1T0 ‖Eĉ‖
2
2 = op(1) and
1
T0
2ǫ′0Eĉ = op(1). Therefore, it follows that H˜LBT0 (µ)
p→ σ2
λ¯
(µ). Since σ2
λ¯
(µ) is continuous
and M is compact, then, based on Corollary 2.2 of Newey (1991), we have that HLBT0 (µ)
converges uniformly in probability to σ2
λ¯
(µ).
Combining the results above that (i) H˜J(µ0) ≤ H˜UBJ (µ0)
p→ σ2
λ¯
(µ0), and (ii) H˜J(µ) ≥
H˜LBJ (µ)
p→ σ2
λ¯
(µ) uniformly in µ ∈ M, we show that µ̂SC p→ µ0. This is a simple ex-
tension of Theorem 2.1 from Newey and McFadden (1994). For a given η > 0, since
µ̂SC = argmin
µ∈M
H˜J(µ), H˜J (µ̂SC) < H˜J(µ0) + η3 with probability approaching one (wpa1).
From (ii), we have that σ2
λ¯
(µ) < H˜LBJ (µ) + η3 ≤ H˜J(µ) + η3 for all µ wpa1. Combining (i)
and (ii), we have that H˜J(µ0) p→ σ2λ¯(µ0), which implies that H˜J(µ0) < σ2λ¯(µ0) + η3 wpa1.
Combining these three inequalities, we have that σ2
λ¯
(µ̂SC) < σ
2
λ¯
(µ0) + η wpa1. Now let V
be any open subset of M containing µ0. Since M ∩ VC is compact, µ0 = argmin
µ∈M
σ2
λ¯
(µ),
and σ2
λ¯
(µ) is continuous, then inf
µ∈M∩VC
σ2
λ¯
(µ) = σ2
λ¯
(µ∗) > σ2
λ¯
(µ0) for some µ
∗ ∈ M ∩ VC .
Let η = σ2
λ¯
(µ∗) − σ2
λ¯
(µ0). Then, wpa1, σ
2
λ¯
(µ̂SC) < σ
2
λ¯
(µ∗), which implies that µ̂SC ∈ V.
Therefore, µ̂SC
p→ µ0.
Now we prove the second result from Proposition 3.1, that 1
T0
∑
t∈T0 (y0t − ŵ′SCyt)
2 p→
σ2
λ¯
(µ0) = σ
2
0. Since µ
∗
J ∈ MJ , and since w∗J is a candidate solution for the minimization
problem defined in HJ(µ∗J), it follows that
H˜J(µ̂SC) ≤ HJ(µ∗J) +K ‖µ̂SC − µ∗J‖2 ≤
1
T0
∑
t∈T0
(
λ¯t(µ
∗
J)− (ǫ′tw∗J)
)2
+K ‖µ̂SC − µ∗J‖2 .
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Following the same arguments as above, 1
T0
∑
t∈T0
(
λ¯t(µ
∗
J)− (ǫ′tw∗J)
)2 p→ σ2
λ¯
(µ0). More-
over, since µ̂SC
p→ µ0 and µ∗J → µ0, it follows that K ‖µ̂SC − µ∗J‖2
p→ 0. Therefore, H˜J(µ̂SC)
is bounded from above by a term that converges in probability to σ2
λ¯
(µ0). Since we also have
that H˜J(µ) is bounded from below by a function that converges uniformly in µ ∈M to the
continuous function σ2
λ¯
(µ), it follows that H˜J(µ̂SC) = 1T0
∑
t∈T0 (y0t − ŵ′SCyt)
2 p→ σ2
λ¯
(µ0) =
σ20.
Finally, we consider the third result, that ‖ŵSC‖2
p→ 0. We first show that 1
T0
∑
t∈T0 (ǫ
′
tŵSC)
2 p→
0. Let Λ be the (T0 × F ) matrix with rows λt. Since ŵSC is the argmin of equation 4, it
follows that ‖ǫ0 +Λ(µ0 − µ̂SC)− EŵSC‖22 ≤ ‖ǫ0 +Λ(µ0 − µ∗J)−Ew∗J‖22, which implies
‖EŵSC‖22 ≤ ‖EŵSC‖22 + ‖Λ(µ0 − µ̂SC)‖22 ≤ 2 |ǫ′0Λ(µ0 − µ̂SC)|+ 2 |ǫ′0Λ(µ0 − µ∗J)| (18)
+2 |(µ0 − µ̂SC)′Λ′EŵSC|+ 2 |(µ0 − µ∗J)′Λ′Ew∗J |+ 2 |ǫ′0EŵSC|+ (19)
+2 |ǫ′0Ew∗J |+ ‖Ew∗J‖22 + ‖Λ(µ0 − µ∗J)‖22 . (20)
We show that all the terms on the right hand side of the above equation are op(1)
when divided by T0. For any µ, 2 |ǫ′0Λ(µ0 − µ)| ≤ ‖ǫ′0Λ‖∞ ‖µ0 − µ‖1 ≤ c ‖ǫ′0λ‖∞, where
1
T0
‖ǫ′0λ‖∞ = op(1) from Assumption 3.4(a). We also have |(µ0 − µ̂SC)′Λ′EŵSC| ≤ ‖µ0 − µ̂SC‖2 ‖Λ′EŵSC‖2 ≤
c ‖Λ′EŵSC‖1 ≤ c ‖Λ′E‖∞ ‖ŵSC‖1 ≤ c ‖Λ′E‖∞, where 1T0 ‖Λ
′E‖∞ = op(1) from Assumption
3.4(a). Likewise, 1
T0
|ǫ′0EŵSC| = op(1) because 1T0 ‖ǫ′0E‖∞ = op(1) from Assumption 3.4(a).
Moreover, from equation 11, 1
T0
∑
t∈T0(ǫ
′
tw
∗
J)
2 = op(1). Finally,
1
T0
‖Λ(µ0 − µ∗J)‖22 = (µ0 − µ∗J)′
(
1
T0
∑
t∈T0
λ′tλt
)
(µ0 − µ∗J) = o(1). (21)
Combining all these results, we have 1
T0
∑
t∈T0 (ǫ
′
tŵSC)
2 p→ 0. Now suppose ‖ŵSC‖2 does
not converge in probability to zero. Since w ∈ ∆J−1, this would imply that there is a
constant b such that P (maxi {ŵ2i } > b) does not converge to zero. Note that this would
not be true if we considered w ∈ RJ . However, given the restriction w ∈ ∆J−1, we have
that ‖w‖22 ≤ maxi {wi}+maxi {w2i }. In this case, for infinitely many T0, we have with
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probability greater than some ξ > 0,
1
T0
∑
t∈T0
(ǫ′tŵSC)
2
=
1
T0
∑
t∈T0
J∑
i=1
ǫ2itŵ
2
i +
1
T0
∑
t∈T0
∑
i 6=j
ǫitǫjtŵiŵj ≥ (22)
≥ b min
1≤i≤J
{
1
T0
∑
t∈T0
ǫ2it
}
+
1
T0
∑
t∈T0
∑
i 6=j
ǫitǫjtŵiŵj. (23)
From Assumption 3.4(b), b min
1≤i≤J
{
1
T0
∑
t∈T0 ǫ
2
it
}
> bc with probability 1 − o(1). Finally,
note that ŵiŵj > 0 and
∑
i 6=j ŵiŵj < 1. Therefore,∣∣∣∣∣ 1T0 ∑
t∈T0
∑
i 6=j
ǫitǫjtŵiŵj
∣∣∣∣∣ ≤ max1≤i,j≤J,i 6=j
{∣∣∣∣∣ 1T0 ∑
t∈T0
ǫitǫjt
∣∣∣∣∣
}
= op(1), (24)
from Assumption 3.4(b). Combining these results, this contradicts 1
T0
∑
t∈T0 (ǫ
′
tŵSC)
2 =
op(1), which implies that ‖ŵSC‖2
p→ 0.
A.1.2 Proof of Corollary 3.1
Corollary 3.1 Suppose all assumptions for Proposition 3.1 are satisfied, and that, for all
t ∈ T1, ǫit is independent from {ǫiτ}τ∈T0. Then, for any t ∈ T1, αˆSC0t p→ α0t + ǫ0t when
T0 →∞.
Proof. Note that, for t ∈ T1, αˆSC0t = α0t + ǫ0t + λt(µ0 − µ̂SC) − ǫ′tŵSC. Since we consider
λt fixed, it follows from Proposition 3.1(i) that λt(µ0 − µ̂SC) p→ 0. Now under the assump-
tions from Corollary 3.1, it follows that ǫt for t ∈ T1 is independent of ŵSC. In this case,
E
[
(ǫ′tŵSC)
2] ≤ [sup1≤i≤JE [ǫ2it]]E [‖ŵSC‖22], where the first term is O(1) given Assumption
3.1, and E
[‖ŵSC‖22] → 0 from Proposition 3.1(iii) and ‖ŵ‖22 bounded. Combining these
results, αˆSC0t
p→ α0t + ǫ0t when T0 →∞.
A.1.3 Proof of Proposition 4.1
Proposition 4.1 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂OLS be
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defined as MJ
′b̂OLS, where b̂OLS is defined in equation (6). Assume that J/T0 → c ∈ [0, 1),
and that Assumptions 3.1, 4.1, and 4.2 hold. Then, when T0 →∞, µ̂OLS p→ µ0.
Proof. Given Assumption 4.1, we can label the first RF control units so that each block
of F control units is such that the F × F matrix of factor loadings for each of those blocks,
µ(p) for p = 1, ..., R, are invertible with uniformly bounded ‖µ(p)‖2 and ‖(µ(p))−1‖2. The
(J−RF )×F matrix with the factor loadings of the remaining J−RF control units is defined
as µ(R+1). Therefore, MJ = [µ(1)
′ . . . µ(R)′ µ(R+1)′]′. Likewise, let yt(p) (ǫt(p)) be the
F × 1 vector of outcomes (errors) for the F control units in block p ∈ {1, ..., R} at time t,
while yt(R+1) (ǫt(R+1)) is the same information for the remaining J −RF control units.
We also define Y(p) (E(p)) as the T0×F matrix with the pre-treatment periods observations
for the outcomes (errors) of control units in group p. These terms without the index in the
parenthesis will refer to information on all J control units. Finally, we define y0 (ǫ0) as the
T0 × 1 vector of pre-treatment outcomes (errors) of the treated unit.
Under Assumption 4.1, we can construct a β∗J = (β
∗
J(1)
′, ... ,β∗J(R)
′,β∗J(R + 1)
′)′ ∈ RJ
such thatMJ
′β∗J =
∑R+1
p=1 µ(p)
′β∗J(p) = µ0. For each p = 1, ..., R, let β
∗
J(p) =
1
R
(µ(p)′)−1µ0,
and β∗J(R + 1) = 0. In this case, β
∗
J satisfies µ0 =MJ
′β∗J , and we have that ‖β∗J‖2 = o(1).
It follows that y0 = Yβ
∗
J + ǫ0 − Eβ∗J . We consider a change in variables so that we can
focus on µ0. Since µ(1) is invertible, we have that y0 = YHH
−1β∗J + ǫ0 − Eβ∗J , where
H =

(µ(1)′)−1 −(µ(1)′)−1µ(2)′ −(µ(1)′)−1µ(3)′ . . . −(µ(1)′)−1µ(R + 1)′
0 IF 0 ... 0
...
. . .
0 0 0 . . . IJ−RF
 (25)
and
H−1 =

µ(1)′ µ(2)′ µ(3)′ ... µ(R + 1)′
0 IF 0 ... 0
...
. . .
0 0 0 . . . IJ−RF
 , (26)
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where Iq is a q × q identity matrix. Therefore, we have
y0 =
[
Y(1)(µ(1)′)−1
]
µ0 +
R+1∑
p=2
[
Y(p)−Y(1)(µ(1)′)−1µ(p)′]β∗J(p) + ǫ0 − Eβ∗J . (27)
Note that Y(p)−Y(1)(µ(1)′)−1µ(p) = ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′, which implies that
y0 =
[
Y(1)(µ(1)′)−1
]
µ0 +
R+1∑
p=2
[
ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′]β∗J(p) + ǫ0 −Eβ∗J . (28)
Now let b̂OLS be the OLS estimator of y0 on Y. Doing the same changes in variables as
above, we have that
y0 =
[
Y(1)(µ(1)′)−1
]
µ̂OLS +
R+1∑
p=2
[
ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′] b̂OLS(p) + û, (29)
where µ̂OLS =MJ
′b̂OLS, and û is the OLS residual from y0 on Y.
Using Frisch-Waugh-Lovell theorem, we have that
µ̂OLS =
(
(µ(1))−1Y(1)′QY(1)(µ(1)′)−1
)−1 (
(µ(1))−1Y(1)′Qy0
)
(30)
= µ(1)′ (Y(1)′QY(1))−1 (Y(1)′Qy0) (31)
= µ0 + µ(1)
′ (Y(1)′QY(1))−1 (Y(1)′Qǫ0) (32)
−µ(1)′ (Y(1)′QY(1))−1 (Y(1)′QEβ∗J) , (33)
whereQ is the (T0×T0) residual-maker matrix for a regression on {ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′}R+1p=2 .
We want to show that µ̂OLS
p→ µ0. Consider first the termY(1)′QY(1) = µ(1)Λ′QΛµ(1)′+
2µ(1)Λ′Qǫ(1)+ǫ(1)′Qǫ(1). Let K = T0−J+F . Since J/T0 → c ∈ [0, 1), we have that K →
∞. Also, rank(Q) = K. From Assumption 4.2, we have that
∥∥∥ 1√
K
Λ′Q
∥∥∥2
2
= tr
(
1
K
Λ′QΛ
)
=
Op(1), which implies that
∥∥∥ 1√
K
µ(1)Λ′Q
∥∥∥2
2
= tr
(
1
K
µ(1)Λ′QΛµ(1)′
)
= Op(1). Now con-
sider the term Qǫ(1). By definition of Q, we have that Q(ǫ(p) − ǫ(1)(µ(1)′)−1µ(p)′) = 0,
which implies Qǫ(1) = Qǫ(p)(µ(p)′))−1µ(1)′ for all p = 1, .., R. Therefore, Qǫ(1) =
Q 1
R
∑R
p=1 ǫ(p)(µ(p)
′)−1µ(1)′. Now define the T0 × F matrix ǫ˜(p) ≡ ǫ(p)(µ(p)′)−1µ(1)′,
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with elements ǫ˜ft(p) = af (p)
′ǫt(p), where af (p) is an F × 1 given by the f -th column of
(µ(p)′)−1µ(1)′. Given that var(ǫit) is uniformly bounded by γ¯, it follows that var(ǫ˜ft(p)) ≤
γ¯ ‖af (p)‖22. Given Assumption 4.1, ‖af (p)‖22 is uniformly bounded by an a¯, which implies that
var(ǫ˜ft(p)) ≤ γ¯a¯. Now note that
∥∥∥Q 1R∑Rp=1 ǫ˜(p)∥∥∥2
2
=
∑F
f=1
∥∥∥∥[Q 1R∑Rp=1 ǫ˜(p)]
f
∥∥∥∥2
2
, where, for
a generic matrixA, we define [A]f as the f -th column ofA. Note that
∥∥∥∥[Q 1R ∑Rp=1 ǫ˜(p)]
f
∥∥∥∥2
2
is
the sum of squared residual of the OLS regression of
[
1
R
∑R
p=1 ǫ˜(p)
]
f
on {ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′}R+1p=2 .
Since b = 0 ∈ RJ−F is a candidate solution for the OLS, we have
∥∥∥∥∥∥ 1√K
[Q 1
R
R∑
p=1
ǫ˜(p)
]
f
∥∥∥∥∥∥
2
2
≤ 1
K
∑
t∈T0
(
1
R
R∑
p=1
ǫ˜ft(p)
)2
=
1
R
T0
K
1
T0
∑
t∈T0
(
1√
R
R∑
p=1
ǫ˜ft(p)
)2
≤ 1
R
γ¯a¯
T0
K
1
T0
∑
t∈T0
 1√R
∑R
p=1 ǫ˜ft(p)√
var
(
1√
R
∑R
p=1 ǫ˜ft(p)
)

2
. (34)
Let zt =
 1√R ∑Rp=1 ǫ˜ft(p)√
var
(
1√
R
∑R
p=1 ǫ˜ft(p)
)
2. By construction E[zt] = 1. Since (var ( 1√R∑Rp=1 ǫ˜ft(p)))2 ≥
γ2
(
1
R
∑R
p=1 ‖af (p)‖22
)2
, and E
[(
1√
R
∑R
p=1 ǫ˜ft(p)
)4]
≤ max{γ¯2, ξ¯}
(
1
R
∑R
p=1 ‖af (p)‖22
)2
, then
var(zt) is uniformly bounded.
10 Therefore, 1
T0
∑
t∈T0 zt
p→ 1. Since T0
K
→ 1
1−c , and R→∞, it
follows that 1√
K
Qǫ(1) = op(1). Combining the results above, we have that
1
K
Y(1)′QY(1) =
µ(1)
[
1
K
Λ′QΛ
]
µ(1)′ + op(1). From Assumption 4.2, we have
(
µ(1)
[
1
K
Λ′QΛ
]
µ(1)′
)−1
= (µ(1)′)−1
[
1
K
Λ′QΛ
]−1
(µ(1))−1 = Op(1), (35)
which implies that ( 1
K
Y′QY)−1 = Op(1).
10ξ¯ is defined in the proof of Proposition 3.1 as an upper bound for the fourth moment of ǫit.
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Consider now Y(1)′QEβ∗J . From the definition of Q, we have that
QEβ∗J(p) = Q
R+1∑
p=1
ǫ(p)β∗J(p) =
R+1∑
p=1
Qǫ(1)(µ(1)′)−1µ(p)′β∗J(p)
= Qǫ(1)(µ(1)′)−1
R+1∑
p=1
µ(p)′β∗J(p) = Qǫ(1)(µ(1)
′)−1µ0, (36)
which implies that 1√
K
QEβ∗J = op(1). Since
1√
K
QY(1) = Op(1), it follows that
1
K
Y(1)′QEβ∗J =
op(1).
Consider nowY(1)′Qǫ0 = µ(1)λ
′Qǫ0+ǫ(1)′Qǫ0. Following the same arguments as above∥∥∥ 1√
K
Qǫ0
∥∥∥2
2
≤ 1
K
∑
t∈T0 ǫ
2
0t = Op(1), which implies
1
K
ǫ(1)′Qǫ0 = op(1). From Assumption 4.2,
we have that 1
K
λ′Qǫ0 = op(1), which implies 1KY(1)
′Qǫ0 = op(1).
Combining all these results into equation 37, we have that µ̂OLS
p→ µ0.
A.1.4 Proof of Proposition 4.2
Proposition 4.2 Suppose we observe (y0t, ..., yJt) for periods t ∈ {−T0+1, ...,−1, 0, 1, ..., T1},
where J is a function of T0. Potential outcomes are defined in equation (1). Let µ̂OLS be
defined as MJ
′b̂OLS, where b̂OLS is defined in equation (6). Assume that T0 ≥ J , and that
Assumptions 4.1 and 4.3 hold. Then, when T0 →∞, E[µ̂OLS − µ0]→ 0.
Proof. Following the same steps as the proof of Proposition 4.1, we have that
µ̂OLS = µ0 + µ(1)
′ (Y(1)′QY(1))−1 (Y(1)′Qǫ0)− µ(1)′ (Y(1)′QY(1))−1 (Y(1)′QEβ∗J) ,
whereQ is the (T0×T0) residual-maker matrix for a regression on {ǫ(p)− ǫ(1)(µ(1)′)−1µ(p)′}R+1p=2 .
We want to show that E [µ̂OLS − µ0]→ 0. First, note that
E
[
µ(1)′ (Y(1)′QY(1))−1Y(1)′Qǫ0|Y
]
= µ(1)′ (Y(1)′QY(1))−1Y(1)′QE [ǫ0|Y] = 0.
Consider now the term µ(1)′ (Y(1)′QY(1))−1 (Y(1)′QEβ∗J). Note that E[E|Y] 6= 0.
Therefore, with finite J , the estimator is biased, which is consistent with the results from
Ferman and Pinto (2019). We show that, in a setting in which J →∞, this bias goes to zero.
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From equation 36, we have QEβ∗J = Qǫ(1)(µ(1)
′)−1µ0. Therefore, we need to consider the
conditional expectation E[ǫ(1)|Y].
Given that (λt, ǫ0t, ǫt) is iid multivariate normal (Assumption 4.3), it follows that E[ǫt(1)|Y] =
E[ǫt(1)|yt], where this conditional expectation is linear in yt. Using a change in vari-
ables, we can re-write this linear conditional expectation as E[ǫt(1)|yt] = B∗y˜t, where
y˜t = (yt(1)
′, yt(2)′−(µ(2)(µ(1))−1yt(1))′, . . . ,yt(R+1)′−(µ(R+1)(µ(1))−1yt(1))′)′, and B∗
is an F ×J matrix. The j-th row of matrix B∗ is given by b∗j = argmin
b∈RJ
E
[
(ǫjt − b′y˜t)2
]
. We
show that the parameters associated with yt(1), b
∗
j (1), converge to zero when J →∞. For
any b˜j such that b˜j(1) 6= 0, note that E
[
ǫjt − b˜′jy˜t
]2
≥ b˜j(1)′µ(1)E[λ′tλt]µ(1)′b˜j(1) > 0,
since µ(1)E[λ′tλt]µ(1)
′ is positive definite. Now note that
[
− 1
R
µ(1)(µ(p))−1
]
[yt(p)− µ(p)(µ(1))−1yt(1)] = 1
R
[
ǫt(1)− µ(1)(µ(p))−1ǫt(p)
]
. (37)
Let a˜j(p) be the j-th row of−µ(1)(µ(p))−1. Then the j-th column of
[− 1
R
µ(1)(µ(p))−1
]
[yt(p)−
µ(p)(µ(1))−1yt(1)] is given by 1R (ǫjt − a˜j(p)ǫt(p)). Given Assumption 4.1, ‖(µ(p))−1‖2 is
uniformly bounded, for p = 1, ..., R. Therefore, ‖a˜j(p)‖22 is uniformly bounded, which implies
that var(a˜j(p)ǫt(p)) is uniformly bounded. Therefore, if we choose b with − 1R a˜j(p) in the
j-entry of block p, and zero otherwise, we have E [ǫjt − b′y˜t]2 → 0 when R→∞. Therefore,
it must be that b∗j (1)→ 0.
Back to equation 36, we have
QE[E|Y]β∗J = QE[ǫ(1)|Y](µ(1)′)−1µ0 = QY˜(B∗)′(µ(1)′)−1µ0 (38)
= QY(1)B∗(1)(µ(1)′)−1µ0, (39)
where B∗(1) is the first F columns of B∗. The last equality follows from the definition of
matrix Q. Therefore,
(µ(1)′) (Y(1)′QY(1))−1 (Y(1)′QE[E|Y]β∗J) = (µ(1)′)B∗(1)(µ(1)′)−1µ0 → 0. (40)
Combining the results above, we have that E[µ̂OLS − µ0]→ 0.
Remark A.1 In the proof of Proposition 4.2 we have to consider the expectation of the term
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(Y(1)′QY(1))−1 (Y(1)′QEβ∗J) conditional on Y˜, because this term involves a non-linear
function of these variables. We show that E
[
(Y(1)′QY(1))−1 (Y(1)′QEβ∗J) |Y˜
]
equals a
term that does not depend on Y˜, and converges to zero. Therefore, we also have that the
unconditional expectation E
[
(Y(1)′QY(1))−1 (Y(1)′QEβ∗J)
] → 0. If we consider a fixed
sequence of Λ, then this proof would not work, because E
[
E|Y˜,Λ
]
= E. Therefore, we
cannot guarantee that E
[
(Y(1)′QY(1))−1 (Y(1)′QEβ∗J) |Λ
]→ 0.
A.2 Other results
A.2.1 Conditions for Assumption 3.2
Suppose the underlying distribution of µi has finite support {m1, ...,mq¯}, with Pr(µi =
mq) = pq > 0 independent across i. Fix a µ0 = mq. If we let Jq be the number of observations
with µi = mq, then by the Strong Law of Large Numbers, we have that P
(
Jq
J
→ pq
)
= 1.
Therefore, with probability one, there is a J˜ ∈ N such that J > J˜ implies Jq/J > pq2 , which
implies Jq > cJ for a constant c. Now consider a w
∗
J that assigns weights
1
⌊cJ⌋ for ⌊cJ⌋ control
units with µ0 = mq. By construction MJ
′w∗J = mq. Moreover, we have that ‖w∗J‖22 = 1⌊cJ⌋ ,
which implies that ‖w∗J‖22 → 0.
A.2.2 Conditions for Assumption 3.4
We show a very simple example in which Assumption 3.4 is satisfied. Suppose ǫit is
independent across i and t, and has uniformly bounded k-th moments across i and t, for an
even k. In this case, for any η > 0,
P
(
max
1≤j≤J
{∣∣∣∣∣ 1T0 ∑t∈T0 ǫ0tǫjt
∣∣∣∣∣
}
> η
)
≤
J∑
j=1
P
(∣∣∣∣∣ 1T0 ∑t∈T0 ǫ0tǫjt
∣∣∣∣∣ > η
)
(41)
≤
J∑
j=1
E
[(
1
T0
∑
t∈T0 ǫ0tǫjt
)k]
ηk
(42)
≤ J
T k0
 k2∑
h=1
ChT
h
0
 , (43)
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for constants C1, ..., Ck/2. Therefore, max
1≤j≤J
{∣∣∣ 1T0 ∑t∈T0 ǫ0tǫjt∣∣∣} = op(1) if JT k/20 → 0, which
implies that this condition can be valid even when J grows at a faster rate than T0 if we
assume enough uniformly bounded moments for the idiosyncratic shocks. We can check
the other conditions considered in Assumption 3.4 following the same idea. Note that the
term max
1≤i,j≤J,i 6=j
{∣∣∣ 1T0 ∑t∈T0 ǫitǫjt∣∣∣} would be bounded by the sum of J(J − 1)/2 terms, which
implies that we would require a larger k to guarantee this conditions.
A.2.3 Alternative for Corollary 3.1
We consider a different set of assumptions in which we can derive αˆSC0t
p→ α0t + ǫ0t when
T0 → ∞, allowing time-dependency for the idiosyncratic shocks. We consider the following
set of assumptions, which are similar to the ones considered by Chernozhukov et al. (2019)
for their Lemma 2.
Assumption A.1 (Number of control units and pre-treatment periods) log(J) = o(T
τ
3τ+1
0 ),
where τ is a constant defined in Assumption A.2.
Assumption A.2 (idiosyncratic shocks) (a) E[ǫit] = 0 for all i and t; (b) {ǫit}t∈T0∪T1 are
independent across i; (c) {ǫ0t, ..., ǫJt}t∈T0 is β-mixing, with coefficients satisfying β(t) ≤
D1exp(−D2tτ ), where D1, D2, τ > 0 are constants; (d) ǫit have uniformly bounded fourth
moments across i and t, and 1
T0
∑
t∈T0 E[ǫ
2
0t] → σ20; (e) ∃γ > 0 such that E[ǫ2it] ≥ γ across i
and t.
Assumption A.3 (factor loadings) (a) As J → ∞, there is a sequence w∗J ∈ ∆J−1 such
that ‖MJ ′w∗J − µ0‖2 → 0, and ‖w∗J‖2 → 0, and (b) the sequence µi is uniformly bounded.
Assumption A.4 (common factors) (a) 1
T0
∑
t∈T0 λ
′
tλt → Ω positive definite; (b) let m =
⌊[4D−12 log(JT0)]
1
τ ⌋ and k = ⌊T0/m⌋, and define the setsHp = {−p,−m−p,−2m−p, . . . ,−(k−
1)m− p} for p = 1, ..., m. We assume that there are positive constants b1 and b2 such that
liminf
T0→∞
(
min
p=1,...,m
{
1
k
∑
t∈Hp |λft|2
})
> b1 and limsup
T0→∞
(
max
p=1,...,m
{
1
k
∑
t∈Hp |λft|3
})
< b2.
Assumption A.5 (other assumptions) (a) ∃ c > 0 such that max1≤j≤J
∑
t∈T0
∣∣ǫ20tǫ2jt∣∣ ≤ c2T0
and max1≤j≤J
∑
t∈T0
∣∣λ2ftǫ2jt∣∣ ≤ c2T0 for all f ∈ {1, ..., F} with probability 1− o(1); (b) there
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is a sequence lJ > 0 such that lJ [log(T0 ∨ J)] 1+τ2τ T−1/20 → 0 that satisfies (i) for any t ∈ T1,
(ǫ′tδ)
2 ≤ lJ 1T0
∑
q∈T0(ǫ
′
qδ)
2 for all δ ∈ ∆J−1 with probability 1− o(1), and (ii) for w∗J defined
in Assumption A.3, l
1/2
J ‖MJ ′w∗J − µ0‖2 → 0, and l1/2J ‖w∗J‖2 → 0.
We first prove the following lemma, which is based on Lemma 18 from Chernozhukov
et al. (2019).
Lemma A.1 Under Assumptions A.1, A.2, A.4, and A.5(a), we have that 1
T0
∥∥∑
t∈T0 ǫtǫ0t
∥∥
∞ =
op(1),
1
T0
∥∥∑
t∈T0 ǫtλft
∥∥
∞ = op(1), and
1
T0
∥∥∑
t∈T0 ǫ0tλft
∥∥
∞ = op(1). Moreover, lJ
1
T0
∥∥∑
t∈T0 ǫtǫ0t
∥∥
∞ =
op(1), lJ
1
T0
∥∥∑
t∈T0 ǫtλft
∥∥
∞ = op(1), and lJ
1
T0
∥∥∑
t∈T0 ǫ0tλft
∥∥
∞ = op(1), for lt defined in As-
sumption A.5(b).
Proof. The result lJ
1
T0
∥∥∑
t∈T0 ǫtǫ0t
∥∥
∞ = op(1) follows simply from checking that the as-
sumptions for Lemma 18 from Chernozhukov et al. (2019) are valid given our assumptions.
The results lJ
1
T0
∥∥∑
t∈T0 ǫtλft
∥∥
∞ = op(1), and lJ
1
T0
∥∥∑
t∈T0 ǫ0tλft
∥∥
∞ = op(1) follow from a mi-
nor adjustment on Lemma 18 from Chernozhukov et al. (2019) to allow for a fixed sequence
of λt. We re-write their proof for our setting, considering these adjustments to allow for a
fixed sequence of λt.
Let m = ⌊[4D−12 log(JT0)]
1
τ ⌋ and k = ⌊T0/m⌋, and define the sets Hp = {−p,−m −
p,−2m−p, . . . ,−(k−1)m−p} for p = 1, ..., m. We assume for now that T0/m is an integer.
From Berbee’s coupling, there exist a sequence of random variables {ǫ˜it}t∈Hp such that (1)
{ǫ˜it}t∈Hp is independent across t, (2) ǫ˜it has the same distribution as ǫit for t ∈ Hp, and (3)
P
(∪t∈Hp{ǫ˜it 6= ǫit}) ≤ kβ(m). Now note that
1
k
∑
t∈Hp
E |λftǫ˜it|2 = 1
k
∑
t∈Hp
|λft|2 E |ǫ˜it|2 ≥ γ 1
k
∑
t∈Hp
|λft|2 , (44)
where the last inequality follows from Assumption A.2. From Assumption A.4, there is a
T ∗1 such that, for T0 > T
∗
1 ,
1
k
∑
t∈Hp |λft|
2 > b1, implying that
1
k
∑
t∈Hp E |λftǫ˜it|
2 > γb1.
Likewise, there is a T ∗2 such that
1
k
∑
t∈Hp E |λftǫ˜it|3 < γ¯b2 for T0 > T ∗2 . Therefore, for
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T0 > max{T ∗1 , T ∗2 }, we have
(∑
t∈Hp E |λftǫ˜it|
2
) 1
2
(∑
t∈Hp E |λftǫ˜it|3
) 1
3
=
k
1
2
(
1
k
∑
t∈Hp E |λftǫ˜it|
2
) 1
2
k
1
3
(
1
k
∑
t∈Hp E |λftǫ˜it|3
) 1
3
> k
1
6C0, (45)
for a constant C0. Now let Wit = λftǫit and W˜it = λftǫ˜it. Since E[λftǫ˜it] = 0, by Theorem
7.4 of de la Pen˜a et al. (2004), there is a constant C1 such that, for any 0 ≤ x ≤ C0k 16 ,
P
∣∣∣∣∣∣
∑
t∈Hp W˜it√∑
t∈Hp W˜
2
it
∣∣∣∣∣∣ > x
 ≤ C1(1− Φ(x)), (46)
where Φ(.) is the cdf of a N(0, 1). Therefore, for any 0 ≤ x ≤ C0k 16 ,
P
∣∣∣∣∣∣
∑
t∈Hp Wit√∑
t∈Hp W
2
it
∣∣∣∣∣∣ > x
 ≤ P
∣∣∣∣∣∣
∑
t∈Hp W˜it√∑
t∈Hp W˜
2
it
∣∣∣∣∣∣ > x
 + P (∪t∈Hp{ǫ˜it 6= ǫit}) (47)
≤ C1(1− Φ(x)) + kβ(m). (48)
Following exactly the same steps as the proof of Lemma 18 from Chernozhukov et al.
(2019), we have that, for any 0 ≤ x ≤ C0k1/6
√
m,
P
max
1≤i≤J
∣∣∣∣∣∣
∑
t∈T0 Wit√∑
t∈T0 W
2
it
∣∣∣∣∣∣ > x
 ≤ C1Jm3/2x−1exp(− x2
2m
)
+D1JT0exp (−D2mτ ) .(49)
Setting x = 2
√
mlog(Jm3/2), and using that log(J) = o(T
τ
3τ+1
0 ) (Assumption A.1), we
have that, for large enough T0, x < C0k
1/6
√
m. Moreover, we can show that the right-hand-
side of equation 49 is o(1). Therefore, for some constant κ,
max
1≤i≤J
∣∣∣∣∣∑
t∈T0
λftǫit
∣∣∣∣∣ < κ[log(T0 ∨ J)](1+τ)/(2τ)max1≤i≤J
√∑
t∈T0
λ2ftǫ
2
it (50)
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with probability 1−o(1). Under Assumption A.5(a), we have that, with probability 1−o(1),
max
1≤i≤J
1
T0
∣∣∣∣∣∑
t∈T0
λftǫit
∣∣∣∣∣ < κ[log(T0 ∨ J)](1+τ)/(2τ)T−1/20 max1≤i≤J
√
1
T0
∑
t∈T0
λ2ftǫ
2
it (51)
< κ[log(T0 ∨ J)](1+τ)/(2τ)T−1/20 c. (52)
It follows that max
1≤i≤J
1
T0
∣∣∑
t∈T0 λftǫit
∣∣ p→ 0 and, for lJ defined in Assumption A.5(b),
lJ max
1≤i≤J
1
T0
∣∣∑
t∈T0 λftǫit
∣∣ p→ 0.
The proof that 1
T0
∥∥∑
t∈T0 λftǫ0t
∥∥
∞ = op(1) and lJ
1
T0
∥∥∑
t∈T0 λftǫ0t
∥∥
∞ = op(1) follows
the same steps as above, by setting J = 1 and considering only i = 0. The proof that
1
T0
∥∥∑
t∈T0 ǫtǫ0t
∥∥
∞ = op(1) and lJ
1
T0
∥∥∑
t∈T0 ǫtǫ0t
∥∥
∞ = op(1) follows from noting that, since
ǫ0t and ǫit are β-mixing and independent, ǫ0tǫit is also β-mixing (Theorem 5.2 from Bradley
(2005)). Moreover, from Assumption A.2, we have, similar to equation 45,
(∑
t∈Hp E |ǫ˜0tǫ˜it|
2
) 1
2
(∑
t∈Hp E |ǫ˜0tǫ˜it|
3
) 1
3
> k
1
6C0, (53)
for some constant C0. This inequality is valid for all T0. Then we just follow the same steps
of the proof setting Wit = ǫ0tǫit and W˜it = ǫ˜0tǫ˜it.
Given Lemma A.1, note that Assumptions A.1, A.2, A.3 A.4, and A.5(a) imply Assump-
tions 3.1, 3.2, 3.3, and 3.4(a). Therefore, the results (i) and (ii) from Proposition 3.1 remain
valid under the assumptions considered in this appendix.
We now present the following conditions in which αˆSC0t
p→ α0t + ǫ0t.
Corollary A.1 Suppose Assumptions A.1, A.2, A.3, A.4, and A.5 hold. Then, for any
t ∈ T1, αˆSC0t p→ α0t + ǫ0t when T0 →∞.
Proof.
The proof follows exactly the same steps as the proof of Proposition 3.1 for results (i)
and (ii). Now note that αˆSC0t = α0t + ǫ0t + λt(µ0 − µ̂SC)− ǫ′tŵSC. Since we are considering a
fixed sequence of λt, and µ̂SC
p→ µ0, it follows that λt(µ0 − µ̂SC) p→ 0. It remains to show
that ǫ′tŵSC
p→ 0.
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From the proof of result (iii) from Proposition 3.1, we have that
‖EŵSC‖22 ≤ ‖EŵSC‖22 + ‖Λ(µ0 − µ̂SC)‖22 ≤ 2 |ǫ′0Λ(µ0 − µ̂SC)|+ 2 |ǫ′0Λ(µ0 − µ∗J)| (54)
+2 |(µ0 − µ̂SC)′Λ′EŵSC|+ 2 |(µ0 − µ∗J)′Λ′Ew∗J |+ 2 |ǫ′0EŵSC|+ (55)
+2 |ǫ′0Ew∗J |+ ‖Ew∗J‖22 + ‖Λ(µ0 − µ∗J)‖22 . (56)
Now differently from what we do in the proof of Proposition 3.1, we can show using the
assumptions considered in the appendix and Lemma A.1 that all the terms in the right hand
side of the equation above are op(1) when multiplied by lJ/T0, for lJ defined in Assumption
A.5(b). Therefore, lJ
T0
‖EŵSC‖22 = op(1). Now using Assumption A.5(b), we have that, for
t ∈ T1, with probability 1−o(1), (ǫ′tŵSC)2 ≤ lJT0 ‖EŵSC‖
2
2 = op(1), which completes the proof.
A.2.4 Demeaned SC estimator
Consider the demeaned SC estimator, where the weights are estimated by
ŵSC′ = argmin
w∈∆J−1
{
1
T0
∑
t∈T0
(y0t −w′yt − (y¯0 − y¯′w))2
}
= argmin
w∈∆J−1
{
1
T0
∑
t∈T0
(y0t −w′yt)2 − (y¯0 − y¯′w)2
}
,(57)
where y¯0 is the pre-treatment average of y0t, and y¯ is the pre-treatment average of yt. We
show that the results from Proposition 3.1 remain valid for the demeaned SC estimator with
minor adjustments in the proof.
We start adjusting the objective function in equation 5 to
H¨J(µ) = min
w∈∆J−1: MJ ′w=µ
{
1
T0
∑
t∈T0
(λ¯t(µ)−w′ǫt)2 −
(
λ¯(µ0 − µ) + ǫ¯0 − ǫ¯′w
)2}
, (58)
where λ¯, ǫ¯0, and ǫ¯ are pre-treatment averages of, respectively, λt, ǫ0t, and ǫt. We add to
Assumption 3.3 that λ¯ → ω0, and that Ω − ω′0ω0 is positive definite.11 We define ˜¨HT0(µ)
as we do in equation 8. We also redefine the function σ2
λ¯
(µ) to σ¨2
λ¯
(µ) = (µ0 − µ)′(Ω −
11The matrix Ω−ω′
0
ω0 will not be positive definite if there is a time-invariant common factor. However,
we can redefine λt so that it does not include time-invariant common factors. Since time-invariant common
factors are eliminated in the demeaning process, this will not lead to any problem in the analysis.
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ω′0ω0)(µ0 − µ) + σ2ǫ , which is uniquely minimized at µ0.
Following similar steps to the proof of Proposition 3.1, we can construct an upper bound
to H¨J(µ0),
˜¨HT0(µ0) ≤ ˜¨HUBJ (µ0) ≡ 1T0 ∑
t∈T0
λ¯t(µ
∗
J)
2 +
1
T0
∑
t∈T0
(ǫ′tw
∗
J)
2 − 2 1
T0
∑
t∈T0
λ¯t(µ
∗
J)(ǫ
′
tw
∗
J) +(59)
− (λ¯(µ0 − µ∗J) + ǫ¯0 − ǫ¯′w∗J)2 +K ‖µ0 − µ∗J‖2 p→ σ2ǫ . (60)
We can also define ˜¨HLBJ (µ0) such that
˜¨HT0(µ) ≥ ˜¨HLBJ (µ) = min
w∈W
{
1
T0
∑
t∈T0
(λ¯t(µ)−w′ǫt)2 −
(
λ¯(µ0 − µ) + ǫ¯0 − ǫ¯′w
)2}
, (61)
and show that ˜¨HLBJ (µ) converges uniformly in probability to σ¨2λ¯(µ). We just have to show
that the function min
w∈W
{
1
T0
∑
t∈T0(λ¯t(µ)−w′ǫt)2 −
(
λ¯(µ0 − µ) + ǫ¯0 − ǫ¯′w
)2}
is Lipschitz as
we do in equation 14, and then use the same strategy as we do in equation 15 to show
pointwise convergence.
For the third result, we use that
∥∥ǫ0 + λ(µ0 − µ̂SC′)− EŵSC′ − (ǫ¯0 + λ¯(µ0 − µ̂SC′)− ǫ¯ŵSC′)∥∥22 ≤∥∥ǫ0 + λ(µ0 − µ∗J)− Ew∗J − (ǫ¯0 + λ¯(µ0 − µ∗J)− ǫ¯w∗J)∥∥22. Then we can follow the same steps
as in the proof of part (iii) of Proposition 3.1.
A.2.5 SC specifications with covariates
Theoretical results
Consider now the case with covariates. The model for potential outcomes are now given
by y
N
it = λtµi + θtzi + ǫit
yIit = αit + y
N
it ,
(62)
where zi is a q × 1 vector of observed time-invariant covariates, and θt are unobserved
time-varying effects.
Define ρi ≡ (µ′i, z′i)′ and γt ≡ (λt, θt), and assume that Assumptions 3.2, 3.3, and 3.4
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are valid for ρi and γt instead of µi and λt.
12 In this case, if we also have Assumption 3.1,
then Proposition 3.1 is valid for the model yNit = γtρi + ǫit, where we treat the observed
variables zi as unobserved factor loadings, as Botosaru and Ferman (2019) do. Therefore,
the SC weights using all pre-treatment outcomes as predictors will be such that µ̂SC
p→ µ0
and ẑSC ≡ Z′JŵSC
p→ z0, where ZJ is the J × q matrix with information on the covariates zi
for all the controls.
Now consider an alternative SC specification, where the SC weights are estimated us-
ing both pre-treatment outcomes and the covariates as predictors. Abadie and Gardeaz-
abal (2003) suggest a nested minimization problem where in the first step we select an
(R× 1) vector of predictors for the treated unit, x0, and the corresponding (R × J) matrix
of predictors of the control units, X1. The rows of these matrices may include functions of
pre-treatment outcomes, and observed covariates. In the first step, they propose choosing
weights that minimize the distance ‖x0 −X1w‖V for a given positive semi-definite matrix
V. Then the matrix V is chosen to minimize mean squared errors of the difference between
the pre-treatment outcomes and the weighted average of the control outcomes with weights
w(V) ∈ argminw∈∆J−1 ‖x0 −X1w‖V. Therefore, we can re-write this problem as ŵcov =
argmin
w∈ΘJ
{
1
T0
∑
t∈T0 (y0t −w′yt)
2
}
, where ΘJ = {w˜|w˜ ∈ argminw∈∆J−1 ‖x0 −X1w‖V for some V}.
We can also consider a time frame for the minimization problem that defines ŵcov different
from the time frame for the minimization ‖x0 −X1w‖V, as suggested by Abadie et al. (2015).
Our results still apply, as long as the number of periods in both minimization problems goes
to infinity. As we do in Section 3, we define
H˜covJ (ρ) = min
ρ˜∈ΓJ
{
min
w∈ΘJ : [MJ ′ Z′J ]w=ρ˜
{
1
T0
∑
t∈T0
(γ¯t(ρ˜)−w′ǫt)2
}
+K ‖ρ− ρ˜‖2
}
, (63)
where ΓJ is the set of ρ that are attainable with the specification that includes covariates
when there are J control units, and γ¯t(ρ) = γt(ρ0 − ρ) + ǫ0t. As before, we have that
ρ̂cov = argminρ∈Γ˜H˜covJ (ρ), where Γ˜ = cl (∪J∈NΓJ).
12Botosaru and Ferman (2019) discuss cases in which the sequence γt might be multicolinear. In this case,
Assumption 3.3 would not be valid for γt, but the SC estimator would still control for the effects of these
observed and unobserved covariates. While, for simplicity, we focus on the case in which Assumption 3.3 is
valid for γt, the same conclusions from Botosaru and Ferman (2019) apply here.
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Assume that the pre-treatment outcomes included as predictors when there are T0 pre-
treatment periods are such that Assumptions 3.3 and 3.4 are satisfied if we consider only
the pre-treatment periods used as predictors. Therefore, it must be that the number of pre-
treatment outcomes used as predictors goes to infinity when T0 →∞. In this case, we show
that the implied estimators for ρ0 = (µ
′
0, z
′
0)
′ are such that µ̂cov
p→ µ0 and ẑcov p→ z0. First,
consider a sequence of diagonal matrices VJ where the diagonal elements are equal to one
for the pre-treatment outcomes, and zero otherwise. In this case, the minimization problem
‖x0 −X1w‖VJ is equivalent to the problem analyzed in Section 3, and satisfies the conditions
from Proposition 3.1. Therefore, µ̂(VJ) ≡MJ ′ŵ(VJ) p→ µ0 and ẑ(VJ) ≡ ZJ ′ŵ(VJ) p→ z0.
Since these are candidate solutions for the minimization problem 63, it follows that
H˜covJ (ρ0) ≤
{
1
T0
∑
t∈T0
(γ¯t(ρ̂J(VJ))− ŵ(VJ)′ǫt)2
}
+K ‖ρ0 − ρ̂(VJ)‖2
p→ plim 1
T0
∑
t∈T0
γ¯2t (ρ0).(64)
Also, similarly to the proof of Proposition 3.1, H˜covJ (ρ) is bounded from below by a
function that converges uniformly to plim 1
T0
∑
t∈T0 γ¯
2
t (ρ), which is uniquely minimized at
ρ0. Following the same steps of the proof of Proposition 3.1, it follows that µ̂cov
p→ µ0 and
ẑcov
p→ z0.
Monte Carlo simulations
We present an MC exercise similar to the one presented in Section 5, but with the
inclusion of observed covariates. We continue to consider a setting with λt = [λ1t λ2t], but
now we also add two observed covariates zi = [z1i z2i]
′, with effects that vary with time, θ1t ∼
N(0, 1) and θ2t ∼ N(0, 1). The treated unit has µ0 = (1, 0), and z0 = (1, 0). The control
units are divided in four groups of equal size, with a combination of µi ∈ {(1, 0), (0, 1)} and
zi ∈ {(1, 0), (0, 1)}. Therefore, the goal of the SC estimator is to allocate positive weights
only to the control units with µi = (1, 0), and zi = (1, 0).
We consider three specifications for the SC estimator. The first one uses all pre-treatment
periods as predictors, the second one includes the first half of the pre-treatment outcomes
and the two covariates as predictors, and the third one includes the pre-treatment outcome
average and the two covariates as predictors. We present in Appendix Table A.1 the implied
estimators for µ10 and z10 (given the adding-up constraint, µˆ20 = 1− µˆ10 and zˆ20 = 1− zˆ10).
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Overall, we see that the first two specifications perform very similarly. Moreover, when J
and T0 gets large, the SC unit using either of these two specifications control well both
for the unobserved factor loading µ and the observed covariates z. The third specification,
which does not satisfy the properties considered in the theory presented in this section,
does a better job in matching the observed covariates, but does a poor job in matching the
unobserved factor loadings. Even when J, T0 → ∞, the estimator for µ10 remains roughly
constant around 0.67, which suggests that the implied estimator for the factor loadings will
not generally be consistent if we consider such specification to estimate the SC weights.
[Appendix Table A.1 here]
A.2.6 Simple example with F = 1
Consider a simple example in which yit = λt+ǫit for all i = 0, ..., J . Assume λt
iid∼ N(0, σ2λ),
ǫjt
iid∼ N(0, σ2), and that these variables are all independent from each other. Finally, assume
that J/T0 → c ∈ [0, 1). Let yi and ǫi be the T0 × 1 vectors with the outcomes and errors of
unit i. Then y0 =
∑J
i=1
1
J
yi+ ǫ0−
∑J
i=1
1
J
ǫi. Using Using Frisch-Waugh-Lovell theorem, we
have that the OLS estimator associated to unit i, bi, is given by
bi =
(
y′iQ(i)yi
)−1 (
y′iQ(i)y0
)
=
1
J
+
(
y′iQ(i)yi
)−1(
y′iQ(i)
(
ǫ0 −
J∑
i′=1
1
J
ǫi′
))
(65)
=
1
J
+
Λ′Q(i)ǫ0 + ǫ′iQ(i)ǫ0 −Λ′Q(i)
∑J
i′=1
1
J
ǫi′ − ǫ′iQ(i)
∑J
i′=1
1
J
ǫi′
Λ′Q(i)Λ+ 2Λ
′Q(i)ǫi + ǫ′iQ(i)ǫi
, (66)
where Q(i) is the residual-maker matrix of a regression on {y1, . . . ,yJ} \ {yi}. Let Ai =
Λ′Q(i)ǫ0 + ǫ′iQ(i)ǫ0 − Λ′Q(i)
∑J
i′=1
1
J
ǫi′ − ǫ′iQ(i)
∑J
i′=1
1
J
ǫi′ and Bi = Λ
′Q(i)Λ + 2Λ
′Q(i)ǫi +
ǫ′iQ(i)ǫi.
From Proposition 4.1, we know that
∑J
i=1 bi
p→ 1, which implies that ∑Ji=1 AiBi p→ 0. We
want to derive the probability limit of b′b =
∑J
i=1 b
2
i , which is given by
J∑
i=1
b2i =
1
J
+ 2
1
J
J∑
i=1
Ai
Bi
+
J∑
i=1
(
Ai
Bi
)2
=
J∑
i=1
(
Ai
Bi
)2
+ op(1). (67)
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Now note that
1
maxi=1,...,J
{(
1
K
Bi
)2} J∑
i=1
(
1
K
Ai
)2
≤
J∑
i=1
(
Ai
Bi
)2
≤ 1
mini=1,...,J
{(
1
K
Bi
)2} J∑
i=1
(
1
K
Ai
)2
,(68)
where K = T0 − J + 1.
We first show that mini=1,...,J
{(
1
K
Bi
)2}
and maxi=1,...,J
{(
1
K
Bi
)2}
converge in probabil-
ity to σ4. We start with the term 1
K
Λ′Q(i)Λ. We can write Λ = Y(i)φ + u(i), where Y(i) is
a matrix with information on {y1, . . . ,yJ} \ {yi}, and φ is the population OLS parameters
of a regression of λt on {y1t, . . . , yJt} \ {yit}. Given that the data is iid normal, we have that
u(i)|Y(i) ∼ N(0, σ2uIT0). Moreover, it is easy to show that σ2u = o(1) and Jσ2u = O(1). The
intuition is that with the average of many observations yit across i we become close to λt, so
the variance of the error in this population OLS regression goes to zero when J →∞.
Therefore, conditional onY(i),
Λ′Q(i)Λ
σ2u
=
u′
(i)
Q(i)u(i)
σ2u
∼ χ2K , which implies that E
[
1
K
Λ′Q(i)Λ
σ2u
]
=
1 and E
[(
1
K
Λ′Q(i)Λ
σ2u
)2]
= O(1). Given that, for any e > 0,
P
(
max
i=1,...,J
∣∣∣∣ 1KΛ′Q(i)Λ
∣∣∣∣ > e) ≤ JP (∣∣∣∣ 1K Λ′Q(i)Λσ2u
∣∣∣∣ > eσ2u
)
≤ σ2u(Jσ2u)
E
[(
1
K
Λ′Q(i)Λ
σ2u
)2]
e2
, (69)
where σ2u = o(1) and the other two terms are O(1), which implies that max
i=1,...,J
∣∣ 1
K
Λ′Q(i)Λ
∣∣ p→
0. Now since ǫi is independent from {y1, . . . ,yJ}\{yi}, we have ǫ
′
iQ(i)ǫi
σ2
∼ χ2K , which implies
that 1
K2
E
[(
ǫ′iQ(i)ǫi −Kσ2
)4]
= O(1). Therefore, for any e > 0,
P
(
max
i=1,...,J
∣∣∣∣ 1K ǫ′iQ(i)ǫi − σ2
∣∣∣∣ > e) ≤ JP (∣∣∣∣ 1K ǫ′iQ(i)ǫi − σ2
∣∣∣∣ > e) (70)
≤ 1
K
J
K
1
K2
E
[∣∣ǫ′iQ(i)ǫi −Kσ2∣∣4]
e4
= o(1)O(1)O(1),
which implies that max
i=1,...,J
∣∣ 1
K
ǫ′iQ(i)ǫi
∣∣ p→ σ2.
Finally, consider the term Λ′Q(i)ǫi =
∑K
1=1 u˜q(i)ǫ˜iq, where u˜q(i)
iid∼ N(0, σ2u), and ǫ˜iq iid∼
N(0, σ2). Moreover, u˜q(i) and ǫ˜q are independent. Therefore, E[u˜q(i)ǫ˜iq] = 0, and var[u˜q(i)ǫ˜iq] =
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σ2uσ
2. Therefore,
P
(
max
i=1,...,J
∣∣∣∣∣ 1K
K∑
q=1
u˜q(i)ǫ˜iq
∣∣∣∣∣ > e
)
≤ JP
(∣∣∣∣∣ 1K
K∑
q=1
u˜q(i)ǫ˜iq
∣∣∣∣∣ > e
)
≤ J
K
σ2uσ
2
e2
= o(1), (71)
because J/K = O(1) and σ2u = o(1).
Likewise, we can do the same calculations for mini=1,...,J
{(
1
K
Bi
)2}
. Combining all these
results, we have that mini=1,...,J
{(
1
K
Bi
)2}
and maxi=1,...,J
{(
1
K
Bi
)2}
converge in probability
to σ4.
Now we consider
∑J
i=1
(
1
K
Ai
)2
. Consider first
∑J
i=1
(
1
K
ǫ′iQ(i)ǫ0
)2
=
∑J
i=1
(
1
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)2
=
J
K
1
J
∑J
i=1
(
1√
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)2
, where ǫ˜iq
iid∼ N(0, σ2), and ǫ˜0(i)q iid∼ N(0, σ2). Note that
E
[(
1√
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)2]
= var
[(
1√
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)]
= σ4. Moreover, we also have that
var
(
1
J
∑J
i=1
(
1√
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)2)
→ 0, which implies that J
K
1
J
∑J
i=1
(
1√
K
∑K
q=1 ǫ˜iq ǫ˜0(i)q
)2 p→
c
1−cσ
4. Using similar calculations, all the other terms in the numerator converge in proba-
bility to zero.
Therefore, both the upper and the lower bounds from equation 68 converge in probability
to c
1−c , which implies that b
′b
p→ c
1−c . Now note that, for any t ∈ T1, αˆ0t = α0t + λt(1 −
µ̂OLS) + ǫ0t − ǫ′tb. From Proposition 4.1, λt(1 − µ̂OLS) p→ 0. Since data is iid normal across
time, we have that ǫ0t − ǫ′tb|b ∼ N (0, σ2 (1 + b′b)). Since b′b p→ c1−c , it follows that
ǫ0t − ǫ′tb d→ N
(
0, σ
2
1−c
)
, which implies that αˆ0t
d→ N
(
α0t,
σ2
1−c
)
.
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Table 1: Monte Carlo Simulations
SC Unrestricted OLS with
estimator OLS adding-up constraint
J 4 10 50 100 4 10 50 100 4 10 50 100
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Panel A: T0 = J + 5
E[µˆ01] 0.760 0.817 0.905 0.929 0.653 0.816 0.962 0.976 0.829 0.910 0.982 0.989
se[µˆ01] 0.206 0.156 0.076 0.054 0.489 0.516 0.501 0.506 0.319 0.324 0.320 0.325
E[µˆ02] 0.240 0.183 0.095 0.071 -0.002 -0.002 -0.005 0.010 0.171 0.090 0.018 0.011
se[µˆ02] 0.206 0.156 0.076 0.054 0.498 0.509 0.497 0.518 0.319 0.324 0.320 0.325
se(αˆ) 1.288 1.194 1.084 1.073 1.586 1.984 3.791 5.220 1.486 1.806 3.437 4.661
Panel B: T0 = 2× J
E[µˆ01] 0.753 0.831 0.922 0.944 0.637 0.828 0.960 0.982 0.825 0.915 0.981 0.991
se[µˆ01] 0.217 0.136 0.057 0.040 0.569 0.343 0.143 0.103 0.354 0.231 0.100 0.072
E[µˆ02] 0.247 0.169 0.078 0.056 0.001 0.003 0.000 0.001 0.175 0.085 0.019 0.009
se[µˆ02] 0.217 0.136 0.057 0.040 0.582 0.335 0.143 0.102 0.354 0.231 0.100 0.072
se(αˆ) 1.297 1.186 1.050 1.047 1.798 1.586 1.420 1.444 1.571 1.519 1.411 1.437
Notes: this table presents the expected value and the standard error of the estimators for µ0 = (µ01, µ02). It also presents the
standard error of αˆ. Since E[λt] = 0, E[αˆ01] = 0, which is the true treatment effect. Panel A presents results with T0 = J +5,
while Panel B presents results with T0 = 2 × J . Columns 1 to 4 present the results using the SC estimator to estimate the
weights. Columns 5 to 8 present results using OLS estimator with no constraint. Columns 9 to 12 present results using OLS
estimator with adding-up constraint. Results based on 5000 simulations. The DGP is described in detail in Section 5.
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Table A.1: Monte Carlo Simulations with Covariates
All pre-treatment Half of the pre-treatment Average of pre-treatment
outcome lags outcome lags + covariates outcomes + covariates
J 4 12 40 100 4 12 40 100 4 12 40 100
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Panel A: T0 = J + 5
E[µˆ01] 0.732 0.814 0.885 0.925 0.731 0.811 0.889 0.927 0.675 0.686 0.659 0.673
se[µˆ01] 0.222 0.151 0.089 0.058 0.241 0.164 0.094 0.063 0.340 0.262 0.228 0.197
E[zˆ01] 0.733 0.820 0.880 0.921 0.770 0.840 0.890 0.925 0.858 0.956 0.989 0.992
se[zˆ01] 0.200 0.148 0.090 0.055 0.202 0.147 0.091 0.060 0.188 0.122 0.048 0.038
se(αˆ) 1.408 1.275 1.132 1.063 1.430 1.277 1.142 1.070 1.496 1.353 1.222 1.184
Panel B: T0 = 2× J
E[µˆ01] 0.728 0.832 0.902 0.938 0.726 0.836 0.905 0.942 0.688 0.692 0.674 0.666
se[µˆ01] 0.219 0.126 0.069 0.039 0.230 0.131 0.073 0.042 0.342 0.264 0.231 0.192
E[zˆ01] 0.738 0.827 0.908 0.938 0.772 0.840 0.912 0.941 0.865 0.962 0.986 0.995
se[zˆ01] 0.230 0.128 0.066 0.042 0.229 0.129 0.067 0.043 0.204 0.099 0.055 0.024
se(αˆ) 1.406 1.186 1.098 1.058 1.407 1.203 1.104 1.069 1.566 1.294 1.225 1.223
Notes: this table presents the expected value and the standard error of the estimators for µ01 and z01 using the specification
that includes all pre-treatment outcomes lags as predictors (columns 1 to 4), the first half of the pre-treatment outcome
lags and the covariates as predictors (columns 5 to 8), and the average of the pre-treatment outcomes and the covariates
as predictors (columns 9 to 12). It also presents the standard error of αˆ. Since E[λt] = 0, E[αˆ01] = 0, which is the true
treatment effect. Panel A presents results with T0 = J + 5, while Panel B presents results with T0 = 2 × J . Results based
on 500 simulations. The DGP is described in detail in Appendix Section A.2.5.
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