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In this work we propose a method to extract shape-based features from endoscopic images
for  an automated classiﬁcation of colonic polyps.
This method is based on the density of pits as used in the pit pattern classiﬁcation scheme
which  is commonly used for the classiﬁcation of colonic polyps. For the detection of pits we
employ  a noise-robust variant of the LBP operator. To be able to be robust against local tex-
ture  variations we extend this operator by an adaptive thresholding. Based on the detected
pit  candidates we compute a Delaunay triangulation and use the edge lengths of the result-
ing  triangles to construct histograms. These are then used in conjunction with the k-NN
classiﬁer  to classify images.it pattern
ocal binary patterns
elaunay  triangulation
lassiﬁcation
We  show that, compared to a previously developed method, we are not only able to almost
always  get higher classiﬁcation results in our application scenario, but that the proposed
method  is also able to signiﬁcantly outperform the previously developed method in terms
of  the computational demand.
an  automated cancer staging employing different colono-. Introduction
olonic polyps have a rather high prevalence and are known
o  either develop into cancer or to be precursors of colon can-
er.  Hence, an early assessment of the malignant potential of
uch  polyps is important as this can lower the mortality rate
rastically.  As a consequence, a regular colon examination is
ecommended, especially for people at an age of 50 years and
lder.The  current gold standard for the examination of the colon
s  colonoscopy, performed by using a colonoscope. Modern
ndoscopy devices are able to take pictures from inside the
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colon, allowing to obtain images for a computer-assisted anal-
ysis  with the goal of detecting abnormalities. To be able to
acquire  highly detailed images a magnifying endoscope can be
used [1]. Such an endoscope represents a signiﬁcant advance
in  colonoscopy as it provides images which are up to 150-fold
magniﬁed, thus uncovering the ﬁne surface structure of the
mucosa  as well as small lesions. Example images of colonic
polyps,  acquired with such an endoscope, are given in Fig. 1.
There already exists some previous work devoted to
Open access under CC BY-NC-ND license.sbg.ac.at (A. Uhl).
scopic  imaging modalities or videos. For classic white-light
endoscopy several studies have demonstrated that computer-
based  image  analysis is capable of detecting colorectal polyps
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 (acqFig. 1 – Example images showing colonic polyps
[2,3] in endoscopic video frames to a certain extent and
to perform a ﬁrst assessment of the malignant poten-
tial of these polyps [4–7]. Narrow-band-imaging (NBI) has
been shown to facilitate discrimination between neoplas-
tic and non-neoplastic polyps relying on features of the
observed microvasculature to some extent [8–10]. Confocal
laser endomicroscopic images have also been used to differen-
tiate lesions into the categories neoplastic and benign [11,12]
using a dense variant of the bag-of-visual-words features.
While diagnostic accuracies of automated staging tech-
niques employing the imaging modalities described so far
range between 70% and 94%, classiﬁcation accuracies rang-
ing from 95% up to 99% depending on employed features and
classiﬁcation schemes (see e.g. [13–16])  have been achieved
using high-magniﬁcation chromo-colonoscopy (where con-
trast enhancement is achieved by actual staining during
colonoscopy).
In this work we  speciﬁcally aim at the classiﬁcation of the
latter type of imagery based on the pit pattern scheme. Since in
chromo-colonoscopy the mucosal crypt patterns get visually
enhanced, a classiﬁcation of polyps using high-level features
instead of statistical texture features is a natural choice. In
previous work we already showed that features based on the
distribution of pits delivered promising results [17].
The method presented in this work is similar to the work
in [17] in terms of the basic idea of measuring the pit den-
sities in zoom-endoscopic images. But in contrast to the
method proposed in [17] we were able to achieve a more
robust pit detection by modifying the underlying local binary
patterns (LBP) operator variant. In addition, the proposed
method has a lowered computational demand due to a greatly
simpliﬁed methodology for the pit candidate detection. In
contrast to [17] we  also carry out a clinically more  relevant 3-
class classiﬁcation. Besides that, this work also investigates
the classiﬁcation accuracies when using the more  restric-
tive leave-one-patient-out cross-validation (LOPO-CV), while
in [17] we  used leave-one-image-out cross-validation (LOO-
CV) only.
An overview of our system for endoscopic image  classiﬁ-
cation is shown in Fig. 2. First we acquire endoscopic imagesuired using a high-magniﬁcation colonoscope).
and collect the respective histologic classiﬁcations. Based on
the original images we then manually select sub-images for
further processing. We  then detect pit candidates using a
noise-insensitive variant of the LBP operator and measure
the density of pits within an image.  This is done by comput-
ing histograms of edge lengths of a Delaunay triangulation
based on the pit candidate positions. These histograms are
then classiﬁed using the k-NN classiﬁer in order to obtain the
overall accuracy of the system (based on two different cross-
validation protocols).
In Section 2 we  review the classiﬁcation of pit patterns of
the colonic mucosa. Section 3 summarizes related work on
methods for polyp classiﬁcation based on high-level features.
The proposed method is described in more  detail in Section
4, followed by the classiﬁcation of the resulting features in
Section 5. Experimental results and conﬁguration details of
the classiﬁcation system proposed are given in Section 6.
Section 7 concludes the paper.
2.  Pit  pattern  classiﬁcation
Polyps of the colon are a frequent ﬁnding and are usu-
ally divided into metaplastic, adenomatous, and malignant.
As resection of all polyps is time-consuming, it is impera-
tive that those polyps which warrant endoscopic resection
can be distinguished: polypectomy of metaplastic lesions is
unnecessary and removal of invasive cancer may be haz-
ardous. For these reasons, assessing the malignant potential
of lesions at the time of colonoscopy is important as this
would allow to perform targeted biopsy. While such systems
are still not standard-of-care, the aim of developing such auto-
mated polyp classiﬁcation systems is to avoid random and,
probably, unnecessary biopsies. Hence, such systems could
potentially help to save time, lower the cost for a colonoscopy
procedure, and reduce the risk of complications during the
procedure.
The most commonly used classiﬁcation system to distin-
guish between non-neoplastic and neoplastic lesions in the
colon is the pit pattern classiﬁcation, originally introduced by
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Fig. 2 – Overview of our system for endoscopic image classiﬁcation.
K
n
m
o
s
n
r
d
h
v
f
i
T
s
I
a
t
c
n
n
c
c
p
e
I
a
s
m
b
rudo et al. [18]. This system allows to differentiate between
ormal mucosa, hyperplastic lesions (non-neoplastic), adeno-
as  (a pre-malignant condition), and malignant cancer based
n the visual pattern of the mucosal surface. Thus this clas-
iﬁcation scheme is a convenient tool to decide which lesions
eed not, which should, and which most likely cannot be
emoved endoscopically. The mucosal pattern as seen after
ye staining and by using magniﬁcation endoscopy shows a
igh agreement with the histopathologic diagnosis. Due to the
isual nature of this classiﬁcation it is also a convenient choice
or an automated image  classiﬁcation.
In this classiﬁcation scheme exist ﬁve main types accord-
ng to the mucosal surface of the colon, as illustrated in Fig. 3.
ype III is divided into types III-S and III-L, designating the
ize of the pit structure. It has been suggested that type I and
I pattern are characteristic of non-neoplastic lesions (benign
nd non-tumorous), type III and IV are found on adenoma-
ous polyps, and type V are strongly suggestive of invasive
arcinoma, thus highly indicative for cancer [19].
Furthermore, lesions of type I and II can be grouped into
on-neoplastic lesions and types III to V can be grouped into
eoplastic lesions. This allows a grouping of lesions into two
lasses, which is more  relevant in clinical practice as indi-
ated in a study by Kato et al. [20]. In addition, Kato et al.
roposed a 3-class classiﬁcation which groups the six differ-
nt pit pattern types into normal lesions (pit pattern types
 and II), non-invasive lesions (pit pattern types III-S, III-L,
nd IV), and invasive lesions (pit pattern type V). This clas-
iﬁcation scheme is of particular importance since normal
ucosa needs not to be removed, non-invasive lesions must
e removed endoscopically, and invasive lesions must not be
emoved endoscopically. Due to the clinical relevance of thesetwo  classiﬁcations (2-class and 3-class), this work will focus
on these groupings only.
Using a magnifying colonoscope together with indigo
carmine dye spraying, the mucosal crypt pattern on the sur-
face of colonic lesions can be observed [19]. Several studies
found a good correlation between the mucosal pit pattern and
the histological ﬁndings, where especially techniques using
magnifying colonoscopes led to excellent results [20].
From Fig. 3 we notice that pit pattern types I to IV can be
characterized fairly well, whereas type V contains no clear
pit pattern structure anymore. At a ﬁrst glance this classiﬁ-
cation scheme seems to be straightforward and easy to be
applied. But it needs some exercising to achieve fairly good
results [21]. Apart from that, similar to the reported inter-
observer variability of NBI-based colonoscopy ( ≈ 0.57 [22],
 ≈ 0.63 [23],  ≈ 0.69 [24]) inter-observer variability of magniﬁ-
cation chromo-endoscopy in the interpretation of pit patterns
of colonic lesions has been described ( ≈ 0.56 [25],  ≈ 0.64
[23]). This work aims at allowing computer-assisted pit pattern
classiﬁcation in order to enhance the quality of differential
diagnosis.
The topical staining used in chromo-endoscopy has the
effect of visually enhancing mucosal crypt patterns or vas-
cular features. Due to this visual enhancement of mucosal
structures developing a method to detect and measure the dis-
tribution of pits is a natural choice. In addition, as we notice
from Fig. 3, pit pattern types I and II are regular to some extent
and the pits are distributed more  tightly. Types III to V, in
contrast, are more  irregular in terms of the pit distribution,
showing a lower pit density or even a complete absence of pits.
These observations are the basis for the method proposed in
this work.
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Fig. 3 – Schematic illustration of the pit pattern classiﬁcation along with example images for each pit pattern type.
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Table 1 – A comparison of different approaches which
use high-level features for polyp classiﬁcation.
Reference Enhancement Feature basis
Gross et al. [8] NBI Blood vessel properties
Stehle et al. [9] NBI/zoom Blood vessel properties
Tischendorf et al. [10] NBI/zoom Blood vessel properties
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oTakemura et al. [34] Color dyes/zoom Shape of pits
Häfner et al. [17] Color dyes/zoom Density of pits
. Related  work
sing high-level features for the detection of polyps is quite
ommon throughout the literature (e.g. [26–29]).  But the
ssessment of the malignant potential of polyps is commonly
erformed on the basis of texture features. Usually such
pproaches employ features obtained from wavelet trans-
ormed images [2,3,30,31],  features obtained from Fourier
ransformed images [16], or other texture features [32,15,33].
Up to our knowledge currently only a few approaches exist
hich make use of some sort of high-level features for the
lassiﬁcation of polyps (Table 1). In [8] the polyp regions are
rst segmented in a manual fashion from NBI images. Then,
eatures describing the visible blood vessels are extracted and
sed for a subsequent classiﬁcation (number of blood vessel
ixels, average perimeter of vessels, and intensity based fea-
ures). Similarly, Stehle et al. [9] also base their work on NBI
mages and analyze the vesselation visible within an image  (in
ontrast to [8] the images have been acquired using a zoom-
ndoscope). In order to detect vessel structures the authors
ompare a directional stamping algorithm in combination
ith a vesselness ﬁlter against measuring the phase symme-
ry in combination with the fast marching algorithm. For the
lassiﬁcation the authors use vessel features expressing the
ength, mean perimeter, and mean intensity of vessels. The
hase symmetry approach is then used in a subsequent work
or the classiﬁcation of polyps [10].
A different way of polyp classiﬁcation is proposed in [34].
nstead of using NBI-enhanced images, the authors base
heir work on images obtained during a high-magniﬁcation
hromo-colonoscopy. Based on the captured images, the
uthors extract six shape descriptors which reﬂect proper-
ies of pit structures found within the endoscopic images (e.g.
rea, perimeter, and circularity). However, a major drawback
f this approach is that the method, used to detect the pits,
bviously produces wrong pit regions or pit regions which are
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over-segmented. To overcome this problem, the authors use
an image  manipulation software to manually correct the pit
detection. This however is problematic since the real robust-
ness of the proposed method cannot be deduced from the
results presented.
Another work, which is also based on the pits found on
the colonic mucosa, has recently been proposed in [17]. In this
work a rotation-invariant LBP operator is used to generate a
binary image,  showing pit candidates. This image  is then sub-
ject to morphological post-processing, followed by applying
the Canny edge detector, and a subsequent post-processing of
the detected pit regions by again employing different morpho-
logical operations. Based on the center points of the ﬁnal pit
candidates a Delaunay triangulation is computed. The lengths
of the edges connecting the pit centers are used to generate
histograms, based on which the classiﬁcation is carried out.
While being similar to the proposed method, the method pro-
posed in [17] suffers from a rather high computational demand
due to the high number of processing steps involved. Apart
from that, this method achieved relatively low classiﬁcation
accuracies.
4.  The  proposed  method
In the following we describe the proposed method in more
detail. An overview of the method is shown in Fig. 4.
4.1. Pre-processing
Endoscopic images usually suffer from inhomogeneous illu-
mination. To be able to isolate regions which potentially
contain pits, we ﬁrst remove global illumination changes by
computing the difference image  ID between the original color
channel CO and a Gauss-blurred version of CO (Gaussian kernel
with a width of KD = 33 with D = 4).
The pits we  aim to detect are usually relatively dark as
compared to surrounding image  regions. Hence, ID contains
negative values in regions where pits are located. Thus we
truncate the difference ID by
IT(i, j) = min(0, ID(i, j)). (1)As a consequence the result IT contains negative values in
potential pit regions and zeros elsewhere.
 feature extraction method.
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Fig. 5 – Illustration of the different pre-processing steps. (a) The red color channel of a sample pit pattern I image, the
difference image (b) before and (c) after truncation of positive difference values, and (d) the ﬁnal image after applying a
Gaussian blur (the contrast of the images has been manually enhanced in order to better show the effect of the different
with the top left neighbor) and A(x, y) denotes the average
value within a KLBP × KLBP block located at (x, y).
(a) (b)
Fig. 6 – Illustration of (a) the pixel comparison used in thesteps).
Finally, to reduce noise, which may eventually have a neg-
ative impact on the pit detection, we apply a Gaussian blur
(Gaussian kernel with a width of KN = 7 with N = 5) to the
truncated difference image  IT.
The effect of the different pre-processing steps is illus-
trated in Fig. 5.
4.2.  Pit  candidate  detection
Similar to the work in [17], we use an LBP variant for the
detection of pit candidates. Theoretically it would be also pos-
sible to use a simple thresholding for the detection. But as
we notice from Fig. 5(d), our endoscopic images may con-
tain ridges which exhibit similar brightness levels in IT as
compared to pits. Hence, a thresholding would also result in
wrongly detected pits due to ridges. In addition, the pit regions
within IT are different in terms of the brightness. As a conse-
quence, at least a global thresholding would fail.
As a consequence we decided to base the pit detection on
an extended version of the LBP variant already used in [17]
which allows us to detect pit regions by identifying darker
regions surrounded by relatively bright regions. In case of
this operator the comparison between pixel values in LBP is
replaced by a comparison of pixel block intensity averages,
which are computed for each pixel (hence, the blocks overlap).
The difference between the pixel comparisons used in the
original LBP operator and the operator used in [17] is depicted
in Fig. 6. From Fig. 6(a) we see that in case of the original
LBP operator the value of the center pixel (denoted by a white
square) is compared to the 8 nearest neighbors. In case of the
operator used in [17] the average intensity of the center block,
which has a width of KLBP = 9 pixels (size of 9 × 9 pixels) and
is centered at the pixel position denoted by the white box,
is compared against the intensity averages of the neighbor-
ing blocks (the center positions of these blocks are denoted
by the dark gray boxes in Fig. 6(b)). The blue boxes surround-
ing the dark gray boxes denote the subwindows of pixels used
to compute the respective intensity averages (in this example
the blocks have a width of KLBP = 3).
Applying this block-based operator to IT results in an
image containing the highest possible LBP number (i.e. 255)
at the pixel positions belonging to pit regions, since allsurrounding block averages contain higher values as com-
pared to the center block.
To make this operator resistant against small ﬂuctuations
still present in IT (especially in regions which do not contain
pits), we extend the comparison of block averages by an adap-
tive thresholding.
In [17] the LBP number for a pixel located at (i, j) is computed
as
LBPi,j =
N∑
n=1
2n−1Tn,i,j, (2)
with N = 8 since we are using a 8-neighborhood and
Tn,i,j =
{
1, if A(xn, yn) ≥ A(i, j)
0, otherwise
, (3)
where xn and yn denote the center position of the nth neighbor-
ing block (these are ordered in a clock-wise fashion, startingoriginal LBP operator and (b) the block-based comparison
used in [17]. (For interpretation of the references to color in
the text citation of this ﬁgure, the reader is referred to the
web version of the article.)
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Fig. 7 – A sample image with a subregion (white rectangle) in (a) and a surface plot of the red color channel in this subregion
(b) in the difference image IT, (c) in IT after applying the LBP variant used in [17], and (d) in the LBP transformed image IL
based on adaptive thresholding. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to
the web version of the article.)
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ocal threshold ti,j, which results in
n,i,j =
{
1, if A(xn, yn) ≥ A(i, j) + ti,j
0, otherwise
. (4)
To take care of local intensity variations within a pixel
lock, ti,j is computed for each pixel position (i, j) as the
ean standard deviation within all pixel blocks belonging to
he neighborhood (the blue boxes in Fig. 6(b)). If the image
xhibits a higher standard deviation at some position (i.e. a
igher roughness within the neighborhood) the threshold gets
igher. This way the operator tends to response more  to rather
igh intensity differences between the center block and its
eighboring blocks, while being robust against small intensity
ariations. The threshold ti,j is therefore computed as
i,j =
1
N + 1
(
N∑
n=1
xn,yn + i,j
)
, (5)
here xn,yn and i,j denote the standard deviation within the
th neighboring block located at (xn, yn) and the standard devi-
tion within the center block, respectively. By applying the LBP
perator to IT we  obtain the LBP image  IL.Fig. 7 shows the differences between the pit regions in IT,
he pit regions in IT after applying the LBP variant as used in
17], and the same regions after transforming IT using the LBP
perator based on block averaging and adaptive thresholding.From this ﬁgure we notice that, in contrast to the different pit
heights in IT, the pits show up more  clearly in IL. In addition,
we notice that the LBP variant used in [17] produces pit regions
which are not as distinct as the pit regions produced by the LBP
variant based on adaptive thresholding.
The ﬂat regions at the highest points in Fig. 7(d) correspond
to an LBP number equal to 255. Therefore, to obtain the binary
image  IB which contains the pit regions only, we simply apply
a thresholding to IL:
IB(i, j) =
{
1, if IL(i, j) = 255
0, otherwise
. (6)
Since in some cases IB contains small spurs or isolated
pixels (a white pixel surrounded by black pixels in the respec-
tive 3 × 3 pixel neighborhood) which do not belong to pits, we
post-process the binary image  by applying the following mor-
phological operations (the actual implementations of these
operations are provided by the MATLAB function bwmorph):
• Spur removal
This step removes spur pixels.
• Majority
This operator sets a pixel to 1 if at least half of the pixels
in the 3 × 3 neighborhood of the pixel are set to 1. Other-
wise the pixel is set to 0. This removes small non-pit regions
which may be present.
• Cleaning
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The cleaning removes the remaining isolated pixels which
are likely to be caused by noise and thus do not belong to
pit regions.
After applying the morphological operations, we remove
pits with an area equal to or above Amax = 100 pixels as these
are in most cases caused by ridges. Fig. 8 shows a sample
color channel, the respective truncated and blurred difference
image IT, and the binary image  which contains the ﬁnal pits
detected.
4.3. Feature  extraction
For the extraction of the ﬁnal features we adapt the fea-
ture extraction from [17]. Hence, to measure the density of
pits within a color channel we construct a mesh from the
previously obtained pit centers. We  then deduce the den-
sity of the pits from the edge lengths of a triangulation
based on the pit centers. For this purpose we employ the
Delaunay triangulation based on the Quickhull algorithm
[35].
This algorithm transforms the 2D points to 3D (lifted to a
paraboloid by computing a z-coordinate for each pit center as
z = x2 + y2), computes the convex hull in 3D, and projects the
lower part of the hull back to 2D to obtain the triangulation
[36]. This way we  get a set of non-overlapping triangles with
the minimum of the inner angles maximized. Since the pro-
posed method is implemented in MATLAB, the method used
for the computation of the Delaunay triangulation is the one
provided by MATLAB.
Fig. 9 shows the red color channel of sample images from
our image  database along with the respective Delaunay trian-
gulations and the detected pits. From this ﬁgure we notice that
in non-neoplastic images the number of pits found as well as
the pit density is higher as compared to neoplastic images. But
we also notice that in case of the non-neoplastic images ridges
destroy the regularity in some parts of the images. In addi-
tion to ridges, in case of neoplastic images pits are detected
although none are present (due to e.g. blood vessels).
Based on the triangulations we create 1-dimensional his-
tograms from the edge lengths of all triangles for each color
channel of an image  separately. To concentrate more  on trian-
gles not belonging to the 2D convex hull of the triangulation
we  iterate over all triangles and use each edge of each triangle
to update the histogram. This way edges shared by two trian-
gles contribute to the histogram twice, while the remaining
edges are used only once.
For a set of points located on a regular grid such a his-
togram has only a few peaks while the remaining bins of the
histogram are empty. The more  irregular the distribution of
the points is the higher the spread within the resulting his-
togram gets. Apart from that, the density of the pit distribution
is also reﬂected by such histograms. A dense distribution of
pits results in rather short edges which results in a histogram
containing the most values within the ﬁrst bins. If the distribu-
tion is more  sparse, the edge lengths get longer and the values
within the respective histogram are shifted to the right.
Since the number of edges between images most likely will
vary we  normalize each histogram such that the histogram
bins sum up to 1. This makes the histograms comparable b i o m e d i c i n e 1 0 7 ( 2 0 1 2 ) 565–581
during the classiﬁcation process. Moreover, since all our
images have a dimension of 256 × 256 pixels the upper limit
for an edge length is
√
2562 + 2562 ≈ 362 (corresponding
diagonal). But it is very unlikely that pits are only detected
in the image  corners. This implies that it is also unlikely that
the maximum possible edge length occurs. Apart from that,
the more  pits we detect the more  likely it is that the distances
between neighboring pits get smaller.
The color channels used throughout our experiments show
a maximum edge length of approximately 255, but most edge
lengths lie between about 15 and 160, as can be seen from
Fig. 10.  Based on this observation we consider the range for
the edge lengths between 1 and Lmax = 256 to be a reasonable
choice and therefore use this range throughout our experi-
ments.
The computation of the edge length histograms is sketched
in Algorithm 1.
Algorithm 1. Computation of the edge length histogram
based on the triangulation for an image
1: Vx ← matrix containing the x-coordinates of the
vertices of each triangle within the triangulation
(one row per triangle)
2: Vy ← matrix containing the y-coordinates of the
vertices of each triangle within the triangulation
(one row per triangle)
3: N ← total number of triangles in the triangulation
4: L ← () // vector of lengths for all triangle edges
(initially empty)
5: i ← 1 // edge counter
6: M ←
(
1 2 3
2 3 1
)
// indices into the vertex
matrices for the triangle edges
7: for t = 1 to N do
8: for e = 1 to 3 do
9: x ← Vx(t, M(1, e)) − Vx(t, M(2, e))
10: y ← Vy(t, M(1, e)) − Vy(t, M(2, e))
11: L(i) ←
√
2x + 2y
12: i ← i + 1
13: end for
14: end for
15: H ← normalized histogram based on the values in L
containing B bins and covering the range between 0
and Lmax
5.  Classiﬁcation
In order to predict the pathology of an image  we  use the k-NN
classiﬁer for the classiﬁcation [37]. To measure the distance
between two histograms we  employ the histogram intersec-
tion distance metric, deﬁned as
d(Hi, Hj) = 1 −
B∑
k=1
min(Hi,k, Hj,k), (7)where Hi and Hj are two normalized histograms, B denotes
the number of bins used in our histograms, and Hi,k and
Hj,k represent the value of the kth bin of histogram Hi and
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Fig. 8 – (a) The red color channel of a sample pit pattern I image, (b) the respective truncated and blurred difference image IT,
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vnd (c) the ﬁnal pit detection result.
j, respectively. We  also carried out experiments using the
uclidean distance metric and the Bhattacharyya distance
etric but there was no signiﬁcant difference in terms of the
lassiﬁcation accuracies achieved. Hence, since the histogram
ntersection can be computed more  efﬁciently as compared
o the two other alternatives, we decided to use this distance
etric for our experiments.
Besides performing a classiﬁcation based on single color
hannels, we  also aim at carrying out experiments with a com-
ination of different color channels. This is mainly motivated
y the fact that there might exist images which are misclas-
iﬁed when using one channel but classiﬁed correctly when
sing another channel. Hence, by combining color channels,
ope is raised that we  are able to increase the classiﬁcation
ccuracies by overruling a wrong decision within one channel
ith a correct decision from one ore two other color channels.
To be able to carry out a classiﬁcation based on multiple
olor channels we had to choose a way to combine the respec-
ive histogram distances. For this purpose we compute the
ig. 9 – Results of the Delaunay triangulation along with the dete
on-neoplastic class (red channel), (c)–(f) neoplastic images, and 
etected pits (blue spots). (For interpretation of the references to 
ersion of the article.)distances for all color channels used separately and multiply
them to obtain the ﬁnal distance D. This can be formulated
as
D(Ia, Ib) =
C∏
n=1
d
(
H
(a)
n , H
(b)
n
)
, (8)
where Ia and Ib denote two images, C is the number of color
channels considered for combination, and H(a)n and H
(b)
n rep-
resent the histograms for the nth color channel considered
of images Ia and Ib, respectively. There are also other possi-
bilities for a combination, for example by summing up the
distances instead of multiplying them by replacing the prod-
uct in Eq. (8) by a sum. But since the product is more  tolerant
against outliers – one similar color channel in terms of the his-
togram distance leads to a very small total distance between
two images already – we favor the product instead of a sum.
cted pits. (a) and (b) Example images from the
(g)–(l) the according Delaunay triangulations along with the
color in this ﬁgure legend, the reader is referred to the web
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for the proposed method are summarized in Table 3. It mustFig. 10 – Distribution of the different edge lengths found in
the color channels of our images.
6.  Experiments
6.1.  Experimental  setup
The image  database used throughout our experiments is
based on 327 endoscopic color images (either of size 624×533
pixels or 586×502 pixels) acquired between the years 2005
and 2009 at the Department of Gastroenterology and Hepatol-
ogy (Medical University of Vienna) using a zoom-colonoscope
(Olympus Evis Exera CF-Q160ZI/L) with a magniﬁcation factor
of 150. In order to acquire the images 40 patients underwent
colonoscopy. To obtain a larger set of images we manu-
ally extracted subimages (regions of interest) with a size of
256×256 pixels from the original images. This resulted in an
extended image  set containing 716 images in total.
Lesions found during colonoscopy have been examined
after application of dye-spraying with indigocarmine, as
routinely performed in colonoscopy. Biopsies or mucosal
resection have been performed in order to get a histopatho-
logical diagnosis. Biopsies have been taken from type I, II, and
type V lesions, as those lesions need not to be removed or
cannot be removed endoscopically. Type III and IV lesions have
been removed endoscopically.
Table 2 – The detailed ground truth information for the image d b i o m e d i c i n e 1 0 7 ( 2 0 1 2 ) 565–581
Table 2 shows the detailed ground truth information used
for our experiments where NO, NE, NP denote the number of
original images, the number of images in the extended image
set, and the number of patients in each class, respectively.
Since different types of lesions may develop inside the colon
of a single patient some patients may appear in more  than
one class. Hence, the number of patients shown in this table
is slightly higher as compared to the total number of patients
who underwent colonoscopy.
Since the optimal choices for the k-value for the k-NN
classiﬁer and the number of bins B used in the edge length
histograms are not known, we decided to carry out an exhaus-
tive search for both parameters which in combination lead to
the highest overall classiﬁcation rates (k ∈ 1, . . .,  50 and B ∈ 16,
. . ., 256). Apart from that, the combination of different color
channels from the RGB color space is expected to inﬂuence the
classiﬁcation results too. Hence, we  carried out experiments
with all six possible combinations (i.e. R, G, B, R + G, R + B, G + B,
and R + G + B).
While we  could have carried out the experiments in other
color spaces as well, an investigation of our images in the
CIELAB color space and the HSI color space revealed that the
pit structures are noticeable within the intensity channels
only in these color spaces. Since, however, the pit structures
are the backbone of our method the only useful channel within
these spaces would be the intensity component. Hence, we
conducted experiments on grayscale images and the results
achieved were rather low. We  therefore consider the combina-
tion of different RGB color channels to be the most promising
option.
We also aim at a comparison between the proposed method
and the method proposed in [17]. Hence, we  carry out exper-
iments with both methods (using the same setup for the
experiments among both methods).
The parameter choices used throughout the experimentsbe noted that the values listed in this table have been deter-
mined experimentally and are thus speciﬁcally tailored to the
image database used throughout this work. When applying
atabase used throughout our experiments.
c o m p u t e r m e t h o d s a n d p r o g r a m s i n b i
Table 3 – Summary of the parameters used for the
proposed method during the experiments.
Description Variable Value used
Difference image Gaussian kernel width KD 33
Difference image Gaussian kernel sigma D 4
Noise removal Gaussian kernel width KN 7
Noise removal Gaussian kernel sigma N 5
Block width for our adaptive LBP operator KLBP 9
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Table 4 also shows that in terms of the different channelUpper limit for the area of pit regions Amax 100
Maximum edge length for histograms Lmax 256
he method to other images (e.g. different image  size) some of
hese parameters may be subject to readjustment.
Since our image  database is quite limited in terms of the
umber of images available, we  employ two distinct cross-
alidation protocols to estimate the classiﬁcation accuracies:
OO-CV and LOPO-CV. In case of LOO-CV one image  is removed
rom the image  set (serving as the validation sample) while the
emaining images are used to train the underlying classiﬁer.
his process is repeated for each image  available. LOPO-CV is
ore  strict, since instead of removing a single image  from the
raining set, all images of a certain patient are removed and
sed as validation samples (i.e. each image  of the patient is
lassiﬁed). Then, similar to LOO-CV, the remaining images are
sed to train the classiﬁer. This process is then repeated for
ll patients in the database.
To make a comparison of the proposed method against the
ethod in [17] in terms of runtime performance feasible, both
ethods have been implemented and compared using MAT-
AB R2009a. The runtime measurements have been carried
ut on a machine equipped with an Intel Core2Quad CPU at
.83 GHz, running Linux.
In order to be able to assess whether two different meth-
ds produce statistically signiﬁcant differences in the results
btained we employ McNemar’s test [38]. For two methods M1
nd M2 this test statistic keeps track of the number of images
hich are misclassiﬁed by method M1 but classiﬁed correctly
y method M2 (denoted by n01) and vice versa (denoted by
10). The test statistic, which is approximately Chi Square dis-
ributed (with one degree of freedom), is then computed as
 = (|n01 − n10| − 0.5)
2
n01 + n10
. (9)
rom T the p-value can be computed as
 = 1 − F21 (T), (10)
here F21
denotes the cumulative distribution function of the
hi Square distribution with one degree of freedom. The null-
ypothesis H0 for McNemar’s test is that the outcomes of M1
nd M2 lead to equal error rates. Given a ﬁxed signiﬁcance
evel ˛, there is evidence that the methods M1 and M2 produce
igniﬁcantly different results if p < ˛. As a consequence we can
eject the null-hypothesis H0. Throughout this work we chose
 signiﬁcance level of  ˛ = 0.05. This implies that, if M1 and M2
re signiﬁcantly different, there is a conﬁdence level of 95%
hat the differences between the outcomes of the methods
re not caused by random variation. o m e d i c i n e 1 0 7 ( 2 0 1 2 ) 565–581 575
6.2. Pit  detection  results
Fig. 11 shows the number of detected pits plotted for all images
in the different image  classes (for all different color channels).
From this ﬁgure we see that, compared to the method pro-
posed in [17], the differences between the number of detected
pits is much more  distinct between the non-neoplastic (nor-
mal) and neoplastic images (non-invasive and invasive). This
is especially noticeable in the case of the red color channel.
Nevertheless, we  also notice that even in case of images
which do not contain any pits (or only a low number of pits)
a rather high number of pits is detected (wrong pits in case of
neoplastic images). Apart from that the number of detected
pits has a rather high variance (i.e. the plots look very noisy).
In addition, at least in case of the proposed method (see
Fig. 11(b)), the number of pits in the invasive class is simi-
lar to the pit counts in one of the other classes, which makes
the classiﬁcation in the 3-classes case a non-trivial task. As a
consequence the number of detected pits is not a well-suited
feature to be used directly for a classiﬁcation of the images.
6.3.  Classiﬁcation  results
Tables 4 and 5 show the classiﬁcation results for our experi-
ments. The results given in brackets denote the classiﬁcation
rates obtained with LOPO-CV, while the other results have
been obtained using LOO-CV. The last column of these tables
(SCV) indicates whether there is a statistically signiﬁcant dif-
ference between the two cross-validation protocols according
to McNemar’s test. In addition, the sign given in brackets
indicates whether the results obtained with LOPO-CV are sig-
niﬁcantly lower (−) or signiﬁcantly higher (+) as compared to
the LOO-CV results.
The accuracies, speciﬁcities, and sensitivities are com-
puted as:
Accuracy = number of correctly classiﬁed images
total number of images
Speciﬁcity
= number of correctly classiﬁed non-neoplastic images
total number of non-neoplastic images
Sensitivity=number of correctly classiﬁed neoplastic images
total number of neoplastic images
From Tables 4 and 5 we immediately notice that, as
expected, the LOPO-CV rates are always lower as compared
to the LOO-CV counterparts. However, while in case of the
method from [17] the LOPO-CV results are always signiﬁcantly
worse, this is not the case for the proposed method. Especially
in case of the best performing LOPO-CV channel combinations
the differences between LOO-CV and LOPO-CV vanish (they
are not statistically signiﬁcant). This means that the proposed
method delivers more  stable classiﬁcation results when using
the more  strict LOPO-CV.combinations the proposed method almost always delivers
higher classiﬁcation accuracies as compared to the method
from [17] in the 2-classes case. This holds true for LOO-CV
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(a) (b)
Fig. 11 – Number of pits found in the images across the different image classes and color channels, (a) according to [17] and
(b) with the proposed method. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the
web version of the article.)Table 4 – Detailed classiﬁcation results for the 2-classes case (h
Channels Speciﬁcity Sensitivity 
Method from [17]
R 56.1 (48.0) 98.5 (98.6) 
G 47.5 (42.4) 97.5 (95.0) 
B 63.6 (62.1) 91.1 (87.1) 
R + G 62.6 (49.0) 98.5 (97.5) 
R + B 67.2 (55.1) 98.1 (95.4) 
G + B 64.6 (55.6) 94.0 (91.3) 
R + G + B 70.7 (52.5) 97.7 (96.1) 
Proposed method
R 79.3 (77.3) 98.6 (98.3) 
G 55.6 (50.0) 98.3 (97.5) 
B 43.4 (35.9) 97.3 (97.7) 
R + G 80.8 (74.7) 98.6 (98.3) 
R + B 81.3  (77.3) 98.5 (98.5) 
G + B 61.6  (48.0) 97.5 (98.6) 
R + G + B 78.3  (72.7) 99.4 (98.8) ighest results are highlighted in bold).
Accuracy SCV
86.7 (84.6)
√
(−)
83.7 (80.4)
√
(−)
83.5 (80.2)
√
(−)
88.5 (84.1)
√
(−)
89.5 (84.2)
√
(−)
85.9 (81.4)
√
(−)
90.2 (84.1)
√
(−)
93.3 (92.5)
86.5 (84.4)
√
(−)
82.4 (80.6)
√
(−)
93.7 (91.8)
√
(−)
93.7 (92.6)
87.6 (84.6)
√
(−)
93.6 (91.6)
√
(−)
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Table 5 – Detailed classiﬁcation results for the 3-classes case (highest results are highlighted in bold).
Channels Normal Non-invasive Invasive Accuracy SCV
Method from [17]
R 56.1 (51.5) 95.5 (92.6) 25.5 (13.3) 75.0 (70.4)
√
(−)
G 65.2 (52.5) 91.2 (93.3) 11.2 (0.0) 73.0 (69.3)
√
(−)
B 74.2 (69.2) 85.5 (84.5) 6.1 (0.0) 71.5 (68.7)
√
(−)
R + G 65.7 (57.6) 92.6 (91.2) 38.8 (10.2) 77.8 (70.8)
√
(−)
R + B 72.7 (68.7) 90.7 (90.0) 41.8 (2.0) 79.1 (72.1)
√
(−)
G + B 72.7 (65.7) 91.0 (90.0) 12.2 (0.0) 75.1 (70.9)
√
(−)
R + G + B 75.3 (68.7) 92.4 (89.5) 41.8 (2.0) 80.7 (71.8)
√
(−)
Proposed method
R 77.3  (78.8) 97.4 (97.1) 13.3 (0.0) 80.3 (78.8)
G 57.1 (51.0) 97.4 (96.4) 0.0 (0.0) 72.9 (70.7)
√
(−)
B 46.0 (37.4) 96.7 (96.0) 3.1 (0.0) 69.8 (66.6)
√
(−)
R + G 78.8 (76.8) 93.1 (96.7) 33.7 (0.0) 81.0 (77.9)
√
(−)√
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cR + B 77.8 (75.8) 97.6 (98.3) 
G + B 62.6 (45.5) 96.7 (98.3) 
R + G + B 78.3 (74.2) 94.5 (97.4) 
s well as for LOPO-CV. As a consequence, also the highest
esult obtained with the proposed method is higher as com-
ared to the method from [17] (93.7% versus 90.2% and 92.6%
ersus 84.6% in case of LOO-CV and LOPO-CV, respectively).
e  also notice, that the speciﬁcities of the proposed method
re in general higher as compared to the method proposed
n [17]. But we  also notice that, even in case of the proposed
ethod, the sensitivities are generally higher than the speci-
cities (especially in case of the LOPO-CV results).
The main reason for this phenomenon is an unstable pit
etection in case of the non-neoplastic images. As we notice
rom Fig. 11(b), the number of detected pits is in general
igher for non-neoplastic images. But quite often there are
ownward spikes present with a rather low pit count in this
mage  class. These can be explained by the fact that our image
atabase contains many  images in this class which are rather
ough in terms of the pit detection (in case of quite a few
mages it is even problematic for a human observer to clearly
dentify the pits).
In order to verify that the spikes lower the speciﬁcities we
nvestigated the outcome of the 2-class LOPO-CV experiment
hich is based on the red color channel only. Fig. 12 shows the
umber of detected pits within the red color channel of the
mages along with indicators for misclassiﬁed images. From
his ﬁgure we clearly notice that non-neoplastic images with
 rather low number of detected pits indeed tend to get mis-
lassiﬁed. We  also notice that images with an upward spike
n case of neoplastic images tend to get misclassiﬁed too. But
ince the relative frequency of downward spikes in the non-
eoplastic class is higher as compared to upward spikes in the
eoplastic class the speciﬁcity tends to be lower as compared
o the sensitivity.
In the case of the 3-class experiments (see Table 5) the over-
ll picture is rather similar. For most channel combinations the
roposed method outperforms the method from [17] in terms
f the overall classiﬁcation rate. This also holds true for LOO-
V as well as for LOPO-CV. Similar to the 2-classes case, the
ighest result obtained with the proposed method is higher
s compared to the method from [17] (81.8% versus 80.7% and
8.8% versus 71.8% in case of LOO-CV and LOPO-CV, respec-
ively). We  also notice, that in the 3-classes case the class
ontaining invasive lesions constantly delivers poor results as21.4 (0.0) 81.7 (78.6) (−)
10.2 (0.0) 75.4 (70.3)
√
(−)
34.7 (0.0) 81.8 (77.7)
√
(−)
compared to the other classes. This may be attributed to the
fact that, as already mentioned in Section 6.2 and noticeable
from Fig. 11(b), the number of detected pits is rather similar
between the classes non-invasive and invasive (which may
also have a negative inﬂuence on the respective edge length
histograms). In addition, the number of images in this class is
rather low as compared to the other two classes.
Concerning the different color channel combinations in
case of the proposed method, we notice from Tables 4 and 5
that in most cases a combination of two or three channels only
slightly outperforms the best single channel result, which is
always obtained by using the red color channel only. The supe-
riority of the red color channel can be explained by the plots
shown in Fig. 11(b). From these plots we notice that the class
border between non-neoplastic and neoplastic images shows
up most clearly in case of the red color channel. While the
plot for the green color channel also shows a distinct class
border, this plot is highly correlated with the plot for the red
color channel (which can be explained by the usually high
correlation between these color channels within the images).
Nevertheless, the plot for the green color channel also shows a
pit count which is too low in case of quite a few non-neoplastic
images. As a consequence the classiﬁcation accuracies for this
channel are lower as compared to the red channel results. The
classiﬁcation accuracies for the blue channel are even lower
as compared to the green channel results, but the pit count
plot for this channel shows no noticeable correlation with the
plot for the red channel. As a consequence it seems that the
information contained within the blue channel complements
the red channel best, which is a reasonable explanation why in
many  cases the combination of the red and the blue channel
yields the highest classiﬁcation accuracy.
While until now we  only investigated the statistical signif-
icance of differences between LOO-CV and LOPO-CV results,
Table 6 shows a comparison between the previously proposed
method [17] and the method proposed in this work. From this
table we notice that the proposed method almost always deliv-
ers statistically signiﬁcantly higher results in the 2-classes
case (in case of the LOO-CV results as well as in case of the
LOPO-CV results; denoted in Table 6 by SLOO-CV and SLOPO-CV).
Even when comparing the best performing channel combina-
tions from both methods we  see that the proposed method is
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Fig. 12 – Number of pits found in the red color channel along with indicators for misclassiﬁed images (indicated by red stars).
(For interpretation of the references to color in this ﬁgure legend
Table 6 – Outcome of the tests for statistical signiﬁcance
(proposed method compared against the method from
[17]).
Channels 2 classes 3 classes
SLOO-CV SLOPO-CV SLOO-CV SLOPO-CV
R
√
(+)
√
(+)
√
(+)
√
(+)
G
√
(+)
√
(+)
B
R  + G
√
(+)
√
(+)
√
(+)
R + B
√
(+)
√
(+)
√
(+)
G + B
√
(+)
R + G + B
√
(+)
√
(+)
√
(+)
found in Table 9. The columns TF, TC, and TT denote the timeBest
√
(+)
√
(+)
√
(+)
able to signiﬁcantly outperform the previously developed one
in terms of the overall classiﬁcation accuracy.
In the 3-classes case the picture is somewhat different.
While the proposed method never performs signiﬁcantly
worse as compared to the previously developed method, in
case of LOO-CV the observed result differences are in most
cases not statistically signiﬁcant. Only in case of LOPO-CV the
proposed method is mostly able to signiﬁcantly outperform
the method proposed in [17].
In Tables 7 and 8 we present the highest results achieved
by the proposed method along with accuracies yielded by
the most promising previously developed methods (using
wavelet-based features [13,15,31]).  From these tables we notice
that in the 2-classes case as well as in the 3-classes case the
proposed method is outperformed by almost any previously
developed method in case of LOO-CV. However, when using
the more  restrictive LOPO-CV the proposed method always
Table 7 – Comparison of the proposed method with previously 
results.
Method Speciﬁcity Sensi
Proposed 81.3 (77.3) 98.5 (9
[17] 56.1 (48.0) 98.5 (9
[13] 93.9 (58.0) 98.6 (9
[31] 96.5 (46.9) 97.9 (9
[15] 98.0 (75.3) 99.2 (9, the reader is referred to the web version of the article.)
delivers the highest classiﬁcation accuracies. From the tables
we also notice that – compared to the other methods – the
proposed method is much more  resistant against overﬁtting
since most previously developed methods suffer from a rather
high drop in terms of the overall accuracy when using LOPO-
CV instead of LOO-CV, which is not the case for the proposed
method. While in case of the proposed method the accuracies
drop slightly too, the observed differences between LOO-CV
and LOPO-CV are not statistically signiﬁcant. For the previ-
ously developed methods, however, the observed accuracy
drops are always statistically signiﬁcant.
6.4.  Performance  analysis
It is out of question that the primary goal in medical image
classiﬁcation systems must be a high diagnostic accuracy.
However, considering the fact that an endoscopic procedure
should allow a real-time diagnosis (to enable the examiner to
set an appropriate reaction like taking a biopsy or similar) it
is also important to create algorithms steering into that direc-
tion, and thus to develop fast and efﬁcient feature extraction
and classiﬁcation methods.
The method proposed in this work is greatly simpliﬁed
as compared to the method proposed in [17]. As a conse-
quence, we also carried out a performance analysis to be able
to assess whether the simpler method can also be computed
more  efﬁciently. The respective timing measurements can beneeded to extract the features from one color channel, the
time needed for the classiﬁcation of a single color channel, and
the total time needed by the respective method (i.e. TF + TC),
published work with respect to the 2-classes classiﬁcation
tivity Accuracy SCV
8.5) 93.7 (92.6)
8.6) 86.7 (84.6)
√
(−)
8.0) 97.3 (87.0)
√
(−)
4.0) 97.5 (81.0)
√
(−)
6.3) 98.9 (90.4)
√
(−)
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Table 8 – Comparison of the proposed method with previously published work with respect to the 3-classes classiﬁcation
results.
Method Normal Non-invasive Invasive Accuracy SCV
Proposed 77.3 (78.8) 97.4 (97.1) 13.3 (0.0) 80.3 (78.8)
[17] 75.3 (68.7) 92.4 (89.5) 41.8 (2.0) 80.7 (71.8)
√
(−)
[13] 93.9 (60.1) 97.1 (96.4) 
√
[31] 96.5 (50.0) 95.9 (83.8) 
[15] 98.0 (67.8) 98.8 (88.8)
Table 9 – Result of the performance analysis of the
different methods (time measurements are given in
milliseconds).
Method TF TC TT SF
High-level features
Proposed 82 1 83 1.0
Häfner et al. [17] 325 1 326 3.93
Wavelet-based features
Häfner et al. [13] 613 1 614 7.39
Häfner et al. [31] 143 1 144 1.73
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AcknowledgementsHäfner et al. [15] 22 336 358 4.31
espectively. The column SF indicates how many  times higher
he value of TT is, compared to the fastest method.
Since with our methods it is also possible to carry out the
lassiﬁcation using a single color channel only, we provide the
iming results for a single channel only. However, if combining
wo or three channels the time TT will be approximately two
r three times higher, respectively.
From Table 9 we  see, that the time needed for the classiﬁ-
ation based on a single color channel of an image  is equal for
oth methods and does not contribute much to the total time
T. This is not surprising, since both methods use the same
ype of features (1D-histograms), classiﬁer, and distance met-
ic for the classiﬁer. When looking at the time needed for the
xtraction of features from one color channel we see that the
roposed method is roughly four times faster as compared to
he previously developed one.
In order to allow a comparison to previously developed
ethods, Table 9 contains timing measurements for previ-
usly published methods too [13,15,31].  When comparing the
iming measurements for these methods with the measure-
ents for the proposed method we immediately notice that
he proposed method is always signiﬁcantly faster (up to 7.39
imes).
If we  assume an endoscopy video to be captured at a frame
ate of 25 frames per second a real-time application demands
rocessing times of at most 40 ms  for a single frame. From
he timing results in Table 9 we notice that this requirement
s currently not met  by any of the methods compared. Never-
heless, the signiﬁcant speedup between the method from [17]
nd the proposed method represents a signiﬁcant step into the
irection of a real-time application.
.  Conclusion
n this work we  proposed a method for the extraction of shape-
ased features. Since these features rely on the frequency
nd distribution of pits on the colonic mucosa, the method84.7 (6.1) 94.6 (74.0) (−)
86.7 (5.1) 94.8 (63.7)
√
(−)
95.9 (23.5) 98.2 (76.3)
√
(−)
is speciﬁcally tailored to the pit pattern classiﬁcation scheme
for endoscopic polyp images.
In the past we already developed a similar method, which
however suffered from rather low classiﬁcation results and
a poor performance in terms of the time needed to extract
features from an image.
Since the method proposed in this work is greatly simpli-
ﬁed as compared to the previously developed method, it is
no surprise that the new method performs about four times
faster.
But also in terms of the classiﬁcation accuracy the newly
developed method mostly outperforms the method proposed
in [17]. We  have shown that, no matter which cross-validation
protocol we use (LOO-CV or LOPO-CV), the proposed method
almost always delivers signiﬁcantly higher classiﬁcation accu-
racies at least in the 2-classes case. In the 3-classes case this
holds true at least for LOPO-CV.
But, despite the superiority of the proposed method in
terms of the classiﬁcation accuracy and low computational
demand, we  have also seen that this method shares short-
comings with the method proposed in [17]. The speciﬁcities
are usually rather low as compared to the sensitivities in the
2-classes case. We  identiﬁed the rather unstable pit detection
in case of non-neoplastic images as the main cause for this
problem. In the 3-classes case the classiﬁcation accuracy for
the invasive class is also rather low as compared to the other
image  classes. This problem can be attributed to the fact that
the differences between the non-invasive class and the inva-
sive class in terms of the number of detected pits are not that
distinct as compared to the 2-classes case.
We  have also shown that the proposed method is also able
to outperform previously developed methods – in terms of the
achieved classiﬁcation accuracies as well as in case of the tim-
ing measurements. While the accuracies in case of LOO-CV are
usually higher for the previously developed methods, in case
of LOPO-CV the proposed method delivers superior results.
Nevertheless, since the method in [17] suffers from the
same problems, the proposed method may be well regarded as
a prospective alternative due to the rather low computational
demand and the superiority in terms of the classiﬁcation
results obtained.
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