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Background and objective
Markerless pose estimation systems are useful for various applications including human-
computer interaction, activity recognition, security, gait analysis, and computer-assisted med-
ical interventions. They have attracted much interest since the release of low-cost depth
cameras such as Microsoft’s Kinect camera. Shotton et al. and Girshick et al. pioneered
tractable methods that infer a full-body pose reconstruction in real-time. Details of these
methods are given in [1].
Despite this technological breakthrough, the accuracy of human pose estimation from single
depth images remains insufficient for some applications. Our work aims at building a simu-
lation environment to create images databases suited for any camera position and improving
the mainstream machine learning-based pose estimation algorithms.
Database
We are working on a simulation environment using the open source softwares Blender [2]
and MakeHuman [3]. This simulation environment is used to generate the learning and test
images for human pose estimation algorithms.
To generate those images, we followed a method similar to the one described in [1]. With
our simulation environment, we generate depth images for any camera position and we can
use different human models with various morphologies.
Figure 1 : The body model is created with MakeHuman [3] and can be animated using BVH (Biovision
Hierarchy) files inside Blender [2]. The camera can be placed in any position and orientation. Color as well as
depth images can be rendered.
There are several ways to build a set of poses. The poses can be obtained with a marker-
based motion capture systems (as the Vicon system for instance [4]). Some databases of real
poses, like the CMU motion capture database [5], are freely available. As an alternative, the
poses can also be generated artificially as done in [6].
The main advantage of a simulation environment is that it can be tuned to the real camera
position and appropriate human models to improve the accuracy. Moreover, it can be used
to determine the best camera position for a given application.
The information associated with the generated images are the 3D body joints positions
and the body part label for each pixel of the silhouette. Some generated images, with the
associated informations, are shown in the figure below.
Figure 2 : Examples of generated depth images and corresponding body part label images. The ground truth
body joints are displayed in green in the depth images.
First results by considering the body orientation
We are investigating several ways to improve the machine learning-based human pose esti-
mation method proposed in [1]. The improvements concerns several parts of the method.
Currently, we concentrate on providing useful information about the person being observed
to the machine learning algorithm, in order to facilitate its task.
An example of such an information is the orientation of the observed person with respect to
the camera which can be obtained from the image itself as in [7] or from any other clue like
tracking. If we do not restrict the orientation of the observed person, the machine learning
algorithm has to simultaneously estimate the orientation and the pose. By providing an
orientation estimation, the task of the machine learning algorithm is eased because it can
focus on the pose estimation. The first results show a significant improvement when an
orientation estimation is provided to a pose estimation method. The figure below illustrates
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Figure 3 : Outline of our methodology. We use an orientation information about the observed person to
improve the pose estimation. For each input depth image, we select the machine learning model learned over
the appropriate range of orientations.
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