This paper develops and analyzes an online distributed proximal-gradient method (DPGM) for time-varying composite convex optimization problems. Each node of the network features a local cost that includes a smooth strongly convex function and a non-smooth convex function, both changing over time. By coordinating through a connected communication network, the nodes collaboratively track the trajectory of the minimizers without exchanging their local cost functions. The DPGM is implemented in an online and "inexact" fashion. The term online refers to a setting where only a limited number of steps are implemented before the function changes; the algorithm is inexact in the sense that: (i) it may rely on approximate first-order information of the smooth component of the cost; (ii) the proximal operator may be computed only up to a certain precision; and, (iii) variables may be affected by communication noise or quantization errors. It is shown that the tracking error of the online inexact DPGM is upper-bounded by a convergent linear system; in particular, the iterates generated by the algorithm converge R-linearly to a neighborhood of the optimal solution trajectory. Asymptotic results for the tracking error are also presented where the roles of the individual sources of inexactness and the solution dynamics are emphasized.
I. INTRODUCTION AND MOTIVATION
This paper considers a network of N agents collaboratively solving a time-varying optimization problem of the form:
x * (t k ) := arg min
where f i is a smooth, strongly convex function, g i is a convex non-smooth functions (additional and more precise assumptions will be stated shortly), and {t k } k∈N is a time index. Problem (1) is prevalent in learning and data processing problems over networks [1] - [5] ; temporal variations of the cost capture streams of data/measurements, with a new datum arriving at each interval T s := t k+1 − t k , or timevarying problem parameters. Problem (1) can also model a number of data-driven control tasks, including measurementbased algorithms for network optimization [6] , [7] , predictive control [8] , and design of optimal controllers for distributed systems [9] , [10] ; in this case, measurements are gathered from the physical system at every interval T s and changes in the control objectives lead to a time-varying problem formulation. The optimization model (1) implicitly defines a sequence of problems -one per time t k -along with a sequence of optimal solutions {x * (t k )}. By coordinating through a connected communication network, the problem posed in this paper is to develop a distributed algorithm that allows nodes to collaboratively track the optimal trajectory {x * (t k )}, without exchanging local cost functions (with the functions f i and g i locally available at node i). In particular, given the composite cost in (1), the paper focuses on a distributed proximal gradient method (DPGM). In this context, two operating regimes may be considered, depending on the temporal variability of (1) (that is, on the length of the interval T s ): (i) Time-invariant: the variation of the cost function is "slow enough," so that each individual problem (1) can be solved to convergence (within a given error) within an interval T s [11] ; (ii) Time-varying: because of underlying communication and computation constraints (relative to the rate or arrival of data and/or the changes in the cost function), only one or a few algorithmic steps can be performed within an interval T s . The latter scenario leads to an online (or catching-up [12] ) implementation of the DPGM, and it is the main focus of this paper. Beyond an online regime, the paper further considers an inexact implementation of the DPGM. In particular, the paper considers the following nonidealities: (e1) approximate evaluation of the gradient of f i ; (e2) approximate proximal evaluation; and, (e3) state noise. Approximate gradient information naturally captures the case where, for example, bandit or zeroth order methods are utilized to estimate ∇ x f i (x; t k ) [13] , [14] . An approximate proximal evaluation may emerge when the proximal operator can be performed only up to a given precision [11] , [15] (for example, in the case of approximate projections, structured sparsity, or computationally-heavy singular value decomposition-based proxies). This may be due to nodes with limited processing power or energy-related concerns. Finally, errors in the states (that is, variables) may be due to communications or transmissions of quantized vectors, see e.g. [16] - [19] . Errors in the gradient and variables also capture measurement-based algorithms [6] , [7] . The overall setting is stylized in Figure 1 .
Although the DPGM is implemented in an online and inexact fashion, the paper shows that the tracking error is upper-bounded by a convergent linear system; in particular, the iterates generated by the algorithm converge R-linearly to a neighborhood of the optimal solution trajectory {x * (t k )}. Asymptotic results for the tracking error are also presented, where the roles of the individual sources of inexactness and of a problem relaxation (utilized to facilitate the development of a distributed algorithm) are emphasized. Numerical results compare the DPGM with PG-EXTRA [20] and NIDS [21] ; interestingly, it is shown that DPGM performs the worst for time-invariant problems and with exact updates, but becomes the best algorithm in the time-varying and inexact cases.
Prior literature in the context of online distributed algorithms includes, e.g., [4] , [29] - [32] . Both [29] and [30] consider an online sub-gradient framework (with [29] focusing on weighted dual averaging), and perform a dynamic regret analysis. The former can handle time-varying graphs, while the latter can be implemented on a directed graph. These two works do not address composite costs and involve exact updates. In [31] and [4] , two (exact) distributed online algorithms are proposed to solve smooth optimization problems, under the assumption that there exists a linear model for the optimal trajectory. In this paper, no model for the optimal trajectory is postulated. For smooth cost functions, decentralized online (and exact) prediction-correction schemes were developed in [1] , an online exact saddle-point algorithm was developed in [32] for a consensus problem, and a distributed primal-dual algorithm with a star communication was developed in [7] .
In the following, a comparison with existing works in the context of distributed proximal gradient methods for composite convex problems is carried out; this comparison is summarized in Table I , with focus on pertinent settings (time-invariant vs time-varying, smooth vs non-smooth, type of graphs, and type of results). A DPGM combined with an acceleration scheme, was proposed in [22] , and has guaranteed sub-linear convergence over B-connected networks, provided that the gradients of the smooth costs are bounded and the non-smooth cost is common to all nodes. Another distributed implementation of PGM is DFAL [23] , which guarantees sub-linear convergence with a decreasing step-size. A different approach is employed by PG-EXTRA [20] , which combines the proximal gradient method with a gradient tracking scheme. PG-ExtraPush, proposed in [24] , further combines PG-EXTRA with a push-sum (or ratio) consensus scheme. A drawback of [20] , and [24] is that in order to choose the step size, the agents need to compute the minimum eigenvalue of the consensus matrix. To resolve this, a modification of PG-EXTRA, called NIDS, was proposed in [21] , which allows each node to choose the step-size independently (provided that there is agreement on an auxiliary parameter, that however does not depend on the topology of the network).
In [25] Lagrange duality theory is employed to derive a distributed forward-backward splitting, DDPG. Finally, under the assumption that the non-smooth local costs g i are the same for all the nodes, [26] , [27] proposes two alternative distributed implementation of PGM. Both algorithms guarantee linear convergence under the assumption that the smooth part of the cost is strongly convex.
A common characteristic of the algorithms reviewed above is that the updates are carried out exactly (that is, without errors) and the algorithms are for time-invariant problems.
To the best of the authors' knowledge, the only online distributed proximal gradient method that can handle timevarying costs has been proposed in [28] . The DP-OGD algorithm of [28] can be applied to B-connected graphs, but requires that the non-smooth part of the costs be common to all nodes. An interesting feature of DP-OGD in [28] is that it alternates consensus steps (i.e. rounds of communications) with proximal gradient steps. The algorithm guarantees a sublinear dynamic regret, provided that the number of communication rounds and the step-size be chosen in a coordinated fashion.
Finally, it is worth mentioning that alternatives to the proximal gradient method have also been proposed for timeinvariant problems. These includes the primal-dual method in [33] , the proximal alternating method of multipliers (ADMM) [34] , and the inertial forward-backward splitting [35] for master-slave architectures.
To summarize, the paper offers the following contributions:
• A DPGM is proposed and analyzed, and it is shown that the tracking error is upper-bounded by a convergent linear system; its R-linear convergence to a neighborhood of the optimal solution is characterized. • It is shown that DPGM retains the same convergence properties in the presence of inexact updates, with the only difference that the neighborhood is enlarged. • Finally, the linear convergence of the online inexact DPGM is characterized when applied to the time-varying problem (1).
Paper organization. To lay the groundwork, the paper starts by considering a time-invariant problem in Section II. Section III presents the inexact algorithm; Section IV then considers the online inexact DPGM, and studies its convergence. Section V provides simulations results, and Section VI concludes the paper.
Notation. For a given vector x ∈ R n , x is the Euclidean norm and x denotes transposition. ⊗ denotes the Kronecker product. Given a symmetric matrix M , λ min (M ) denotes the minimum eigenvalue of M ; if, additionally, M is stable, then ρ(M ) := sup{|λ| | λ ∈ Λ(M ), |λ| = 1} ∈ (0, 1). With ∂f (x) is denoted the subgradient of a convex function f and by∇f (x) ∈ ∂f (x) a subdifferential. The proximal operator DFAL [23] undirected, asynchronous bounded subgr. sub-linear (objective conv.) PG-EXTRA [20] undirected sub-linear (ergodic) PG-ExtraPush [24] directed quasi-strongly convex bounded subgr. linear DDPG [25] undirected, asynchronous strongly convex sub-linear (objective conv.) NIDS [21] undirected sub-linear P2D2 [26] undirected i f i strongly convex common linear ATC [27] undirected strongly convex common linear DP-OGD [28] undirected strongly convex, bounded gradients common, bounded subgr.
sub-linear (dynamic regret)
DPGM (this work) undirected strongly convex bounded subgr. linear (inexact) linear † Convexity is assumed for the smooth and non-smooth costs for all algorithm, further assumptions are reported. That is, the agents have the same non-smooth cost, for example an 1 norm regularization. ‡ TI = time-invariant, TV = time-varying.
prox αg : R n → R n of a convex closed and proper function g : R n → R is defined as:
with α > 0. The vectors of all ones and zeros are denoted by 1 and 0, respectively. The notation [v] i selects the i-th element of vector v. In the following, local variables will be denoted by normal case letters, and global variables by boldface letters. A sequence {β } ∈N is said to be R-linearly convergent if there exists C > 0 and λ ∈ (0, 1) such that β ≤ Cλ for any ∈ N.
II. TIME-INVARIANT COMPOSITE OPTIMIZATION
To lay the groundwork for the analysis of the proposed online inexact DPGM, this section considers first the case where the cost function in (1) does not change during the execution of the algorithm. The analytical results derived for this time-invariant setting will be subsequently expanded in Section III for the case of inexact algorithmic updates, and in Section IV for online implementations of the DPGM.
A. DPGM for time-invariant problems
Let the network be represented by a graph G = (V, E), where V is the set of nodes, with N := |V|, and E is the set of edges. The links (i, j) ∈ E are undirected; let N i denote the set of neighbors of node i. Assuming that the graph G is connected (this will be formalized shortly), problem (1) can be equivalently written in the following form:
where x i ∈ R n is a local variable -or state -available at node i ∈ V, and where the time index t k is dropped for simplicity of exposition (the time index will be re-introduced in Section IV). As usual [36] , constraint (3b) along with the connectedness of the graph G ensure that problems (1) and (3) are equivalent. Hereafter, let
, and let x := [x 1 , . . . , x N ] be a vector stacking all the local variables.
The following standard assumptions are made regarding the communication graph G as well as the problem (3). Assumption 1. The graph G is undirected and connected; that is, there exists a path connecting every pair of nodes. Moreover, let W be a consensus matrix associated to the adjacency matrix of G, and assume that W is symmetric and doubly stochastic. Assumption 2. The composite local costs f i (x) + g i (x), i = 1, . . . , N , have the following properties:
• The function f i : R n → R, i = 1, . . . , N , is L fi -smooth and m fi -strongly convex; • The function g i : R n → R, i = 1, . . . , N , is closed, convex and proper; it is also L gi -Lipschitz continuous, but possibly non-smooth. Moreover, the solution x * is finite.
In the following, define L f := max i L fi , m f = min i m fi , and L g := max i L gi . As discussed shortly, smoothness and strong convexity of the costs f i , i = 1, . . . , N , allow one to derive linear convergence results; on the other hand, Lipschitz continuity of g i guarantees the boundedness of the subgradients of the non-smooth part. Regarding Assumption 1, recall that if the entry (i, j) of W is non-zero, then node j transmits a copy of x j to node i; the following remark is also in order. Remark 1. Assumption 1 is common in the consensus literature; see, e.g., [37] and pertinent references therein. There are several ways to construct the consensus matrix W ; for example, it can be built using the Metropolis-Hastings weights. The present paper is focused on understanding the perfor-mance of the DPGM for a given distributed system with the associated matrix W ; the design of W itself is beyond the scope of the paper (design tools can be found in, e.g., [37] ). Further, an underlying (yet common) assumption is that a global clock mechanism is available to synchronize the agents in the network; future work will look at ways to relax this assumption.
The DPGM aims to identify the solution of (3) by sequentially performing the following steps:
The implementation of algorithm (4) is naturally distributed; in fact:
] the i-th component can be computed by node i using only local information; • The i-th element of the vector W x represents a convex combination of the states x i and {x j } j∈Ni , and therefore can be computed by node i after receiving the local states of its neighbors;
. . , N , that can be solved locally at each node. Similarly to the distributed gradient descent method of [38] , it is important to notice that algorithm (4) can identify a solution of (3) only up to a precision error, since it actually solves a relaxed version of (3). To see this, define the function
which relaxes the consensus constraints (3b) using the quadratic function (1/2)x (I − W )x; with this definition in place, the algorithm (4) can then be interpreted as the proximal gradient method applied to the unconstrained problem
with unitary step-size (this discussion is similar to the one in [38] , where a gradient method is utilized for smooth convex programs). Consequently, at convergence, the local variables may not necessarily be identical becausex does not belong to the consensus subspace span{1}. Section II-B will analyze the convergence of (4) to a neighborhood x * . To this end, the following properties for the function ϕ α are highlighted.
Proof. See Appendix A.
To guarantee the convergence of the algorithm tox, the following condition on the step-size must be imposed
which readily follows from the condition 1 ≤ 2/L ϕ . If α satisfies (7), then the algorithm converges Q-linearly to the solution of the regularized problem (6) ; that is, [39] x
B. Convergence analysis
The following result establishes the convergence of DPGM to a neighborhood of the optimal solution x * of problem (3). To this end, define the average of the local variables
For future developments, notice thatx can also be written as
The following result is related to the evolution of the error vector
where, in particular, x −x is the distance between the vector collecting the local variables and the respective average, and x − x * the distance betweenx and the optimal solution.
Proposition 1 (Convergence of time-invariant exact DPGM).
Let the step size α verify
then algorithm (4) converges R-linearly to a neighborhood of the optimal solution x * . In particular, the dynamics of the error x +1 − x * can be modeled as the output of the following linear system
where c :
, and the inequality holds entry-wise.
Convergence of the error vector follows by noticing that all the eigenvalues of the matrix A are strictly inside the unitary circle; that is, the sequence of errors is upper-bounded by a convergent linear system.
Before presenting the proof of Proposition 1, the following intermediate lemmas are presented (the proofs of the lemmas can be found in Appendix A).
Lemma 2 (Implicit update). Algorithm (4) can be characterized by the following implicit update
where∇g
Lemma 3 (Bounded subgradients). The norm of the subgradient ∇f (x ) +∇g(x +1 ) in (14) can be bounded as:
Lemma 4 (Bounded distance from average). Let the average of the nodes' states be defined as in (9) at any step ∈ N. Then, the distance between the states and the average can be upper bounded as:
where ρ(W ) ∈ (0, 1) is the absolute value of the biggest eigenvalue of W strictly inside the unitary circle.
Lemma 5 (Bounded distance from solution). Assume that the step size α satisfies (11) . Then, the average has a bounded distance from the solution x * to the original problem (3); in particular,
Exploiting Lemmas 2-5, the proof of Proposition 1 is presented next.
Proof of Proposition 1. Using Lemma 3 into the result of Lemma 4 yields the inequality:
Moreover, using the linear convergence of the proximal gradient method for strongly convex composite optimization, it follows that (8) holds.
Using Lemma 5 and the inequalities (18) and (8), one can write
Notice that A is an upper triangular matrix with elements on the diagonal c, ρ(W ), ζ ϕ ∈ (0, 1); thus, d is upper-bounded by the state of an asymptotically stable system with a constant input. Finally, using the triangle inequality, one has that:
which means that x +1 − x * is the output of a stable system with a fixed input, and thus convergence is ensured.
The result of Proposition 1 will be leveraged in the following section to analyze inexact algorithmic updates, and in Section IV for online implementations of (4). Before proceeding, some remarks are in order.
Remark 2. The proof of Proposition 1 can be adjusted to prove the convergence of the distributed gradient method x +1 = W x − α∇f (x ) studied in, e.g., [38] .
Remark 3. The goal of future work will be to introduce a diminishing step-size, see e.g. [40] , for DPGM in order to achieve exact convergence.
C. Remarks on the step size a) A trade-off: By inspecting (12), one can notice that there exists a trade-off between speed of convergence and accuracy (i.e. radius of the neighborhood to which the algorithm converges).
This trade-off can be made by adjusting the step size α. In fact, both c and ζ ϕ depend on −α, which implies that the larger α the smaller the convergence rate (up to the point in which the eigenvalue ρ(W ) becomes dominant). On the other hand, the constant term in (12) depends on 2αL g , and thus decreasing α leads to a smaller radius of the neighborhood of convergence.
b)
Step-size selection: Proposition 1 guarantees convergence of the algorithm (4) to a neighborhood of the optimal solution provided that the step size satisfies the condition (11) .
As expected, the upper bound for α depends on the global (that is, network-wide) quantities λ min (W ), L f and m f . Therefore, in order to choose α with a distributed procedure, the nodes need to cooperatively compute these quantities before starting the execution of the algorithm.
Unfortunately, computing the minimum eigenvalue of the consensus matrix W in a distributed manner is timeconsuming, see e.g. the discussion in [21, section I.B]. However, as suggested in [38] , it is possible to substitute W with (I + W )/2, which implies that λ min (W ) > 0, and (11) becomes
In this setting, the quantities L f and m f can be efficiently computed with a max-consensus and a min-consensus scheme, respectively, see e.g. [41] and references therein. The following steps illustrate this procedure: (i) each agent i computes the smoothness and strong convexity moduli of the local cost, L fi and m fi ; (ii) each agent updates the candidate global moduli as L i f ← max j∈Ni∪{i} L fj and m i f ← min j∈Ni∪{i} m fj ; (iii) after converging to L f and m f , each agents selects α = r min 1 L f , 2
L f +m f for some predefined r ∈ (0, 1).
III. INEXACT PROXIMAL GRADIENT METHOD
As discussed in Section I, the nodes in the network may apply an inexact version of algorithm (4) because of underlying computational bottlenecks, communication errors, and finite precision/quantization. In particular, this section considers the following nonidealities: (e1) approximate gradient evaluation; (e2) approximate proximal evaluation; and, (e3) state noise. Accordingly, letx := x + e s , where e s models communications and quantization errors, and let∇f (x ) := ∇f (x ) + e g be an estimate of the gradient ∇f (x ). Thus, an inexact DPGM amounts to:
where the notation x ≈ prox αg (y) indicates that the proximal operator is performed up to a given precision, namely x +1 − prox αg (y +1 ) ≤ e p . See Appendix C for a brief discussion of the error model, as well as the detailed description in [11] , [15] .
To tackle the analysis of (19), the following update is considered first:
where e represent the additive error at iteration ∈ N. The error e can implicitly model the contributions from an inaccurate gradient and state information as an inexact proximal operator, as explained in [15] . In the following, convergence results will be derived based on (20) . In section IV-C, the error bounds will be modified to better emphasize the role of the various sources of inaccuracy. In the following, inexact DPGM (20) is analyzed under two different settings: norm-bounded errors and stochastic errors. For these two settings, the following is assumed.
Assumption 3 (Norm-bounded error). There exists η > 0 such that, for any ∈ N, the additive error satisfies e ≤ η.
Assumption 4 (Stochastic error). The error e is the realization of a multi-variate random variable with bounded mean µ and bounded covariance matrix Σ; that is [µ] i < +∞ and [Σ] ij < +∞ for any i, j.
Assumption 3 considers only sources of inexactness whose norm is bounded. This is the case for deterministic errors (as in, for example, [11] , [15] ) or random vectors; for the latter, its distribution must have finite support (for example, uniform distribution). On the other hand, Assumption 4 considers stochastic errors where the norm of the error is bounded in mean, without imposing boundedness for each realization (for example, a normal random vector). Indeed, the following Lemma holds under Assumption 4.
Lemma 6 (Expectation of inexactness' norm). Let e be a random vector with finite mean µ and finite covariance matrix Σ. Then, one has that
Proof. See Appendix B. Lemma 6 will be utilized to investigate convergence of the inexact DPGM with the stochastic error model. Proposition 1 can then be modified as shown next to account for inexactness in the algorithmic steps.
Proposition 2 (Convergence of time-invariant inexact DPGM).
The evolution of the error x +1 − x * for the inexact DPGM (20) can be described as follows
where b := b + e 1 3 . Therefore, assuming that the step size α verifies (11), the following results hold:
• Suppose that Assumption 3 holds, then the evolution of the error is characterized by the system (22) with b = b + η1 3 ; • Suppose that Assumption 4 holds, then the evolution of the mean error E x +1 − x * is characterized by the system
Proof. The implicit update in Lemma 2 becomes, in the case of the inexact update (20):
Clearly, (14) and (23) differ for the error term e , and for the fact that the subgradient is evaluated at x +1 − e in the latter. On the one hand, evaluating the subgradient at x +1 − e does not affect the results of Lemmas 3, 4 and 5, since
Using the triangle inequality and the Cauchy-Schwarz inequality, one can see that the inexactness introduces the additional term e in (8), (16) and (17), which yields (22) .
The result follows by applying Assumption 3 to the modified error evolution, or Assumption 4 to the expected error evolution.
Again, the sequence of errors (or the expected value, if the stochastic case is considered) is upper-bounded by a convergent linear system, since all the eigenvalues of the matrix A are strictly inside the unitary circle. Asymptotic results for the error will be presented in the next section, as part of a general convergence result for the online and inexact DPGM.
IV. ONLINE DISTRIBUTED ALGORITHM A. Time-varying problem formulation and algorithm
The paper now turns the attention to the time-varying problem (1); on par with (3), consider then the following equivalent time-varying formulation:
and recall that {t k } k∈N , t k+1 − t k = T s , with T s coinciding with the inter-arrival time of data (in problems with data streams) [2] , [3] and/or an interval over witch all the local functions do not change [4] . Regarding (24) , the following assumption is made.
Assumption 5. The sequence of problems (24) is defined over a fixed graph G that satisfies Assumption 1. Moreover, at each time {t k } k∈N the local costs f i (x; t k ) and g i (x; t k ) satisfy Assumption 2.
Assume that, because of underlying communication and computation bottlenecks, a limited number of iterations and communication rounds can be performed over an interval T s ; hence, each problem can be solved only approximately (representing an additional source of inexactness for the proposed algorithm). Denote as N o the number of algorithmic steps (with N o > 0). The online inexact DPGM is then described by Algorithm 1.
Algorithm 1 Online inexact DPGM
Input: x i (t 0 ), i = 1, 2, . . . , N , α, consensus matrix W .
1: for k = 1, 2, . . ., each node do // Observe new problem 2: Observe g i (·; t k )
3:
Observe f i (·; t k ) if available // Apply solver 4 :
Transmit x i to neighbors N i 7:
Receivex i from neighbors N i // Proximal gradient step 8:
Compute the steps: Notice that in Algorithm 1 a second set of local states, x i (t k ), i = 1, . . . , N , was introduced. These represent the approximate solution computed by each node after applying N o steps of the inexact DPGM to the cost observed at time t k . Further, Algorithm 1 is general enough to cover the cases where the functional form of f i (·; t k ) can be observed, or when only∇f i (x i ) is available. Moreover, the approximate solution to the problem at time t k−1 is used to warm-start the DPGM applied to problem at time t k .
The sequence {x * (t k )} k∈N represents the unique optimal trajectory of (24). The key question posed here pertains to the ability of the online inexact DPGM to track {x * (t k )} k∈N . This will be investigated next. Notice that, although in Algorithm 1 the different sources of inexactness are spelled out, the following analysis consider a generic additive error; different sources of inexactness will be considered in Section IV-C.
B. Convergence analysis
The temporal variability of the problem (24) could be measured based on "how fast" x * (t k ) varies [2] , [3] ; more precisely, since x * (t k ) is finite and unique (by Assumption 2), a pertinent measure can be x * (t k+1 ) − x * (t k ) . Accordingly, assume that there exists a non-negative scalar σ ≤ +∞ such that, at any time t k , k ∈ N, one has that [2] , [3] x
wherex(t k ) := arg min x∈R nN {ϕ α (x; t k ) + αg(x; t k )} and ϕ α (x; t k ) := (1/2)x (I − W )x + αf (x; t k ) are the timevarying counterparts of (5)- (6) . Although each problem observed at time t k is solved only approximately (because of a limited number of steps within an interval N o ) and using inexact steps for the DPGM, the following proposition will show that the sequence of the errors
does not grow unbounded. Given the approximate solution of (24) and the possibly inexact steps of the DPGM, the convergence of Algorithm 1 can be guaranteed only within a neighborhood of the optimal trajectory.
Proposition 3 (Time-varying convergence). Let Assumption 5 hold, and suppose that the step size α satisfies (11) . Then, Algorithm 1 converges R-linearly to a neighborhood of the optimal solution. In particular, the distance from the optimal trajectoryx(t k ) − x * (t k ) -can be bounded using the following convergent linear system:
Proof. Consider the inexact DPGM applied to the problem observed at time t k+1 . Under Assumption 5, by Proposition 2 one has that after N o steps of (20) the error is characterized by
where, by the warm-starting of Algorithm 1, one has that:
Using the triangle inequality and (25) , it is possible to get
and the result follows by using the bound
The following Corollary provides an upper bound to the asymptotic error of Algorithm 1.
Corollary 1 (Asymptotic error bound). Let Assumptions 5 hold, suppose that the step size α satisfies (11) , and let δ := max {c, ρ(W ), ζ ϕ } ∈ (0, 1).
The asymptotic error of Algorithm 1 can be bounded as:
• Under Assumption 3:
• Under Assumption 4:
Proof. Suppose that Assumption 3 holds; the same derivation can be applied under Assumption 4 for the mean error. By definition, the diagonal elements of A are upper bounded by δ, thus the error (27) can be upper bounded as
Then, iterating (30) and taking the limit for k → ∞ yields
which implies the desired result using the fact that
The form of the bounds (28)-(29) is similar to the ones in existing works for centralized, exact, and online methods; see, e.g., [2] , [3] , [7] . However, in the setting of this paper, the bounds (28)-(29) include the additional term (I − W )x that is due to the relaxation (6); indeed, sincex / ∈ span{1}, the term (I − W )x is always positive. The bounds also show the effect of the errors in the algorithm. The bounds can be derived simply using N o → +∞ in Corollary 1.
Remark 5. Suppose that the non-smooth local costs g i are constant over time, and that C 0 := sup t∈R+ d dt ∇f (x; t) < +∞. Then, by [42] the distance between consecutive optimal solutions can be characterized as
and substituting σ = C 0 T s /m f in Proposition 3 and Corollary 1, makes explicit the dependence of the asymptotic error on how frequently a new problem is observed.
C. Accounting for different sources of inexactness
Propositions 2 and 3, as well as Corollary 1, hold for general additive errors, as in (20) . In this section, a bound is provided where the individual contributions of the errors due to an approximate gradient evaluation, an approximate proximal evaluation, and state errors are emphasized. These bounds may suggests how to allocate computational resources to strike a balance between performance and precision in the gradient and proximal computation, as well as in the accuracy of the communications.
Accordingly, let e g , e p and e s be the errors affecting the gradient, proximal, and states at iteration , respectively. The inexact DPGM applied to the problem observed at time t k can therefore be analyzed by rewriting (19) as:
x +1 = prox αg(·;t k ) (y +1 ) + e p ,
and the following Corollary holds.
Corollary 2 (Sources of inexactness). Let the step size α verify (11), then the asymptotic error of the inexact DPGM of (31) can be upper bounded as:
• if e g , e s and e p satisfy Assumption 3 with η g , η s and η p , respectively, then:
• if e g , e s and e p satisfy Assumption 4, then:
Proof. Notice that (31b) can be rewritten as
which conforms to the inexact DPGM of (20) . Moreover, one can rewrite the implicit update (14) as
where the contribution of the different sources of error can be analyzed separately. Finally, the error norm can be bounded as W e s − αe g + e p ≤ W e s + α e g + e p , and the results follow from Corollary 1.
Relative to Corollary 1, the result of Corollary 2 highlights the contributions of individual errors on the asymptotic bounds. Depending on the specific tools utilized to estimate the gradient, and depending on specific choices on the computation of the proximal operator, the bounds can be further tailored to specific applications. As an example, expressions for η g and E e g are available from zeroth-order methods [13] , [14] or for measurement-based methods [7] . How to model e p is discussed in, e.g., [11] , [15] , and see also Appendix C.
V. NUMERICAL RESULTS
This section presents and discusses numerical results that analyze the proposed algorithm and compare it with other PGM-based distributed methods.
A. Simulation setup
The simulations are performed for a random graph with N = 25 nodes and ∼ 160 edges, with vectors of dimension n = 5. The consensus matrix W is built using the Metropolis-Hastings rule. The nodes are tasked with solving, in a distributed fashion, a sparse linear regression problem; that is, f i and g i are:
Let b i,k = A i,k y(t k ) + e i,k be the noisy measurements of the sparse signal y(t k ) performed by the i-th node, with e i,k ∈ N (0, 10 −3 ). The signal has n/2 non-zero components, and λ 1 is set to λ 1 = 0.01. Different regression matrices A i,k are randomly generated at each sampling time t k , with condition number of ∼ 100.
In the time-varying case, the signal has sinusoidal components with different phases uniformly drawn from [0, π], angular frequency 0.5, and the sampling time is T s = 0.01.
The results presented are averaged over 100 Monte Carlo iterations. As a performance metric, the cumulative tracking error is utilized, which is defined in the time-invariant (TI) and time-varying (TV) case, respectively, as:
In the following, both time-invariant and time-varying sparse linear regression problems are considered. The nodes exhibit errors caused by white Gaussian noise on the communications, with variance σ 2 comm .
B. Time-invariant problem
As discussed in Section I, different proximal gradient method-based distributed algorithms have been proposed in the literature for static problems. The first set of results provides a comparison of the proposed DPGM with PG-EXTRA [20] and NIDS [21] . Figure 2 illustrates the tracking error { x − x * } ∈N of each algorithm in both the exact and inexact scenarios. Without communication errors (left plot), both PG-EXTRA and NIDS converge exactly, with a tracking error that is linearly decreasing. On the other hand, DPGM converges to a neighborhood of the optimal solution, as shown by the tracking error that reaches a steady-state value after a linear convergence transient.
Interestingly, in the presence of errors in the algorithmic updates (right plot), one can notice that (i) NIDS diverges;
(ii) DPGM -as proved in Section III -and PG-EXTRA converge to a neighborhood of the optimal solution, with the latter achieving a worse steady-state error.
PG-EXTRA does not perform well in the inexact scenario because the updates of PG-EXTRA employ a gradient tracking scheme [20] , and depend on the variables transmitted at times and − 1. This implies that each update of PG-EXTRA is affected by two approximate gradients and two sources of communication errors, rather than a single one (as in the DPGM). Figure 3 illustrates the cumulative error incurred by the DPGM for different values of the noise variance and different values of α. The step sizes are chosen as fractions of the upper bound imposed by (11) , hereafter denoted byᾱ.
Recall that by Lemma 6, if e s ∼ N (0, σ 2 comm I nN ) then E [ e s ] ≤ √ nN σ comm . Consequently, as shown in Figure 3 , the cumulative tracking error of the DPGM increases with the incresing of the noise variance.
Moreover, an interesting result can be observed when the step size varies. Indeed, the figure shows that for small values of σ 2 comm , smaller values of the step size lead to smaller cumulative errors. However, above a certain threshold, the curves transition to a regime in which larger values of α lead to better performances. The cause of this behavior may be explained as follows. Specializing Corollary 1 to the timeinvariant scenario, i.e. taking N o → +∞, it holds
(33) It can be seen that in the right-hand side of (33) the term σ is constant, while 4αL g and 2E e s vary as α and σ 2 comm change, respectively. Additionally, the whole expression is weighted by 1/(1 − δ), which decreases as the step-size increases. Thus, when the noise variance σ 2 comm is very small, the dominant term is 4αL g , which implies that smaller values of the step-size lead to smaller errors. Increasing σ 2 comm however makes 2E e s the dominant term, and therefore a smaller 1/(1 − δ) weight, that is, a larger step-size, improves the performances.
C. Time-varying problem
This section considers the time-varying, inexact DPGM for the sparse linear regression problem described above.
A first result is presented in Figure 4 , which illustrates the cumulative tracking error attained by DPGM, PG-EXTRA, and NIDS for different values of N o ; that is, by varying the number of steps of the algorithm within each interval T s .
It can be noticed that, in the case of exact algorithmic steps (left plot), PG-EXTRA and NIDS have better performances the larger N o is, since they converge exactly. On the other hand, when inexactness is introduced, PG-EXTRA attains worse errors than DPGM, while NIDS diverges. Indeed, comparing the left plot in Figure 2 and the right plot in Figure 4 , it is interesting to see that DPGM performs the worst for timeinvariant problems and with exact updates, but becomes the best algorithm in the time-varying and inexact cases. A further remark is that the performance of PG-EXTRA and DPGM coincide for N o = 1, since with this choice PG-EXTRA reduces to DPGM.
Another interesting observation is that the cumulative error of the proposed DPGM -as well as PG-EXTRA in the inexact case (right plot) -decreases only up to a threshold value of N o , and afterwards exhibits a plateau. The following observation explains this behavior. By Corollary 1, one has that
The right-hand-side of (34) is therefore the sum of two terms, Finally, Figure 5 depicts the cumulative tracking error of the proposed DPGM for different choices of N o and α.
The cumulative tracking error of DPGM plateaus after a threshold value of N o . Moreover, the larger the step-size, the smaller the error, since the right-hand side of (34) is weighted by 1/(1 − δ).
VI. CONCLUSIONS
This paper developed an online DPGM for time-varying composite convex optimization problems. The algorithmic steps of the online DPGM may be "inexact" to account for approximate first-order information of the smooth component of the cost, computationally-heavy proximal operators, and communication noise or quantization errors. The paper provided convergence results for the DPGM in both the time-invariant and time-varying case, and analyzed the effect of errors, temporal variability of the solution, and problem realization on the tracking capability of the DPGM. R-linear convergence to a neighborhood of the optimal solution trajectory was shown.
Numerical results compared the DPGM with PG-EXTRA and NIDS, and showed that, in the considered setting, DPGM is the best algorithm in the time-varying and inexact cases. Future research efforts will look at adaptive step size rules and asynchronous implementations of the DPGM; asynchronicity may be due to communication failures, and timevarying topologies (for example, in mobile networks). Furthermore, time-varying gradient tracking schemes such as PG-EXTRA will be investigated.
APPENDIX A PROOFS OF LEMMAS IN SECTION II

A. Proof of Lemma 1
The result can be obtained starting as follows
where triangle and Cauchy-Schwarz inequalities were used to derive the first inequality, and the smoothness of f for the second.
The strong convexity follows from the strong convexity of f and the fact that I − W is positive semidefinite.
B. Proof of Lemma 2
By the definition of proximal operator, it holds that x +1 = prox αg (y +1 ) if and only if y +1 −x +1 ∈ α∂g(x +1 ), which implies that there exists a subgradient∇g(x +1 ) ∈ ∂g(x +1 ) such that y +1 = x +1 + α∇g(x +1 ), and (14) follows.
C. Proof of Lemma 3
By the optimality condition for the regularized problem (6) it holds that ∇f (x) +∇g(x) + (1/α)(I − W )x = 0 for any subgradient∇g(x) ∈ ∂g(x). Therefore the following chain of inequalities holds:
where the triangle inequality was applied for the first inequality, and Lipschitz continuity of the gradient of f and of g for the second inequality.
D. Proof of Lemma 4
For simplicity, denote E := (1 N 1 N ⊗ I n )/N . Using (14), one can write the update for the distance from the average as:
One can observe the following two facts: 1) matrix I nN − E =: Π {1} ⊥ is the projection onto the space orthogonal to the consensus space span{1}, and thus it verifies
2) given that W and E commute (due to the double stochasticity of W ), then it holds
Using fact 2. into (37) one can rewrite it as
Moreover, by fact 1. it holds that x −x will always be perpendicular to the consensus space span{1}, and so one can write (38) as:
Taking the norm on both sides, and using triangle and Cauchy-Schwarz inequalities, one obtains
where the fact that I nN − E = 1 was used.
E. Proof of Lemma 5
For simplicity of exposition, consider the "scalar" averagē x +1 , characterized by the updatē
where column stochasticity of W was used. By the optimality condition of problem (3), it holds that (1 N ⊗ I n /N ) ∇f (x * ) +∇g(x * ) = 0, and thus this term can be added to the right-hand side of (40) . Moreover, adding x * on both sides, taking the norm and using the triangle inequality yields:
The second through fourth terms on the right-hand side of (41) can be bound using the Cauchy-Schwarz inequality and the Lipschitz continuity of ∇f and g. Indeed:
and, for any x:
The square of the first term on the right-hand side (41) is now analyzed. By the definition of norm square it holds that
and an upper bound the inner product is needed. By linearity it holds
x − x * , ∇f i (x ) − ∇f i (x * )
where the properties of smooth and strongly convex functions were used to derive the inequality [38] .
By the Cauchy-Schwarz inequality, it holds that 1 N ∇f (x ) − ∇f (x * ) 2 ≤ 1 N ⊗ I n N (∇f (x ) − ∇f (x * )) 2 and, hence, one can derive
Thus,
Notice that if α < 2/(m f + L f ) then the second term on the right-hand side is negative. Moreover, it holds that
However, 2/(m f +L f ) < (1/2)(m f +L f )/(m f L f ), and thus only ensuring the following is needed:
As a consequence, it follows that
and taking the square root and using the definition of c, one can write:
Substituting these results back into (41) then yields: 
where the fact E [ e, µ ] = µ 2 -consequence of the linearity of the expected value -was used for the second equality. Rearranging (42) yields E e 2 = tr(Σ) + µ 2 < +∞.
Moreover, since √ · is a concave function, the Jensen inequality holds and one has:
Combining (43) and (44) proves the Lemma.
APPENDIX C APPROXIMATE PROXIMAL EVALUATION
This appendix briefly discusses the model for the approximate proximal evaluation employed in (19) . Given a closed convex and proper function g : R n → R, let Γ αg : R n → R be defined as:
Then a point x is an approximation of prox αg (y) with precision e p ≥ 0 if [11] , [15] :
where Γ αg (prox αg (y)) corresponds to the case in which the proximal operator is computed exactly. Furthermore, by the 1/α-strong convexity of Γ αg , one has that:
1 2α
x − prox αg (y) 2 ≤ Γ αg (x) − Γ αg (prox αg (y)). (47)
And therefore, together, equations (47) and (46) imply that
x − prox αg (y) ≤ e p .
Additional details and discussions can be found in [11] , [15] 
