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Abstract
On a very small surface, a chip, several thousands of oligonucleotides, having a length between 20
and 25 bases, can be synthesized. The actual technology to manufacture in parallel these high-density
oligo-chips is photolithography using masks to select the oligos on which one base, amongA, T, G or
C, must be added. The problems tackled here deal with the possibility, with a unique series of masks,
to synthesize each oligonucleotide in different ways, such that two copies of the same one are realized
with different subsequences of masks.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
All the combinatorial data analysis problems tackled here come from the design of oligo-
chips. Oligos are short sequences of a single-stranded DNA which is made of nucleotides,
or bases. Here they will be considered as words having length about 20 to 25 characters over
the alphabet A = {A,T,G,C}. On a very small surface, a chip having the size of an inch,
up to 100 000 different oligos can be synthesized. Confronted to another single-strand DNA
fragment, an oligo is hybridized if and practically only if this fragment contains the word
composed of its complementary sequence (A for T, G for C and reciprocally). For instance,
without taking into account oligo length, ATTCGA will hybridize with CTATAAGCTAGCT,
since this latter contains the complementary word TAAGCT. This hybridization can be
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detected automatically using biochemical experiments. Using the oligos as probes, these
chips are extensively used in many biological analysis, to discover when genes are acti-
vated, to reveal interactions between genes, or to identify sequences belonging to viruses
or bacteria.
The technic used to synthesize oligo-chips with very high density, is photolithographic
masks [7]. Each mask can be seen as a stencil. This technic makes it possible to extend
oligos in parallel, adding at each step one base, among A, T, G or C, to the current end of
those that require this base. Consequently, there is one character associated with each mask.
The series of masks can be considered as an artiﬁcial sequence of nucleotides. We tackle
here some combinatorial problems in deﬁning a mask sequence able to generate a given set
of oligos.
Evidently, each oligo must be a subsequence of the mask sequence (characters are not
necessarily consecutive, they may be separated, but they remain in the same order). In other
words, the mask sequence is a common supersequence of the oligo set. We ﬁrst empha-
size that determining a supersequence of oligos is not the same problem as the sequencing
one, for which, given a set of DNA fragments, a superstring containing all these frag-
ments as overlapping words is sought. For this latter problem, some polynomial algorithm
exists [10].
Example 1. Let ATTATGCTAT, TATATGCATT and CTATTGCCTA be the set of oligos
of length 10. The supersequence = CTATTATGCCATAT of length 14 can be used as a
mask sequence, since each oligo is a subsequence of  as can be seen in the following
diagram:
C T A T T A T G C C A T A T
ATTATGCTAT + + + + + + + + + +
TATATGCATT + + + + + + + + + +
CTATTGCCTA + + + + + + + + + +
Here, we do not try to minimize the number of masks necessary to build a supersequence
of a given set of words, because the shortest common supersequence problem, or SCS-
problem, as been proved NP-hard [8] whatever is the cardinality of the alphabet [9]. It
means that an optimal solution, for many thousands of oligos cannot be computed. The
trivial algorithm, actually used in an industrial process, is to ﬁll each position of all the
oligos one after another, from left to right. And so, generally, four masks are necessary to
realize the ﬁrst nucleotide for all the probes, four other masks to fulﬁll the second position
and so on. Consequently, the number of masks is four times the length of the oligos. Using
someheuristics, as those developed for the dual problemof the longest common subsequence
[4] and for the same SCS-problem [2,6] one can often reduce this quantity.
One of themain problems inmanufacturing this kind of chips is the reliability of themask
technology. A faulty mask does not add the required nucleotide at the wanted positions on
the chip or adds it at a wrong place. Consequently, it can generate unnecessary probes and,
above all, make incorrect ones. This could be tested by quality controls, but present chips
are generally made for a single use. In a recent paper, Hubbell and Pevzner [5] proposed
making a special zone on the chip to detect variation in the manufacturing process. Here,
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we investigate the possibility to put on the chip several instances of the same oligo, these
instances being synthesized by different combinations ofmasks.Wewill deﬁne a realization
or a copy of an oligo, as a subsequence of masks capable to synthesize it. For instance, there
are four ways to synthesize ATTAC with the series ATATTAC. Numbering masks from 1
to 7, the realizations (1,2,4,6,7), (1,2,5,6,7), (1,4,5,6,7) and (3,4,5,6,7) will give the same
oligo ATTAC.
Let  be the sequence of masks. Realizations of an oligo are different subsequences of 
that give the same oligo. During the use of the chip, if some of the oligos hybridize, then the
complementary sequence must be present. But if all the instances of an oligo were made
with the same subsequence of masks, a single faulty mask makes them all fail and would
give a wrong result.
These reliability questions pose some practical and theoretical problems:
• How many different realizations of an oligo is it possible to have with a given mask
sequence? We propose a polynomial time algorithm to count the number of different
copies of an oligo. We show that these numbers vary very largely among oligo set
having the same length denoted by m.
• It is natural to seek realizations that are as different as possible. Given two realizations,
let q be the number ofmasks that belong to only one of them.The value q=1 corresponds
to the minimum number of differences, and when q=m, the realizations are completely
disjoint. We now can formulate the decision problem: Given a word  and a sequence  ,
does  contain k disjoint subsequences identical to ? For k= 2 we design a polynomial
time algorithm to answer this question. It provides also the corresponding two disjoint
copies.
• To ﬁnish, we describe an enumerative algorithmwhich determines themaximumnumber
of disjoint realizations of  that can be made with . It is not a polynomial algorithm and
cannot be used for large problems.
2. On the number of realizations
Let  be a word of lengthm and  a word of length n over the nucleotide alphabetA. In our
problem,  corresponds to an oligo and  to the mask sequence. Since  is a supersequence
of all the oligos, it is longer than  and we will call  a sequence. Let [i] be the character
of  at position i and [1, i] denotes the preﬁx of  of length i. In this section, we count the
number of different subsequences of  that are identical to . They are deﬁned as a m-uple
of increasing positions in  and so, the set of realizations of  can be endowed with the
lexicographic order.
The ﬁrst possible (smallest) realization of is obtained by simply searching for characters
of  in , reading both from left to right.And the last (greatest) realization in obtained doing
the same in the opposite direction. We will call them left and right copies. It is clear that
there is no possible realization on the left (resp. right) side of the left (resp. right) copy. Let
P l(i) be the position in  of [i] in the left copy, and Pr(i) be the position taken by the
same [i] in the right copy. They deﬁne an interval in  of possible masks to synthesize this
nucleotide if they match [i].
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Let i and j be two indices, respectively, in  and , such that [i] = [j ] and P l(i)j
Pr(i). After the jth mask, [1, i] is realized; we want to evaluate the number of ways to end
this preﬁx. We denote by R(i, j) the number of ways to extend a realization that uses the
jth mask to synthesize the ith character of .We will say that this realization passes through
position (i, j). By deﬁnition, R(i, j)= 0 when [i] = [j ]. We have the obvious property:
Proposition 2. For P l(m)jPr(m)we haveR(m, j)=1 iff [m]=[j ]. For 1 im
and P l(i)jPr(i), we have
R(i, j)=
Pr(i+1)∑
k=j+1
R(i + 1, k).
Proof. If a realization passes through (i, j), to synthesize [i + 1], it must use a mask
having an index strictly greater than j. For each index value k, there areR(i+1, k) possibil-
ities. When the last character [m] is covered by [j ], the oligo is ﬁnished; consequently,
R(m, j)= 1.
Corollary 3. The number of realizations of  in  is equal to
Pr(1)∑
k=P l(1)
R(1, k).
The computation of the R values can be done starting from the last character of  which
can be matched with all the instances of this character between P l(m) and Pr(m). Then we
evaluate the row corresponding to [m− 1], [m− 2], etc., ending with the ﬁrst row. The
sum of the values in this ﬁrst row is the number of realizations. Obviously, this algorithm
has time complexity O(n.m).
/* Algorithm to count realizations */
/* Initialization of the last row of matrix R */
Sum := 0
for j := P l(m) to Pr(m)
if [m] = [j ] then { R(m, j) := 1 ; Sum := Sum+ 1 }
else R(m, j) := 0
end of for j
/* Counting for each row */
for i := m− 1 to 1
NbRes := Sum ; Sum := 0
for j := P l(i) to Pr(i)
NbRes := NbRes − R(i + 1, j)
if [i] = [j ] then { R(i, j) := NbRes ; Sum := Sum+NbRes }
end of for j
end of for i
/* At the end, Sum contains the number of different copies */
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Example 4. We count the realizations of ATTAC in ATTATTACAC. The left and right
copies are indicated by sign + and -. The instances of matching characters in these intervals
are marked by a x.
1 2 3 4 5 6 7 8 9 10
A T T A T T A C A C
A + - P l(1)= 1 Pr(1)= 4
T + x - P l(2)= 2 Pr(2)= 5
T + x - P l(3)= 3 Pr(3)= 6
A + x - P l(4)= 4 Pr(4)= 9
C + - P l(5)= 8 Pr(5)= 10
The table R after computing is (all the 0 values are missing):
A T T A T T A C A C
A 20 3
T 11 6 3
T 5 3 3
A 2 2 1
C 1 1
So the number of realizations of ATTAC in sequence ATTATTACAC is 23.
The number of copies of the different oligos in a supersequence of masks varies very
much.A set of oligonucleotides, for a real chip on E. Coli, has been selected by R. Christen
(CNRS-Station marine de Villefranche/mer); there are 5328 oligos of length 20. As usual,
the central nucleotide, which must match for hybridization, is successively replaced by the
three other ones, making a total of 4×5328=21 312 oligos to synthesize on that chip. Two
supersequences of the whole set, having only length 64, have been computed. They both
give similar results for the number of realizations. Themaximum number is several hundred
thousands (respectively 881 170 and 699 226) but the minimum value is just 1. This latter
type of oligos is not rare, since there are about 50 having a unique copy. Eighty oligos have
less than 10 realizations and the average number is around 15 000 (respectively 15 321 and
14 089).
3. Are there two disjoint realizations?
One possibility to eliminate the bad effect of a faulty mask is to synthesize each oligo
with two completely different series. Given a supersequence of masks, the problem is
to decide if it is possible to get two disjoint realizations of each oligo. But the numbers
above convincingly argue against pairwise comparisons of copies to check if they share a
common mask. So we have studied other methods for this problem. Its formulation in terms
of graph suggests that it could be NP-complete, but ﬁnally we have designed a dynamical
programming algorithm.
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We ﬁrst remark that the simple algorithm that looks for a ﬁrst realization of  in , then
delete the used characters in -remaining ′- and search again for  in ′ is not correct, as
it is shown in the following example:
Example 5. Let = ACGACGACTACT in which we look for two copies of ACGACT. The
left copy gives:
ACGACGACTACT
ACGACT +++++ +
After the withdrawal of characters marked +, the remaining GACACT does not contain 
any more. But there was an evident solution:
ACGACGACTACT
ACGACT +++---+++---
Many other greedy strategies also give wrong results: one can easily provide counter-
exampleswhen the characters are selected in parallel; for instanceATTAC inATTACATTAC.
There are some necessary conditions about the number of instances of the different
characters of in , that provide a lower bound.More precisely,wemust haveP l(i)<P r(i).
This will be developed in Section 4. But Example 6 is enough to show that this property is
not sufﬁcient.
3.1. A formulation in terms of graph
To get disjoint realizations, we must use just once the characters of  between the left
and right copies of  (including these ones). They deﬁne a strip that permits description of
a realization of  as a path in a directed graph. Its vertices are the matching positions in
the strip, labelled by their indices in , and the arcs correspond to consecutive characters in
 if positions are increasing. The existence problem of two disjoint realizations is to ﬁnd
two paths in this graph which do not use the same labels (in addition to not using the same
vertices); so this problem is not identical to the 2-connectivity problem of a graph (which
is polynomial). The current problem can be solved with an enumerative process, but this
would give a non-polynomial algorithm.
Example 6. We look for two disjoint realizations of  = TCACGCG in  =
TACGTCACTACGCTAGACG. The left and right copies are respectively given by the po-
sitions (1, 3, 7, 8, 12, 13, 16) and (5, 8, 10, 13, 16, 18, 19).
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
T A C G T C A C T A C G C T A G A C G
T + -
C + x -
A + -
C + x -
G + -
C + -
G + -
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10 13 16 18 19
7 8 12 13 16
6 11
5 8
1 3
start end
T C A C G C G
Fig. 1. The word  and the sequence  are given in Example 6. Vertices are matching positions in  and all the arcs
are directed from left to right. Disjoint copies correspond to disconnected paths.
They correspond to the graph of Fig. 1. The top and bottom paths use positions 8, 13
and 16. Positions 8 and 13 can be avoided in the top path using positions 5, 6, 10 and 11.
But position 16 (or 19) is necessary for both paths. Consequently there does not exist two
disjoint copies of  in .
3.2. A dynamical programming method
Let 1 and 2 be the two copies of  being searched for. For any pair of preﬁxes, the
idea is to determine the number of characters in  that are necessary to cover independently
both preﬁxes. To do so, we build a two-dimensional table T, indexed on the positions in 1
and 2, such that T (i, j) is the length of the shortest preﬁx of  that can cover (or realize)
separately 1[1, i] and 1[1, j ].
To evaluate T (i, j), we remark that either we add character 1[i] to the preﬁx of  that
covers 1[1, i − 1] and 2[1, j ], or we add character 2[j ] to the preﬁx covering 1[1, i]
and 2[1, j−1]. So we can calculate T (i, j) from T (i−1, j) and T (i, j−1) looking for the
next instance of 1[i] after T (i − 1, j) and for the next instance of 2[j ] after T (i, j − 1).
The value of T (i, j) is the smallest of these two positions.
For an efﬁcient implementation of this method, the positions of the next instance of any
character of the alphabet, after a given position in , must be memorized. This can be done
realizing ﬁrst the following computation: Let Pos be a two-dimensional table, row indexed
on the alphabet and column indexed on the positions in . This table is initialized to 0.
During the ﬁrst step,  is read from right to left. If [k]= c, the next instance of c after k−1
is in position k, so we pose Pos(c, k − 1)= k. During the second step, along each row of
Pos, we run in the decreasing index order, replacing each null value by the value placed just
after. This algorithm has been proposed ﬁrst by Apostolico and Guerra [1].
for k := n to 1
c := [k] ; Pos(c, k − 1) := k
end for k
for c := 1 to |A|
for k := n− 1 to 0
if Pos(c, k)= 0 then Pos(c, k) := Pos(c, k + 1)
end for k
end for c
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The tablePos being established, to compute tableT, we apply the dynamical programming
schema:
T (i, j) := Min{Pos(1[i], T (i − 1, j)), P os(2[j ], T (i, j − 1))}
/* Algorithm to search for two disjoint copies */
T (0, 0) := 0 ; k := 0
for i := 1 to m
c := [i] ; k := Pos(c, k) ;
T (i, 0) := k ; T (0, i) := k
end for i
for i := 1 to m
for j := 1 to m
k := Pos([j ], T (i, j − 1))
kk := Pos([i], T (j, i − 1))
if max{k, kk} = 0 then stop else T (i, j) := min{k, kk}
end for j
end for i
Proposition 7. This algorithm searching for two disjoint copies of a word  of lengthm in
a sequence  of length n over an alphabet having  characters has time complexity O(m2).
The pre-calculus, which is only made once for all the searched words, is in O(.n).
Example 8. We look for twodisjoint copies ofTCACGCG inTACGTCACTACGCTAGACGG.
It is the same sequence as in the previous example, in which a 20th character G has been
added to get a solution. First, we build table Pos giving the position of the next instance of
each character:
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
T A C G T C A C T A C G C T A G A C G G
A 2 2 7 7 7 7 7 10 10 10 15 15 15 15 15 17 17 0 0 0 0
C 3 3 3 6 6 6 8 8 11 11 11 13 13 18 18 18 18 18 0 0 0
G 4 4 4 4 12 12 12 12 12 12 12 12 16 16 16 16 19 19 19 20 0
T 1 5 5 5 5 9 9 9 9 14 14 14 14 14 0 0 0 0 0 0 0
We calculate table T giving the length of a shortest preﬁx in  necessary to cover inde-
pendently all the pairs of preﬁxes of :
T C A C G C G
0 1 3 7 8 12 13 16
T 1 5 5 7 8 12 13 16
C 3 5 6 7 8 12 13 16
A 7 7 7 10 10 12 13 16
C 8 8 8 10 11 12 13 16
G 12 12 12 12 12 16 16 19
C 13 13 13 13 13 16 18 19
G 16 16 16 16 16 19 19 20
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As the cell T (7, 7) is reached, the two disconnected copies of TCACGCG in
TACGTCACTACGCTAGACGG are feasible, and the last character is necessary.
To determine what characters of  are used for each copy, we proceed as for recovering
the sequence of operations in an editing process. We start from the last cell T (m,m) and
look for the smallest of the two values, one just above T (m−1,m) and the other on the left
side T (m,m−1). If both are equal one can take any of the two and, if they are not, one must
select the smallest one. Doing this way we come back to T (0, 0). This path indicates to
which copy the selected characters belong: From (0, 0), the direction of the next character
indicates to which copy it belongs, horizontally to the ﬁrst one and vertically to the second
one.
Example 9. In the table of the previous example, the selected cells are indicated with
a star:
T C A C G C G
0* 1 3 7 8 12 13 16
T 1* 5 5 7 8 12 13 16
C 3* 5* 6* 7* 8* 12 13 16
A 7 7 7 10 10* 12 13 16
C 8 8 8 10 11* 12* 13* 16
G 12 12 12 12 12 16 16* 19
C 13 13 13 13 13 16 18* 19*
G 16 16 16 16 16 19 19 20*
They correspond to the disjoint copies
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
T A C G T C A C T A C G C T A G A C G G
TCACGCG + + + + + + +
TCACGCG - - - - - - -
Remark 10. This algorithm can also be applied when what is searched is not two copies of
a word but two different words. In the ﬁrst case, table T is symmetrical, and one may only
evaluate cells such that j i, corresponding to the lower left part of Table T, including its
diagonal.
4. On the maximum number of realizations
To determine whether there exist two disjoint copies or not, a two-dimensional table is
sufﬁcient, but for three copies a table having three dimensions is necessary, and so on.
This would necessitate a memory space and a number of operations that is an exponential
function in the number of copies.
An upper bound of the number of disjoint realizations is given by the number of instances
of a character of  between and including left and right copies. Let p be the smallest of
these numbers. Evidently, there cannot bemore than p disjoint realizations. The current state
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synthesizing these p copies can be coded as a p-uple (i1, i2, . . . , ip), ij being the length of
the generated preﬁx of the jth copy. For each position k in , let Ik be the set of p-uples such
that the preﬁx [1, k] covers independently [1, i1], [1, i2] . . . and [1, ip]. We suppose
that the p copies are ranked in the decreasing length order, i.e. i1 i2 · · ·  ip. Classically,
p-uple (i1, i2, . . . , ip) dominates (j1, j2, . . . , jp) if and only if, for any l, iljl . It is clear
that the dominated elements of Ik are not necessary; for each k, they are removed. Initially
I0 = (0, 0, . . . , 0).
The principle of this algorithm is to list the sets Ik when k varies from 1 to n=||. To pass
from Ik to Ik+1, it sufﬁces to enumerate the different ways to go ahead in . The question
is how to use character [k + 1] to extend one of the p preﬁxes of . Let (i1, i2, . . . , ip)
be an element of Ik . If there exists an index ij in  such that [ij + 1] = [k + 1], then
(i1, . . . , ij + 1, . . . , ip) belongs to Ik+1; else, if (i1, i2, . . . , ip) is not dominated in Ik+1
then (i1, i2, . . . , ip) belongs to Ik+1. Finally, the greatest number of indices equal to m in
one of the p-uples belonging to In is the maximum number of disjoint copies of  in .
Example 11. Let  = ATCACATGCATCACTATC. How many disjoint realizations of
ACATC are there in  ?
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
A T C A C A T G C A T C A C T A T C #
A + x x x - 5
C + x x x - 5
A + x x x - 5
T + x x - 4
C + x x - 4
The left and right copies permit to bound this number to 4.
I1 = I2 = {(1, 0, 0, 0)}
I3 = {(2, 0, 0, 0)}
I4 = {(2, 1, 0, 0), (3, 0, 0, 0)}
I5 = {(2, 2, 0, 0), (3, 0, 0, 0)}
I6 = {(2, 2, 1, 0), (3, 2, 0, 0)}
I7 = I8 = {(2, 2, 1, 0), (4, 2, 0, 0)}
I9 = {(2, 2, 2, 0), (5, 2, 0, 0)}
I10 = {(2, 2, 2, 1), (3, 2, 2, 0), (5, 2, 1, 0), (5, 3, 0, 0)}
I11 = {(2, 2, 2, 1), (4, 2, 2, 0), (5, 2, 1, 0), (5, 4, 0, 0)}
I12 = {(2, 2, 2, 2), (5, 2, 2, 0), (5, 5, 0, 0)}
I13 = {(3, 2, 2, 2), (5, 3, 2, 0), (5, 2, 2, 1), (5, 5, 1, 0)}
I14 = I15= {(5, 2, 2, 2), (5, 5, 2, 0)}
I16 = {(5, 3, 2, 2), (5, 5, 2, 1), (5, 5, 3, 0)}
I17 = {(5, 4, 2, 2), (5, 5, 2, 1), (5, 5, 4, 0)}
I18 = {(5, 5, 2, 2), (5, 5, 5, 0)}
Finally, there are 3 disjoint copies of ACATC in ATCACATGCATCACTATC, because of
(5, 5, 5, 0). To get the corresponding subsequences it sufﬁces to memorize, under a tree
form, which p-uple of Ik leads to any p-uple in Ik+1.
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The set Ik can contains all the partitions of integer k in atmost p parts that is an exponential
number of partitions. Consequently, this algorithm is not polynomial.
5. Conclusion
We have deﬁned a very efﬁcient algorithm to test if a sequence contains two disjoint
copies of each oligo. Then, we use it to design an algorithm to built a double supersequence
of a given oligo set [3]. For the E. Coli data, we get a series of 99 masks containing two
disjoint realizations of each oligonucleotide. Accepting the risk to have one defective mask
in both copies, one can expect to obtain a correct set of probes.
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