This paper focuses on secondary frequency control of large-scale power systems. First a centralized and a consensus control based distributed control law are presented, then a multi-level control law, named Multi-Level Power-Imbalance Allocation Control (MLPIAC), for the large-scale power systems partitioned into more than one region. The centralized and distributed control law are applied within each region and over the regions respectively. Besides restoring nominal frequency with a minimized control cost, MLPIAC also considers the transient behavior of the system after a disturbance. We present a control strategy different from the one applied in the Power-Imbalance Allocation Control (PIAC), which also enhances the transient behavior of the frequency through an accelerated convergence of the control inputs eliminating overshoots in MLPIAC. In the level of the distributed control over the regions, the consensus of the marginal costs can be accelerated through a single parameter. Furthermore, because the number of regions is smaller than that of nodes, MLPIAC is more effective to obtain the minimized cost than the purely distributed control law. The asymptotic stability of MLPIAC is proven using the Lyapunov method and the performance is evaluated through simulations.
I. INTRODUCTION
Power systems are often geographically extended and supply power to tens of millions of inhabitants and many companies over a large domain. A major objective of the power companies is to provide alternating current at the standard frequency, 60 Hz in the USA, and 50 HZ in the main parts of Europe and in Asia. The power demand fluctuates continuously due to switching on or off machines or computers. Consequently, the frequency of the power systems also fluctuates continuously. So the power grids must be controlled to maintain the frequency as close as possible to the agreed reference value.
For frequency control there are three forms of control: primary, secondary, and tertiary frequency control with control operations distinguished from fast to slow timescales. Primary frequency control is implemented as direct feedback at any power generator to keep the local frequency of the power generator synchronizing near the reference value. Secondary frequency control is implemented also at the local power sources but it takes care of the control task of keeping Kaihua the frequency constant in a power system region. Tertiary frequency control addresses the economic performance of the power generators. Each power generator of each power plant has an optimal economic performance at reference values that minimizes the energy losses due to transportation and the economic costs of production while keeping the power supply equal to the power demand.
In this paper the focus is on secondary frequency control. Consider a power system for a large area, partition the area into several (say three to ten) power system regions, and there exist controllers for each of the power system regions and there is a communication network linking all controllers and all busses. The aim is to synthesize a multi-level control law to control the power system so as to achieve the control objective of secondary frequency control. The control objectives can be described as: keep the frequency of the power system as close as possible to the reference value, prevent oscillations and overshoots in the dynamics of frequency, and minimize the economic cost in the operation of the power system. The control law is to be implemented in the form of controllers for each of the power system regions together with a controller for the complete power system area.
The initial approach to control synthesis of a large-scale system is to apply centralized control. Thus, there is one controller which receives information about the frequencies of all buses, hence from all power plants and from all power users as aggregated at buses. The controller is expected to issue control commands to all power plants so that the closed-loop power system meets the control objectives.
For the secondary frequency control of power systems, various centralized control approaches are proposed, including the traditional Automatic Generation Control (AGC) [12] , Gather-and-Broadcast Control (GB) [7] and Power-Imbalance Allocation Control [35] . From the global perspective of the entire power system, the AGC method and GB method are a form of integral control. The common drawback of integral control is that large control gain coefficients introduce overshoots and small ones lead to slow convergence. To address the large frequency deviation problem, which is the main concern of power systems integrated with large amounts of renewable, the convergence speed is critical. The Power-Imbalance Allocation Control (PIAC) method eliminates the common drawback of the integral control based approaches and improves the transient performance of the power system effectively [35] .
In practice today's power systems are becoming so large that they cannot be effectively controlled by a centralized controller. The communication overhead and the control computations to be carried out at the central controller take so arXiv:1708.03832v2 [cs.SY] 11 Oct 2017 much time that the control objectives cannot be satisfactorily achieved.
Therefore, a form of decentralized control or distributed control is implemented for control of power systems [20] . The forms of primary and secondary frequency control are motivated by this preference for distributed control. In distributed control there are several controllers in a power system each of which aims to achieve the control objectives for a particular power system region. In addition, the controllers of the various power system regions cooperate with each other to achieve the control objectives for the entire power system area. This paper aims to develop a distributed control approach for a large-scale power system.
Various distributed control approaches for secondary frequency control are proposed in literatures. The Distributed Averaging Proportional Integral (DAPI) control is widely studied for traditional power system and Micro-Grids [23] , [29] , [26] , [8] , [37] . Based on the principle of consensus control, the objective that the control cost is minimized is achieved by the DAPI method. Considering the congestion problems of the transmission lines, a distributed real-time optimal power flow is proposed in [18] . The approach optimizes the control cost at the steady state avoiding the congestion problem.
Other control approaches are based on primal-dual algorithm [5] , e.g., Economic Automatic Generation Control (EAGC) approach [16] , and a distributed control approach avoiding a congestion problem in [31] . All these approaches can control the power system to a steady state in which the control cost is minimized and the frequency is restored to the nominal frequency. However, the performance of the power systems in the transient phase after a disturbance is not considered at all. Similar to the AGC and GB method, these methods suffer from the common drawback of the integral control that large gain coefficients introduce overshoots. The overshoots lead to the undesired extra oscillations of the frequency of the power system. The potentially promising approach is the Unified Control (UC) framework for the primary and secondary frequency control proposed in [38] . It shows through numerical results that the overshoot can be potentially suppressed by the UC framework. However, theoretical analysis on how to improve the transient behavior is absent. The traditional method to eliminate the overshoots is to calculate the gain coefficient by analyzing the eigenvalues of the linearized system as in [32] , [33] . However, the eigenvalues are determined by the structure of the control approaches, the improvement of the transient performance obtained by the eigenvalue analysis is not as good as expected. A distributed control approach eliminating the overshoot problem such as the PIAC is required.
Distributed control and decentralized control are subareas of control theory for which a satisfactory and complete control theory does not exist. These problems are difficult because the interactions of the various subsystems are not fully understood and because there is interaction between the controllers via the power system. These topics are the focus of current ongoing research but there is no satisfactory understanding yet. The research area of networked control systems is the focus of intensive research and distributed control of power systems may benefit from this investigation.
Since the centralized control approach is able to decrease the control cost effectively and the distributed control is powerful for large-scale power systems, we aim to design a multi-level control approach that combines the centralized and distributed control approaches. Both the transient behavior and the steady state of the power system after a disturbance will be considered.
In the paper, first a centralized and a distributed secondary frequency control approach, called Gather-Broadcast Power-Imbalance Allocation Control (GBPIAC) and Distributed Power-Imbalance Allocation Control (DPIAC) are presented respectively. Both approaches have the nice transient behavior such as in PIAC through an accelerated convergence of the control inputs without any overshoots. Then a multilevel control, Multi-Level Power-Imbalance Allocation Control (MLPIAC), which comprises the GBPIAC and DPIAC method for large-scale power systems is proposed. For the MLPIAC method we partition the large-scale power system into a number of regions. There are two control levels in MLPIAC, i.e., control within each region and control over the regions. GBPIAC is implemented within each region and DPIAC over the regions. Within each region, the local control inputs are calculated by solving an economic power dispatch problem. Over the regions, the marginal costs of regions are exchanged via a communication network based on the consensus control principle, thus a consensus marginal cost is achieved at the steady state. So the control cost of the system is minimized at the steady state. As in PIAC, the overshoot of the control inputs are eliminated and the transient behavior of the system can be improved through an accelerated convergence of the control inputs in MLPIAC. Since the scale of the network in the distributed control on the control level over the regions becomes smaller, the marginal cost usually achieves the consensus faster. Furthermore, the consensus speed of the marginal cost can also be accelerated by increasing a single control gain coefficient, which results in a smaller control cost.
To simplify the description of MLPIAC, the two special cases of MLPIAC, the GBPIAC and DPIAC method are introduced before the MLPIAC method. This paper is organized as follows. We describe the dynamic model of the power network in section II, formulate the problem in section III, and propose the GBPIAC and DPIAC method in section IV. We synthesize the MLPIAC method with stability analysis in section V and provide the case study to evaluate the performance of MLPIAC in section VI. Concluding remarks are given in section VII.
II. DYNAMIC MODEL AND THE SYNCHRONIZED STATE OF

POWER NETWORKS
A power network is described by a graph G = (V, E) with nodes V and edges E ⊆ V × V where a node represents a bus and edge (i, j) represents the direct transmission line connection between node i and j. The buses may connect to synchronous machines, frequency dependent power sources (e.g., power inverters of renewable energy) or loads, or passive loads. The resistance of the transmission lines are neglected and the susceptance is denoted byB i j . Denote the set of the buses of the synchronous machines, frequency dependent power sources, passive loads by V M , V F , V P respectively, thus
The dynamic model of the power system is described by the following Differential Algebraic Equations (DAEs), e.g., [7] ,
where θ i is the phase angle at node i, ω i is the frequency deviation from the nominal frequency, i.e., f * = 50 or 60 Hz, M i > 0 is the moment of inertia of the synchronous machine, D i is the droop control coefficient, P i is the power generation (or demand), B i j =B i j V i V j is the effective susceptance matrix, V i is the voltage, u i is the secondary control input. We assume that the nodes participating in the secondary frequency control are equipped with the primary controller. Denote the set of the nodes equipped with the secondary controllers by V K ,
Since the control of the voltage and the frequency can be decoupled, we do not model the dynamics of the voltages and assume the voltage of each bus is a constant which can be derived from power flow calculation [15] . This model and the ones with linearized sine function are widely studied, e.g., [7] , [8] , [29] , [22] , [24] , [38] , [16] , in which the frequency dependent nodes are usually used to model the renewable power inverters.
Similar to the Kuramoto-model [6] , the system (1) synchronizes at an equilibrium state, called the synchronous state defined as follows.
Definition 2.1: Define a steady state of the power system (1) with constant power loads (generation) such that,
in which θ * i is the phase angle of node i at the steady state, ω syn ∈ R is the synchronized frequency deviation.
Note that the angle differences {θ * i j = θ * i − θ * j , i, j ∈ E} determine the power flows in the transmission lines. Substituting (2) into the system (1), we derive the explicit formula of the synchronized frequency deviation as
which states the necessity of the secondary frequency control. Without the secondary frequency control, i.e., u i = 0 for all i ∈ V K , the synchronized frequency deviation ω syn 0 if i ∈V P i 0. The power imbalance is defined as P s = i ∈V P i . In order to avoid damages to the electrical devices in the system, the frequency deviation should be zero, i.e., ω syn = 0, for which the necessary condition is
which can be satisfied by the value of {u i , i ∈ V K } determined by a control law. When a large amount of renewable energy are integrated into the power system, the power imbalance P s may fluctuate seriously due to the uncertainty of the weather, which leads to frequency oscillations. We aim to synthesis an effective frequency control law to control ω syn to zero in this paper.
III. SECONDARY FREQUENCY CONTROL
In this section, we introduce the secondary frequency control with the consideration of the economic power dispatch problem and formulate the problems that need to be solved in this paper.
A. Economic power dispatch
In secondary frequency control, a control objective is to minimize the control cost [12] for the following economic power dispatch problem,
where the control costs J i (u i ) of the controllers are different for various reasons such as different device maintenance prices. For the secondary frequency control which demands a minimized control cost, we need to solve the following problem.
Problem 3.1: Design a control law for the inputs {u i , i ∈ V K } of the system (1) such that, after a disturbance, (i) the state converges to a synchronous state as in (2) with ω syn = 0, (ii) the control cost is minimized at the synchronous state, equivalently, the economic power dispatch problem (4) is solved. Remark 3.2: In tertiary control [18] , [38] , the congestion problem in the transmission lines and constraints of the control input are considered, in which case the constraints
are integrated into the optimization problem (4). Since this paper aims to improve the transient performance, we assume the constraints (5, 6) are always satisfied, which can be guaranteed by tertiary control. To simplify the problem, we make the following assumptions for the economic power dispatch problem (4) . Assumption 3.3: For the problem 3.1, we assume (i) the power imbalance P s is a constant, (ii) the power imbalance can be compensated by the control inputs such that
(iii) the angle difference |θ i j | is smaller than γ i j , so the constraints (5) are always satisfied and neglected in this paper.
Problem (4) with Assumption (3.3) is still practical and valuable to be solved as an initial step to realize real-time optimal power flow control for future smart grids, e.g., [8] , [12] , [22] , [29] , and Assumption (3.3) is realistic with tertiary control which calculates the operating points for primary control and secondary control.
For solving the optimization problem (4), a necessary condition is [12] 
where
is the marginal cost of node i for all i ∈ V K and λ is the nodal price. In this paper, we consider the quadratic cost functions, J i (u i ) = 1 2 α i u 2 i where α i is the control price of the controller at node i. Note that if the power imbalance P s is known, the optimization problem (4) can be solved analytically with the necessary condition (7) . However, P s is unknown in practice since the loads cannot be predicted precisely in a short timescale.
After a disturbance has occurred, the state of the power system experiences two phases: a transient phase and a steady phase. The secondary frequency control solving optimization problem (4) usually considers the steady state only, e.g., [7] , [22] , [25] , [1] , [16] , [29] .
Frequency control treated by optimal control [17] , [9] as introduced in Appendix D, concerns primarily the transient phase. In that optimal control framework, the control objective is to minimize the control cost and frequency deviation over a short horizon the constraints are the dynamic equations (1), the inequalities (5), and (6) . However, the solution of the optimal secondary frequency control cannot be solved directly since an exact forecast of the fluctuating loads is needed, which is impossible in practice. Alternatively, the performance of the optimal control of the power system can be reached by hierarchical control, i.e., primary, secondary and tertiary control, if the transient performance is properly addressed.
In this paper, besides Problem 3.1 for the steady state, the following problem concerning the transient phase is also considered [36] .
Problem 3.4: Design a secondary frequency control law for {u i , i ∈ V K } of system (1) so as to improve the transient performance of the frequency after a disturbance through an accelerated convergence of the control inputs, where the extra oscillation of the frequency caused by the overshoots of the control inputs is eliminated.
To the best of our knowledge, control approaches of the literature do not consider the transient phase and the first solution of Problem 3.4 is the Power-Imbalance Allocation Control (PIAC) [35] . For the properties of PIAC, we refer to [36] which also provides the implementation of PIAC in multi-area control and asymptotic stability analysis.
PIAC is a centralized control approach. There is a centralized controller that collects the value of the system state and calculates the local control inputs which are allocated to the local controllers via a communication network. However, for a large-scale power system, the system is so large that it cannot be effectively controlled by a centralized controller as in PIAC due to the overhead communications and the control computations. Therefore, a form of decentralized control or of distributed control is required for large-scale power systems. Since there is no coordination in decentralized control, the control cost of the power system cannot be minimized by the decentralized control. Hence, we consider distributed control which can minimize the control cost through coordination between the controllers. Notice that the centralized control method can control the system effectively while minimizing the control cost for a large-scale power system. We aim to synthesize a multi-level control law for which the centralized control and distributed control can be implemented flexibly.
B. Multilevel control
Multi-Level control systems have been defined before for several classes of systems [13] , [14] . In the past the term hierarchical system was used to describe a system with at the highest-level one subsystem, at the next lower level two or more subsystems and the second lower level even more subsystems. The relations of a subsystem with its parent at the next-higher level and its children at the next-lower level have then to be defined. Because we focus on the hierarchy over the network of the power system rather than the one for frequency control with primary, secondary and tertiary control as in [10] , [12] , the term multi-level system will be used in this paper.
Definition 3.5: Define a multi-level control system architecture as consisting of a multi-level control system with two, three, or more levels. Below the term control subsystems is abbreviated to subsystem. The highest level is referred to as level 1, the next-highest level as level 2, etc. At the highest level there will be only one subsystem called the main subsystem. At level 2 there may be two or more subsystems. Each subsystem is connected to a parent subsystem at the next higher level and to two or more children subsystems at the next-lower level.
The association with the power system is such that at the lowest level there will be at any subsystem a bus with a power source or a power load, at the next-higher level a subsystem for the regional power subsystem and at the highest level the main subsystem for the area power system. Since centralized control performs well on decreasing the control cost and distributed control is powerful for large-scale systems, so we seek to combine the advantages of both into the multi level control. With a distributed control based on the consensus control principle as in [1] , [25] , the multi-level control law considers the following problem.
Problem 3.6: Design a secondary frequency control law for {u i , i ∈ V K } of a multi-level power system such that (i) the control law over the regions minimizes the control cost of all the regions at the steady state; (ii) the control law within each region minimizes the control cost of the local controllers at the steady state; (iii) the control law over the regions and the one within each of the regions minimizes the control cost of all the local controllers at the steady state;
With Assumption (3.7), the power system can be viewed as a machine, in which all the state information can be collected and all the disturbances can be estimated accurately via the state information. Furthermore, any region controller can communicate its control commands to all other region controllers and to the area controller. There usually are timedelay and noise in the measurement of the frequency and communications which are neglected in this paper.
C. The PIAC method
In order to explain the idea for eliminating the overshoot of control input, we introduce the PIAC method in this subsection. Inspired by the cruise control of a car [3] , the PIAC method is defined as follows [35] . 
where k is a positive parameter, and the cost functions are quadratic, i.e., J i (u i ) = 1 2 α i u 2 i for i ∈ V K . The total control input u s (t) is computed by (8b) and then dispatched to every local node i ∈ V according to (8c). The properties of PIAC are formulated in the following theorem. Theorem 3.9: Consider the PIAC control law for the power system (1), the controller has the following properties, (a) at any time, t ∈ T, u s (t) satisfies
So u s (t) converges to −P s exponentially with a speed determined by k.
(c) if there exists a steady state for the system (1) with PIAC, Problem 3.1 is solved, i.e., {ω * i = 0, i ∈ V M ∪ V F }, and the optimization problem (4) is solved;
For the details of the proof of Theorem (3.9), we refer to [35] .
In PIAC, the proportional term k i ∈V M M i ω i is used to suppress the overshoot of the total control input, and PIAC solves Problem 3.1 and 3.4. However, PIAC is a centralized scheme in which the main control procedure is implemented by a coordinator. A distributed secondary frequency control method is required that inherits the main characteristic of PIAC and avoids the drawback of the traditional secondary frequency control method.
IV. GATHER-BROADCAST AND DISTRIBUTED PIAC
In this section, we introduce the Gather-broadcast Power-Imbalance Allocation Control (GBPIAC) and Distributed Power-Imbalance Allocation Control (DPIAC) method respectively as a preparation for the multi-level control approach. Both approaches solve Problem 3.1 and 3.4. To simplify the exposition, we first define an abstract frequency deviation for the system in IV-A, then introduce the GBPIAC method, which inherits the main characteristics of PIAC in IV-B, and introduce the DPIAC method in IV-C.
A. Definition of an abstract frequency deviation
We view the power network as a mechanical bar and define an abstract frequency deviation ω s as follows [36] .
Definition 4.1: For the power system (1), an abstract frequency deviation ω s is defined as follows,
is a virtual global frequency deviation, which is different from both ω i (t) and ω syn (t) in general. However, if the power loads (or generation) {P i , i ∈ V} change slowly such that the synchronization ω i is not influenced so much, the differences between ω i (t) and ω s (t) can be neglected, i.e., ω i (t) = ω s (t). In that case, summing all the equations in (1), we obtain (12) .
It can be easily derived that ω * s = (P s + u s )/D s at the steady state of (12) , which leads to ω * s = ω syn by (3). So controlling ω s of (12) to zero, i.e., lim t→∞ ω s (t) = 0, is equivalent to restoring the nominal frequency of the system (1) .
As explained in [36] , the overshoot of u s usually causes extra oscillations of the frequency mentioned in Problem 3.4. In order to let u s converge to −P s without an overshoot, we construct the following dynamic control law for system (12) ,
In the following, we show that the control law (13) eliminates the overshoot problem of u s of (12) with k 2 ≥ 4k 1 . With the control law (13), the closed-loop system of the system (12) is as follows, (14), it yields
from which we derive the dynamics of the control input u s ,
where P s is a constant value. The eigenvalues of the linear system (16) are
To avoid the extra oscillation caused the overshoot, the imaginary part of the eigenvalues in (17) should be zero, which leads to k 2 ≥ 4k 1 . Hence if k 2 ≥ 4k 1 , u s converges to −P s exponentially without any overshoots and subsequently the abstract frequency deviation ω s (t) converges to zero without any extra oscillations, thus ω syn = 0. If u s is known, the control inputs during the transient phase can be computed by solving the optimization problem (10) which is solved by (8c,8d). It follows from (8c,8d) that as u s (t) converges to −P s exponentially, u i (t) also converges to the desired value exponentially with a speed determined by k 1 , thus the extra oscillation of the frequency is avoided. However, u s cannot be directly calculated as in (12) since ω s is a virtual frequency deviation and cannot be measured in practice. For the power system (1), the dynamics of the total control input u s as in (16) is desired to avoid the overshoot in this paper. This is different from the PIAC method with dynamics of u s as in (9) , which will be explained in Remark (4.5) in subsection IV-C. In the following two subsections, we will introduce the GBPIAC and DPIAC method where the total control input u s also satisfies (16) .
B. The centralized control approach: GBPIAC
With the idea of the control law (13) for system (12) , we return to the power system (1) and synthesize a control law in which u s converges to the power imbalance −P s exponentially as in (16) . The GBPIAC method is defined as a dynamic control law as follows. 
where η s , ξ s are state variables of the controller, k 1 , k 2 are positive parameters and α s is a constant. It can be easily obtained for GBPIAC that k 2 ξ s provides the total control input at any time t ∈ T, i.e., k 2 ξ s (t) = u s (t). The procedure of the centralized control approach (18) is similar to that of the PIAC method. A coordinator first collects the frequency deviations {ω i , i ∈ V M ∪ V F }, then calculates the total control input k 2 ξ s by (18a,18b) and local inputs {u i , i ∈ V K } by (18c,18d), finally allocates the control input u i to the local controller at node i via the communication network.
It will be shown in the next section that GBPIAC is a special case of MLPIAC, in which the power system is controlled as a single area. The properties of GBPIAC follows Theorem 5.2 directly. As illustrated in Theorem 5.2, {u i , i ∈ V K } calculated from (18c) solve the optimization problem (10) at any time t ∈ T, so the marginal costs of all the controller are identical during the transient phase. Furthermore, the total control input u s satisfies (16) , the control gain coefficients should be such that k 2 ≥ 4k 1 to eliminate the overshoot problem. Because the objective of Problem 3.4 is to avoid the extra oscillation of the frequency caused by the overshoot of u s , we set k 2 = 4k 1 in the remaining of this paper, Similar to the PIAC method, the dynamics of the power system can also be decomposed into three sub-processes, (i) the convergence process of u s (t) to −P s as in (16) with a speed determined by k 1 (or k 2 since k 2 = 4k 1 ). (ii) the convergence process of the global frequency deviation ω s (t) to zero as in (12) with a speed determined by u s (t) and D s . (iii) the synchronization process of the local frequency deviation ω i (t) to ω s (t) which is described by (1) , and the speed is determined by
is the solution of the optimization problem (10) . The transient behavior can be improved with GBPIAC by tuning the control parameters k 1 , {D i , i ∈ V M ∪ V F } for the three subprocesses. Similar to PIAC, GBPIAC also focuses on the convergence of u s and ω s which can be accelerated with a large k 1 . The synchronization of
which can be tuned in primary control as in [8] , [21] .
Theorem 5.2 indicates that the performance of GBPIAC is quite similar to that of PIAC, in which the overshoot problem is avoided and the convergence can be accelerated. This can be observed in the simulations in section VI. Hence Problem 3.4 is solved by GBPIAC. We remark that the influence of k 1 in GBPIAC is similar to k in PIAC on the transient behavior of ω s , which is analyzed in Appendix B-1.
C. The distributed control approach: DPIAC
In this subsection, we introduce the DPIAC method where the total control input u s also has the dynamics (16) . .7). Define the DPIAC method as a dynamic controller of the form: for each node i ∈ V K ,
where η i , ξ i are state variables of the controller, k 1 , k 2 and k 3 are positive gain coefficients, (l i j ) defines a weighted undirected communication network with Laplacian matrix (L i j )
and l i j ∈ [0, ∞) is the weight of the communication line connecting node i and node j, which is in practice determined by engineers.
In DPIAC, the local controller at node i needs to calculate the control input u i with locally measured data of ω i , marginal costs α i ξ i and the marginal costs k 2 α j ξ j of its neighbours connected by communication lines. Hence no coordinator as in the PIAC and GBPIAC method is needed. However, with the coordination on the marginal costs by the local controllers, the control cost is minimized at the steady state as the marginal costs achieve a consensus.
It will be shown in the next section that DPIAC is actually a special case of the MLPIAC method, in which each node is controlled as a region. So the properties of DPIAC follows Theorem 5.2 directly. In particular, the dynamics of u s and ω s satisfy (16) and (12) respectively, where k 1 determines the convergence speed of u s (t), and k 1 and D s determine the convergence speed of ω s (t). In this case, DPIAC also eliminates the overshoot of the control input as in GBPIAC.
Unlike GBPIAC, DPIAC involves in the consensus process of the marginal cost k 2 α i ξ i with a consensus speed determined by the coefficient k 3 and matrix (L i j ). The decomposition of the dynamics of the power system controlled by DPIAC is summarized as follows.
(i) the convergence process of u s (t) to −P s as in (16) with a convergence speed determined by k 1 . (ii) the convergence process of the global frequency deviation ω s (t) to zero as in (12) with a convergence speed determined by u s (t) and D s . (iii) the synchronization process of the local frequency deviation ω i (t) to ω s (t) which is described by (32) , and the synchronization speed is determined by u i (t) and
a consensus speed determined by k 3 and (L i j ). We remark that with the same values of k 1 and D s , the control cost of DPIAC is larger than that of GBPIAC since the optimization problem (10) is not solved simultaneously in the transient phase as in GBPIAC. However, with a larger coefficient k 3 , the marginal costs reach consensus faster and the control cost of DPIAC becomes smaller. This is analyzed in Appendix B-2 for the system where the frequencies synchronize much faster than the consensus speed of the marginal cost. Hence, to obtain a fast consensus speed of the marginal cost, the gain coefficient k 3 should be increased.
Remark 4.4: Without the coordination on the marginal costs of nodes, DPIAC reduces to a decentralized control method as follows
in which the abstract standard frequency deviation ω s behaves identically as that of DPIAC and of GBPIAC even though the economic dispatch problem is not solved.
In the optimal control framework (91) of Appendix D, the control objective actually is a trade-off between the cost of the control and all the local frequency deviations, which is determined by R 1 and R 2 in (91). In DPIAC, the trade-off can be determined by the control coefficient k 1 , k 3 , which will be explained in the case study in section VI.
The following remark explains the motivation of the introduction of ξ s in (13) and the dynamics of u s in (13) .
Remark 4.5: To utilize the consensus principle, the state variable ξ i is introduced in DPIAC. This is practical since ξ i can be used to describe the dynamics of the generator turbine which is neglected in (1) [15] , [30] . In this case, it is natural to introduce ξ s in (18) in order to evaluate the global performance of DPIAC on the abstract standard frequency deviation ω s . On the other hand, without introducing ξ i , as in the DAPI method [24] , the variable η i for the integral control can be exchanged between the nodes in the distributed control with the form
where the term −k M i ω i is added to the secondary control input u i (t) such that u s converges to −P s exponentially without an overshoot as in (9) . Hence the behavior of the abstract frequency deviation ω s is similar as in GBPIAC and DPIAC. However, − i ∈V K kη i does not estimate the power imbalance P s in the transient phase, thus the control cost cannot be decreased by increasing the gain coefficient k 3 .
V. MULTILEVEL CONTROL APPROACH
In this section, we introduce the Multi-Level Power Imbalance Allocation Control (MLPIAC) for secondary frequency control of the power system.
For a large-scale power system A, we partition the network into m regions such that
Denote the set of the nodes in region A r by V A r , the nodes of the synchronous machine by V M r , the nodes of the frequency dependent power sources by V F r and the nodes with secondary controller by V K r . Denote the marginal cost of region A r by λ r . Z m r as the set of the neighbor regions of region A r connected by communication lines. We refer the control over the regions to as level 1 and the control within the region as level 2 and the primary control at a node in a region as level 3. The diagram in Fig. 1 illustrates the control architecture of MLPIAC. MLPIAC focuses on the secondary frequency at level 1 and 2. In MLPIAC, the centralized control method GBPIAC is implemented within each region at level 2 and the distributed control method DPIAC is implemented between the regions at level 1. .7), which is partitioned as in (23) . At level 2, the dynamic control law in region A r is described by the equations
where η r , ξ r are state variables of the controller, v r is an algebraic variable, k 1 , k 2 , k 3 ∈ (0, ∞) are parameters, α r is a constant defined as the control price of region A r . At level 1, the coordinator of the regions is an algebraic equation only
and l rq ∈ [0, ∞) is the weight of the communication line connecting region A r and node A q .
In MLPIAC, at level 2, within a region A r , a coordinator collects the local frequency deviation {ω i , i ∈ V M ∪ V F } and calculates the region control input k 2 ξ r = i ∈V Kr u i by (24a, 24b), the marginal cost of the region λ r by (24c) and the local control input {u i , i ∈ V K r } by (24d). In the remaining of the paper, we denote the total control input of region A r by u r = k 2 ξ r .
In MLPIAC, at level 1, the coordinators of the regions exchange the marginal cost in order to achieve a consensus marginal cost which is a necessary condition for the global economic power dispatch as stated in (7) .
Before analyzing the properties of MLPIAC at the transient phase and steady state, we focus on the partition of the network. For the large-scale power system, the multi-level control approach (24) reduces to the DPIAC method (19) if each region consists of a single node, where as it reduces to the GBPIAC method (18) if the entire network is controlled as a single region. Hence the DPIAC and GBPIAC methods are two special cases of MLPIAC.
Theorem 5.2: Consider a large-scale power system partitioned as in (23), the controller of the MLPIAC method has the following properties, (a) at any time t ∈ T, the total control input u s of the system satisfies (16) , thus it converges to −P s exponentially if k 2 ≥ 4k 1 ; (b) at any time t ∈ T, within a region A r , the inputs {u i , i ∈ V K r } of the local controllers solve the following economic power dispatch problem
(c) if there exists a steady state as in (2) for the system, Problem 3.1 is solved, i.e., {ω * i = 0, i ∈ V M ∪ V F } and the optimization problem (4) is solved.
Proof: (a) By definition of the Laplacian matrix (L rq ) ∈ R m×m in (26), we derive that
Summing all the equations in (1), we obtain
Summing all the control inputs {u r , r ∈ Z m } with u r = k 2 ξ r , we derive the total control input of the system as u s = r ∈Z m k 2 ξ r . It follows from (28) and (24b) that
where η s = r ∈Z m η r and following (24a) with derivative
Let υ s (t) = i ∈V M M i ω i + η s , we derive (16a) from (29) and (31) , and (16b) from (30) . Hence u s satisfies (16) . Following the formula (17) of the eigenvalues, we derive that u s converges to −P s exponentially without any overshoots if k 2 ≥ 4k 1 .
(b) Following (24d), we derive that at any time t ∈ T,
So the necessary condition (7) for the optimization problem (27) is satisfied. Further with i ∈V Kr u i (t) = u r (t), we obtain that the optimization problem (27) is solved at any time t.
(c) This follows Proposition 5.4 directly.
With MLPIAC (24), the dynamics of the power system can also be decomposed into 4 subprocesses as that of DPIAC (19) . However, the consensus process concerns the regions' marginal costs {λ r , A r ⊂ A} with consensus speed determined by k 3 and (L r q ). In this case, as in DPIAC, the transient behavior of the power system controlled by MLPIAC can also be greatly improved by tuning the related coefficients of the 4 subprocesses, i.e., the primary control focuses on the synchronization of the frequencies, in which the transient behavior can be improved by tunning the parameters {D i , i ∈ V M ∪ V F } as in [8] , [21] , the secondary control focuses on recovering the nominal frequency, in which the convergence of the control input can be accelerated by a large k 1 eliminating the extra oscillation of the frequency. Hence, Problem 3.4 is solved by MLPIAC. The analysis of the influences of k 1 and k 3 on the transient behavior of ω s and the consensus speed of the marginal cost in Appendix B-1 and B-2. So the consensus speed of the marginal cost can be also accelerated by a large k 3 as in DPIAC. Furthermore, for a system with several regions, the scale of the communication network with Laplacian matrix (l rq ) is much smaller than the one in the DPIAC method, the speed of achieving a consensus marginal cost of the regions is much faster in MLPIAC. Hence Problem 3.6 is solved by MLPIAC.
Since the transient performance of the frequency can be improved by tuning corresponding control gain coefficients, the trade-off between the control cost and all the local frequency deviation as in the frame work of the optimal control can be determined by k 1 and k 3 . This will be further discussed in the case study in section VI.
Before introducing Proposition 5.4 which illustrates the properties of the steady state of the power system controlled by MLPIAC, we introduce the closed-loop system as follows.
We focus on the synchronous state of the closed-loop system (32) . As in the Kuromoto-model [6] , the closed-loop system (32) may not have a synchronous state if the power injections {P i , ∈ V} are much larger that the line capacity {B i j , (i, j) ∈ E}. For more details of the synchronous state of the power systems and Kuramoto-model, we refer to [8] and [34] . So we make an assumption for the power system to ensure there exists a synchronous state, which can be satisfied by reserving some margin of the line capacity in tertiary control which calculates the operating point of the primary and secondary frequency control.
Assumption 5.3: there exists a synchronous state for the closed-loop system (32) such that
n t is the total number of nodes in V. The condition θ * ∈ Θ is commonly referred to as a security constraint [22] and restricts the space of the equilibrium to desired power flows.
Note that the equilibria with θ out of Θ usually leads to undesired power flows which either have cyclic power flows or be unstable [34] .
For the synchronous state of the closed-loop system, we have the following proposition.
Proposition 5.4: If the assumptions (3.3), (3.7) and (5.3) hold, then there exists at most one synchronous state for the closed-loop system (32) such that
Proof: If follows Theorem 5.2 that the dynamics of u s satisfies (16) , which yields that u * s = −P s at the synchronous state. Thus (33c) is derived with u s (t) = r ∈Z m k 2 ξ r (t). Following (3), we further derive that ω syn = 0, which yields (33b) with the definition of the synchronous state (2) . By (32f), ω * i = 0 and ξ * i = 0 for all i ∈ V K , we derive (33d). By (32e) and ω * i = 0, we obtain (33e). By (24c) and (24d), we arrive at (33f). From (33e,33f) it follows that α i u * i = α j u * j for all i, j ∈ V K , thus the necessary condition (7) is satisfied. Following (33c), it yields P + i ∈V K u * i = 0 and the economic dispatch problem (4) is solved subsequently. If follows [2] , [27] that there exists at most one synchronous state such that θ * ∈ Θ.
In the following, we focus on the asymptotic stability of MLPIAC. The power flows {B i j sin (θ i j ), (i, j) ∈ E} only depend on the angle differences. As in [35] , we choose a reference angle θ 1 ∈ V M and transform the system into a new coordinate such that
which yields ϕ i = ω i − ω 1 for all i in V M ∪ V F . In the new coordinate, the closed-loop system (32) becomes
which is in the form of DAEs (92) of Appendix E, i.e., the algebraic equations are (34d) and algebraic variables are ϕ i , i ∈ V P . Following Assumption (5.3), ϕ i satisfies
where ϕ = col(ϕ i ) ∈ R n t . We make the following assumption on the control gain coefficients k 1 , k 2 , k 3 as a sufficient condition of the asymptotic stability of MLPIAC in the analysis in Appendix C.
Assumption 5.5: Assume the control gain coefficients, k 1 , k 2 , k 3 , satisfy that
We rewrite the state and algebraic variables into a vector form, (ϕ, ω, η, ξ) ∈ R n t × R n × R m × R m . The following theorem illustrates the asymptotic stability of the equilibrium of MLPIAC. Remark 5.8: The inverse of damping coefficient, 1 D i can be viewed as the control cost of primary control [8] . When α = γD −1 , γ ∈ R is a positive number, which indicates the secondary frequency control prices are proportional to the primary control price and leads to (αD) min = (αD) max , DPIAC is asymptotically stable if k 2 > 2k 1 . Specially, Assumption (5.5) is relaxed in the GBPIAC method in the theoretical analysis as explained in Remark (C.3) in Appendix C. For DPIAC and MLPIAC, our initial numerical simulations and numerical eigenvalue analysis of the linearized system of (32) have shown that the control law is asymptotically stable even though assumption (5.5) is not satisfied. This will be shown in section VI.
Remark 5.9: The total control input u s satisfies (9), which is different from (16) in DPIAC, PIAC is not compatible with DPIAC in the multi-level control where the areas cooperate with each other to minimize the control cost of the whole network. However, they are compatible for the power system with multi areas which is controlled in a non-cooperative way as the multi-area control method in [36] . In that case, the controllers in an area only respond to the disturbances occurring in the area.
VI. CASE STUDY
In this section, we evaluate the performance of the multilevel control approach, MLPIAC, on the IEEE-39 buses system as shown in Fig. 2 . The GBPIAC and DPIAC method are two special cases of the MLPIAC method, so we compare the GBPIAC method (18) , the DPIAC method (19) and the MLPIAC method (24) by observing the sub-processes identified in section IV respectively. The data of the test system are from [4] . The system consists of 10 generators, 39 buses, which serves a total load of about 6 GW. The voltage at each bus is a constant which is derived by power flow calculation with PSAT [19] . There are 49 nodes in the network including 10 nodes of generators and 39 nodes of buses. In order to involve the frequency dependent power sources, we change the buses which are not connected to synchronous machines into frequency dependent loads. Hence V M = {G1, G2, G3, G4, G5, G6, G7, G8, G9, G10}, V P = {30, 31, 32, 33, 34, 35, 36, 37, 38, 39} and the other nodes are in set V F . The nodes in V M ∪V F are all equipped with secondary frequency controllers such that V K = V M ∪ V F . We remark that each synchronous machine is connected to a bus and its phase angle is rigidly tied to the rotor angle of the bus if the voltages of the system are constants, e.g., the classical model of synchronous machine [12] . Thus the angles of the synchronous machine and the bus have the same dynamics. The droop control coefficients are set to be D i = 1 (p.u./p.u. frequency deviation) for all i ∈ V M ∪V F under the power base 100 MVA and frequency base 60 Hz. The economic power dispatch coefficient α i = 1/β i where β i is generated randomly with a uniform distribution on (0, 1). In the simulations, the setting of {D i , i ∈ V K } and randomly generated coefficient
The communication network is assumed to be a spanning tree network as shown by the red lines in Fig. 2 and the requirement on the communication network in Assumption (3.7) is satisfied with the spanning tree network. For the GBPIAC method, the entire network is controlled as a single region. For the DPIAC method, each node i ∈ V K is controlled as a single region. For the MLPIAC method, the network is divided into three regions by the dash-dotted black lines as shown in Fig. 2 .
We set l i j = 1 if node i and j are connected by a communication line in DPIAC (19) and set l r q = 1 if region r and q are connected by a communication line in MLPIAC (24) . Note that region 1 and 2 are connected by communication line (1, 2) and region 1 and 3 are connected by (4, 14) . However, region 1 and 3 are not connected by a communication line directly. So the marginal cost cannot be exchanged between region 1 and 3. With the control prices α and the Laplacian matrix of the communication network, it can be computed that λ min = 0.0365 for DPIAC and λ min = 0.1933 for MLPIAC.
At the beginning of the simulations, the power generation and loads are balanced with nominal frequency f * = 60. At time t = 0.5 second, the loads at each of the buses 4, 12 and 20 increase 33 MW step-wisely, which amounts to a total power imbalance of 99MW and causes the frequency to drop below the nominal frequency.
In the following, we first evaluate the performance of the control approaches on restoring the nominal frequency with a minimized control cost and then discuss how the control gain coefficients k 1 , k 3 influence the transient behaviors of the state of the power system. Note that the topology of the Fig. 2 . IEEE New England test power system communication network and the weight l i j also influence the transient behaviors, which however is not the main concern of this paper. Besides the three sub-processes shared with GBPIAC, i.e., the convergence processes of u s (t) to −P s , ω s (t) to zero, and the synchronization process of ω i to ω s (t), DPIAC considers the consensus process of the marginal costs of all the local nodes and MLPIAC considers the consensus process of the marginal costs of all the regions. On the dynamics of the frequency, we focus on the dynamics of the frequency ω i (t) = ω i (t) + f * and abstract frequency ω s (t) = ω s (t) + f * instead of ω i (t) and ω s (t) respectively. Here, the response of ω s are obtained from (12) with u s as the total control input of the three methods respectively. For illustrations of the extra oscillation of frequency caused by the overshoot of u s , we refer to the simulations in, e.g., [8] , [16] , [29] , [36] , [37] .
The results are shown in Fig. 3 where there are 20 plots in 5 rows and 4 columns. The plots in the rows from top to bottom illustrate the dynamics of the frequency ω i (t) ∈ V M , control input u s (t), abstract standard frequency ω s (t), relative frequency ω i (t) − ω s (t) for all i ∈ V M , and marginal costs of the controllers at the nodes of the synchronous machines in DPIAC and of the regions in MLPIAC, and the plots in the column from left to right illustrate the results of GBPIAC, DPIAC with k 3 = 5, DPIAC with k 3 = 25, and MLPIAC control with k 3 = 5 respectively. In these four simulations, k 1 = 5, k 2 = 20. Note that Assumption (5.5) is not satisfied in the simulations of DPIAC and MLPIAC, i.e., k 2 k 1 = 4 while the values of 2(αD) max (αD) min +2k 3 λ min are about 430 and 414 for DPIAC and MLPIAC respectively. We remark that the relative frequency describes the synchronization process of ω i (t) to ω s (t), which is the main concern of primary control. Fig. 4. (a) . The cost S of frequency deviations and the cost C of the control input as functions of k 1 (see (35) and (36) . The results are of the GBPIAC method. (b). S and C as functions of k 3 . The results are of the DPIAC method.
Let us first focus on the performance of GBPIAC in the plots in the first column. It can be observed from the plots from top to bottom that the frequencies are restored to the nominal frequency without any extra oscillations, the control input converges to the power imbalance exponentially without an overshoot, the abstract standard frequency converges to the nominal frequency without an overshoot, the frequencies synchronize to the abstract frequency ω s , the marginal costs are identical at the nodes of the synchronous machines. Hence the performance of GBPIAC is similar to that of PIAC method [35] . So GBPIAC solves Problem 3.1 and 3.4.
Second, we turn to the performance of DPIAC method in the plots in the second and third columns. Compared with the GBPIAC method by observing the plots from top to bottom, the dynamics of ω i are similar as in GBPIAC, the control input u s (t) and ω s (t) are identical to that in GBPIAC, the synchronization of ω i to ω s is similar as in GBPIAC with a little bit smaller magnitude of oscillations, the marginal costs are identical at the steady state. However, the marginal costs are not identical in the transient phase, which is different from that in GBPIAC. By comparing result of DPIAC method with k 3 = 5 and k 3 = 25 in the second and third column, it can be found that the consensus speed of the marginal cost is accelerated and the control cost in the transient phase is decreased by a large k 3 . This verifies the analysis of the influence of k 3 on the transient behavior of the marginal cost in Appendix B-2. However, the coefficient k 3 does not influence the synchronization of ω i so much by comparing the subprocess of the synchronization of ω i (t) to ω s (t).
Third, we observe the performance of the MLPIAC method. It can be seen from Fig. 3a 4 , Fig. 3b 4 , Fig. 3c 4 and Fig. 3d 4 that, the subprocesses of u s (t), ω s (t) and ω i − ω s are similar as in GBPIAC and DPIAC. However, the marginal costs of the three regions shown in Fig. 3e 4 achieve consensus much faster than in the DPIAC method even though the control gain k 3 for the consensus process equals to the one in DPIAC method. Hence, for a large-scale network, the multi-level control is more effective in decreasing the control cost than the distributed method.
Regarding the theoretical analysis in the decomposition of the dynamics of the power system with a communication network, the transient performance depends on the control gain coefficient, k 1 and k 3 . In the following, we explain how the trade-off between the frequency deviation and the control cost can be determined by the control coefficient k 1 and k 3 .
Following the objective of the optimal control in (91) in Appendix D, which is actually the trade-off of the cost between the control input and the state. We calculate the cost of the frequency deviation of the nodes in V M ∪ V F during the transient by 35) and the control cost by
where the simulation time T 0 is taken to be 5 seconds in our case.
We investigate the influence of k 1 on the trade-off in the GBPIAC method and that of k 3 in the DPIAC. Fig. 4a shows the cost of the control input C and the frequency deviation S as functions of k 1 . It can be observed in Fig. 4a that as k 1 increases, the control cost over the transient phase also increases while the cost of the frequency deviations S decreases. The extreme case where the cost of frequency deviation is required to be arbitrarily small, the k 1 must be arbitrarily large. On the contrast, if the control cost is required to be small, k 1 should be close to zero where the frequency deviation will be very large. Fig. 4b indicates that k 3 does not have as much influence to the cost of frequency deviation S as to the control cost C. As the k 3 increases, the consensus speed increases leading to a small control cost. Hence, the trade-off depends on the control gain coefficients. By tuning the control coefficients k 1 and k 3 in DPIAC, we can obtain a similar transient performance of the power system as in the optimal control where the trade-off is determined by the matrix R 1 and R 2 .
VII. CONCLUSION
In this paper, we proposed a multi-level secondary frequency control, called Multi-Level Power-Imbalance Allocation control (MLPIAC), for a large-scale power system consisting of synchronous machines, frequency dependent power sources and passive nodes. For a power system partitioned into several regions, a centralized control approach, GBPIAC, is implemented within each region and a consensus control based distributed control approach, DPIAC, is implemented over the regions. At the steady state, the nominal frequency is restored with a minimized control cost and at the transient phase, the transient behavior of the system can be improved by tuning the control gain coefficients. Because the convergence of the total control input of the system can be accelerated without an overshoot by increasing the gain coefficient k 1 , the extra oscillations of the frequency caused by the overshoot is eliminated, thus as in PIAC [36] the transient behavior of the frequency is improved. Because the consensus of the marginal costs of the regions can be accelerated by increasing the gain coefficient k 3 , the minimized control cost can be obtained faster. Hence, in MLPIAC, the trade-off between the control cost and transient behavior of the frequency can be determined by the control gain coefficients. Furthermore, the large-scale network can be controlled with a minimized cost more effectively than the purely distributed control due to the number of regions is smaller that that of nodes in the system. However, Assumption (5.5) is still required in the theoretical analysis of asymptotic stability of MLPIAC even though it is not required in the numerical simulations. How to relax Assumption (5.5) theoretically still needs further consideration. Furthermore, there usually are time-delays in the measurement of the frequency and communications in practice, in which case the robustness of MLPIAC needs to be evaluated.
APPENDIX A NOTATIONS FOR THE POWER SYSTEM AND CONTROLLER
To simplify the explanation on the influence analysis of the control gain coefficients and stability analysis of the control law, we introduce the notations for the power system and control laws. The notations are valid for Appendices B, C.
Denote the number of nodes in the sets V M , V F , V P and V K by n m , n f , n p , n respectively, the total number of buses in the power system by n t . So n = n m + n f and n t = n m + n f + n p .
To express simply, we write a diagonal matrix β = diag({β i , i · · · n}) ∈ R n×n with β i ∈ R as diag(β i ). It is convenient to introduce the matrices D = diag(D i ) ∈ R n×n , M = diag(M i ) ∈ R n×n , α = diag(α i ) ∈ R n×n . Denote the identity matrix by I n ∈ R n×n . Note that M i = 0 for i ∈ V F and M i > 0 for i ∈ V M . Denote the n dimension vector with all elements equal to one by 1 n .
The number of regions is denoted by m, the control price of region r is α r . Denote α R = diag(α r ) ∈ R m×m . Define matrix R = (r ir ) ∈ R n×m with r ir = 1 if node i belongs to region r, otherwise r ir = 0. Note that α, α R , R satisfy
Denote L ∈ R m×m as the Laplacian matrix of the communication network as defined in (26) . The following inequality is used frequently in the following stability analysis of the control laws. For any x ∈ R m , y ∈ R m , the following inequality holds
where ε ∈ R m×m is an invertible positive-definite diagonal matrix. The inequality follows from
APPENDIX B SETTING OF THE CONTROL GAIN COEFFICIENTS
In this section, we investigate the influence of the control gain coefficient k 1 and k 3 on the transient behavior of the power system controlled by the MLPIAC method. Subsections B-1 focuses on the transient behavior of the abstract frequency deviation ω s defined in (12) . Subsection B-2 focuses on the transient behavior of the consensus process of the marginal cost in DPIAC and MLPIAC. To simplify the analysis, we make the following assumption for the synchronization of the power system. Assumption B.1: Assume that the frequency of the power system synchronizes quickly such that the differences between ω i and ω s is relatively small compared to ω s for all i ∈ V M ∪ V F and can be neglected, or, equivalently ω i = ω s for i ∈ V M ∪ V F .
Note that the synchronization process of the frequencies is also influenced by the control inputs {u i , i ∈ V K }. As u i changes slowly, the frequencies still can be close to a synchronized state. Hence, Assumption (B.1) is realistic for the case that the frequencies are synchronized while the marginal costs are not synchronized.
B-1 The control gain coefficient k 1
In practice, the frequency of the power system usually synchronizes quickly and the differences between ω i and ω s can be neglected as in Assumption (B.1). So it is practical to investigate how k 1 influences the abstract frequency deviation ω s in GBPIAC, DPIAC and MLPIAC. The dynamics of ω s under control of GBPIAC, DPIAC and MLPIAC are identical, which can be described by (14) . In the following, we investigate the H 2 norm of ω s as output of (14) where P s is the input. The system (14) is rewritten in a general form
, ω s = M s ω s , y =ω s /M s = ω s , k 2 = 4k 1 . It can be easily verified that A is Hurwitz by calculating the eigenvalues of A.
When P s is modeled as a Gaussian white noise, setting y = ω s and following (98), we derive
which indicates that ω s (t) can be controlled to any desired range by tuning the coefficient k 1 . Similarly, setting y(t) = 4k 1 ξ, we derive the expected value of ||u s (t)|| 2 = ||4k 1 ξ s || 2 as
which indicates that as k 1 increases, the expected control input also increases. By (39) and (40), it confirms that the tradeoff between the expected frequency deviation ω s and the control input u s can be tuned by k 1 . We remark that the above analysis is valid for the abstract frequency deviation ω s only. How coefficient k 1 influences the frequency deviation ω = col(ω i ) needs further consideration.
B-2 The control gain coefficient k 3
In this subsection, we investigate the influence of the control gain coefficient k 3 on the consensus speed of the marginal costs in the DPIAC method. The corresponding result can be obtained for the MLPIAC method analogously. Note that α R = α in DPIAC.
With the notations in Appendix A, the control law (19) is rewritten in a vector form as follows
where y is the output used to measure the differences of the marginal cost at time t. When P s is modeled as a Gaussian white noise, E(||y(t)|| 2 ) measures the expected consensus speed of the marginal cost. We evaluate the relationship between E(||y(t)|| 2 ) and k 3 .
Let ρ = Q −1 η and σ = Q −1 ξ where Q diagonalizes the symmetrizable matrix Lα as in Theorem (F.2). Note that when each node is controlled as a region, we have α = α R and R = I n in (37) . The system (41) becomes
where Λ is a diagonal matrix defined in (94). So the components (ρ i , σ i ), i ∈ 2, · · · , n, of ρ and σ are decoupled from each other. However, they are still coupled by the frequency deviation ω.
With Q v1 = 1 n and λ 1 = 0, we derive
for the scalar variable ρ 1 and ρ 1 . With assumption (B.1), the dynamics of ω s is described by (12) . Replacing all the frequency deviation {ω i , i ∈ V M ∪ V F } by ω s and following (42) and (43), we derive a closed-loop system controlled by DPIAC as follows,
where c 1i = Q T vi col(D i ) and c 2i = Q T vi col(M i ). Let us focus on the output y in (41), we have
Hence, we only need to calculate E(||k 2 λ i √ α i −1 σ i (t)|| 2 ) for all i = 2, · · · , n as an alternative of evaluating E(||y(t)|| 2 ) directly. Setting k 2 = 4k 1 , we rewrite (44) for component i of vector ρ and σ in the general form (97) with
,ω s = M s ω s , and the stochastic input is P s . It is obvious that A is Hurwitz by calculating the eigenvalues of it. Following (98), we derive that
It follows from (46) that
, which indicates that as k 3 increases, the differences of the marginal costs decrease. Hence k 3 can be tuned to increase the consensus speed of the marginal costs. Similar result can be obtained for MLPIAC directly by setting c 1i = Q T vi R T col(D i ) and c 1i = Q T vi R T col(M i ) in (44). We remark that the analysis is valid only when the consensus speed is much smaller than the synchronization speed of {ω i , i ∈ V K }. The case when both the synchronization speed of {ω i , i ∈ V K } and of {k 2 α i ξ i , i ∈ V K } are fast still needs further consideration.
APPENDIX C STABILITY ANALYSIS OF MLPIAC
In this section, we provide the proof of Theorem (5.6) for MLPIAC. The closed-loop system (34) is rewritten in a vector form as follows,
For the definitions of M, D, R, α R , we refer to Appendix A.
We transform the control law (49d,49e) to a new coordinate as a preparation for the stability analysis of DPIAC. Following theorem F.2, let ρ = Q −1 η and σ = Q −1 ξ. The vector form (49d,49e) becomes
where all the components (ρ i , σ i ) of (ρ, σ) are decoupled from each other. When writing the dynamics of (ρ i , σ i ) separately, we derive
where Q −1 is decomposed into vectors, i.e., Q −1 = (Q v1 , Q v2 , · · · , Q vn ). In (51), the controller of component i calculates the output σ i with the input ω for the power system. In the following, we investigate the dynamic behavior of the component (ρ 1 , σ 1 ) and {(ρ i , σ i ), i = 2, · · · , n} of (ρ, σ) respectively.
For the first component (ρ 1 , σ 1 ) of (ρ, σ), we have the following lemma.
Lemma C.1: The dynamics of (ρ 1 , σ 1 ) described by (51) is identical to that of (η s , ξ s ) in (18) .
Proof: By (51) and (37b), λ 1 = 0 and Q vi = 1 m from (96a), we derive the dynamics of (ρ 1 , σ 1 ) as follows
In addition, by summing all the equations in (49b), (49b) for all i ∈ V, we derive
So k 2 σ 1 is the control input for the power system (1) as k 2 ξ s . Furthermore, the initial values of (ρ 1 , σ 1 ) and (η s , ξ s ) are identical, which are both computed from {ω i (0), i ∈ V K }, so the dynamics of (ρ 1 , σ 1 ) is identical to that of (η s , ξ s ) in (18) if they have the same initial values.
We decompose the dynamics of (ρ i , σ i ) for i = 2, · · · , m into the following two independent dynamics.
from which it can be easily derived that ρ i = ρ mi + ρ di and
In the coordinate of (ϕ, ω, ρ 1 , σ 1 , ρ m , σ m , ρ d , σ d ), the closed-loop system (49) becomes
where σ = col(ρ i ), ρ i = ρ mi + ρ di for i = 2, · · · , m, W is defined as in Theorem (F.2). Note that Λ ∈ R (m−1)×(m−1) only includes the nonzero eigenvalues of Lα R , which is different from the one in Appendix A. Following Proposition (5.4), for the closed-loop system (56) we have the following Lemma on the equilibrium state.
Lemma C.2:
the unique equilibrium state (θ * , ω * , η * , ξ * ) of the closed-loop system (32) proposed in Proposition (5.4 
ρ * mi = 0, i = 2, · · · , n, (57e) σ * mi = 0, i = 2, · · · , n, (57f) ρ * di = 0, i = 2, · · · , n, (57g) σ * di = 0, i = 2, · · · , n,
Proof: When mapping θ to ϕ, we can easily obtain ϕ ∈ Φ = ϕ ∈ R n t ||ϕ i − ϕ j | < π 2 , ∀(i, j) ∈ E, ϕ 1 = 0 , ω * = 0 can be directly derived from Proposition (5.4).
By Lemma (C.1), we have (ρ * 1 , σ * 1 ) = (η * s , σ * s ) at the steady state, which yields (57c) and (57d).
By the dynamics (51) of (ρ mi , σ mi ) and that of (ρ di , σ di ), we derive that (ρ * mi , σ * mi ) = (0, 0) and (ρ * di , σ * di ) = (0, 0) for all i = 2, · · · , n, at the steady state, which lead to (57e)-(57h).
In order to prove the asymptotic stability of the equilibrium (θ * , ω * , η * , ξ * ), we only need to prove the asymptotic stability of the equilibrium (ϕ * , ω * , ρ * 1 , σ * 1 , ρ * m , σ * m , ρ * d , σ * d ). We define function
and variable υ s = i ∈V M M i ω i + ρ 1 . By (53) and (52), we obtain dynamics of (υ s , σ 1 ),
with equilibrium state (υ * s , σ * 1 ) = ( 1 k 1 P s , − 1 k 2 P s ).
In the following, we prove the equilibrium (θ * , ω * , ρ * 1 , σ * 1 , ρ * m , σ * m , ρ * d , σ * d ). is locally asymptotically stable following Lyapunov method.
Proof of Theorem (5.6): The existence and uniqueness of the synchronous state in Ψ follows Proposition (5.4) directly. Since the closed-loop system (32) is equivalent to (56), we prove the equilibrium (ϕ * , ω * , ρ * 1 , σ * 1 , ρ * m , σ * m , ρ * d , σ * d ) of (56) is locally asymptotically stable. The proof follows Theorem (E.3). It follows [35, Lemma 5.2] that the algebraic equations (34d) are regular. In addition, there exists an unique equilibrium for the closed-loop system (56) following Lemma (C.2), we only need to find a Lyapunov function V(x, y) as in Theorem (E.3).
Before introducing the Lyapunov function candidate, we define the following functions.
where c 1 ∈ R and k 1 υ * s + k 2 σ * 1 = 0 has been used. Denote
where β m ∈ R, β d ∈ R, c d ∈ R are positive and C m = diag(c mi ) ∈ R (m−1)×(m−1) with all the diagonal elements c mi > 0, and Λ ∈ R (m−1)×(m−1) is a diagonal matrix with diagonal elements being the nonzero eigenvalues of Lα R .
In the following, we focus on the derivatives of the functions
The derivative of V 1 is
plus a term and minus it
By inequalities
By the following inequalities
It is obvious that G 0 ≤ 0 and G 1 ≤ 0. In the following, we first focus on G m and then on G d . If there exist c mi and β m such that c mi k 2 − r z > 0 and β m k 1 k 3 c mi λ i − r y > 0, we have G m ≤ 0 for all z m and y m . We verify that such c mi and β m do exist. By (37a) and (96b), we have
So we only need to prove there exist c mi and β m such that
From (79), we derive
. There exists c mi > 0 satisfying (79) if
< D 2(n − 1)k 2 1 k 2 M 2 α min which can be satisfied by choosing a large β m . This is because
while the term D 2(n−1)k 2 1 k 2 M 2 α min does not depend on β m . Hence there exist c mi > 0 and β m > 0 satisfying (79) and G m ≤ 0 has been proven. Here (·) max and (·) min are as defined in Assumption (5.5).
In the following, we focus on G d . If there exist c d and β d such that
We prove such c d and β d do exist with Assumption (5.5). By (37a) and (96b), we derive
So we only need to prove there exist c d and β d such that
which yields
In the following, we prove that with assumption (5.5), there exist c d and β d satisfying the above two inequalities (86). We derive from (86) that
There exists a c d satisfying the two inequalities (86) if there exists a β d such that
Since lim →0 b d ( ) = 1 + k 3 λ min + k 2 3 λ 2 min + 2k 3 λ min > 1 + 2k 3 λ min , there exists a small > 0 such that b d ( ) > 1 + 2k 3 λ min . Subsequently (88) can be satisfied if
With assumption (5.5), we can obtain that there exist β d > 0 satisfying (90). Hence G d < 0 is proven and V ≤ 0 subsequently.
(ii). We prove that the equilibrium z * is a strict minimum of V(·). It can be easily verified that V | z * = 0 and ∇V | z * = col(∇ ϕ V, ∇zV)| z * = 0, wherez = (ω, ρ 1 − ρ * 1 , σ 1 − σ * 1 , ρ m , σ m , ρ d , σ d ). Here, we have used (ω * , ρ * m , σ * m , ρ * d , σ * d ) = 0. The Hessian matrix of V at z * is
where L p is Hessian matrix of V respect to ϕ with ϕ 1 = 0 and H is the Hessian matrix of V respect toz. It follows [35, Lemma 5.3 ] that L is positive definite. Since the components in V related toz are all quadratic and positive definite, H is positive definite. Thus ∇ 2 V | z * > 0.
(iii). The equilibrium is the only isolated one in the invariant set {(ϕ, ω, η m , ξ m , η d , ξ d )| V = 0}. Since V = 0, it yields from (75) thatz = 0. Hence ϕ i are all constant. By Proposition (5.4), we prove that z * is the only isolated equilibrium in the invariant set.
In this case, z * is the only one equilibrium in the neighborhood of z * such that Ψ d = {(ϕ,z)|V(ϕ,z) ≤ c, ϕ ∈ Φ} for some c > 0. Hence with any initial state z 0 that satisfies the algebraic equations (34d), the trajectory converges to the equilibrium state z * .
Remark C.3: Note that when the power system is controlled as a single region, MLPIAC reduces to GBPIAC. The dynamics of (ρ m , σ m , ρ d , σ d ) vanish and the one of (ρ 1 , σ 1 ) is left only. In the Lyapunov function V(·), with V m = 0 and V d = 0, we can prove the equilibrium of GBPIAC is locally asymptotically stable without Assumption (5.5).
APPENDIX D THE OPTIMAL CONTROL FRAMEWORK OF ODES
Consider the following optimal control problem of a Differential Algebraic Equation (DAE) system [17] ,
with the initial condition (x(0), y(0), u(0) = (x 0 , y 0 , u 0 ) such that g(x 0 , y 0 , u 0 ) = 0. Here, x ∈ R n , y ∈ R m , u ∈ R z are the state variable, algebraic variable and control input respectively, and f : R n × R m × R z → R n and g : R n × R m × R z → R m . The matrix R 1 ∈ R z × R z and R 2 ∈ R n × R n . R 1 = R T 1 > 0 and R 2 = R T 2 > 0 determine the trade-off between the control input and the state oscillations.
APPENDIX E PRELIMINARIES ON DAES
Consider the following DAE systems
where x ∈ R n , y ∈ R m and f : R n × R m → R n and g : R n × R m → R m are twice continuously differentiable functions. (x(x 0 , y 0 , t), y(x 0 , y 0 , t)) is the solution with the admissible initial conditions (x 0 , y 0 ) satisfying the algebraic constraints 0 = g(x 0 , y 0 ),
and the maximal domain of a solution of (92) is denoted by I ⊂ R ≥0 where R ≥0 = {x ∈ R|x ≥ 0}. Before presenting the Lyapunov/LaSalle stability criterion of the DAE system, we make the following two assumptions.
Assumption E.1: The DAE system possesses an equilibrium state (x * , y * ) such that f (x * , y * ) = 0, g(x * , y * ) = 0.
Assumption E.2: Let Ω ⊆ R n × R m be an open connected set containing (x * , y * ), assume (92b) is regular such that the Jacobian of g with respect to y is a full rank matrix for any (x, y) ∈ Ω, i.e., rank(∇ y g(x, y)) = m, ∀(x, y) ∈ Ω.
Assumption (E.2) ensures the existence and uniqueness of the solutions of (92) in Ω over the interval I with the initial condition (x 0 , y 0 ) satisfying (93).
The following theorem provides a sufficient stability criterion of the equilibrium of DAE in (92).
Theorem E.3: (Lyapunov/LaSalle stability criterion [23] , [11] ): Consider the DAE system in (92) with assumptions (E.1) and (E.2), and an equilibrium (x * , y * ) ∈ Ω H ⊂ Ω. If there exists a continuously differentiable function H : Ω H → R, such that (x * , y * ) is a strict minimum of H i.e., ∇H| (x * ,y * ) = 0 and ∇ 2 H| (x * ,y * ) > 0, and H(x, y) ≤ 0, ∀(x, y) ∈ Ω H , then the following statements hold: (1) . (x * , y * ) is a stable equilibrium with a local Lyapunov function V(x, y) = H(x, y) − H(x * , y * ) ≥ 0 for (x, y) near (x * , y * ), (2) . Let Ω c = {(x, y) ∈ Ω H |H(x, y) ≤ c} be a compact sub-level set for a c > H(x * , y * ). If no solution can stay in {(x, y) ∈ Ω c | H(x, y) = 0} other than (x * , y * ), then (x * , y * ) is asymptotically stable. We refer to [23] and [11] for the proof of Theorem E.3.
APPENDIX F PRELIMINARIES OF SYMMETRIZABLE MATRIX
In this section, we introduce the properties of a symmetrizable matrix defined as follows.
Definition F.1: A matrix B ∈ R m×m is symmetrizable if there exists a positive-definite invertible diagonal matrix A ∈ R m×m and a symmetric matrix L ∈ R m×m such that B = L A.
Theorem F.2: Consider the Laplaciam matrix L ∈ R m×m as defined in (26) and the positive-definite diagonal matrix α R ∈ R m×m as defined in Appendix (A). The matrix Lα R is a symmetrizable matrix and there exists an invertible matrix Q such that
where Λ = diag(λ i ) ∈ R m×m , λ i is the eigenvalue of Lα and λ 1 = 0. Denote Q −1 = [Q v1 , Q v2 , · · · , Q vm ] T and Q = [Q 1 , Q 2 , · · · , Q m ], we have
Furthermore, the new matrix W = [Q v2 , · · · , Q vm ] ∈ R n×(m−1) and S = [Q 2 , · · · , Q m ] ∈ R m×(m−1) satisfy that
S T α R S = I (m−1) , (96c)
Proof : Let T = √ α R which is a diagonal matrix, then
Hence, there exists an invertible matrix Γ −1 = Γ T such that
Let Q = T −1 Γ, we derive Q −1 Lα R Q = Λ. Since L is a Laplacian matrix as defined in (20), we have 1 T m Lα R = 0, then there is a zero eigenvalue, i.e., λ 1 = 0. Denote Γ = [Γ 1 , Γ 2 , · · · , Γ m ], then Γ −1 = Γ T = [Γ 1 , Γ 2 , · · · , Γ m ] T .
Since Γ 1 is the eigenvector corresponding to λ 1 = 0 of √ α R L √ α R such that L √ α R Γ 1 = 0, from which we derive √ α R Γ 1 = 1 m . Hence by Q = T −1 Γ, we obtain Q 1 = 
where x ∈ R n , A ∈ R n×n is Hurwitz, B ∈ R n×m , u ∈ R m , C ∈ R z×n , y ∈ R z . Assume that the input of the system is modeled as a Gaussian white noise, u i ∼ N(0, 1). y is the output of the system. The expected value of ||y(t)|| 2 = ∫ ∞ 0 y(t) T y(t)dt is E(||y(t)|| 2 ) = tr(B T Q l B),
where tr(·) is the trace of a matrix, Q l is the solution of the following Lyapunov equation [28] Q l A + A T Q l + C T C = 0.
