Primal-dual Interior-Point Methods (IPMs) have shown their ability in solving large classes of optimization problems efficiently. Feasible IPMs require a strictly feasible starting point to generate the iterates that converge to an optimal solution. The self-dual embedding model provides an elegant solution to this problem with the cost of slightly increasing the size of the problem. On the other hand, Infeasible Interior Point Methods (IIPMs) can be initiated by any positive vector, and thus are popular in IPM softwares. In this paper we propose an adaptive large-update IIPM based on a specific self-regular proximity function, with barrier degree 1 + log n, that operates in the infinity neighborhood of the central path. An O n 3 2 log n log n worst-case iteration bound of our new algorithm is established.
Introduction
The landmark paper of Karmarkar [3] revitalized Linear Optimization (LO) as an active area of research. Since then many researchers have suggested and analyzed various Interior Point Methods (IPMs). Today, IPMs are not only the most effective methods in practice but also have polynomial time complexity. For surveys of IPMs we refer to [1, 16, 21, 22] . Recently, a new variant of feasible IPMs based on Self-Regular (SR) proximity functions was presented by Peng, Roos and Terlaky [11] . Based on SR-proximities, they provided so far the best worst case theoretical complexity, namely O √ n log n log n , for large neighborhood feasible IPMs, for the case when the barrier degree of the corresponding SR function is 1 + log n.
We mention that feasible IPMs start with a strictly feasible interior point and keep feasibility during the solution process. One way to find an initial feasible interior point is to use the homogeneous self-dual embedding model by introducing artificial variables as it was first presented by Ye et al. [23] . The embedding approach allows to apply feasible IPMs and automatically preserve the complexity of feasible IPMs [16, 22] . Another answer to the initialization problem is the introduction of Infeasible Interior Point Methods (IIPMs). IIPMs were introduced first by Lustig [5] and later Kojima et al. [4] proved the global convergence of an IIPM. Subsequently, polynomial iteration complexity for variants of this algorithm was established by Zhang [24] , Mizuno [8] and Potra [14, 15] . Under certain conditions, an O(n 2 log n )-iteration bound for IIPMs was proved by Zhang [24] .
In spite of weaker theoretical worst case complexity results, IIPMs are appealing in practice because the computational cost per iteration is higher (one extra backsolve) [16, 23, 25] when the self-dual embedding model is employed. IIPMs start with an arbitrary positive point and feasibility is reached as optimality is approached. Recently, Salahi, Terlaky and Zhang [19] presented an adaptive IIPM based on a specific SR-proximity function with barrier degree 3 that has an O(n 2 log n ) iteration complexity. Numerical experiences demonstrate the potential of their algorithm to solve practical problems efficiently. The paper is organized as follows. In Section 1.1, we give a survey of the main ideas behind IPMs. In Section 1.2, by introducing SR-Proximity functions, we present our kernel function that we use in this paper. We explore the role of the target parameter µ w.r.t. the proximity function in Section 2, and then we discuss the change of the complementary gap along the search directions. In Section 3, by introducing an infeasible central path neighborhood, we present an adaptive update algorithm that leads us to our large update IIPM. Some technical results are given, and we investigate a default value for the step size α. The growth behavior of the proximity function and the worst-case complexity estimate of the algorithm are also reported in Section 3. Concluding remarks are given in Section 4. To make the paper easily readable, most detailed technical proofs are moved to the Appendix.
In this paper we propose an adaptive large-update IIPM based on a specific SR proximity function, with barrier degree 1 + log n, that uses a different approach to define the search directions compared to simple extension of feasible IPMs based on SR-proximity functions. To this end, we separated the neighborhood of the central path to sub neighborhoods that enables us to have better control on the iterates. An O(n

Review of IPMs
In this paper we deal with the standard LO problem (P ) min{c
are given, rank(A) = m and x ∈ R n is the vector of variables. The dual problem of (P ) is given by
where s ∈ R n and y ∈ R m are the vectors of variables. To find an optimal solution of (P ) and (D), it is sufficient [16] to solve the system
where xs denotes the componentwise (Hadamard) product of the vectors x and s, i.e., (xs) i = x i s i for i = 1, . . . , n. The first and second equations represent primal and dual feasibility and the third equation is called the complementary condition for problems (P ) and (D).
We use the following notational conventions. Throughout the paper, . denotes the 2-norm of a vector. For any 
Assuming that both (P ) and (D) have an interior feasible solution, for all µ > 0 system (2) has a unique solution [16] and the set of unique solutions {(x(µ), y(µ), s(µ)) | µ > 0} of system (2) forms the so-called central path of problems (P ) and (D) [16, 22] . The central path for LO was recognized first by Sonnevend [20] and Megiddo [6] .
We apply Newton's method for getting approximate solutions for system (2) . As µ → 0, the limit of the central path exists and converges to an optimal solution of (P ) and (D). Given any x > 0, y and s > 0, in IIPMs the Newton direction (∆x, ∆y, ∆s) for system (2) is determined by the following system of linear equations:
Since A has full row rank, for any x > 0 and s > 0, system (3) uniquely defines a Newton search direction (∆x, ∆y, ∆s). The third equation in (3) is called the centering equation. By taking a step along the Newton direction, one constructs a new triple (x(α), y(α), s(α)) according to
for some 0 < α ≤ 1, satisfying x(α) > 0 and s(α) > 0. We repeat the aforementioned procedure by decreasing µ to µ + = (1 − θ)µ, for some θ ∈ (0, 1). For some sufficiently small > 0 we find an -optimal solution of the problems (P ) and (D) if x T s ≤ and primal/dual infeasibility is small enough.
SR-IPMs
The choice of θ, the so-called update parameter, plays an important role both in the theory and practice of IPMs. Usually, if θ is a constant independent of the dimension of the problem, e.g., θ = , then we call the algorithm a large-update (or long-step) method. If θ depends on the dimension of the problem, such as θ = 1 √ n , then the algorithm is called a small-update (or short-step) method. Recall that small-update methods have the best iteration bound. They require O √ n log n iterations to produce an -optimal solution [16] . On the other hand, large-update methods based on the Newton direction are much more efficient in practice than small-update methods, while they have a weaker worst-case iteration bound, namely O n log n [1, 2, 7, 16, 21, 22] . This phenomenon is called "The gap between theory and practice". To resolve this discrepancy, Peng et al. [10] introduced the class of SR-proximity functions for IPMs and for a special member of this class established an O √ n log n log n iteration bound for large-update IPMs.
Let us start with the definition of SR kernel functions that induce SR-proximity functions [11] . 
We refer to parameter q as the barrier degree and p as the growth degree of the function ψ(t). Since ψ(1) = ψ (1) = 0, we can determine ψ(t) by its second derivative as follows:
A popular family of SR functions that is given by
where ν 1 = min(p, q) and ν 2 = max(p, q), with p ≥ 1 and q > 1.
In this paper, we modify the feasible IPMs approach suggested in [12, 17] to IIPMs. We relate to any triple (x, y, s) the vectors
where the i th components of v and v 
As it was proven in [10] , among various large-update IPMs based on SR-proximity functions, the SR-IPM with p = 1 and barrier degree q = O(log n) has the best worstcase complexity result. Therefore, in this paper we focus on the kernel function:
Thus, the proximity function induced by this kernel function is given by
2 Properties of the SR proximity function Ψ (v)
In this section we recall from [17] some properties of the SR-proximity function (7) as a function of µ, when x and s are fixed positive vectors. For notational convenience let
, the so called duality gap parameter, and let
It is easy to verify that the proximity function Ψ (v) is convex w.r.t. parameter µ. Using the optimality conditions of convex optimization problems, one can easily prove the following theorem. 
Theorem 2.1 implies that Ψ (v) is a decreasing function w.r.t. µ when µ ≤ µ * , and it is an increasing function w.r.t. µ if µ > µ * . By considering the relation between the arithmetic and generalized harmonic means, one can easily prove the following relation.
The following lemma plays an important role in the definition of our SR neighborhood. 
IIPMs originally use an infinity neighborhood, that is defined as
where a − = min{a, 0}, β ≥ 1 is a constant and ρ ∈ (0, 1) is a constant independent of n. We define the SR neighborhood in a way that it contains the infinity neighborhood N − ∞ (ρ) and these two neighborhoods almost match each other [13] . An infeasible SR neighborhood can be defined as
is a positive function that depends on a constant τ and the dimension of the underlying problem. Now we describe how η(n, τ ) has been derived.
where τ = holds. We denote this value by µ = µ t . It is easy to verify (see [17] ) that µ t exists whenever Φ (x, s, µ g ) ≤ η(n, τ ) and it is the smaller positive root of the equation
Since n ≥ 1 and (x, s) > 0, the function f (µ) is a convex function of µ. Thus, whenever Φ (x, s, µ g ) ≤ η(n, τ ), equation (12) has two positive real roots, one is less than or equal to µ * and the other is greater than or equal to µ * . We choose the smaller root of this equation as a default value for µ t . Assuming µg µ h ≤ τ , Lemma 2.2 and the decreasing
Hence, when µ g ≤ τ µ h , we have µ t ≤ µ h ≤ µ * , and equality holds if µ g = τ µ h . The relation between µ t and µ g is established in the following lemma.
Proof: The function f (µ) given by (12) is a convex function of µ, thus, by substituting µ = µg log n 2+τ log n , one can show that
So, we have µ g ≤ τ + 2 log n µ t . Analogously, one can prove that f µg τ ≤ 0 and therefore
The following remark is crucial in our algorithm design.
Remark 2.4 In IIPMs it is crucial to keep balance between infeasibility and the complementarity gap. To enhance our ability to influence this balance we introduce a modified Newton system. When the iterates are not in a certain neighborhood of the central path, then instead of (6), our algorithm uses the following system of equations
The reduction of the right hand side of the third equation in (6) is crucial in order to get a reasonable step size which enables us to prove better iteration complexity. Then system (6) and (13) can be written in a modified form
x∆s
where χ = 1 or 2.
Now we proceed to discuss the change of the complementary gap along the SR search direction for different updates of µ. For this, we rewrite (14) in the original space. Due to our specific choice of the SR proximity, system (14) has the form
Let us denote by (∆x(µ), ∆y(µ), ∆s(µ)) the solution of system (15) . The following results show how the complementary gap changes with the choice of the targeted parameter µ.
Lemma 2.5 (Lemmas 3.4, 3.6 and 3.9 in [18] ) Let µ h , µ * , and µ t be defined by (8) , (9) and (12), respectively. Then
By using the previous lemma one can easily derive the following theorem as it is derived in [17] .
Theorem 2.6
Let µ h , µ * and µ t be defined by (8) , (9) and (12 
2) If the target parameter µ is µ h , then for any feasible step size α, we have
3) If the target parameter µ is µ t , then for any feasible step size α, we have
3 An Adaptive Large Update SR-IIPM In this section a new variant of SR-IIPMs is considered. For simplicity, we use the notations
Correspondingly, we define
For convenience, we use the notation v as defined by (5) and the scaled search directions
Thus, the third equation of system (14) can be rewritten as
We also define the norm-based proximity measure σ by
In our algorithm, regardless of the iterate is close to, or far away from the central path, we always make an adaptive large update µ + = (1 − θ)µ of the central path parameter µ and we use the neighborhood given by (11) . We utilize a constant τ ≥ e 2 to keep control on the distance of the iterate to the central path and to force the value of the proximity function to satisfy the following relation
At each step we stipulate that the step size should be chosen so that the proximity function Φ (x(α), s(α), µ + ) has a sufficient decrease, while the new iterate is still in N (τ, β) .
Thus, the new algorithm can be outlined as follows.
Algorithm SR-IIPM
Input:
We proceed to analyze the complexity of the algorithm. The key element of the analysis is to estimate the value of the step size α in Algorithm SR-IIPM. To do so, we need to estimate the second order term
where α i is the step size in the i th iterate. Because the first two components of system (15) are linear, we have
Since
To prove polynomial complexity of Algorithm SR-IIPM one need to prove a lower bound on the step size which is an inverse polynomial function of the dimension n. As it is customary [21] in IIPMs, we choose the starting point to satisfy
where ζ is a scalar for which 
where L is the input length of the LO problem [16] . Such an initial point with sufficiently large ζ is helpful for computational practice for the following reasons: a well-centered starting point for which the ratio
is small, leads to faster convergence than poorly centered points that are much closer to the solution set. The point (21) satisfies these criteria. It is perfectly centered, and the ratio (23) is bounded from above.
Some Technical Results
We mention that the orthogonality of the vectors ∆x and ∆s does not hold in IIPMs.
In this section, we estimate the second order term . This result will be used frequently in the rest of the paper (e.g., in the proof of Lemma 3.2).
Lemma 3.1 Suppose that the present iterate
Proof: By Proposition 3.1.5 of [11] we have
that proves the first statement of the lemma. Using Lemma 2.3 and the fact that (µ t )
. This way (25) is proved. To prove (26) we recall again Proposition 3.1.5 of [11] and inequality (24) , that imply
Therefore we have
that completes the proof of the Lemma. 2
The following lemma gives an upper bound for
, where ϕ k is defined by (18) and this result will be used in the proof of Lemma 3.2. The proof is analogous to the proof of Lemma 5.1 in [19] . ) is chosen so that it satisfies (21) and (22) , and for the current iterate (x
where C 1 = 3β + 1.
Let us define
. We also use the matrix norm defined for a matrix M ∈ R p×q as M = max , the initial point is chosen so that it satisfies (21) and (22) , and for the current iterate (x
It is known that
where C 2 = √ 6C 1 eτ + 1.
Proof: See the Appendix. 2
Corollary 3.4 Suppose that the assumptions of Lemma 3.3 are satisfied. Then
Proof: By Lemma 3.3 we have
The following lemma will be used to derive a lower bound for the step size in Algorithm SR-IIPM.
, the initial point is chosen so that it satisfies (21) and (22) , and for the current iterate (x
where (σ
Proof: Using (16) we have
Thus, by (28) we have
where the second inequality follows from Lemma 2.3 and the third inequality follows from Corollary 3.4. The proof of the lemma is completed. 
Estimating the step size
In this section we discuss in details how to derive a lower bound for the step size in the specified neighborhood that leads us to polynomiality of the algorithm. The following theorem provides a lower bound for the maximal feasible step size and gives a certain reduction for the proximity function. 
Moreover, for any step size
the following relation holds: 
is strictly feasible and (32) also holds for α =α k .
Proof: By (29) one hasᾱ *
In what follows we further analyze whetherα k can be used as the default step size, or it has to be somehow reduced. To do so, we need to derive an upper bound for σ k . This bound also allows us to find lower and upper bounds for the complementarity gap, which is important to control the iterates and to derive the iteration bound. For simplicity we omit the super and subscripts k in this lemma.
Proof:
To derive an upper bound for σ we need to find the optimal value of the problem:
This can be done by solving the following system of optimality conditions:
It is obvious that λ = 0 if and only if v = e, which implies σ = 0. Now, if v = e, and therefore λ = 0, then the following two cases may happen in the solution of system (35).
For case (i) we have
For case (ii) we have
. Thus,
This upper bound is larger than the bound derived in (i), therefore, we have the following upper bound for σ ,
This completes the proof. 2
In the sequel, we will see that in the worst case one might not be able to determine a unique lower bound for the step size in the entire neighborhood i.e., in some part of the neighborhood one can have much better lower bound of the step size than in the other part. It will be also motivated why for an iterate in N (τ, β) we use system (15) with
, and with χ k = 2 if
be the solution of system (15) with µ = µ t k and χ k is chosen as it Algorithm SR-IIPM.
is strictly feasible and
The following lemma deals with the case when µ
the solution of system (15) with µ = µ t k and χ k is chosen as it Algorithm SR-IIPM.
In the following Lemma we show that for a certain upper bound of the step size the inequality corresponding to the residuals in the definition of N (τ, β) holds. The proof of the lemma gives the main reason why the Newton system is changed in a certain part of the neighborhood. 
Proof: Since after each step with α k as the step size one has
Then from the third part of Theorem 2.6, we know that
Let us define
Using (12) we have
Applying the assumptions of the theorem and relations (28) and (34) to this inequality by χ k = 1 one has
where
This implies the statement of the theorem when
). Now let us consider the case when τ + η 1 (n, τ, σ
By letting χ k = 2 in (37) and using (38) one has
follows easily from (28), (34) and from the definition of α * N (τ, β) with In what follows we discuss the cases that can happen when for the current iterate 0.99τ
Using this inequality analogous to the case when
α k = α * k one can show that µ g (α k ) ≥ (1 − α k )µ k g that
Remark 3.13 If after a step the new iterate is in
The maximum step size of the next iterate is greater than or equal to α * k . Then the algorithm makes a good step.
Case 2:
The algorithm might make a step with α k < α * k for which
≤ 0.99τ. Then by Lemma 3.8 we know that the next step will be again a good step.
Case 3:
Then by Lemma 3.9 we know that the next step will be again a good step.
Case 4:
The algorithm might make a step with α k < α * k for which 0.99τ <
Case 4 is the very crucial one which is discussed in the following lemma. Proof: Suppose the algorithm makes a step with α k < α * k . Then by inequality (32) and Lemma 3.11 the only thing that can restricts the step size to be less than α * k is inequality (17) . Then in this situation one can conclude that equality holds in (17) that implies
Lemma 3.14 Suppose that for the current iterate in
= τ. Therefor, Case 4 can not happen that completes the proof of the lemma. 2
The following Lemma is used to estimate the reduction of µ t after a good step. The proof is a direct consequence of Theorem 3.6 and Lemma 3.1.
Lemma 3.15
Suppose that all the assumptions of Theorem 3.6 are satisfied. Then
By summarizing the previous results, we have: β) . In the worst case each good step might be followed by at most one short step for which there exist a positive step size
To obtain an upper bound for the total number of iterations of Algorithm SR-IIPM, we need to investigate the growth behavior of
. Since the step size in the short step in the worst case might be much smaller than the step size in the good step, therefore, we do not take into account how much µ t reduces at a short step, we just use the fact that it reduces at each short step. 
The following theorem ensures the sufficient reduction of µ t at a good step. 
Conclusion
In this paper based on a specific SR proximity function a new large-update IIPM is proposed. Our algorithm utilizes several properties of the proximity function w.r.t. an adaptively chosen target value µ t . An O n 3 2 log n log n worst-case iterations bound of our new algorithm is established. Our result improves the so far best O n 2 log n iterations bound of IIPMs in a large neighborhood of the central path. It is worth mentioning that for relatively large value of n the constant in the iteration complexity can be reduced. Extension of this approach to Second Order Conic, Semidefinite Optimization, and possibly to Nonlinear Complementarity problems, is left for the interested reader.
Appendix
In this section we provide the proofs of some technical results.
Proof of Lemma 3.3:
Let us define (x,ȳ,s) as follows
It is not hard to check that (x,ȳ,s) satisfies
Thus, we havex
From the third equation system of (14), we have 
Then, from (43), we have
By taking squared norm in both sides of (44), one has
Let us isolate the first term on the left-hand-side and write ≤ eτ
On the other hand, from the definition of the matrix norm we have 
Finally, using inequality (49) and relation (24) , from (46) we have
where C 2 = √ 6C 1 eτ + 1. Analogously, one can derive
that completes the proof of the lemma. The function f 2 (α) is convex and twice continuously differentiable in the interval [0,ᾱ). Let us denote by α where the last inequality follows from Lemma 1.3.3 of [11] .
where the last inequality follows from the fact that v(α)
