Navigation with the specific objective can be defined by specifying desired timed trajectory. The concept of desired direction field is proposed to deal with such navigation problem. To lay down a principled discussion of the accuracy and efficiency of navigation algorithms, strictly quantitative definitions of tracking error, actuator effect, and time efficiency are established. In this paper, one vision navigation control method based on desired direction field is proposed. This proposed method uses discrete image sequences to form discrete state space, which is especially suitable for bipedal walking robots with single camera walking on a free-barrier plane surface to track the specific objective without overshoot. The shortest path method (SPM) is proposed to design such direction field with the highest time efficiency. However, one improved control method called canonical piecewise-linear function (PLF) is proposed. In order to restrain the noise disturbance from the camera sensor, the band width control method is presented to significantly decrease the error influence. The robustness and efficiency of the proposed algorithm are illustrated through a number of computer simulations considering the error from camera sensor. Simulation results show that the robustness and efficiency can be balanced by choosing the proper controlling value of band width.
Introduction
Vision navigation of mobile robots has been known as an open and challenging problem over the last few decades [1, 2] . Currently, most of the vision navigation systems are investigated based on 3D space [3] [4] [5] . 3D vision navigation needs multicamera [3, 4, 6] or omnidirectional camera [7] to provide the robot with data on its orientation and direction. In some cases, the hardware that is needed to implement the algorithm can be more costly than the robot itself. This fact makes the practical realization of such method in most real world robotic systems questionable. However, for the robot moving on a plane ground, it is feasible to navigate using single camera system [8] [9] [10] [11] [12] . The beauty of single camera navigation system is low cost and it can make the image processing simple. For the real application of one bipedal robot called Cornell Ranger [13] , the goal of task is to track specific objective (the specific objective is the tracked trajectory composed of the point, line, and curve corresponding to the precise position, straight path, and curving path). However, the Cornell Ranger has its inherently required features. Firstly, the Cornell Ranger is a kneeless 4-legged bipedal robot which is energetically and computationally autonomous. The light weight and low energy cost are the significant aspects and should be considered seriously. From the view of experience, single camera navigation system is a better option to be considered compared with multicamera navigation system, because multicamera navigation system would consume much more energy and the implementation of it is much more complex. Secondly, the wheeled mobile robots can capture a sequence of views at the same level height, while for bipedal robots, the discrete walking gaits determine that the vertical position of cameras mounted in robot is varying, so a large sequence of images captured by cameras are under different level height, which gives rise to more complex vision processing.
Vision navigation with the specific objective usually named as path following [14, 15] can be defined by specifying desired timed trajectory and includes both aspects, path recognition and path planning. On the one hand, the path recognition, usually called path finding [16] , is to reconstruct surrounding scene and to find the specific objective by vision system. Although many environment features may be visible from the image captured by camera, only few of these features are necessary to estimate the robot's position and orientation [17] . How to extract the useful information from a single camera is a difficult problem. On the other hand, the path planning [18] is a navigation algorithm which leads the robot to the specific objective according to the information from the vision system. Currently, various algorithms have been developed to solve the path planning problem for autonomous robot navigation, such as genetic algorithm [19] and fuzzy logical controller [20] . The accuracy, efficiency, and robustness are three important indices to evaluate navigation algorithm. The accuracy and robustness of vision navigation algorithm proposed in [8] were evaluated qualitatively by experiments. In [21] , one localization algorithm based on single landmark was proposed and its effectiveness was shown by simulation. However, there are no quantitative definitions established about accuracy, efficiency, and robustness to evaluate vision navigation quantitatively. Moreover, fewer algorithms have dealt with the problem of how to balance the robustness and efficiency.
There are three contributions in this paper. Firstly, the concept of desired direction field is proposed. In order to estimate the robustness and efficiency of navigation algorithm, the quantitative definitions of robustness and efficiency are given. This concept can be expanded to deal with all navigation problems of mobile robots with the specific objective. Secondly, in order to figure out the problem mentioned above for the discrete walking gaits of bipedal robots, the discrete-state-based vision method of using single camera is presented to obtain the position and direction information between bipedal robot and specific objective at the phase of path recognition. At the phase of path planning, one piecewise-linear method (PLM) is proposed to design the desired direction field and achieve navigation algorithm to control the bipedal robot walking on a plane surface. Lastly, combined with the improved method with band width, the robustness and efficiency of such proposed algorithm are studied and balanced by setting the proper control parameters. This paper is organized as follows. Section 2 defines the navigation problem with the specific objective. Section 3 gives the background of Cornell Ranger and briefly introduces vision navigation algorithm. Sections 4 and 5 deal with the problems of path recognition and the design of direction field, respectively. Section 6 shows how the improved control method with band width can restrain the noise influence from the camera, and simulation results are offered and compared. Finally, conclusions are summarized in Section 7.
Notation. Objects in a manifold are denoted by unbold letters or symbols. Their local coordinate representations are denoted by bold letters and symbols. Thus, if ∈ Ω and Ω is a -dimensional configuration manifold, then = [ 1 , 2 , . . . , ] ∈ R represents the local coordinates of . In this paper, generally capital letters will be used to denote desired quantities and lowercase letters to denote actual quantities. 
Problem Definition

Discrete State Space.
Generally, for self-navigation robots, the vision system is one of the most important parts and the camera is used to capture the information about surrounding environment. Since the vision system is mounted on the robot, the robot intuitively is recognized as an observer always keeping stationary in relation to itself. The observer is always coupled with the concept of state space, and different observers are corresponding with different state spaces. The surrounding environment composes one new time state space ( ) in relation to the observer (robot) at the instant of time . All of the state spaces compose the state space set denoted by ( ) in the whole time . The state space set ( ) can be defined by
Here, is the dimension of state space. is a mapping from time space to state space ( ). The range of each image captured by the camera at different discrete intervals is only a subset of a state space. For simple consideration, although the picture information captured by the camera is only a subset of a state space, it is sufficient to define picture information as a discrete time state space after the range according to the picture image being thought of as extending infinitely, shown in Figure 1 . The -dimensional discrete state space set can be defined as the following:
Here is the number of elements̃( ) and also is equivalent to the number of images from camera. There exists a projective mapping between the state space affixed image and the state space with the observer of robot, which can be expressed by
All the material treated here can be general and applicable to dimensions. In this paper, we focus on one bipedal robot walking on the level ground with discrete walking gaits. All of environment information is embedded in the 2D level ground, so the dimension of state space is two-dimensional space and = 2. The time state space set is very useful for analysis of path recognition in Section 4. 
Mathematical Problems in Engineering
Problem Description.
The navigation problem with specific path that we are concerned about here can be considered as specifying desired timed trajectories (generally, desired timed trajectory denoted by ( ) is the best perfect path planning scheme with time ; in this case, the robots spend the least time to accurately track/follow the specific objective, shown in Figure 2 ) in space; that is, the robots with navigational characteristics should possess the function of tracking to one specific point at the instant of time. Taking the state space as -dimensional manifold denoted by R , the desired trajectory and actual trajectory are two curves in this manifold and called one-dimensional embedded submanifold of R , respectively. So both of them can be parameterized as a function of time :
where Ω is the -dimensional configuration manifold in R . The perfect navigation is that the robot can come to the specific point at the specific time point, so the design goal of navigation algorithm is to make the tracking error ( ) − ( ) converge to 0 at all time points. Actually, the actual timing of tracking the specific objective is unimportant, and the most important aspect is that the robot should move along the specific objective with right direction. The actual position and the desired location could just be out of step by a time interval Δ ; that is, ( ) − ( − Δ ) = 0. If the timing is not critical, there is no need to keep up with the desired timed trajectory. We define the distance error as
On the one hand, a considerable navigation algorithm demands (1) the distance error ( ) gets close to 0 as soon as possible, and (2) the navigation controller should try to minimize the time interval error Δ even though the time is not critical quantity, while generally it requires the robot to accomplish the navigation task with the shortest time.
The forward velocity and direction are the two aspects to keep the robot moving along the specific trajectory. Let Ω be the tangent space of Ω at the specific configuration . A desired velocity vector field is a map. Consider the following:
where Ω = ∪ ∈Ω Ω is the tangent bundle of Ω. Thus, the desired velocity field defines a tangent vector (the desired velocity) at every point of the configuration space. Roughly speaking, a velocity field would encode a specific trajectory if it points toward the trajectory and is tangent to it whenever it belongs to the specific trajectory. Given a specific desired velocity field, we define the -related velocity field error as
where( ) ∈ ( ) Ω is the actual velocity of robot, and > 0 is a constant scalar. The goal of velocity field tracking control is to cause ( ) → 0 for some . Notice that if ( ) ≡ 0, the robot travels in the direction of ( ( )), so that the ODE( ) = ( ( )) is satisfied. The speed at which the robot follows the trajectory will be proportional to the constant . That means once the direction of robot is the same as the direction of desired velocity field, the navigation algorithm would manipulate the robot following the specific trajectory. After defining the relative angle between desired velocity vector and the actual velocity vector as direction error denoted by , we can get that
More conveniently, we take the directions of both the desired velocity vector and the actual velocity vector as Θ( ) and ( ). So, the concept of direction field of the velocity vector is fabricated to simplify (7) . The aim of the navigation algorithm should meet
In this way, the robot can move along the specific objective without distance and direction offsets. The following are several remarks.
Remark 1.
The distance error is also called minimum distance, shown in Figure 2 , denoted by ( ). We specify ( ) > 0 if the robot is on the left side of specific objective; inversely, ( ) < 0 if on the right side.
Remark 2. The direction error denoted by ( ) is the difference between the actual direction and desired direction. The regulation that the counterclockwise of ( ) is positive is specified in the Figure 2 . Figure 3 shows the process diagram of vision navigation. First of all, the robot as the observer constructs a state space ( ) at the instant of time after being given the initial position. Then, the camera takes the picture that contains the information about the surrounding environment and recognizes the specific objective according to the picture information. By the means of path recognition, two important parameters values of the distance error ( ) and the relative angle ( ) can be computed. After that, we design one path planning algorithm as a mapping function like
Process Diagram.
to control robot moving with the principles of (9). Here, out ( ) is the precise value of the steering angle. The actuator of navigation system manipulates the robot to head along the specific objective according to such steering commands. And then the robot moves to the new position and forms the new time state space ( + ) at the instant of ( + ).
Efficiency and Robustness.
The efficiency and robustness are the two aspects to evaluate the performance of the navigation algorithm. From the view of the efficiency, one better navigation algorithm should use less time to finish the navigation task. Here the total time of navigation task is called time efficiency. It is easy to see that the total steering angle is the main index of evaluating the efficiency. The less the total steering angle is, the less the energy is consumed and the higher the time efficiency is. Here the total angle of steering is denoted as the actuator effect. However, from the view of robustness, we should decrease the tracking error during the whole process. The tracking error, actuator effect, and time efficiency are three measurements to improve the efficiency and robustness, and the strict definitions are given as follows in order to evaluate the performance of navigation algorithm and study how to balance the robustness and efficiency by optimizing proper parameters.
Definition 3. Tracking error Γ ( ) = ∫ 0 | ( )| is the sum of the distance errors during the whole time . That indicates the robot moves along with the specific objective with a smaller error at all time and the tracking error is small. In this situation, the robustness of such system is high. Definition 4. Actuator effect Γ out = ∫ 0 | out ( )| is the sum of the steering angles during the whole time . That indicates the smaller the steering angle is with which the robot tracks the same specific objective, the smaller the actuator effect is. In this situation, the consumed energy of actuator is smaller, so the efficiency of such system is higher.
Definition 5. Time efficiency Γ Δ = ∫ 0 |Δ | is the sum of interval times. Usually, for the navigation system with the strict requirement of time, the navigation algorithm will be the best if the robot can finish tracking the specific trajectory with the shortest time.
In the following part, one discrete-state-based vision navigation algorithm using one camera is proposed, applied in one bipedal walking robot called Cornell Ranger. Since the biped robot has the characteristics of discrete gaits, the vibration resulting from discrete gaits results in difficulty to extract the useful information about specific objective according to the sequence of images. However, the navigation algorithm treated here can be expanded and applied in other wheeled mobile robots. [13] . Cornell Ranger is a kneeless 4-legged bipedal robot which is energetically and computationally autonomous. Ranger walked nonstop 65.2 km (40.5 miles) ultra-Marathon without recharging at Cornell University [13] . Unlike many bipedal robots, Cornell Ranger has four legs in two pairs. The outer pair moves together, acting as one leg, as does the inner pair. Each leg has an ankle joint and a foot but no knee joint. For each pair of legs the ankle joints are mechanically connected. There is a steering joint in the inner feet. The steering motor actuates this joint to adjust its heading direction during walking. At each step, it falls and catches itself under the control of trajectory generator and stabilizing controller. During walking, Cornell Ranger has its special characterizations as follows. has a minor dependence on the condition of the substrate of ground, this influence can be ignored. Generally, this value can be thought of as constant. Thus we chose one relative large step length from several experimental results. The reason will be introduced in detail in Section 5.
Application in One Bipedal Robot
Background of Bipedal Robot: Cornell Ranger
(2) Maximum Steering Angle . This value is the feasible steering angle moving forward in one direction. That means the robot can move forward with the direction range of [− max , max ]. Negative value means the robot turns right while the positive value means it turns left relative to the robot. This parameter value also can be obtained by the experiment, while we choose the relative smaller value as the maximum steering angle. The reason also can be found in Section 5.
(3)
Step Number . Cornell Ranger is one highly efficiently passive walking robot. The mechanism could be thought of as one pendulum, and the natural walking frequency is almost determined by the mechanical structure. That means ⋅ = ⋅ where the total step number = ⋅ , is the walking frequency, and is the mean velocity of walking. The vision navigation we treated in Section 2 is continuous for mobile robots like wheeled robots or aerial robots, while Cornell Ranger has one bipedal walking robot with discrete gaits. The number of total steps is one variable by which the walking distance can be calculated after considering the step length as constant; thus the time can be replaced by step number and the instant time by .
We define the navigation algorithm in one function as
where out ( + 1) is the steering angle. ( ) and ( ) are the distance error and the actual heading direction. For this reason, the definitions in Section 2.4 should be reformulated as follows: tracking error Γ ( ) = ∑ =1 | ( )|; actuator effect Γ out = ∑ =1 | out ( )|; time efficiency Γ Δ could be evaluated by the total number of steps .
Navigation Control of Cornell
Ranger. The navigation system of Cornell Ranger includes the radio remote control for human operation and the vision navigation based on single camera shown in Figure 5 . Radio remote control is comprised of one remote joystick and one receiver. The receiver accepts the frequency signal carrying the control commands from transmitter and then transfers such signals into pulse width module (PWM) command. UI board receives the PWM signals from the receiver and sends processed signal to main board by CAN bus. Main board demodulates the signals into the corresponding commands. These commands include start of walking, stop of walking, human operation switch, and steering angle of inner feet. Vision navigation of Cornell Ranger is the main focus in this paper and is composed of one CMUcam4 module [22] . The CMUcam4 we used is a fully programmable embedded computer vision sensor. One attention we should be concerned about is that the time to obtain discrete state space should be at the same moment in every walking cycle. Here, we choose the instant of both two feet touching down the ground. That means each walking step has one discrete state space. Figure 6 is the flow chart of navigation control of Cornell Ranger. After obtaining the discrete state space, CMUcam4 can identify the specific trajectory with color by simple algorithm using a little power. Section 4 will introduce how CMUcam4 obtains the values of distance error ( ) and the forwarding direction of robot ( ). After that, the control navigation algorithm proposed in Section 5 calculates the steering angle out ( + 1). During the next step, Cornell Ranger adjusts the walking direction from discrete state spacẽtõ( +1) . By this way, the Cornell Ranger uses single camera to achieve autonomous vision navigation.
Path Recognition
In this section, some principles about the application and simulation of visional camera are introduced. Such principles are used to derive the relationship between the real coordinates and the pixel coordinates. The method based on discrete state space is presented and applied to such bipedal robot to obtain two parameter values: distance error ( ) and relative angle ( ).
Camera Simulation.
Usually the pin-hole model gives a way to compute the world coordinates from the pixel coordinates. Referring to [23] , we can derive the following compact equation between the pixel coordinates and the world coordinates: 
and is called intrinsic matrix which contains 6 intrinsic parameters. These parameters include focal length , image format ( , ), principal point ( 0 , V 0 ), and skew coefficients ; is called the radial distortion matrix and contains two parameters. and are the extrinsic parameters which denote the coordinate system transformations from 3D real world coordinates to 3D camera coordinates. Equivalently, the extrinsic parameters define the center position of camera and the heading direction of camera in world coordinates. is not the position of the camera but the position of the origin of the world coordinate system expressed in coordinates of the camera-centered coordinate system. The position of the camera expressed in world coordinates is = −
(since is a rotation matrix). More details can be found in [23] . We need to know the intrinsic parameters of camera when we do vision computation. These intrinsic parameters are and in (12) that produced a given photograph or video. The process of finding those intrinsic parameters is called camera calibration. Camera calibration method can be found in [24] . After obtaining the intrinsic parameters, the extrinsic parameters and should be determined by the camera position and direction. Cornell Ranger uses a fully programmable embedded computer vision minicamera called CMUcam4 to recognize a specific trajectory. CMUcam4 is mounted on the middle of hip with one inclined angle and height ℎ relative to the level ground as shown in Figure 4 . According to the definition of discrete state space, the projective position of the center of camera on level ground is the original position of each discrete state space ( ). By this way, the world coordinate is constructed based on the discrete state space. And the extrinsic parameters and can be expressed by and ℎ as follows: 
Assuming that the ground is level, any pixel ( , V) in pixel coordinates corresponds to one fixed point = ( , , 0) in the world coordinates shown in Figure 7 . In the camera simulation, we assume there are no radial distortion and image skew. According to the function (12) , the relationship between pixel ( , V) and the world coordinate = ( , , 0) can be expressed as by setting
The above equation can be simplified as
Using (15) and (17), the relationship between the real coordinates and the pixel coordinates is known. Traditionally, a series of images captured by the camera is used to determine the specific objective. However, a large amount of images might result in time consuming of picture processing, in order to improve the image processing efficiency and consider the influence from the noise of camera. The path recognition method based on discrete state space will be described in the following subsection.
Discrete-State-Based Path Recognition Method.
Path recognition method based on discrete state space uses the data of current and previous images from the camera to obtain the parameters ( ) and ( ). The value of such two parameters is the input of the path planning algorithm proposed in Section 5. The image from the camera is the rectangular configuration shown in Figure 8(a) , in which the center point is chosen as the original point. The mapping configuration is one ladder-shaped range corresponding to the rectangular image in Figure 8(b) . By virtue of the technique of color following embedded in CMUcam4, the value of even distance between the specific objective and the middle line can be read directly using the color following programme. One attention we should be concerned about is that the time to obtain those images should be at the same moment in every walking cycle. In our scheme, we choose the instant of two feet touching down the ground. By this way, the camera noise is caused by the horizontal and vertical motion of the center of mass. As shown in Figure 8(b) , −1 and are the two ordered sequences in ( ), and the path recognition method based on discrete state space uses the data from two images: the previous̃− 1 and the current̃. The middle point position in image is the only one known parameter in the image state spacẽ. The real position in the state spaces −1 and can be calculated by (17)
Here −1 = = 0; V −1 = −1 ; V = . We approximately take this middle distance as the minimal distance between robot and target path and simply take the relative angle ( ) as one linear equation approximately as follows:
Here is the step length.
Navigation Algorithm
The navigation algorithm is the control method of path planning. The values of variables ( ) and ( ) calculated in Section 4 are the inputs of navigation algorithm. The output value is the steering angle. As shown in Figure 9 , the navigation algorithm is composed of two steps. The first step is to design a desired direction field. The desired direction Θ( ) at arbitrary position is known according to such designed direction field after giving the two walking parameters both the step length and maximum steering angle max . The second step is to calculate the angle error ( ). The precise value of output steering angle can be calculated by comparing with the angle error ( ). 
Desired Direction Field Design.
As discussed in Section 2, for any position ( ) in the coordinates, the corresponding desired direction Θ( ) according to the defined desired direction field can be calculated. There are many feasible desired direction fields in the barrier-free space. In order to design one desired direction field with the best performance, some principles of designing the desired direction should meet the following assumptions or requirements: (1) tracking the specific objective without overshoot, which means the robot should move in one side of specific objective and neither cross that specific objective nor reach to the other side; (2) tracking the specific trajectory with shortest path, which means tracking of the specific objective will use the least number of steps with the highest time efficiency defined in Section 2.4. In order to meet such two requirements, the robot should move along one circle with the minimum turning radius min = ( /2)/ sin( max /2). The shortest path method (SPM) with the minimum turning radius is called desired turning path related to and max . If this minimum turning radius is less than that the robots can handle, the overshoot will occur. That is the reason that we chose the maximum and the minimum max from the measured values to make sure of moving without overshoot in all cases. Once the step and the maximum steering angle max are constant, one suitable corresponding desired direction can be calculated by the minimum distance ( ). This angle expressed as Θ( ) is called the desired direction and should meet the desired direction field function Θ( ) = acos(( min − ( ))/ min ) when ( ) ≤ min . Here ( ) is the minimum distance. Considering the whole situation, the ( ) can be divided into three regions , , and shown in Figure 10 . The region can be named as the fine adjustment region, because the robot can get close to the target path precisely by two steps. In this region, the minimum distance should meet ( ) < min . In the region , the minimum distance meets the condition of ( ) > min ; the robot arrives at the specific trajectory with the vertical direction
But Θ( ) is the desired direction with the minimum distance of ( ). The objective direction in the next position ( + 1) can be predicted by the equation
Θ( + 1) is the objective direction in next position ( + 1), and out ( + 1) is the steering angle in the following step. Both of them are the unknown qualities, so the above function is an implicit function. The value of̂o ut ( + 1) is 0 in the regions and , while it is max in the region .
Output Steering Angle.
After the desired direction is obtained, the output of steering angle can be obtained by
( ) is the direction error. out ( + 1) is the steering angle of ( + 1). Consider the following:
which is used as the motor commands to control robot direction. Here, = (Θ( + 1) − ( ))/ max . Function (23) indicates that the steering angle is the maximum steering (1) the solid line is the correspondent relationship between error distance ratio and desired direction of the shortest path method, (2) the dash line is the corresponding result using the PLF, and (3) the shadow area is the feasible area; that means arbitrary line in this area is the feasible direction field.
angle if the absolute value of ( ) is much more greater than max ; otherwise, it equals the value of ( ).
Some parameter values are shown in Table 1 . The solid curve in Figure 11 is the desired direction function of SPM using function (20) . It can be seen that the relationship between Θ( ) and ( ) is nonlinear as easily seen from Figure 11 . Figure 12 shows the output steering angle function (23) , which is one simple ramp function. Figure 13 gives the result of output steering angle under all different distance error and relative angle based on functions (20) and (23) . Meanwhile, the vector quantization expression of the desired direction field in space is shown in Figure 14 . Those verify that no matter where the initial position is, the robot always can get close to the specific trajectory along the desired direction field.
Improved Control Method
There are two problems of using the navigation control method proposed in Section 5: (1) the above SPM method solves the desired direction field according to function (20) ; Θ( ) and ( ) have a nonlinear relationship; however, the nonlinear computing demands much more time during the real control system and decreases the efficiency of control; (2) tracking no-width path precisely, especially for straight line path, would contribute to the severe fluctuation because of the error disturbance from the sensor noise and computation errors. These disturbances result in the uncertainties of ( ) and ( ).
Improved Control Method with Band Width.
As can be seen from Figure 11 , there is no overshoot if and only if the desired direction field function Θ( ) is in the shadow feasible area. Under this region, the arbitrary relationship has the corresponding desired direction field. A simplified linear method called piecewise-linear function (PLF) is constructed to substitute the nonlinear relationship when the three key points shown in Figure 11 are chosen. 0 is the original point.
1 ( ⋅ sin( max ), max ) is the critical point between region and region , and 2 ( min , /2) is the transition position between regions and .
In order to consider the error from the camera sensor, we can assume that there exists a feasible width which provides the space of tracking path. When the robot does not run beyond this feasible region, there is no need to give steering control command to adjust direction. The width of such feasible path is called band width denoted by herein. Combined with the PLF, function (20) can be modified as Here,
Θ( ) = 0 when ( ) < even though ( ) < min . It can be seen that is also one main parameter to determine the output of steering angle.
It is shown in Figure 15 that the actuator effect decreases with the increase of width band, while the tracking error reaches a minimal value at the neighbor of = 0.1. The nice performance of both tracking error and actuator effect can be obtained at the band width = 0.1 intuitively. Figure 16 compares the simulation results between the band width = 0.1 and no band width. The output of steering angle of the method with band width is much smaller than that without band width if given the same sensor noise, which verifies that the control method with band width can restrain the disturbance and keep the navigation robust.
Optimization between Robustness and Efficiency.
Using the definitions of tracking error Γ ( ) = ∑ =1 | ( )| and actuator effect Γ out = ∑ =1 | out ( )| to evaluate the navigation performance, the optimal objective can be formulated by min ( ) = Γ ( ) + (1 − ) Γ out ,
where is the weight of tracking error. Note that the unit of actuator effect is rad herein. Because of the nonsmooth characteristics of the optimal objective function, the simulannealbnd optimization method in MATLAB toolbox is used to deal with this optimal function. Figure 17 shows the relationship of band width, tracking error, actuator effect, and objective function value with the weight of the tracking error, while the relationship between robustness and efficiency is described by Figure 18 . From these results, it can be seen that the band width is one controllable parameter to balance robustness and efficiency, and robustness and efficiency are interrelated and interact with each other.
Conclusion
The vision navigation algorithm based on discrete state space is proposed and suitable for bipedal robots with single camera system. Considering the real situation, the improved control method with band width used to design desired direction field is presented to considerately restrain the noise disturbance from the camera sensor. The relationship between robustness and efficiency is demonstrated by our simulation results. The results show the robustness and efficiency are interrelated and interacted with each other. Meanwhile, the band width value of the improved control algorithm depends on the error from the camera sensor. As for this, the band width is also one variable to balance the robustness and the efficiency of this system. This navigation algorithm can be easily expanded to other mobile robots with the heading velocity and the maximum steering velocity.
