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 i 
ABSTRACT 
In this thesis, an innovative and evolving Cluster Based Routing Algorithm (CBRA) is 
proposed to provide an improved energy efficiency cluster system which can also capable 
of handling cluster-head and mobile sensor node connectivity failures. 
In addition, to develop, implement and test CBRA, a new simulator called USNeT 
(Underwater Sensor Network simulation Tool) has been designed, developed and 
implemented.  This USNeT simulator follows the object-oriented design style and all 
network entities are implemented as classes in the C++, encapsulating thread mechanisms.   
Initially significant adjustments have been made in order for the algorithm to become 
more energy efficient.  Some of these alterations are: transmission range management, re-
cluster process activation for each group separately, sensor node sleeping mode and 
unwanted information rejection.  All the simulation results which were implemented against 
Low Energy Adaptive Clustering Hierarchy (LEACH) protocol indicate a small but 
significant improvement in the performance of the CBRA especially in energy efficiency. 
This study also suggests that system Cluster Head (CH) failures could be further 
minimized when simultaneously a CH (primary CH) and a backup CH are selected.  Thus, 
when a primary CH fails due to an irreparable fault, a backup CH will take its place and it 
will operate as a head node.  Therefore, the CBRA is redefined and optimised to be able to 
handle this issue and also to diminish any communication link establishment interruptions.  
The analysis of the simulation results shows that the redefined CBRA (r-CBRA) is more 
energy efficient and can effectively enhance the network survivability capacity in the event 
of cluster-head failures, than the scheme with the non-optimised algorithm CBRA and the 
LEACH protocol. 
Thereafter, the r-CBRA is used again, to address sensor node connectivity failures.  In 
case of a mobile sensor node that is close to a cluster but not in the range of a CH, r-CBRA 
changes the status of the nearest sensor node to a CH and then it establishes a communication 
link between them.  Simulation results show once more that the new cluster based routing 
algorithm ensures the connectivity of the network without sacrificing the energy efficiency 
of the network. 
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1.  CHAPTER 1: INTRODUCTION 
In this chapter, wireless underwater sensor networks are presented and the benefits of this 
implementing emerging technology are highlighted.  The thesis contributions are then 
introduced, along with the structure of this thesis. 
1.1 Background and rational 
The interest in Ad Hoc Wireless Sensor Networks (WSNs) have been growing rapidly in the 
past few years and a lot of research has been done on several areas; such as communications, 
power conservation, routing algorithms and protocol efficiency.  Much of the research has 
focused on terrestrial Ad Hoc WSN with little attention given to Ad Hoc Underwater Sensor 
Network (UWSN).  An important difference is that acoustic wireless communications are 
typically used as the physical layer technology in underwater networks whereas 
Electromagnetic Waves (EM) are used in terrestrial networks.  In the underwater 
environment, EM waves are affected by high attenuation, especially at higher frequencies, 
thus requiring high transmission power and large antennas.  On the other hand acoustic 
waves travel inside the water medium with less attenuation and high reliability.  (Freitag, 
Grund, von Alt, Stokey, & Austin, 2005; Soreide, Woody, & Holt, 2001; Yang, et al., 2002; 
Liu, Zhou, & Cui, 2008).   
An underwater network is typically made up of many autonomous and individual sensor 
nodes that perform data collection operations as well as store and forwarding operations to 
route the data that has been collected to a central node.  The main challenges of deploying 
such a network are the cost, the computational power, the memory, the communication range 
and, most of all, the limited battery resources of each individual sensor node.  As the life 
time of any individual sensor node in the UWSN is limited, the number of sensor nodes that 
stop working due to the power loss increases with a lengthened deployment time, therefore 
the coverage area of WSN will shrink.  It is obvious that the issue of limited battery resources 
of the sensor nodes is particularly important and it is a challenge for researchers to obtain 
long operating time without sacrificing system performance.  Therefore, new, energy 
efficient protocols must be developed for all of the UWSN nodes’ functions. 
Clustering sensor nodes have been proven to be an effective method to improve the load 
balancing and scalability of the network while minimizing the system’s overall energy 
consumption.  
  
2 
1.2 Sensor node clustering 
An efficient way of sending information from a large number of sensor nodes to the sink, is 
to group sensors into clusters.  Clustering in underwater wireless sensor network is often 
studied because it is useful for network scaling, routing, and improves energy efficiency 
(Heidemann, Ye, Wills, Syed, & Li, 2006; Domingo & Prior, 2007). 
A typical cluster based network consists of a base station deployed at the surface of the 
sea called a sink and certain sensor nodes deployed inside the sea environment which are 
grouped into clusters.  In this structure, each cluster has a head sensor node, which is known 
as head-cluster or Cluster Head (CH).  The CH is assumed to be reachable to all sensor nodes 
and acts as a coordinator for its cluster, performing significant tasks such as: transmission 
arrangements, cluster maintenance, data aggregation and data forwarding.  Sensor nodes 
perform two main functions: sensing and relaying.  The sensing component is responsible 
for probing its environment to track an object or event.  The collected data are then relayed 
to the base station through Cluster Heads in each level (Abbasi & Younis, 2007). 
1.3 Thesis contributions 
This thesis contributes to the fields of underwater sensor networks and underwater 
simulation platforms. 
In general an innovative and evolving Cluster Based Routing Algorithm (CBRA) was 
developed that provide an improved energy efficient cluster schema capable of handling 
cluster head failures and mobile sensor node connectivity disruptions. 
More precisely this thesis makes a number of theoretical contributions, including: 
 A more efficient (faster) methodology of setting up the cluster groups (during the 
clustering process). 
 A more efficient methodology on re-clustering process that leads to a significant 
energy reduction of the system. 
This thesis also makes a contribution on the underwater simulation and experiment field 
by providing a simulator with unique characteristics to demonstrate the proof of concept for 
a specific energy efficient cluster routing algorithm.  This simulator is also capable of 
 Modelling the underwater acoustic channel. 
 Handling large-scale networks of sensor nodes. 
 Modelling the energy state of each sensor node in both transmission and reception 
state.  
  
3 
1.4 Structure of study 
This thesis is divided in six chapters.   
The first chapter is an introduction to the wireless Underwater Sensor Networks (UWSN).   
The second chapter provides an overview of the research that has been conducted in the 
area of underwater sensor networks, including research challenges with regards to energy 
consumption.   
The third chapter presents the methodology used to achieve the intended goals of this 
work.  Moreover this part of this thesis describes the two phases of the algorithm operation; 
followed by the analysis of the cluster head selection process. 
The fourth chapter presents the software which was developed to enable the 
implementation of the proposed algorithm and the experiments for testing its performance.  
Furthermore this chapter describes the two major modules of the simulator with the 
procedures needed for the software implementation.  In addition, the software verification 
and validation methodology are also presented with a number of test scenarios that prove the 
proper operation of the simulator that has been developed as a part of this work.   
The fifth chapter discusses the performance of the newly developed cluster based routing 
algorithm against the LEACH protocol.  It also presents the optimization of the new 
algorithm which provides an improved cluster system against cluster-head failures and 
mitigates mobile sensor node connectivity issues.   
The sixth chapter summarises the research carried out and the major findings.  It also 
discusses the cluster based algorithm with the optimisation scheme.  Finally, the future 
research direction for this work is proposed. 
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2. CHAPTER 2: LITERATURE REVIEW 
This chapter summarises the on-going research in underwater sensor networks, including the 
research challenges associated with energy consumption.  First of all the basics of acoustic 
communications such as noise, path loss, propagation delay etc. (factors that establish the 
temporal and spatial variability of the acoustic channel) are presented; this is followed by 
the categories of the network architecture according to sensor node’s mobility.   
The layers of the OSI model are then presented with the addition of the most significant 
cluster based protocols proposed for UWSN.  The major performance issues of these 
protocols with respect to the network conditions such as packet delivery ratio, average packet 
delay, node mobility effect, energy consumption and cluster head failure are examined. 
Finally, in the last part of this chapter a brief review of the most extensively used 
simulators are presented along with their main features.  
 
2.1 Characteristics of the environment 
2.1.1 Basics of acoustic communications 
Underwater acoustic communications are mainly under the influence of path loss, noise, 
multipath, Doppler spread, and high and variable propagation delay.  All these factors 
establish the temporal and spatial variability of the acoustic channel.  Long-range systems 
that operate over several tens of kilometres may have a bandwidth of only a few kHz, while 
a short-range system operating over several tens of meters may have more than a hundred 
kHz bandwidth (Akyildiz, Pompili, & Melodia, 2005).  Therefore, in most of underwater 
sensor systems these factors generate delay variance and high bit-error rate which are in the 
order of tens of Kbit/s (Catipovic, 1990). 
Underwater acoustic communication links can be classified depending on their range as 
very long, long, medium, short, and very short links (Stojanovic, Catipovic, & Proakis, 
1994).  Table 2.1 shows typical bandwidths of the underwater channel for different ranges. 
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Table 2.1: Available bandwidth for different ranges in Underwater Acoustic (UW-A) channels. 
 Range (km) Bandwidth (kHz) 
Very long 1000 < 1 
Long 10 - 100 2 - 5 
Medium 1 - 10 ≈ 10 
Short 0.1 - 1 20 - 50 
Very short < 0.1 > 100 
 
In the following, the factors that influence acoustic communications (Stojanovic M. , 
2008) will be analysed in order to state the challenges posed by the underwater channels for 
underwater sensor networking. 
Path loss: It consists of attenuation and geometric spreading (Lurton, 2002): 
 Attenuation: Is mainly provoked by absorption due to conversion of acoustic energy 
into heat, which increases with distance and frequency.  It is also caused by scattering 
and reverberation, refraction, and dispersion.  Finally water depth is essential for 
determining the attenuation. 
 Geometric Spreading: This refers to the spreading of sound energy as a result of the 
expansion of the wave-fronts.  It increases with the propagation distance and is 
independent of frequency.  There are two types of geometric spreading: spherical 
(Omni-directional point source), and cylindrical (horizontal radiation only).  The 
cylindrical spreading appears in water with depth less than 100m (shallow water) 
because acoustic signals propagate with a cylinder bounded by the surface and the 
sea floor.  When the sea is deep enough the propagation range is not bounded so that 
spherical spreading applies. 
Noise: It can be classified as man-made noise and ambient noise:  
 Man-made noise: it is caused by machinery (pumps, reduction gears, etc.), shipping 
activities, etc. 
 Ambient noise: this is caused by the movement of water which includes tides, 
current, storms, wind, and rain.  It is also caused by biological phenomena.  Ambient 
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noise depends mainly on frequency, so it must be considered when selecting 
frequency band in underwater communications systems (Preisig, 2007). 
Multipath: 
 Multipath propagation can create a severe Inter Symbol Interference (ISI) which can 
cause a significant degradation of the acoustic communication signal (Stojanovic M. 
, 2008).  
High delay and delay variance: 
 High delay: Underwater acoustic signal speed is just 1500 m/s, which is lower than 
electromagnetic signal by more than 5 orders of magnitude.  The low propagation 
speed results in a high propagation delay even for communication between two 
neighbours (Heidemann, Stojanovic, & Zorzi, 2011). 
 Delay variance: High delay variance is even more harmful for efficient protocol 
design, as it prevents from accurately estimating the round trip time (Pompili, 
Melodia , & Akyldiz, 2006). 
Doppler spread: 
 In underwater acoustic channels, Doppler spread occurs as a result of Doppler shifts 
caused by motion at the source, receiver, and channel boundaries and it can cause 
significant degradation in the performance of digital communications (Basagni, 
Conti, Giordano, & Stojmenovic, 2013).   
2.2 UWSN communication architecture 
The network topology is in general a crucial factor in determining the energy consumption, 
the capacity and the reliability of a network.  The main objective of an energy efficient 
topology scheme is to increase network lifetime by reducing the overall or individual energy 
consumption of nodes.  This can be achieved by using an optimal topology deployment 
scheme (i.e. minimum number of sensor nodes to be deployed), or an optimal topology 
management scheme (i.e. form a cluster), or both schemes combined.  Hence, the network 
topology should be carefully engineered and post-deployment topology optimization should 
be performed, when possible. 
A two group categorization can be made according to a sensor node’s mobility. 1) Static 
UWSNs, in which sensor nodes are anchored after deployment; 2) Mobile UWSNs with 
free-floating sensor nodes. 
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2.2.1 Static UWSN 
The main characteristic of a static architecture is that the sensor nodes would be static after 
deployment (meaning negligible movement).  The network could be anchored into two-
dimensional (2D) space (for ocean bottom monitoring), or three-dimensional (3D) space (for 
ocean-column monitoring) (Pompili, Melodia , & Akyldiz, 2006).  
2.2.1.1 Two-dimensional space 
In the 2D case, the topology could be grid, cluster, tree, or line-relay deployment.  Figure 
2.1 shows an underwater sensor network organized in a cluster-based scheme.  
 
Figure 2.1: Two-dimensional (2D) deployment of an UWSN. 
Each sensor node is interconnected to one or more head sensor nodes (uw-gateways) by 
using acoustic links.  The head sensor nodes are network devices in charge of relaying data 
from the ocean bottom network to a surface station (Pompili et al., 2006).  In order for this 
objective to be achieved the uw-gateways are supplied with two acoustic transceivers one 
vertical and one horizontal.  The horizontal is used to communicate with the sensor nodes 
for:  
i. sending commands and configuration data to the sensor nodes (uw-gateway to 
sensor nodes); and  
ii. collecting monitored data (sensor nodes to uw-gateway).  
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The vertical transceiver is used to send data to a surface station (sink).  However, in deep 
water applications, where the ocean can be as deep as 10km, the vertical transceivers must 
be long range.  Finally, the sink at the sea surface is equipped with an acoustic transceiver 
and with a long range RF and/or satellite transmitter.  The first one is used to communicate 
with the deployed underwater head sensor nodes while the second transmitter is used to 
communicate with the onshore or satellite sink. 
Underwater sensor nodes can be connected to uw-gateways via direct links or through 
multi-hop paths where the data produced by a sensor node is relayed by intermediate sensor 
nodes until it reaches the uw-gateway.  In the case shown in Figure 2.1, each sensor node 
uses the direct link method to send the gathered data to the selected head sensor nodes.  
Pompili et al. (2006) have been stated that when direct links are used, there is a possibility 
of a network throughput reduction because of the increased acoustic interference caused by 
the high transmission power.  In the case of multi-hop paths the data produced by a source 
sensor node is relayed by intermediate sensor nodes until it reaches the sink.  This may result 
in reduction of the energy consumption when data is transmitted and the optimisation of the 
network capacity.  However, it is also possible that the complexity of the routing 
functionality will increase as well. 
2.2.1.2 Three-dimensional space 
In the 3D case (see Figure 2.2), sensor nodes could be moored to anchors on the ocean floor 
or to surface floats with fix depth.  Three-dimensional underwater networks are used to 
detect and observe phenomena that cannot be adequately observed by means of ocean bottom 
uw-sensor nodes, i.e., to perform cooperative sampling of the 3D ocean environment 
(Akyildiz et al., 2005). 
For 3D cases a very innovative approach has been proposed by Akyildiz et al. (2005).  
Winch based sensor nodes are anchored to the ocean bottom, equipped with a floating buoy 
that can be inflated by a pump.  The buoy pulls the sensor node towards the ocean surface.  
The depth of the sensor node can then be regulated by adjusting the length of the wire that 
connects the sensor node to the anchor.  Three deployment strategies have been proposed: 
the 3D random, the bottom random and the bottom grid.  In the first two, the sensor nodes 
are randomly deployed on the bottom, where they are anchored.  However, in the bottom 
grid strategy sensor nodes need to be assisted by one or multiple AUVs (Autonomous 
Underwater Vehicles), which deploy the underwater sensor nodes to predefined target 
locations to obtain a grid deployment on the bottom of the ocean.   
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An AUV is equipped with an acoustic modem allowing it to communicate with the 
surrounding sensor nodes and from the round trip time it can determine its distance to the 
node.  They can function without cables, or real-time control by human operators, and 
therefore they can be used in many applications in an underwater research study.  In a typical 
scenario, an AUV can operate in and around an underwater sensor network, acting as an 
additional mobile sensor node in a long term infrastructure or environmental monitoring 
project. 
 
Figure 2.2: Three-dimensional (3D) deployment of an UWSN. 
Simulation results show that the coverage ratio obtained with the bottom-grid strategy is 
greater than the coverage ratio obtained with the bottom-random and the 3D-random strategy 
deployment.  Moreover, given a target coverage ratio, the minimum number of sensor nodes 
needed to achieve the desired coverage ratio decreases with the complexity of the 
deployment strategy.  Decreasing the number of the sensor nodes could lead to more energy 
efficient network. 
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2.2.2 Mobile Underwater Sensor Network (UWSN) 
In ground-based sensor networks most of the nodes are typically static, therefore it is 
possible for these sensor nodes to interact with a limited number of mobile nodes.  Compared 
to a static network, a mobile UWSN is a self-organizing network.  Sensor nodes may be 
moved and redistributed by the underwater processes of advection and dispersion.  After the 
effect of these processes, the sensor nodes must be reorganized as a network in order to 
maintain communication (Akyildiz, Pompili, & Melodia, 2006).  
 
Figure 2.3: A mobile underwater sensor network. 
In (Akyildiz et al., 2006), the authors introduce the following two classifications for 
mobile underwater sensor networks: 
 Mobile UWSNs for long-term non-time-critical aquatic monitoring:  These include 
networks of local underwater sensor nodes that collect data and relay them to 
intermediate underwater sensor nodes; these sensor nodes forward the packets to the 
surface sensor nodes, which transmit data, for example via radio, to the on-shore 
command centre.  Typical applications may be oceanography, marine biology, deep-
sea archaeology, seismic predictions, pollution detection and oil/gas field 
monitoring. Since this type of network is designed for long-term monitoring task, 
then energy saving is a central issue to consider in the protocol design.  Among the 
four types of sensor node activities (sensing, transmitting, receiving, and computing), 
transmitting is the most expensive in terms of energy consumption. 
 Mobile UWSNs for short-term time-critical aquatic exploration:  These include 
networks of underwater sensor nodes that collect data and forward them to the 
 
 
Gateway  
Mobile sensor  
Acoustic Signal  
Radio Signal  
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surface control centre via multi-hop acoustic routes.  Typical applications may be 
underwater natural resource discovery, hurricane disaster recovery, anti-submarine 
military mission and loss treasure discovery. 
2.3 Protocol stack for underwater acoustic channels 
2.3.1 Physical layer 
2.3.1.1 Battery technology 
To increase network lifetime, energy must be saved in every hardware and software solution 
that makes up the network architecture.  One way to resolve the battery problem is for the 
UWSN sensor node to generate energy by itself.  This can be achieved by using chemistry 
or mechanical methods such as current movement.  On the other hand if the type of battery 
is chosen, the Lithium ion (Li-ion) systems are the most promising technology for the 
underwater sensor nodes mainly due to their higher energy and power densities compared to 
other technologies such as Nickel Cadmium (NiCd) and Nickel Metal Hydride (NiMH) 
(Cohen & Puglia, 2007).  
The main features of lithium ion technology are the low life cycle cost (long cycle life, 
no memory effect, no maintenance), the low discretion rate (no thermal or magnetic 
signature), the design flexibility (battery systems are independent and secured) and the 
readable battery status (with electronics and easy state of charge evaluation) (Gitzendanner, 
et al., 2004).  Aside from analysing the physical design characteristics of Li-ion cells and 
batteries, Yardney Technical Products, (2014) have performed extensive research and testing 
on various chemistries suitable for underwater environment.  Figure 2.4 (Wagner, 2006) 
compares Li-ion technology to other battery technologies.  The “HP” bubble relates to the 
highest power systems, the “Typical Military” bubble corresponds to the general 
performance window of fielded military systems and the “HE” bubble corresponds to system 
where discharge rates are low and the temperature is no colder than -20°C.  
The superiority of the lithium ion technology was also apparent when used in an 
experiment instead of alkaline technology (Vasilescu, Kotay, Rus, Dunbabin, & Corke, 
2005) built 20 underwater sensor nodes called Aquaflecks for their experiment.  Each sensor 
node is powered by three alkaline C cells.  Three C cells can provide 27 Wh and four days 
of continuous operation with all sensor nodes and communication hardware fully powered.  
Vasilescu et al. (2007) has also built a second generation underwater sensor network called 
AquaNodes.  This time each sensor node is powered by seven 2 amp/hour Lithium ion 
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batteries.  In comparison to the previous experiment, when all the components of the node 
run at full power the battery provides 2 weeks of continuous operation. 
 
Figure 2.4: Battery technology energy densities (Wagner, 2006).  
2.3.1.2 Modem technology 
Similar to terrestrial networks, in the underwater sensor network the modem is responsible 
for implementing the physical layer of the network stack.  The modem is responsible for the 
data transmission and reception across the network, while the higher network layers are 
responsible for Medium Access Control (MAC) protocols (link layer), routing protocols 
(network layer), transport protocols (transport layer), and data processing (application layer). 
Nowadays few underwater sensor networks exist because commercially available 
underwater acoustic modems are too costly and energy inefficient to be practical for this 
application.  The commercially available acoustic modems provide data rates ranging from 
100 bps to about 40 Kbps, and they have an operating range of up to a few km and an 
operating depth in the range of thousands of meters.  The cost of a single commercial 
underwater acoustic modem is at least a few thousand US dollars.  Therefore, when 
designing an acoustic modem for sensor networks, the designer must optimize for low cost 
and low energy consumption at every level, from the analogue electronics to the signal 
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processing scheme.  The design choices that must be considered include the choice of Digital 
Signal Processing (DSP) scheme, the choice of underwater transducer and corresponding 
analogue electronics, the choice of interfaces to sensor nodes, and the choice of hardware 
platform for the implementation. 
In the earlier stages, the underwater modem development was based on non-coherent 
Frequency Shift Keying (FSK) modulation techniques that do not need phase tracking, which 
is a very difficult task in underwater environment mainly because of the Doppler spread. 
Although non-coherent modulation schemes are characterized by a high power eﬃciency, 
their low bandwidth makes them unsuitable for high data rate multiuser networks.  Hence, 
coherent modulation techniques have been developed for long-range, high-throughput 
systems (such as Phase Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM)).  
There are two main limitations in the performance of conventional receivers.  The first one 
is the time variability of the underwater channels.  The second one is the multipath 
phenomenon, which generates two problems, the delay spread, which causes intersymbol 
interference at the receiver side, and the phase shift of the signal envelope.  Thus, high speed 
phase coherent communications are difﬁcult because of the combined effect of the time 
varying multipath and of the Doppler spread (Stojanovic et al., 1994).  
A major research in underwater acoustic modems has already been made using a variety 
of different hardware platforms, including digital signal processors (Freitag, et al., 2005) and 
microcontrollers (Wills, Ye, & Heidemann, 2006).  Freitag, et al. (2005), have developed a 
compact and low-power acoustic modem, called Micro-modem.  The Micro-modem is based 
on a Texas Instruments fixed-point DSP, consuming about 180mW when fully active.  The 
transmission power is fixed and built into the hardware for each application.  A unique 
feature of the Micromodem is that it has two operating modes: 1) low-power, low-rate and 
non-coherent (frequency hopping-FSK) and 2) high-power, high-rate and coherent (phase-
shift keying).  The Micro-modem also incorporates basic acoustic navigation functionality. 
Wills et al. (2006), have developed a new inexpensive low power acoustic modem targeted 
particularly at supporting short range acoustic communication for dense underwater 
networks.  The main power-saving innovation is to use a dedicated, very low-power, all-
analogue wakeup tone receiver to trigger the more expensive data receiver.  When there is 
no communication activity, nodes can turn off most components, and only leave the wakeup 
receiver on.  It can be concluded that Micro-modem is much more advanced for physical 
layer research.  However, the modem of Willis et al. (2006) consumes less power and has a 
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much simpler design; although this modem is designed only for short range communication 
(50-500m). 
2.3.2 Data link layer 
MAC layer has the objectives of managing and controlling communication channels, which 
are shared by many nodes to avoid collisions and maintain reliable transmission condition.  
Due to the dense deployment of sensor nodes in UWSNs, it is necessary to design an efficient 
Medium Access Control (MAC) protocol to coordinate the communication among sensor 
nodes. In short, a viable MAC solution for UWSNs should take long propagation delay, low 
available bandwidth, energy efficiency (for long-term applications) and node mobility (for 
mobile UWSNs) into account.  So far, various approaches have been explored. 
MAC layer protocols can be classified in two main categories: contention based and 
schedule based protocols.  Schedule based protocols include TDMA, FDMA and CDMA, 
where communication channels are separated in time, frequency or code domains.  These 
kind of protocols are a class of deterministic MAC layer protocol in which access to the 
channel is based on a schedule and it is limited to one user at a time.  Contention-based 
protocols include random access methods and collision avoidance methods.  In a random 
access protocol, the sender sends packets without coordination.  Thus packet avoidance is 
totally probabilistic.  While in a collision avoidance protocol, the sender and receiver capture 
the medium through control packet exchange before data transmission (Heidemann, Li, 
Syed, Wills, & Ye, 2005). 
Moreover the main differences between these techniques are the following: 
 Frequency Division Multiple Access (FDMA) firstly divides the available band into 
sub-bands, and afterward, it assigns each sub-band to a device.  FDMA is not suitable 
for UWSN due to the narrow bandwidth in underwater channels and the vulnerability 
of limited band systems to fading and multipath. 
 Time Division Multiple Access (TDMA) divides time into slots.  The time frame is 
divided into multiple slots and each slot is assigned to one particular user providing 
time guards to limit packet collisions from adjacent time slots.  These time guards 
are designed by taking into account the propagation delay of the channel.  Due to the 
characteristics of the underwater environment it is very challenging to achieve a 
precise time synchronization, with a common reference, which is required for a 
proper utilization of time slots in TDMA.  In addition, due to the high delay and delay 
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variance of the underwater acoustic channel, TDMA efficiency is limited because of 
the high time guards required to implement it. 
 Code Division Multiple Access (CDMA) allows multiple devices to transmit 
simultaneously over the entire frequency band.  Signals from different devices are 
distinguished by the means of pseudo-noise codes that are used for spreading the user 
signal over the entire available band.  This makes the signal robust to frequency 
selective fading caused by multipath.  CDMA allows the reduction of the packet 
retransmissions, which results in the reduction of battery consumption and in the 
increase of network throughput. 
 ALOHA protocol (Stallings W. , 2007) does not try to prevent packet collision, but 
detect collision and retransmit lost packets.  However, in the underwater environment 
the ALOHA protocol is affected by low efficiency, mainly due to the slow 
propagation of the acoustic channel.  Additionally, the need for retransmissions 
increases the power consumption of sensor nodes, and reduces the network lifetime. 
 Carrier Sense Multiple Access (CSMA) protocols reduce the packet retransmissions, 
by monitoring the channel state.  If the channel is sensed as free, transmission is 
enabled.  If the channel is sensed busy, packet transmission is forbidden.  However, 
this approach, although it prevents collisions at the sender, does not avoid collisions 
at the receiver due to the hidden and exposed terminal problems.  It is necessary to 
add a guard time between transmissions dimensioned according to the maximum 
propagation delay in the network.  However, this makes the protocol dramatically 
inefficient for underwater acoustic sensor network. 
 Contention based techniques that use handshaking mechanisms, such as RTS/CTS in 
shared medium access are impractical in underwater for the following reasons.  
o The large delays in the propagation of RTS/CTS control packets lead to low 
throughput.  
o The high propagation delay of underwater channels impairs the carrier sense 
mechanism.  It is more likely that the channel be sensed idle while a 
transmission is on-going, since the signal may not have reached the receiver 
yet;  
o The high variability of delay in handshaking packets makes it impractical to 
predict the start and finish time of the transmissions of other stations.  Thus, 
collisions are highly likely to occur. 
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2.3.3 Contention based MAC protocols 
A Medium Access Control (MAC) protocol suitable for an underwater acoustic network is 
proposed and analysed by Molins and Stojanovic (2007).  Slotted FAMA is based on a 
channel access discipline called Floor Acquisition Multiple Access (FAMA).  It combines 
both Carrier Sensing (CS) and a dialogue between the source and receiver prior to data 
transmission.  During the initial dialogue, control packets are exchanged between the source 
node and the intended destination node to avoid multiple transmissions at the same time.  
Although time slotting eliminates the asynchronous nature of the protocol and the need for 
excessively long control packets, thus providing savings in energy, guard times should be 
inserted in the slot duration to account for any system clock drift.  In addition, due to the 
high propagation delay of underwater acoustic channels, the handshaking mechanism may 
lead to low system throughput, and the carrier sensing may sense the channel idle while a 
transmission is still going on.  A distributed energy-efficient MAC protocol tailored for the 
underwater environment was proposed by Rodoplu and Park (2005), whose objective is to 
save energy based on sleep periods with low duty cycles.  The proposed solution is strictly 
tied to the assumption that nodes follow sleep periods, and is aimed at efficiently organizing 
the sleep schedules.  This protocol tries to minimize the energy consumption and does not 
consider bandwidth utilization or access delay as objectives. 
2.3.4 Schedule based MAC protocols 
UW-MAC, a distributed MAC protocol for underwater acoustic sensor networks, was 
proposed by Pompili et al. (2007).  It is transmitter based CDMA schemes that incorporates 
a closed-loop distributed algorithm to set the optimal transmit power and code length.  It is 
proven that UW-MAC manages to simultaneously achieve high network throughput, limited 
channel access delay, and low energy consumption.  Nevertheless according to the authors 
there are some open research issues: it is necessary to design access codes with high auto-
correlation and low cross-correlation properties to achieve minimum interference among 
users and research must be done on optimal data packet length, to maximize the channel 
utilization efficiency.  Syed et al (2008) propose an energy-efficient MAC protocol for short 
range, acoustic sensor networks called “Tone Lohi” (T-Lohi).  T-Lohi provides an energy 
conserving, throughput efficient, fair, and stable medium access for acoustic networks.  The 
energy is conserved in two ways: firstly, using data reservations to ensure no data packets 
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collide.  Secondly, employing wake-up tone hardware that resolves reservation contention 
with extremely low energy cost.  Stability and throughput efficiency was achieved by 
employing a mechanism that provides collision detection and contender count allowing the 
use of an intelligent back off mechanism that reduces the overall time for fairly reserving 
data.  Three versions of T-Lohi representing different design choices (flavours) were 
proposed and tested.  Simulation results show that ST-Lohi (Synchronized T-Lohi) is the 
most energy efficient protocol, while AUT-Lohi (Aggressive Unsynchronized T-Lohi) 
achieves the highest throughput (~50% channel utilization). Finally, the third flavour cUT-
Lohi (Conservative Unsynchronized T-Lohi) provides the most robust packet delivery with 
almost no packet loss.  All three versions exhibit efficient channel utilization, stable 
throughput, and high energy efficiency (Syed, Ye, & Heidemann, 2008). 
2.3.5 Network layer 
One of the main design goals of UWSNs is to carry out data communication while trying to 
prolong the lifetime of the network.  Therefore, an important research issue is the design of 
robust, scalable and energy-efficient routing protocols.  The layer responsible for 
determining how messages are routed within the network is the network layer.  It is in charge 
of determining the path between a source (the sensor node that samples a physical 
phenomenon) and a destination node (usually the surface station/sink).  The existing routing 
protocols are usually divided into three categories, namely proactive, reactive and 
geographical routing protocols (Abolhasan, Wysocki, & Dutkiewicz, 2004): 
 Proactive protocols attempt to minimize the message latency by maintaining up-to-
date routing information at all times from each node to any other node.  However, 
these protocols provoke a large signalling overhead to establish routes for the first 
time and each time the network topology changes.  This way, each node is able to 
establish a path to any other node in the network, which may not be needed in 
underwater acoustic sensor networks. 
 Reactive protocols initiate a route discovery process upon request.  Once a route has 
been established, it is maintained by a route maintenance procedure until it is no 
longer desired.  This kind of routing protocols is more suitable for dynamic 
environment like ad hoc wireless networks but incur a higher latency.  Similar to 
proactive protocols, flooding of control packets to establish paths is needed, which 
brings significant signal overhead.  The high latency could become much 
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deteriorated in underwater environment because of the much slower propagation 
speed of acoustic signal compared with the radio wave in the air. 
 Geographical Routing protocols establish source destination paths by relying on 
localization information.  Geographic routing requires that each node can determine 
its own location and that the source is aware of the location of the destination.  With 
this information a message can be routed to the destination without knowledge of the 
network topology or a prior route discovery.  Although these techniques are very 
promising, it is still not clear how accurate localization information can be obtained 
in the underwater environment with limited energy expenditure. 
The first two categories are unsuitable for UWS networks because they apply a 
continuous exchange of overhead messages or employ a route discovery process based on 
the flooding technique; these mechanisms are inefficient tools in large scale underwater 
networking because they consume excessive energy and bandwidth resources.  However, the 
third category could be applied to underwater environments if it is investigated how sensor 
nodes can obtain accurate localization information without much power consumption; the 
extended Global Positioning System (GPS) is not helpful to achieve this purpose because it 
uses radio waves in the 1.5 GHz band and those waves do not propagate in sea water 
(Domingo & Prior, 2007).  An efficient solution that minimizes the signalling overhead and 
the latency is the use of virtual circuit routing techniques.  In these techniques, paths are 
established a priori between each source and sink, and each packet follows the same path.  
This many require some form of centralized coordination but can lead to more efficient 
paths. 
A special case of developing routing schemes is in 3D underwater environments where 
the effect of currents must be taken into account.  Underwater currents can modify the 
relative position of the sensor nodes and also can cause connectivity gaps, especially when 
ocean column monitoring is performed in deep waters. 
2.3.6 Transport layer 
A transport layer protocol is necessary in underwater sensor networks to achieve not only 
reliable collective transport of event features, but also to perform flow and congestion 
control.  Existing transport layer protocols such as TCP (Transmission Control Protocol) that 
use the end to end approach are unsuited for this challenging and harsh environment.  TCP 
performance is expected to be problematic because of the high channel error probability and 
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the low propagation speed of the acoustic signals.  The high channel error probability makes 
the successful transfer data probability to nearly approach zero, resulting in too many 
retransmissions for a successful packet delivery.  Furthermore the low propagation speed 
will cause very large end-to-end delay or Round Trip Time (RTT), which introduces 
difﬁculty for the two ends to control the flow of the data ensuring that it is transferred 
efficiently.  
For these reasons, new transport protocols are necessary to be implemented in order to 
achieve flow control and reliability in underwater sensor networks.  SDRT (Segmented Data 
Reliable Transport), is a reliable data transport protocol for underwater sensor networks 
proposed by (Xie, Zhou, Peng, Cui, & Shi, 2010).  It is an energy efficient and lightweight 
protocol that initially segments the data packets into blocks and then encodes them by using 
SVT (Simple Variant of Tornado) codes (Xie P. , 2008).  This protocol reduces the total 
number of transmitted packets significantly, improves the channel utilization, and simplifies 
the protocol management between the sender and the receivers.  Furthermore a mathematical 
model has been developed to estimate the expected number of packets needed from the 
sender.  Based on this model, the appropriate block size is calculated, enabling the SDRT to 
address the dynamic network topology problem (mobile nodes). 
However, in SDRT, there is no mechanism to guarantee the end-to-end reliability and it 
does not address some of the fundamental challenges for UWSN such as shadow zones 
(Kinsler, Frey, Coppens, & San, 2000).  In conclusion, SDRT is still an evolving work and 
needs further improvements, as it creates redundant transmissions and is computation-
intensive. 
2.3.7 Application layer  
In relation to the research done so far on the other protocol stacks the application protocol 
layer still remains largely unexplored.  The main role of this layer is to provide a network 
management protocol that makes hardware and software details of the lower layers 
transparent to management applications.  Also it is responsible for providing a language for 
querying the sensor network as a whole, assigning tasks and finally advertising events and 
data (Zaihan, 2008). 
Until today no significant effort has been made in these areas to address the unique issues 
and challenges of the underwater acoustic environment.  A modification of an existing 
terrestrial application protocol can be a solution to overcome the UWSN needs.  However, 
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first it is necessary to understand the application areas and the communication issues of 
UWSNs, and then to apply these principles into the existing application protocols. 
One of the latest developments in middleware that can be studied and adapted to realize 
a versatile application layer for UWSNs is the San Diego Supercomputing Centre Storage 
Resource Broker (SRB) (Baru, Moore, Rajasekar, & Wan, 1998).  SRB system is a 
middleware providing a uniform interface for connecting to heterogeneous data resources 
over a network. It implements a comprehensive distributed data management environment, 
including various end-user client applications and it can support the management and 
collaborative of sharing, publication, replication, transfer, and preservation of distributed 
data collections (Baru et al., 1998). 
2.3.8 Cross-layer protocol stack 
All the research community on underwater networking so far has followed the traditional 
layered approach for network design.  However, Akyildiz et al. (2005) support the use of a 
cross-layer protocol stack which can jointly optimize different network functionalities.  They 
believe that following this approach the design of communication suites that are adaptable 
to the variability of the characteristics of the underwater channel is feasible.  Furthermore 
they expect that cross-layer design solutions could allow a more efficient use of the limited 
available resources. 
According to Akyildiz et al. (2005) for energy efficient UWS network a protocol stack 
should support the cooperation between the sensor nodes and combine the power monitoring 
with the energy management.  It should incorporate all the functions of the OSI layers 
(physical, data link, network, transport, application), including a power management, a 
coordination and a localization plane.  The power management plane is responsible for 
minimizing power consumption by controlling network functions in order to preserve 
energy.  The coordination plane is responsible for all the functions that require coordination 
between sensor nodes such as coordination of data aggregation.  The localization plane is 
responsible for providing, when needed by the protocol stack or by the application, absolute 
or relative localization information to the sensor node. 
2.3.9 Protocol stack issues 
As already stated in the previous sections, the common problems among UWSN 
architectures are reliability, energy consumption and cost.  Sensor nodes used for the 
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underwater environment are more expensive than those used for the terrestrial environment.  
This implies that UWSNs would be small-scale and sparse networks.  
The physical layer performance should be improved in terms of data transmission and 
reception efficiency.  This can be accomplished by building low power acoustic modems, 
which focus on bandwidth utilization and reliability when dealing with multipath 
propagation. 
In MAC layer it seems that distributed CDMA-based schemes are the candidates for 
UWSNs.  However, this is dependent on many design aspects such as the application and 
network topology.  Furthermore MAC protocols should be designed taking into account 
energy consumption as a main design factor. 
The network also requires reliable and balanced energy consumption to prolong network 
lifetime and increase network capacity.  The network topology should be reconfigured to 
guarantee network connectivity and effective communication when some nodes lose their 
ability to communicate.  Routing protocols should include methods to avoid errors, deal with 
shadow zones, disconnections, node failures and mobility. 
2.4 Review on cluster techniques 
2.4.1 Introduction 
Grouping sensor nodes into clusters has been continuously used by the researchers in order 
to achieve the network’s life scalability objective.  Many clustering algorithms have been 
proposed in the literature for UWS networks the past few years.  These cluster techniques 
vary depending on the sensor network deployment, the network architecture, the sensor and 
the master sensor node characteristics and the network operation model (Ayaz, Baig, 
Abdullah, & Faye, 2011). 
Cluster techniques use a hierarchical architecture supporting with this way the network 
scalability objective and achieving less consumed energy, prolonging the lifetime of the 
whole network.  This goal has been reached because most of the sensing and data process 
and all other communication activities performed within the cluster infrastructure. 
Low Energy Adaptive Clustering Hierarchy (LEACH) (Heinzelman, Chandrakasan, & 
Balakrishnan, 2000) is the first and most popular energy efficient hierarchical cluster-based 
routing protocol (Lee, Jang, & Chang, 2014; Maryam & HamidReza, 2015).  LEACH 
arranges the network sensors into clusters and chooses one of them as the cluster-head.  First 
each cluster node collects data from the environment and then sends this information to their 
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cluster-head. Then the cluster head aggregates and compresses the data received from these 
nodes and sends it to the base station.  However, the nodes chosen as the cluster head drain 
out more energy compared to the other nodes, as it is required to send data to the base station 
which most of the time is located far away.  To overcome this problem, LEACH uses random 
rotation of the nodes required to be the cluster-heads to evenly distribute energy consumption 
in the network.  Nodes that have been cluster heads cannot become cluster heads again for p 
rounds, where p is the desired (optimal) percentage of cluster heads.  Thereafter, each node 
has a 1/p probability of becoming a cluster head in each round.  At the end of each round, 
each node that is not a cluster head selects the closest cluster head and joins that cluster.  
Then the cluster head creates a schedule for each node in its cluster to transmit its data. 
The most significant of the existing UWSN clustering protocols are as follows: the 
Distributed Underwater Clustering Scheme (DUCS) proposed by Domingo and Prior (2007), 
the Multipath Virtual Sink (MVS) routing protocol architecture proposed by Seah and Tan 
(2010), the distributed Minimum-Cost Clustering Protocol (MCCP) proposed by Wang et 
al. (2007), the Temporary Cluster Based Routing (TCBR) algorithm proposed by Ayaz et al. 
(2010), the hydraulic pressure routing protocol, called Hydrocast,  proposed by Lee et al. 
(2010), the Location-based Clustering Algorithm for Data Gathering (LCAD) proposed by 
Anupama et al. (2008) and the Cluster-head Selection Scheme proposed by Yang et al. 
(2010). 
2.4.2 Distributed underwater clustering scheme (DUCS) 
DUCS (Domingo & Prior, 2007) is a new addition of a distributed energy-aware routing 
protocol.  It is specifically designed for long-term non-time-critical aquatic monitoring 
applications using UWSNs with random node mobility and without requiring the assistance 
of a GPS.  According to the authors, DUCS offers flexibility, does not use flooding 
techniques, minimizes the proactive routing message exchange and uses data aggregation to 
reduce the amount of redundant information going to the sinks.  
During the operation of the protocol the network sensor nodes are organised into clusters. 
A given sensor node acts as the Cluster Head (CH) and all the remaining nodes send data 
packets to their corresponding CH with a single hop.  Once the cluster head receives the data 
from all these sensor nodes, it carries out a signal processing operations like aggregation.  
Then it sends the aggregate data to the sink through other cluster heads by using multi-hop 
routing.  
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According to the DUCS model (Figure 2.5) cluster heads are not only in charge of 
organising the members of their cluster (intra-cluster coordination) but also they are 
responsible for establishing communication between different clusters of the entire network 
(inter-cluster communication).  Furthermore, the cluster head is entirely selected using a 
randomized rotation method amongst nodes of the same cluster team, minimizing in this way 
the fast depletion of the battery energy. 
 
Figure 2.5: A network case using DUCS. 
DUCS performs the energy operation in two stages.  The first stage involves the setup 
process where the network is split into clusters.  In the second stage several frames are 
transmitted to each cluster head where every frame is composed of a series of data messages 
that the ordinary sensor nodes send to the cluster head with a schedule. 
Evidence provided by the authors based on simulation, suggests that DUCS manages to 
offer both, a high ratio of packet delivery and energy efficiency.  However, the designers 
have also reported a number of performance issues.  They have observed that node 
movements can impact the cluster structure and this in turn can minimize the cluster’s life 
expectancy. Organizing the network sectors continuously leads to an energy inefficient 
network.  Another issue highlighted is that cluster heads can also move apart due to their 
environmental conditions and this will probably terminate the communication link even if a 
few non-cluster head nodes are available between them. 
 
 
  Sensor node   Cluster head   Sink 
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2.4.3 Multipath virtual sink (MVS) 
In this routing protocol architecture (Seah & Tan, 2010), the entire network is also divided 
into clusters following an innovative approach where each cluster has one or many local 
aggregation points.  These aggregation points form a small mesh network that connects to 
local sinks as shown in Figure 2.6.  
 
Figure 2.6: Multipath virtual sink topology. 
The underlying assumption in this architecture is that local sinks are connected to each 
other using high speed communication channels, such as RF, forming a virtual sink.  As the 
acoustic channel presents connectivity irregularities and thus available bandwidths are very 
small, the sensor nodes will be more functional if they cache the collected data and then send 
it when the channel conditions are optimum.  In the case of delayed data, the proposed 
network architecture will attempt to send data packets using multiple paths and thus improve 
the conditions of a successful data delivery. 
The local aggregation points create a wireless mesh network in which multiple local sinks 
can be reached through multiple paths.  The formation of the multiple paths is performed 
during an initialization phase.  In this phase, every sink node broadcasts a hop count update 
packet to make its identity known.  All the sensor nodes receiving this packet update their 
hop-count value, and then rebroadcast the packet incrementing the count by one.  When a 
sensor node has data for sending, it can forward this packet towards any linked local sink 
using the previous hop recursively.  The performance of the MVS architecture is assessed 
by carrying out many transmissions with single path then forwarding multiple copies at 
different routes in order to ensure that the transmissions are getting through to different sinks.  
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As long as a copy of the packet reaches one of these sinks, delivery is successful.  The use 
of spatially diverse paths reduces the latency, the number of packet transmissions and the 
possibility of inter-path contention. 
2.4.4 Distributed minimum-cost clustering protocol (MCCP)  
Wang et al. (2007) proposed a Distributed Minimum-Cost Clustering Protocol (MCCP) 
aiming to achieve energy efficiency and extend the network’s life expectancy.  The 
suggested model take advantage of a cluster driven approach where clusters are formed by 
taking into consideration three parameters; the total energy required by the cluster members 
for sending data to the cluster head, the residual energy of the cluster head and its entire 
members, and the relative location of the cluster head and underwater-sink (uw-sink).  
The first step of this approach is to select clusters based on a centralized algorithm called 
Minimum-Cost Clustering Algorithm (MCCA).  The MCCA algorithm is then extended to 
the above mentioned distributed approach called MCCP.  Initially in this scheme all sensor 
nodes are candidates, eligible to construct their neighbour set and their uncovered neighbour 
set.  At this point it must be noted that the last set includes the nodes that are in the neighbour 
set but are still candidates.  Then every candidate searches every possible combination of 
elements in its uncovered neighbour set, generating in this way its potential clusters.  
Thereafter it selects a representative from these clusters, of which the average cost is 
estimated and then broadcasted with its cluster head ID to all candidate nodes in a range of 
2-hops.  Once the cost has been known, every candidate node will compare it with its own 
calculated cost.  In the case where the candidate node has a minimum average cost then it 
becomes a cluster-head and sends an INVITE to the other nodes to join the cluster as 
members.  On the other hand if the sending node has better cluster cost, the receiving node 
extract the cluster head ID from the received packet and sends a JOIN message.  Once the 
clusters have been formed, a TDMA schedule is defined and sent to the respective cluster 
members.  
This approach is eliminating the formation of hot spots around the uw-sink by creating 
more cluster heads balancing in this way the traffic flow.  The locations of the cluster head 
and the uw-sink define the number of the cluster members.  This implies that clusters near 
the uw-sink will have less cluster members.  In addition, this scheme is capable of balancing 
the traffic flow by rearranging the cluster nodes according to the minimum average cost 
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principle.  However, the constant movement of sensor nodes may increase the re-clustering 
period, affecting the cluster and energy efficiency.  
2.4.5 Temporary cluster based routing (TCBR)  
Most of the proposed multi-hop routing protocols encounter a major problem with the nodes 
near to the sink.  These sensor nodes handle a major load of information that force them to 
use more power and therefore to drain their energy earlier comparing to the other sensor 
nodes.  In order to solve this problem and make equal energy consumption throughout the 
network, Ayaz et al. (2010) proposed a Temporary Cluster Based Routing (TCBR) 
algorithm.  In TCBR architecture multiple sinks are deployed inside the water area and any 
packet received by them are considered successfully delivered.  This is being accomplished 
due to sink’s ability to use radio communication which leads to small propagation delay. 
Two different kinds of nodes are used: ordinary sensor nodes and some special sensor 
nodes called courier nodes.  Ordinary sensor nodes are used to sense an event, collect the 
useful information and try to forward these data to a nearer courier sensor node.  Courier 
sensor nodes apart of sensing events, deliver these data packets (taken from the other 
ordinary sensor nodes) to a surface sink.  One of the goals of these architecture is that only 
a small number of courier nodes (2–4% of total sensor nodes) are used.  Every courier node 
is assembled with a mechanical module; a piston, which has the ability to create positive and 
negative buoyancy.  This module actually helps the node to move inside the water at different 
predefined depths and then pull them back to the sea surface.  These nodes, every time they 
reach different depth levels, stop for a specified period and then they broadcast hello packets 
to discover any ordinary nodes around them.  Hello packets can be forwarded only within 4 
hops.  If an ordinary node receives more than one of these then it will forward the data packet 
to the nearer courier node, defined in the hello packet, within a specified amount of time. 
The equal energy consumption task is completed by this algorithm throughout the 
network with requiring a small number of courier nodes, instead of equipping every sensor 
node with the mechanical module.  However, data can be only gathered when a courier node 
is located inside the communication range of every sensor node.  Because of this, all the 
sensor nodes will keep their data packets in a limited buffer until a courier node reaches 
them.  Despite this feature, the TCBR is not suitable for time critical applications (Ayaz et 
al., 2011). 
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2.4.6 HydroCast 
Lee et al. (2010) proposed a hydraulic pressure based anycast routing protocol called 
HydroCast in order to overcome the limitations of geographic routing.  This algorithm uses 
the measured pressure levels to find the routes for forwarding packets from source to the 
surface buoys.  According to authors it is stateless and completes its task without requiring 
expensive distributed localization.  HydroCast nodes are equipped with a low cost pressure 
sensor node to measure their own depth locally.  With regards to discovering a positive 
progress area toward to the sink, this protocol exploits only the information that is estimated 
by measuring the pressure of water in different depths. 
The proposed scheme has two stages; the forward selection set and the routing recovery 
mode.  In the first stage an opportunistic forwarding mechanism is used to select a subset 
(cluster) of neighbouring nodes with higher progress toward to the sink as the next hop 
candidates.  The neighbouring nodes that receive a packet will access their priority according 
to their distance to the destination; the closer to the destination the higher priority.  In this 
subset a node will forward the packet only when all nodes with higher progress to the 
destination fail to send it.  This process is scheduled with the use of a back-off timer which 
is set up proportional to the destination’s distance.  All the other sensor nodes with lower 
priorities will suppress their transmissions upon receiving the transmission (data or 
acknowledgment packet) of a higher priority node.  By this way the possibility of collisions 
and redundant transmissions is minimized. 
In the second stage, a local maximum recovery mechanism is introduced in order to deal 
with the communication void.  A node is considered as a local maximum node if there are 
no neighbours with a lower pressure levels.  To overcome this problem it enables a void 
handling mechanism.  According to this, each local maximum node finds and stores a 
recovery path to a node whose depth is lower than itself and transmits the data packet to this 
node. 
2.4.7 Location-based clustering algorithm for data gathering (LCAD)  
Anupama et al. (2008) suggested a clustering algorithm based on the geographical location 
of the sensor nodes in a 3-D hierarchical network architecture in order to extend the lifetime 
of the network. 
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In this architecture the sensor nodes are deployed in the area of interest at fixed relative 
depths from each other.  Then all sensor nodes at each tier are organized in clusters with 
multiple cluster heads.  The selection of the cluster head follows a specific algorithm that 
takes into account the position of the sensor nodes in the cluster. 
The intra-cluster communication between sensor nodes is carried out using horizontal 
acoustic links and the inter-cluster communication between cluster heads is using vertical 
links.  The length of these vertical acoustic links is limited to 500m.  This restriction is based 
on estimations that show that acoustic links with distances less than 500m can have optimal 
performance (Stojanovic et al., 1994). 
In the proposed architecture, the entire network is divided into three-dimensional grids. 
Each grid is set approximately to 30 m × 40m × 500m. The communication process is carried 
out in three stages: 
i. the setting up stage that includes the selection of the cluster head, 
ii. the data collection stage, where the cluster head collects the data sent to it by 
the nodes in the same cluster and, 
iii. the transmission stage, where the gathered data is transmitted from each 
cluster head to the base station with the assistance of Autonomous 
Underwater Vehicles (AUVs) (Erol, Vieira, & Gerla, 2007). 
In addition, sensor nodes that have some extra features such as more memory and energy 
resources are qualified to become CH-heads.  The outcome of having multiple CH-nodes is 
the increase of the reliability and the load balancing in the network.  The location of these 
CH nodes, which is approximately at the centre of the grid, helps the communication with 
the maximum number of ordinary sensor nodes.  It can be stated that the arrangement of the 
grid takes the form similar to a cellular network. 
According to the authors the biggest disadvantage of this approach is that LCAD 
performance is associated with the grid organization and in particular is dependent on the 
position of the CH-node.  This becomes more of an issue when the approach is implemented 
in an underwater environment where node movements cannot be avoided and as a result grid 
structure becomes more unstable.  The performance analysis of this approach was carried 
out in a static environment and it has been tested in terms of energy consumption without 
taking into consideration the underwater conditions of the actual environment. 
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2.4.8 Cluster-head selection scheme 
Based on the energy analysis of the LEACH protocol in the underwater channel, Yang et al. 
(2010) propose a clustering scheme by considering the node’s energy and distribute position. 
At the beginning of network set up, the sink advertises a hello information to all other nodes.  
The nodes, according to the strength of receiving information calculate the level where they 
belong, such as level 1, level 2 etc.  The nearer to the sink, the smaller the level number and 
the higher probability of being selected as CH.  When the cluster head selection is finished 
every CH broadcasts an advertisement message (ADV) using CSMA MAC protocol.  Based 
on the received signal strength, each non-cluster head node determines its CH for this round 
and transmits a join-request message back to them.  Finally, every CH node sets up a TDMA 
schedule for data transmission coordination within the cluster. 
2.4.9 Critical assessment 
All papers reviewed in this section evaluate the performance of their cluster protocols on the 
basis of the mechanisms employed by each protocol i.e. RTS/CTS, holding time, probability 
of collision etc. (Ayaz, Baig, Abdullah, & Faye, 2011; Wahid & Dongkyun, 2010; Giantsis 
& Economides, 2011).  Based on their assessment this critical review present a comparison 
of all algorithms as they have been assessed by their respective research for each of them 
(see Table 2.2).   
To evaluate the performance of the above discussed protocols, this study adopted a 
weighting scale from one (1) to three (3) where one is low, two is average and three is high.  
A number of criteria as shown in the vertical row of Table 2.2 have been inserted for this 
comparison.  The findings indicate that the Hydrocast with 14 points comes on top with a 
small difference from the Multipath Virtual Sink cluster protocol.  The remaining protocols 
average between 9 and 11 thus they can be classified as offering approximately the same 
performance.  However, in terms of energy efficiency MCCP is the only one that scores 
high.   
This review should also have included the Cluster Head Selection Scheme.  However, 
this objective could not be achieved due to the fact there is not adequate research that has 
been conducted in this area to date.  
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Table 2.2: Performance characteristics of the selected protocols. 
Protocol Delivery 
ratio 
Energy 
efficiency 
Delay 
efficiency 
Bandwidth 
efficiency 
Reliability Mobility 
efficiency 
Performance 
Score 
DUCS average average low average low average 10 
Multipath 
Virtual Sink 
average low average average high average 13 
MCCP low high low average average low 10 
TCBR average average low average average low 10 
HydroCast high average high average average average 14 
LCAD average average low average low low 9 
 
2.4.10 Cluster issues 
One of the main goals of clustering is the traffic load balance between cluster heads and 
cluster members (Wahid & Dongkyun, 2010).  This can be accomplished by periodical re-
clustering the sensor nodes in the network.  However, since the cost of the re-clustering 
influences the protocol’s performance, the period of this process requires further, in depth 
consideration. Instead of a fixed period of re-clustering, an adaptive criterion can be used.  
For example a re-clustering period can be taken into account based on the mobility of the 
nodes or the number of redundant transmissions. 
Another issue of these algorithms’ performance is that they are dependent on the device 
discovery time, i.e., the time taken by a node to discover and to connect to another node in 
its range.  For an efficient cluster algorithm the time taken to complete the formation of the 
cluster team is very crucial especially when the number of sensor nodes is large.  Delay in 
the initial phase of clustering means more packet transmissions and more power 
consumption. 
An important subject that also needs further investigation is the effect of adding more 
sensor nodes into the network system after the initial clustering phase.  Many questions come 
up such as; is it necessary for the system to re cluster in order to find these new sensor nodes?  
If yes then how soon will the system be in position to start the re-cluster process? 
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2.5 Review on cluster-head failures 
2.5.1 Cluster head failure basics 
Clustering issues and algorithms have been widely investigated in the context of terrestrial 
WSNs (Heinzelman, Chandrakasan, & Balakrishnan, 2002; Mhatre & Rosenberg, 2004; Pin, 
Ting-lei, Xiao-yan, & Gong-xing, 2010) and UWSNs (Ayaz et al., 2011; Heidemann et al., 
2005).  However, the event of cluster-head failures that leads to network connectivity 
problems has not been well addressed, in particular, for underwater sensor networks.  A 
classic solution to this problem is to activate periodically the clustering process (Heinzelman, 
Chandrakasan, & Balakrishnan, 2002; Mhatre & Rosenberg, 2004).  However, using the 
clustering process frequently will be expensive in terms of network resources due to the 
messages exchanged for cluster formation.  The fact that the sensor nodes in a failed cluster 
can only be recovered until the next re-clustering is performed, will affect the timeliness and 
reliability level for the data exchanged between them and the cluster heads.  This will result 
in a more energy intensive and unreliable system (Shiva Prakash, KB, Iyengar, & Patnaik, 
2014).  In the paragraphs that follow a summary of the current state of the art in head node 
failure schemes are presented with a short analysis of their strategies. 
2.5.2 Hong Min et al. scheme 
Min et al (2012), propose a checkpointing scheme which stores the state of the head node 
and repairs the failure of it very efficient and quickly.  During the head node selection phase 
this scheme selects additional backup nodes with similar state to the head node in terms of 
the residual energy and operation capabilities.  All gathered information sent by the cluster 
nodes to the head node is also saved in backup nodes.  The backup nodes also periodically 
monitor the state of the head node.  If the head node has a software or hardware problem, 
one of the closest backup nodes replaces it and serves as a new head node. 
Figure 2.7 presents an overview of this scheme where the checkpointing mechanism is 
applied to the head node. When the head node operates properly (clusters A and C), backup 
nodes save only the checkpoint information and monitor the state of the head node.  
However, in the case of cluster B, the head node cannot execute its tasks because it 
encounters either a software or hardware problem.  Instantly a backup node replaces the head 
node and operates as a new cluster head based on the checkpointing information.  By 
following this checkpointing scheme, any information loss caused by head node failure can 
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be prevented and the recovery latency caused by the frequent re-election of a head node can 
be sufficiently reduced.  
 
Figure 2.7: Overview of the proposed scheme. 
2.5.3 S.Kumar and R. Sethi scheme 
Kumar and Sethi (2013), propose a cluster head selection algorithm based on the condition 
of energy, distance and the maximum connectivity level between the nodes.  When a cluster 
head is selected according to the minimum distance and maximum energy criteria, a vice 
cluster head is also selected.  This alternate head is activated only when the cluster head dies, 
maintaining in this way the communication in the network.  
 
Figure 2.8: Proposed algorithm working process. 
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The proposed scheme is shown in Figure 2.8.  Initially the algorithm begins with the 
cluster formation and the head node selection.  In order to perform the Cluster Head (CH) 
selection the scheme takes into account three parameters; the distance between the candidate 
CH and the sensor nodes, the maximum energy among all nodes and the response time.  
Therefore, the node that is centralized and having the maximum energy and the minimum 
distance ratio comparing to the other nodes will be selected as the cluster head.  While the 
algorithm selects the CH it will also select the vice CH which is the alternate head that it will 
operate only when the cluster head die.  When this phase is finished the CH starts receiving 
data from the Non-CH nodes.  It aggregates this info and it sends them to the base station 
(BS).  If the distance between the CH and the BS is more than one hop a multi-hopping 
concept is used 
2.5.4 Murugaraja S.K et al. scheme 
Murugaraja et al. (2013), propose a clustering protocol that attempts to select a primary 
cluster head and a backup cluster head for each cluster member during clustering so that the 
constructed cluster network can overcome any cluster-head failure.  Every cluster member 
has the capability to detect the failure of its cluster head by checking the heartbeats 
periodically sent by the cluster head.  Therefore, when a cluster-head failure occurs, the 
cluster members of the failed cluster group can quickly switch over to the backup cluster 
head.  In this way the cluster nodes recover their connectivity to the data sink without waiting 
for the next re-clustering to be executed. 
The protocol procedures are divided into three phases: initialization phase, clustering 
phase, and finalization phase. In the first phase, each node can be either a cluster head or a 
cluster member or a cluster head candidate. Initially every node is a cluster-head candidate 
and performs local topology discovery to find out its one-hop neighbours.  In this way it 
maintains an uncovered neighbour set, which contains its one-hop neighbours still in the 
candidate state.  A candidate can potentially generate a number of different clusters by 
combining different nodes in the uncovered neighbour set.  In the clustering phase that 
follows every candidate according to certain criteria such as the residual and the initial 
energy of the node, becomes either a cluster head or a cluster member.  When a candidate 
becomes a cluster head, it advertises an INVITE message to all the nodes in its qualified 
cluster to become its cluster members.  One of the tasks of a cluster member is to keep 
monitoring the INVITE messages for other nodes and add the sender’s IDs of these messages 
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into its CH list.  At the end, no candidate is left in the network and each cluster member is 
associated with a primary cluster head, which is contained in the CH list.  Meanwhile, the 
CH list may also contain one or more cluster heads whose coverage areas intersect with that 
of the primary cluster head.  In the finalization phase a backup CH list is created excluding 
the primary cluster head.  The cluster head in this CH list with the minimum distance to the 
cluster member is selected as the backup cluster head. 
2.5.5 Cluster head failure issues 
To summarize, the existing algorithms that have been investigated, up to this point in this 
chapter, present some issues that need to be further analysed.  For instance, the problem with 
the Hong Min et al, algorithm is the excessive use of resources due to the simultaneous and 
continuous use of storage from both the primary and the backup CH node.  The second 
algorithm proposed by Kumar and Sethi assumes an intermediate CH availability if the 
distance between the backup CH and the BS is more than the optimum transmission range.  
Finally, the last algorithm suggested by Murugaraja et al. fails to clearly state which node 
will trigger the recovery process. 
2.6 Review on simulators 
Sensor network systems have been widely studied in the last decade and a lot of work has 
been completed on designing and developing sensor nodes and communication systems.  
There are many network simulators that have been extensively used by researchers with 
different features.  A short list includes NS2 (Chung & Claypool, 2002), OPNET (Riverbed 
technology, 2015), OMNet++ (OMNeT++, 2013) and TOSSIM (TOSSIM, 2013) which are 
very popular in sensor network research community (Liu, 2010; Llor & Malumbres, 2012; 
Wang, Wan, Martonosi, & Peh, 2006).  OPNET provides a comprehensive development 
environment supporting the modelling of communication networks and distributed systems.  
The simulation workflow has been adopted from our application due to the system’s 
simplicity (import configuration, run simulation, view results) and flexibility (duplicate the 
scenario, re-run simulation, compare the obtained results).  NS-2 is an open source 
application that provides the opportunity to view how the simulator has been designed, 
especially the part of the communication process between network components, the packet 
format and the event scheduler.  OMNeT++ has been studied for future reference due to the 
modular architecture that it uses.  We believe that this approach of designing applications is 
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more understandable and easy to use.  Finally, TOSSIM, a bit-level discrete event simulator 
and emulator of TinyOS (TinyOS Documentation Wiki, 2013), has also been studied for 
future reference mainly for its ability to simulate real sensor code. 
For UWSN, due to its different environment and constraints, most of the current work in 
simulation design is implemented in MATLAB (Guo, Wang, Xie, Zeng, & Cui, 2008; Jusufi, 
Behymer, Hoyer, & Zhou, 2008; Teymorian, et al., 2009).  However, there are a limited 
number of reliable underwater simulation platforms which are proposed by the research 
community, compared with the terrestrial networks.  In addition to this, most of them have 
been designed for specific experiments and it is difficult for other researchers to reuse the 
developed modules.   
The following simulators have been studied in order to investigate the underwater 
physical and MAC layer model implementation.  Furthermore the MAC layer section of 
Aqua-Sim (Xie, et al., 2009) helped us to design and implement the ALOHA based protocol 
in our simulator.  
2.6.1 OPNET 
OPNET modeller (Riverbed technology, 2015) is an object oriented, discrete event simulator 
which can be flexibly used to study communication networks, devices, protocols and 
applications.  Discrete event means that the operation of a system is represented as a 
chronological sequence of events where each event occurs at an instant in time and marks a 
change of state in the system (Robinson, 2004).  OPNET provides a graphical editor interface 
to build models for various network entities from the physical layer to the application layer.  
All of the components are modelled in an object-oriented approach which gives intuitive 
mapping from the graphical design to the implementation of the real systems.  As with other 
network simulators, OPNET also provides programming tools for users to define the packet 
format of the protocol.  The programming tools are also required to accomplish the tasks of 
defining the state transition machine, defining network model and the process module. 
2.6.2 NS2 
NS2 (NS-2, 2014) is also a discrete event network simulator that focuses on the simulation 
of IP networks at the packet level.  NS2 is an object-oriented Tcl (OTcl) script interpreter 
that has a simulation event scheduler, a network component object libraries and a network 
setup (plumbing) module libraries.  Low-level simulation mechanisms are implemented in 
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C++ while OTcl works as the control language to create the simulation environment.  To 
setup and run a simulation network, the user has to write an OTcl script that initiates an event 
scheduler, sets up the network topology using the network objects and the plumbing 
functions in the library, and tells traffic sources when to start and stop transmitting packets 
through the event scheduler.  The event scheduler organizes the simulation timer and fires 
all the events in the event queue scheduled for the current time by invoking appropriate 
network components, which usually are the ones who issued the events, and let them do the 
appropriate action associated with packet pointed by the event.  Finally, NS2 has a standard 
GUI called Nam which is a Tcl/TK based animation tool for viewing network simulation 
traces and real world packet traces.  It supports topology layout, packet level animation, and 
various data inspection tools (Chung & Claypool, 2002; Fall & Varadhan, 2007). 
2.6.3 OMNET++ 
OMNeT++ (OMNeT++, 2013) is an open source network simulator which mainly supports 
standard wired and wireless networks.  It is a component-based, modular and open-
architecture discrete event simulation framework, which uses the C++ language for 
simulation models.  It also provides a powerful GUI library for animation and tracing and 
debugging support.  Its major drawback is the lack of available protocols in its library, 
compared to other simulators (Egea-Lopez, Vales-Alonso, Martinez-Sala, Pavon-Marino, & 
García-Haro, 2005).  Instead of containing explicit and hardwired support for computer 
networks or other areas, OMNeT++ provides the infrastructure for writing such simulations.  
One of the fundamental ingredients of this infrastructure is a component architecture for 
simulation models.  Models are assembled from reusable components termed simple 
modules.  Simple modules can be connected with each other via gates and combined to form 
compound modules.  Modules communicate through message passing, where messages may 
carry arbitrary data structures.  Modules may have parameters that can be used to customize 
module behaviour and/or to parameterize the model's topology.  The user defines the 
structure of the model in OMNeT++'s topology description language, NED. 
2.6.4 TOSSIM 
TOSSIM (TOSSIM, 2013) is a discrete event simulator and emulator for TinyOS sensor 
networks.  TinyOS is a sensor network operating system that runs on so-called motes.  Motes 
are tiny sensing and computational devices that have very limited communication, 
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computational and energy resources.  The main feature of TOSSIM is its capability of 
simulating the entire network at bit-level, giving more accurate description of the network 
behaviour.  In addition, it offers the possibility of directly deploying tested code on the real 
motes without any changes, therefore simplifying the development of wireless sensor 
networks based on TinyOS.  However, TOSSIM still has some limitations.  The main 
drawback of this simulator/emulator is the lack of energy consumption modelling.  
Therefore, the researcher must use PowerTOSSIM (Shnayder, Hempstead, Chen, & Welsh, 
2004), which extends TOSSIM to overcome this limitation.  PowerTOSSIM provides the 
necessary power model to estimate the power consumption of each node accurately.  
2.6.5 Aqua-Sim 
P.Xie et al. (2009) developed a new simulation package called Aqua-Sim for underwater 
sensor networks.  This simulation tool follows the object-oriented design style of NS2 and 
all network entities are implemented as classes by using C++ programming.  Aqua-Sim 
supports three dimensional infrastructure and uses erasure channel as the physical channel 
model.  This simulator does not explicitly implement the physical channel fading and noise, 
as it only considers an erasure channel with a packet loss probability, which follows a 
Bernoulli distribution for each packet on each link.  However, this simulator simulates 
propagation delays (with acoustic wave speed), link bandwidth, energy consumption (in 
Joules), shared medium access, collisions and real-time packet scheduling process.  Aqua-
Sim, because of the lack of a NAM animator to visualize 3D UWSNs, uses an additional 
tool, the Aqua-3D animator (Guo, Wang, Xie, Zeng, & Cui, 2008; Teymorian, et al., 2009; 
Tran, Zhu, Peng, & Cui, 2012).  
2.6.6 UWSim 
UWSim (Dhurandher, Misra, Obaidat, & Khairwal, 2008) is also a simulator that has been 
used for underwater sensor network modelling.  This simulator focuses on handling 
scenarios specific to UWSN environments, for example low bandwidth, low frequency, high 
transmission power, and limited memory.  The actual software development was carried out 
in a purely object-oriented fashion using C# capabilities.  It is based on a novel routing 
protocol proposed by the developers, unlike traditional simulators which are based on either 
proactive or reactive routing protocols such as AODV and DSR.  Currently, UWSim has 
support for a limited number of functionalities, it is custom-designed for a specific 
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(developer’s) algorithm and it calls for further extensions to support a wide range of UWSN 
simulation exercises (Dhurandher, Misra, Khairwal, & Neelay, 2007). 
2.6.7 Simulation tools issues 
The design and the development of appropriate simulation tools have enhanced the progress 
in the underwater research area.  Generally, simulation can support; 
 the implementation and study of various system designs in a controlled environment,  
  the investigation of system configurations that are very complicated to physically 
develop, especially due to harsh underwater environment  and 
 the examination of interactions that are difficult to be observed in a live system. 
However, there are various challenges associated with the available UWSN simulators. 
For instance, UWSim has support for limited number of functionalities, which probably will 
cause the increase of developing time (Dhurandher et al., 2008).  NS-2 has a long learning 
curve and requires advanced skills to perform meaningful and repeatable simulations 
(Sundani, Devabhaktuni, Alam, & Bhattacharya, 2011).  Additionally, TOSSIM has 
modelling problems arise when considering the energy consumption aspects of the system 
(Egea-Lopez et al., 2005).  OPNET is not an open source simulator and is quite complex if 
a specific component has to be developed (Sundani et al., 2011).  Finally OMNET++ is also 
a complex simulator where the researchers have to execute significant background work if 
they want to test their own protocols in different environments (Mallapur & Patil, 2012).  
Therefore, a further investigation of these issues is necessary in order to better understand 
the characteristics of the underwater sensor networks and their corresponding simulators. 
2.7 Differences with terrestrial wireless sensor networks  
Due to the unique characteristics of water, UWSN is significantly different from any ground-
based sensor network.  The main differences between terrestrial and underwater sensor 
networks are as follows (Akyildiz, Pompili, & Melodia, 2006; Heidemann, Ye, Wills, Syed, 
& Li, 2006; Akyildiz & Vuran, 2010): 
a. Communication method: Terrestrial sensor networks use radio waves that cannot 
propagate over a long distance in an underwater environment.  Therefore, in 
underwater networks the communication relies on acoustic signals mainly due to the 
relatively low absorption in underwater medium. 
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b. Cost: Underwater sensor nodes are expensive devices mainly due to the UWSN’s 
transceivers complexity and to the hardware protection needed in the harsh 
underwater environment.  In contrast to the underwater environment the terrestrial 
sensor node technology is cost effective and in general uses inexpensive embedded 
devices. 
c. Protocols: As a result of the distinct network dynamics, the up to date communication 
protocols for terrestrial networks are not suitable for underwater environment.  Low 
bandwidth and large latency result in long end to end delays which in turn lead to 
challenges in reliable data transfer and traffic congestion control. 
d. Power: UWSN acoustic communication comparing to RF needs more power since it 
has to cover longer distances and also because of the high signal processing 
complexity at the receivers due to channel impairments.  
e. Memory: The connection of an acoustic signal can be interrupted due to special 
underwater situations, like shadow zones.  Therefore, underwater sensor nodes need 
to cache more data to prevent the loss of vital information.  However, this is not an 
issue for terrestrial sensor nodes which have very limited storage capacity. 
f. Deployment: In terrestrial sensor networks, sensor nodes can be either deployed 
densely or sparsely.  However, in underwater applications where the sensor nodes 
are more expensive it will be cost efficient to build a sparse rather than a dense sensor 
network.  Moreover even if the cost is not an issue, it is still not easy to deploy them 
due to harsh environment. 
g. Spatial correlation. While the readings taken from terrestrial sensor networks are 
usually correlated, this is more unlikely to happen in underwater networks due to the 
large distance between sensor nodes. 
h. Node Mobility:  Node mobility in terrestrial networks nodes can be predicted 
whereas in the underwater networks node mobility is difficult to be estimated, mainly 
due to the density and flow variation of the water. 
2.8 Summary 
This chapter described the state of the art in underwater sensor networks.  To start with the 
factors that influence acoustic communications were analysed in order to state the challenges 
posed by the underwater channels for underwater sensor networking.  Then a review on 
underwater sensor network architecture was conducted with a revision on the different layers 
of the OSI model in UWSN.  
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This chapter also investigated, in more depth, UWSN cluster protocols in order to 
highlight their contribution towards the concept of energy efficient networks.  The 
performance of these cluster protocols were presented and evaluated leading to a critical 
analysis.  Then the event of cluster-head failures that leads to network connectivity problems 
have also been addressed with a short analysis of their strategies 
In addition, the main differences between terrestrial and underwater sensor networks were 
stated followed by a brief review of the most popular simulators which were presented with 
their main characteristics. 
Finally, based on the literature review a clear pattern of underwater sensor networks has 
emerged which leads to the concept of designing, developing and implementing a system 
that reduces energy consumption.  The steps that have been followed to build such as system 
in detail is presented in the following chapters, starting with the methodology adopted. 
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3. CHAPTER 3: METHODOLOGY 
In this chapter the design of the proposed cluster based algorithm is presented.  Moreover 
the first section covers the fundamentals of underwater acoustics while the second section 
deals with the most important standards and assumptions that the proposed scheme follows.  
Then the two phases of the algorithm operation are presented, followed by an analysis of the 
cluster head selection process. 
3.1 Underwater acoustics fundamentals 
This section covers the fundamentals of underwater acoustics that enables the estimation of 
the transmitting and receiving energy for underwater communication. 
The Signal to Noise Ratio (SNR) (Urick, 1983) of an emitted underwater signal at the 
receiver can be expressed by the passive sonar Equation (3.1). 
𝑆𝑁𝑅 = 𝑆𝐿 − 𝑇𝐿 − 𝑁𝐿 + 𝐷𝐼           Eq. (3.1) 
Where SL is the target Source Level or the noise generated by the target, TL is the 
Transmission Loss due to the water environment, NL is the Noise Level (from the receiver 
+ the environment), and DI is the Directivity Index of the hydrophone.  All quantities in 
Equation 3.1 are in dB re μPa1, where the reference value of 1 μPa amounts to 0.67 ×10−22 
Watts/cm2 (Urick, 1983).  
3.1.1 The passive sonar equation 
Factors contributing to the noise level NL in shallow water networks include waves, shipping 
traffic, wind level, biological noise, seaquakes and volcanic activity, and the impact of each 
of these factors on NL depends on the particular settings.  For instance, shipping activity 
may dominate noise figures in bays or ports, while water currents are the primary noise 
source in rivers. 
For the purpose of this research analysis, several studies of water noise measurements 
under different conditions have been studied (Urick, 1983; Domingo & Prior, 2007; 
Stojanovic M. , 2008).  As a result, we consider an average value for the ambient noise level 
NL to be 50 dB and a target SNR of 20 dB at the receiver. 
                                                 
1 decibels relative to a reference value 
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The directivity index DI for our network is zero because we assume omnidirectional 
hydrophones.  Note that this is another conservative assumption, since using a directive 
hydrophone (Fruehauf & Rice, 2000) reduces power consumption. 
Through the above assumptions, the Source Level (SL) intensity can be only expressed 
as a function of TL, as shown in Equation (3.2). 
𝑆𝐿 = 𝑇𝐿 + 70         Eq. (3.2) 
in dB. 
3.1.2 Transmission loss in shallow water 
Acoustic signals in shallow water are propagated within a cylinder bounded by the surface 
and the sea floor; as a result, cylindrical spreading appears.  Equation (3.3) shows the 
Transmission Loss (TL) that caused by the cylindrical spreading and the absorption (Urick, 
1983): 
𝑇𝐿𝑠 = 10 𝑙𝑜𝑔 𝑑 + 𝑎𝑑 × 10
3      Eq. (3.3) 
Where a represents the absorption coefficient with the unit dB/km and d is the range 
expressed in meters. 
3.1.3 Transmission loss in deep water 
Considering deep water as a homogeneous unbounded medium, the transmission loss caused 
by spherical spreading and absorption would be (Urick, 1983): 
𝑇𝐿𝑑 = 20 𝑙𝑜𝑔 𝑑 + 𝑎𝑑 × 10
3      Eq. (3.4) 
Where a represents the absorption coefficient with the unit dB/km and d is the range 
expressed in meters. 
Equations (3.3) and (3.4) indicate that transmission loss are mainly caused by distance 
dependent attenuation and frequency dependent absorption both in shallow water and deep 
sea. 
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3.1.4 Medium absorption coefficient 
The frequency dependent absorption coefficient a is calculated by Thorp’s expression in 
(Urick, 1983) for frequencies above a few hundred Hertz as: 
𝑎(𝑓) =
0.1𝑓2
1+𝑓2
+
40𝑓2
4100+𝑓2
+ 2.75 + 10−4𝑓 + 0.003    Eq. (3.5) 
Where a is in dB/km and f is the frequency in kHz. 
3.1.5 Energy consumption 
According to reference (Domingo & Prior, 2007), the power level (P in Watts) and the 
energy consumed (Et in Joules), during transmission of K packets from a sensor node located 
at a distance d (in meters) from the CH are given by the following expressions: 
For shallow waters:  
    𝑃 = 2𝜋𝑑𝐻𝐼𝑡      Eq. (3.6) 
and   
    𝐸𝑡 = 𝑁𝑃𝑇𝑡𝑥𝐾     Eq. (3.7) 
 
For deep waters:  
    𝑃 = 4𝜋𝑑2𝐼𝑡      Eq. (3.8) 
and   
    𝐸𝑡 = 𝑁𝑃𝑇𝑡𝑥𝐾     Eq. (3.9) 
where N represents the number of hops towards the surface sink, Ttx (in seconds) 
represents the packet total transmission time, K represents the total number of packets sent 
by the source node, It (in Watt/m
2) represents the intensity at a distance point in the sea and 
H (in meters) represents the distance (height) between the sea bottom and surface (only in 
shallow waters).  
𝐼𝑡 = 10
𝑆𝐿/10 × 0.67 × 10−18     Eq. (3.10) 
For commercial hydrophones, the energy needed to receive a packet is typically around 
one fifth of the transmitted energy (Garcin, Manshaei, & Hubaux, 2009; LinkQuest, 2008).  
Thus the energy to receive a packet (in joule) is  
𝐸𝑟 =
1
5⁄ × 𝐸𝑡       Eq. (3.11) 
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3.2 Cluster based algorithm design 
3.2.1 Introduction 
In this section a number of realistic assumptions are made in order to build the steps of the 
proposed algorithm.  Then it describes the two phases of the algorithm operation, followed 
by the analysis of the cluster head selection process. 
3.2.2 Assumptions and standards 
The proposed scheme follows a number of important standards listed below: 
i. The selection of the CH is according to the geographical location of the sensor node 
and whether the node has been chosen as the cluster head or not. 
ii. The algorithm does not use probability for CH selection.  Any node can be selected 
as a CH depending on the energy status and their location. 
iii. The selection of the sensor nodes forming the cluster is based on the geographical 
location of the sensor node in relation to the location of the CH. 
iv. When the formation of the cluster starts, each sensor node sends a probe (packet) 
seeking for a cluster head.  Usually the formation starts from the CHs which are 
responsible for sending a “hello” message.  
v. When the formation of a cluster is finished, each sensor node use a power control 
technique to adjust its transmission power to desired level according to the exact 
distance between sensor nodes and not to the maximum transmission distance R. 
vi. Each sensor node has a timer that starts simultaneously.  With the use of this timer 
and the timestamp field that every packet header has, the calculation of the travelling 
time (propagation delay) is achievable.  
vii. If a sensor node cannot find a CH to connect with or for a variety of reasons is not 
any longer connected with a CH, then it can retry to connect with an available CH 
for a certain time otherwise it enters in a sleeping mode.  The suspension time is a 
period where a sensor node sleeps without sending or receiving any signals and 
therefore without spending any energy.  When the period is finished the sensor node 
tries again to find a CH to connect with. 
viii. The sensor nodes are responsible for sensing the environment, gathering information 
and sending the data to a CH 
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ix. Each CH acts as a gateway of their cluster, meaning that only a CH is responsible for 
the communication between a cluster and the base station, directly or via other cluster 
heads. 
x. CH coordinates the TDMA time slots sharing among the cluster nodes for the intra-
cluster communication. 
xi. Data aggregation is performed only from the CHs 
xii. The packet size that carries the information is fixed for every sensor node when it is 
a simple node.  Due to the aggregation procedure that a CH performs, the size of a 
packet in that case is flexible with an upper limit which the researcher can choose.  It 
must be noted that the upper size limit of a CH packet depends on the number of 
sensor nodes forming the cluster. 
xiii. The sensor node’s storage memory (buffer), where the information is stored, is also 
fixed for every sensor node.  To avoid the buffer overflow each sensor node must 
send the data whether the buffer is almost full or after a specific amount of time. 
3.2.3 Algorithm operation 
The protocol works in two phases: the setup and the steady phase.  In the setup phase clusters 
are formed where a cluster-head node and cluster member nodes are selected, while in the 
steady phase the communication process of sending and receiving data is established.  
Initially each sensor node, when the deployment is finished, advertises a “hello” message to 
all other nodes, seeking for a cluster head (CH).  If the sensor node accepts an 
acknowledgement (ACK) then it connects to the specific CH otherwise it enters a different 
mode such as the retry or the sleeping (suspension) mode.  Every sensor node according to 
the strength of receiving ACK calculate the distance from the CH and then decide if it will 
remain simple (ordinary) sensor node or become CH candidate.  A CH candidate can become 
a CH with full functionalities if there are sensor nodes to connect with as members of its 
cluster group. 
Once the cluster head receives the data from all these sensor nodes, it carries out a signal 
processing operations like aggregation.  Then it sends the aggregate data to the sink through 
other cluster heads by using a multi-hop routing.  The operation of the algorithm can be seen 
in Figure 3.1. 
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Figure 3.1: Algorithm operation. 
3.2.4 Cluster head selection 
When the deployment of the sensor nodes is finished each sensor node sends a packet 
(control packet) seeking for a Cluster Head (CH).  Therefore, the first task of the algorithm 
is to select the appropriate sensor nodes as the cluster heads of the network.  To complete 
this operation the algorithm adopts two parameters: 
 the location of the sensor node, and 
 the power status of the sensor node.  
The process of cluster head selection is described as follows. 
The algorithm first investigates the spherical area with the sink (first CH) at the centre 
and radii R the maximum emission-reception distance.  It then detects the sensor nodes 
located in this region and thus it creates the first cluster.  After that it finds the CH candidates 
from the sensor nodes located in the region from R/n to R, as close as possible to the 
perimeter of the sphere (Figure 3.2). 
 
Figure 3.2: Clustering head selection process. 
 
 : Sink node     : Sensor node   
: Candidate CH    R : Maximum emission-reception distance 
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All the sensor nodes located inside the half-ring between the radii R/n and R are the 
candidates for a cluster head, while the rest of them remain as an ordinary sensor nodes.  The 
scale of this region depends on the value of the variable n and can be expanded or reduced 
in size accordingly. 
Once a first candidate has been selected as a CH (e.g. CH1) the algorithm then 
investigates the area with a radius d and centre the CH1 and by selecting the sensor nodes 
located in this area it creates the second cluster (Figure 3.3).  Then it finds the CH candidates 
from the sensor nodes located in the region R/n to R.  This process continues until all sensor 
nodes belong to a cluster group. 
 
Figure 3.3: Next candidate as a CH. 
3.2.5 Cluster algorithm new adjustments benefits 
At the beginning of this section a list of important standards that this algorithm follows for 
a good operation has been stated.  Although most of them follow the LEACH protocol idea, 
significant adjustments have been made in order for the algorithm to become more energy 
efficient and also to extend the lifetime of the network.   In particular this algorithm (CBRA) 
works with rounds and it has similar setup phase with LEACH.  However, it also improves 
the choice method of the cluster head, it evenly distributes the cluster heads and it avoids 
creating redundant cluster heads. The benefits of these alterations can be summarised as 
follows: 
1. As already stated, the network starts by setting up each sensor node to send a probe 
seeking for a CH.  Then, based on the response information received, every sensor 
node has to decide if it will remain a simple sensor node, member of a cluster team, 
 
Sink node:  
 
Sensor node: 
 
Candidate CH: 
 
New CH: 
Chapter 3: Methodology 
 
48 
or become a CH for another cluster group.  The benefits of this methodology are the 
reduction of the energy needed from the CHs during the cluster formation procedure 
due to continuous processing of sending and receiving “hello” messages, control 
packets and ACKs.  In addition further energy reduction is achieved because of the 
absence of exchanging messages between the CH and the next CH candidates.  
2. When the communication process begins, the transmission range of each sensor node 
is set not at the maximum but at the exact distance from the receiver.  This means 
less transmission power is used which lead to less energy consumption from the 
sensor nodes. 
3. During the suspension period, a sensor node puts itself into a sleeping state which 
means that it consumes a very small amount of energy.  Moreover this procedure 
prevents the complete depletion of the sensor node’s battery when it seeks for a CH 
to connect with. 
4. During the transmission and reception process there is a great possibility for the 
sensor nodes to overhear unwanted data.  However, when this occurs the sensor 
nodes immediately discard the unwanted information and therefore there is no case 
of energy consumption due to the processing of these data. 
5. In the case of a CH failure, there is no need to start the cluster procedure for the 
whole network but only for the cluster group that has the problem.  Activating the 
cluster procedure for the whole network means more energy consumption due to the 
messages exchanged for cluster formation between the sensor nodes.  However, 
activating the re-cluster procedure only for the group leads to fewer transmissions 
and therefore to less energy consumption. 
3.3 Summary 
This chapter has presented the methodology followed for designing the cluster based 
algorithm.  Initially the fundamentals of underwater acoustics, enabling the estimation of 
transmitting and receiving powers for underwater communication is covered followed by the 
necessary standards and assumptions for integrating the design of the proposed algorithm.  
Then the two phases of the algorithm operation are presented with the analysis of the cluster 
head selection process. 
A number of benefits have emerged from adopted the research methodology in this 
chapter.  First of all, there is energy reduction due to the elimination of the process of sending 
and receiving ACK and control packets as well as to the absence of exchanging messages 
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between the CH and the next CH candidates.  Then, during the communication process 
energy is saved because the sensor node transmitter is not set to the maximum but to an exact 
distance.  In addition, during the suspension the sensor node is put into a sleeping mode and 
thus additional reduction of energy is achieved.  The last process also helps in preserving 
energy when the sensor node is moving.  Furthermore, by not allowing the sensor node to 
process unwanted data this leads to additional reduction in energy power.  And finally, in 
the case of CH failure the network does not need to be rearranged but only the cluster group 
where the failed CH belongs to. 
This chapter helped us to conceive the main components of a simulator system which will 
assist the researcher to test the propose algorithm.  The design, development, implementation 
and testing of the simulator are presented in the following chapter. 
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4. CHAPTER 4: SIMULATOR DESIGN AND DEVELOPMENT 
This chapter examines the details of the software which was developed to enable the 
implementation of the proposed algorithm and the experiments that have been carried out 
for testing its performance.    
In this part of the study, the requirements that the simulator must adopt are presented 
followed by the design methodology and the application’s architecture.  Then the two major 
modules of the simulator are described with the procedures needed for the software 
implementation.  Finally, the software verification and validation methodology are presented 
with a number of test scenarios that prove the proper operation of the USNeT simulator. 
4.1 Introduction – simulator requirements 
This section presents a simulator that focuses on UWSNs (Ovaliadis & Savage, 2013).  The 
primary use of the simulator is to demonstrate the proof of concept for a specific energy 
efficient cluster routing algorithm.  Since the simulator needs to simulate UWSN, the 
development of a model for an acoustic channel is required.  
The system also had to be able to handle large-scale networks of sensor nodes and should 
be capable of modelling the energy state of each sensor node in both transmission and 
reception state.  Configuration options were conceived to include the number of nodes, the 
simulation time, the battery level, the data gathering interval, the necessary variables for the 
communication process such as signal frequency, maximum transmission distance, 
transmission rate, packet losses and errors.  In addition, the variables for the cluster based 
scenarios such as the CH selection area, the suspension time of a node and the times a node 
has the ability to seek for a CH were also be included among the configuration parameters 
of the USNeT simulator.  
The simulator should provide a graphical user interface (GUI) that allows the user to 
setting up, running simulations and viewing the results.  Moreover, the visualization scheme 
have to be understandable, usable and it must not decrease the performance of the simulator 
in term of scalability.  In conclusion, the software should deliver the required functionality 
and performance to the user and it should not make wasteful use of system resources and 
should be able to evolve to meet changing needs (Egea-Lopez et al., 2005; Sundani et al., 
2011).  Table 4.1 shows a list of functional requirements and future extensions. 
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Table 4.1: Functional requirements and extensions. 
Functional Extensions 
 Model underwater channel 
 Configure simulation 
 GUI 
 Visualize simulation results 
 Backup results for future reference 
 Run under windows 
 Speed up simulation procedure 
 Provide other MAC 
protocols 
 Provide other 
routing protocols 
 
4.2 Design methodology 
USNeT follows the object-oriented design style and all network entities are implemented as 
classes in C++ encapsulating thread mechanisms.  Threads have been used because of the 
system need to handle multiple tasks in parallel and concurrently.  This cannot be achieved 
with discrete event simulators such as NS2.  In discrete event simulators, events that affect 
the state of the system are chronologically ordered into event queue, and event scheduler 
executes them one by one (Jevtić, Zogović, & Dimić, 2009).  An event-driven simulator 
cannot execute multiple events at different nodes at the same time unless it uses a parallel 
discrete event or multithread approach (Thoppian, Venkatesan, Vu, Prakash, & Mittal, 
2006).  
In real life a wireless sensor node must do multiple operations without knowing the state 
of the other sensor nodes at the same time.  Each sensor node operates independently doing 
tasks such as: sense a physical phenomenon, gather and store this information, send/accept 
information to/from other sensor node etc.  In this simulator every entity (i.e. node, CH, sink 
etc.) of the system proceeds independently and simultaneously, providing a real-time 
process-based simulation.  No sensor node waits for another node, they all proceed at their 
own rate completing their tasks. 
The thread methodology gives the ability to design and implement the communication 
medium and protocol in an easier and more accurate manner, leading to the simulation 
working in a more realistic way.  Using threads also improves the performance of the 
application and they do not incur significant overhead to implement (Lewis & Berg, 1996). 
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4.3 Threads and multithreading issues  
Multithreading is a technique that permits a program to carry out multiple tasks concurrently 
by dividing it into multiple threads.  Multitasking operating systems can do more than one 
thing simultaneously by running more than a single process.  Similar to this, a process can 
do the same by running more than a single thread.  Each thread is a sequence of instructions 
executed independently allowing a multithreaded process to perform numerous tasks 
concurrently.   
Multithreading via parallelism and scalability, offers you the possibility to take advantage 
of multiprocessors, including multicore and multithreaded processors.  When a 
multiprocessor machine executes a multithreaded program, the independent threads can run 
simultaneously (in parallel) on separate processors.  In this way they exploit the parallelism 
of the hardware (Sun Microsystems, Inc, 2011).  
 
Figure 4.1: Process with threads. 
On multicore processors and multithreaded processors, a multithreaded application's 
performance scales appropriately because the cores and threads are viewed by the OS as 
processors (Sun Microsystems, Inc, 2011).  Numerical algorithms and numerical 
applications with a high degree of parallelism, such as matrix multiplications, can run much 
faster when implemented with threads on a multiprocessor (Lewis & Berg, 1996; Sun 
Microsystems, Inc, 2011). 
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4.4 The architecture of the simulator software 
The architecture diagram of the simulator software application can be seen in Figure 4.2.  
The diagram shows the basic routines and subroutines of the system.  The visualization 
scheme of the application divides the graphical user interface from the simulation engine 
resulting in not reducing the scalability of the simulator.  The major procedures will be 
explained in the section that follows. 
   
Figure 4.2: The architecture of the simulator software. 
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4.5 Joint – layer design 
A joint layer technique has been chosen to control the physical, data link and routing 
functionalities.  The reason of choosing this approach is because of the system energy 
consumption that must be optimized.  Energy consumption is affected by all layers and strict 
layered design is not flexible enough to deal with this critical issue.  On the other hand if the 
layers cooperate with each other this can significantly reduce the overall system energy 
consumption (Penteado, Costa, & Pedroza, 2010). 
 
Figure 4.3: System layers. 
4.6 Implementation 
As already stated the simulator software application is divided in two major modules for 
scalability reasons: the user interface module and the computational module or the main 
simulation engine. 
4.6.1 Interface 
The main objective of the user interface is, first of all, to allow the user to import the 
necessary objects and variables of the model, then to provide the model’s simulation 
procedure animated on the screen, to start/stop simulation execution and to export the results.  
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4.6.2 Computational unit (simulation engine) 
This module consists of two major classes; the sensor class which defines the attributes of 
the sensor (node, sink, and CH) and the signal class which defines the acoustic link between 
sensor nodes.   
4.6.3 Sensor class 
The sensor class simulates the full function of the sensor node encapsulating all the necessary 
algorithms such as the communication algorithms along with all the other algorithms 
concerning the calculation of the energy consumption. 
4.6.3.1 Distance calculation 
ToA (Time of Arrival) technique is used to calculate the distance between sensor nodes.  
ToA measures the distance between nodes using signal propagation time.  Using the ToA 
technique, nodes transmit a signal to their neighbours at a predefined speed, which in the 
case of this environment is 1500 m/sec and wait for answers (Mao, Fidan, & & Anderson, 
2007).  Their neighbours, in turn, send a signal back to them.  Inter-node distance is 
computed by measuring the difference between sending and receiving times (round trip 
approach) (Domingo & Prior, 2007).  
The accurate calculation of the distance between sensor nodes gives the system the ability 
to use the exact signal strength needed, saving with this way a significant amount of energy. 
4.6.3.2 Sensor and packet attributes 
As already stated a sensor node can be either a simple node member of a cluster or a cluster 
head. A sensor entity includes the following fields. 
a. Sensor_id: a unique number given from the simulator. 
b. Cluster_id: when a cluster group is formed, this field takes the value of the CH 
sensor_id. 
c. CH_id: when a sensor node becomes a CH then this field takes the value of the 
cluster_id field otherwise remains null. 
d. Battery level: initial battery level in watts/h. 
e. Energy field: calculates the remaining amount of energy in watts. 
f. Timer 1: used when the cluster is forming. 
g. Timer 2: used in the communication process. 
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h. Distance: calculates the distance between sensor nodes in meters.  
i. Message counter: a sequence number – message id. 
j. Packet counter: records the packet transmission efforts. 
k. Buffer: flash memory for the data in bytes. 
A packet can be either a control packet used from the sensor node as a connection request 
to a CH, an acknowledgment (ACK) or a packet with data.  The packet includes two parts, 
the header and the payload (data) as shown in Figure 4.4.  For simplicity reasons the packet’s 
header has been used to represent the control packets and ACKs, instead of having different 
types of packets.  
 
Figure 4.4: Basic fields of a source packet. 
The packet header consisted of 24 bytes and includes the following fields. 
a. Sensor_id: a unique number (source id).  
b. Cluster_id: when a cluster group is formed, this field takes the value of the CH 
sensor_id. 
c. CH_id: when a sensor node becomes a CH then this field takes the value of the 
sensor_id field otherwise remains null. 
d. Target_id: destination sensor id. 
e. Energy field: remaining amount of energy in watts. 
f. Timestamp: departure time of the packet. 
g. Packet_id: a sequence number – message id. 
h. Data size: the size of the payload in bytes. 
4.6.4 Sorting signal class 
The signal class is a very simple C++ sorting class which classifies the received packets 
(signals) and calculates the order that a sensor node accepts these signals in relation of time. 
The simulator calculates the distances between sensor nodes, the propagation delay and the 
transmission time for a packet to reach a destination.  The signal class, every time a sensor 
node has to accept packets from different sources, uses the above-mentioned information, 
classifies the time each packet will propagate for and therefore gives to the destination sensor 
node the ability to choose the order in which it will accept these packets. 
Header Payload (data) 
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4.7 The routing protocol 
The routing protocol of the simulation system consisted of the communication algorithm in 
the lower level and the clustering algorithm in the upper part of the protocol.  
 
Figure 4.5: Main procedure. 
The communication algorithm is responsible for establishing the communication path 
between the wireless sensor nodes, gathering the necessary data from the environment and 
the other sensor nodes and sending this data to the upper level of the network.   
The cluster algorithm is responsible for two very important tasks, the cluster formation 
and the selection of the CHs.  Clustering is performed by assigning each sensor node to a 
specific CH node and all communication to and from each sensor node is carried out through 
its corresponding CH node. 
4.7.1 Main procedure 
The main procedure is consisted of the cluster formation and the communication process. 
Both of these processes have thoroughly described in Chapter 3 (Section 3.2.3 and 3.2.4). 
Start 
Clustering 
algorithm 
Communication 
algorithm 
Chapter 4: Simulator design and development 
 
58 
4.7.2 Clustering procedure 
This procedure is responsible for forming the cluster scheme by using the clustering 
algorithm.  The basic idea of this algorithm is that each sensor node, when the deployment 
is finished, sends a control packet seeking for a CH.  If the sensor node accepts an ACK then 
it connects to the specific CH otherwise it enters a different state such as the retry or the 
sleeping (suspension) state.   
 
Figure 4.6: Clustering procedure. 
A sensor node can spend a significant amount of time seeking a CH.  Therefore, to avoid 
the total consumption of the sensor node’s energy, after the retry state, where a sensor node 
retransmits the control packet, it enters in a suspension mode.   
The suspension time is the period where a sensor node sleeps without sending or receiving 
any signals and therefore without spending any energy.  For further research, the suspension 
time can be altered by the user.  
1 start 
2     start timer t1    
3     initialize a packet retry counter (p_count) 
4     repeat 
5         send a control packet cont_p    // control packet is the request packet 
6         if no ACK then 
7             p_count=p_count+1 
8             if p_count>limit then  // limit: maximum transmission retries a packet can do  
9                 sensor sleep      // suspension time  
10            endif 
11        else 
12            calculate sensor distance from head 
13             if (sens_dist<=max_dist) and (sens_dist>=min_dist)   
14                 then 
15                sensor is a head 
16                  else 
17                sensor is a client 
18            endif 
19        endif 
20    to t1>T1      // T1: maximum time for the cluster procedure 
21 end 
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This algorithm also has the responsibility of selecting the CHs for the next clusters at the 
lower tiers.  This action is achieved when the algorithm chooses the CHs by taking into 
account the distance between the CH candidate and the already in place CH. 
4.7.3 Communication procedure 
This procedure integrates two significant procedures which will be detailed over the next 
pages, the gather data and the transmit data procedures.  
Generally a communication procedure has to deal with the receiving, gathering and 
sending data.  However, it must take into account the two states that a sensor node can be:  
the client state where a sensor node is a simple node, gathering data from the environment 
and the cluster head state, where a sensor node is a CH gathering data from both the 
environment and the other sensor nodes of the cluster team.   
 
Figure 4.7: Communication procedure. 
This procedure also cooperates very close with the cluster procedure in the case of a 
sensor node that loses the connection with a CH.  When a sensor node loses a connection 
then it must try to find another CH, meaning it needs to start the cluster procedure. 
4.7.4 Data gathering procedure 
This procedure is responsible for gathering data from the environment, data from other 
sensor nodes (if the sensor node is also a CH), control packets and ACKs.  The type of data 
received is checked at the waitForAck, waitForData and check buffer procedures.   
The amount of data gathered depends on the buffer size and the time period that a sensor 
node collects data.  If this time is exceeded then the sensor node is forced to send the 
collected data, regardless of the buffer’s state.  There is a possibility the buffer size will not 
reach the buffer limit when the sensor node sends the data.  This condition has been chosen 
1 start 
2     call gather data procedure 
3     call transmit data procedure 
4     if no ACK then 
5         call cluster procedure 
6     endif 
7 end 
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because it is very important during research to get results in specific intervals depending, of 
course, on the research scenarios chosen by the researcher.  
 
Figure 4.8: Gather data procedure. 
However, the period of gathering information can be changed by the user giving the 
ability for further analysis.  To avoid buffer overflow the procedure uses a buffer limit as a 
criteria of sending the information and not when the buffer is full.  The buffer limit is chosen 
to be 500 bytes to cope with the incoming information traffic.  However, this value can be 
altered depending on the needs of the system. 
4.7.5 Transmission procedure 
This procedure is responsible for transmitting the data to the upper or lower tiers depending 
on the type of data.  For example if the node is a client sensor node then the data can be a 
control packet as a request to a CH (upper tier) to join a cluster team, an ACK to a CH and 
finally information data.  On the other hand if the node is a CH then the data can be either 
an ACK to the lower tier client sensor node or an aggregating information data packet to the 
upper tier CH.  
This procedure is also responsible for the time period where a sensor node is allowed to 
wait for an ACK until retransmission and how many retries a sensor node can do.  The 
number of retries it is not limited but it can be changed by the user for a further research 
purpose.  The time period which a sensor node is allowed to wait for an ACK must be greater 
than the Round Trip Time (RTT).  In our case, RTT is the length of time it takes for a packet 
to be sent plus the length of time it takes for an ACK of that packet to be received.  The 
1 start 
2   initiate sample timer (tsm) 
3   gather data from environment 
4   if tsm<=Tsm then    // Tsm: max time to gather data 
5       repeat 
6           call waitForData procedure 
7       to buffer>limit    // the buffer has a limit of 500 bytes 
8      call transmit data procedure 
9   endif 
10 end 
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sensor node calculates the RTT at the beginning of the cluster procedure, when it seeks for 
a CH to connect with. 
 
Figure 4.9: Transmission procedure. 
4.7.6 WaitForAck and WaitForData procedures 
As already stated the receiving data can be a control packet, an ACK, or information data.  
The basic idea of clustering is that each sensor node can communicate and exchange 
information only with the CH of their cluster team.  However, there is a possibility for a 
sensor node to receive a packet which is not wanted.  The situation where a received packet 
is unwanted occurs when:  
a. Duplicated packets have been received at the destination node.  
b. Packets with a different target (destination) id have also been received at the 
destination sensor node.  
c. A simple sensor node, that is required to collect data only from the environment, 
“listens” to data from other cluster team mates. 
The WaitForAck and WaitForData procedures give a solution to these problems by 
checking the receiving data’s sensor node-target and, with the help of the check buffer 
procedure, use the useful information, send the necessary ACKs and discard the unwanted 
data packets.   
1 start 
2     call check buffer procedure 
3     if control packet received then 
4         if target_id==sensor_id then  // target_id, sensor_id : sensor’s packet fields 
5             ACK received 
6         else 
7             if target_id=-1 then   // if -1 is the value of the field, then the sensor is a head 
8                 sensor is a cluster head - Send an ACK 
9             else 
10                discard data 
11            endif 
12        endif 
13    endif 
14 end 
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Preventing a sensor node from listening to packets with a different target id and thus 
saving more energy is a significant issue that needs further analysis.  This subject will 
certainly be a part of our future research work. 
 
Figure 4.10: WaitForAck procedure. 
 
Figure 4.11: WaitForData procedure. 
4.7.7 Check buffer procedure 
The responsibility of this procedure is to check if the sensor node’s buffer has data and the 
type of this data.  This procedure cooperates very closely with the previous two procedures 
on the matter of discarding unwanted data packets and using or keeping the useful ones.  
1 start 
2    start p_count 
3    repeat 
4        initialize timer t2 
5        send data 
6        repeat 
7            if no ACK then 
8                call waitForAck procedure 
9            endif 
10       to t2<RTT // RTT: Round Trip Time 
11       p_count=p_count+1 
12   to p_count<limit // limit: the max Tx retries a packet can do 
13 end 
1 start 
2     call check buffer procedure 
3     if control packet received then 
4         if target_id=-1 then 
5             sensor is a cluster head - send an ACK 
6         else 
7             discard data 
8         endif 
9     endif 
10 end 
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Therefore, one of the main tasks of this procedure is also the storage of this data which is 
the aggregated information from other sensor nodes. 
 
Figure 4.12: Check buffer procedure. 
4.8 Simulator GUI overview 
The graphical user interface (GUI) consists of two major components: a graphical display 
canvas, which could be expanded in case of viewing a large scale UWSN, and three property 
tabs for displaying node and signal properties.  The researcher can easily use the input boxes 
or the roll bars to enter the necessary variables such as frequency, simulation time etc., 
according to a research scenario.  
In the first property tab as shown in Figure 4.13(a), with the name “Signal info”, the 
necessary variables for the communication process such as signal frequency, maximum 
transmission distance and transmission rate can be entered.  Furthermore, the maximum and 
minimum distance of the CH selection area, the packet error and the packet loss ratio can 
also be altered.  
In the second tab as shown in Figure 4.13(b), with the name “Simulation Data”, the 
researcher can alter the simulation time, the sensor node’s battery level, the data gather 
interval, the sleeping (suspension) time of a node and how many times a node has the ability 
to seek for a CH.  
Finally, the last property tab as shown in Figure 4.13(c), with the name “Mobile”, can be 
used when the scenario needs sensor node mobility.  In this tab a sensor node’s coordinates 
can be altered while the simulation process is already in progress. 
1 start 
2     check buffer procedure 
3     if data packet received then 
4         if data size!=0 then 
5             if target_id=sensor_id then 
6                store the data 
7                 send an ACK 
8             endif 
9         endif 
10    endif 
11 end 
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(a) Signal info tab.     (b) Simulation data tab.    (c) Mobile tab. 
Figure 4.13: Simulator input tabs. 
 USNeT simulator is capable of modelling and simulating a network up to 1000 sensor 
nodes.  The sensor node’s coordinates are imported into the simulator via a spread sheet 
which gives the ability to choose between random and definite deployment.  It also gives the 
ability to store the deployment scenarios for future reference.  
The time acceleration roll bar feature can be used to speed up the simulation time by a 
factor that starts from 1 up to 600.  The outcome of using this feature is to gather all the 
necessary results very quickly, decreasing in this way the overall research time.  For example 
if the simulation time is 10 hours (600 minutes) and the value of 20 has been chosen on the 
acceleration roll bar, then the user will wait (600/20) 30 minutes to get the results.  In this 
case the simulator assumes that 30 minutes of real time is equivalent of 10 hours in the 
program.   
However, the acceleration of the simulation time forces the system processes to perform 
more rapidly.  When the system's load is heavy, meaning a large amount of calculations, the 
speed up procedure can cause a reduction in the computational accuracy.  In order to 
overcome this problem the system must use either more computational power or decrease 
the amount of calculations in relation of time.  Reduction of the number of calculations 
means fewer processes and fewer threads meaning fewer simulation entities.  Finally, the 
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researcher has the ability to use the 3D capabilities of the USNeT simulator and therefore to 
have a more clear view of the cluster formation (see Figure 4.14).  There are camera zoom 
and a view angle options and the projection of each cluster team is in a different colour.   
 
Figure 4.14: 3D canvas.   
The simulation results can be seen either on the “consumption” tab of the simulator (see 
Figure 4.15) or on the exported file by using a spreadsheet application.   
 
Figure 4.15: Simulation result tab. 
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The researcher can examine the outcome simulation data for each sensor node separately, 
such as the energy consumption, the battery level, the successful transmitted/received 
packets, the successful transmitted/received ACKs and control packets.  The detailed 
presentation of the results gives the researcher the ability of a more thorough analysis of the 
system. 
4.9 Software testing  
The most important goal for a simulation is to have credibility.  Therefore, it is very 
important to verify and validate the software that provides the simulation results.  This will 
allow the development of computational models that can be used to make experimental 
predictions with sufficient confidence.  Amplifying the confidence and the prediction 
accuracy of model calculations provides the researcher with the information necessary to 
make decisions with high consistency (Thacker, et al., 2004). 
Software testing is a critical element of software quality assurance and represents the 
ultimate review of specification, design and coding (Pressman, 2009).  Furthermore it is the 
process of analysing a software item to detect the differences between existing and required 
conditions (that is, bugs) and to evaluate the features of the software item (Sawant, Bari, & 
Chawan, 2012). 
Software testing can be also stated as the process of validating and verifying that a 
software product fulfils the requirements that guided its design and development and 
therefore it works as expected and can be implemented with the same characteristics 
(Pressman, 2009; Adrignola, et al., 2013). 
4.9.1 Verification and validation 
According to the Capability Maturity Model (Team, 2002), 
 Validation is the process of evaluating software during or at the end of the 
development process to determine whether it satisfies specified requirements.  
 Verification is the process of evaluating software to determine whether the products 
of a given development phase satisfy the conditions imposed at the start of that phase.  
Within the modelling and simulation community, the definitions of validation, 
verification are similar (Thacker, et al., 2004): 
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 Validation is the process of determining the degree to which a model, simulation, or 
federation of models and simulations, and their associated data are accurate 
representations of the real world from the perspective of the intended use(s). 
 Verification is the process of determining that a computer model, simulation, or 
federation of models and simulations implementations and their associated data 
accurately represent the developer's conceptual description and specifications. 
In simple words, validation ensures that the software product actually meets the user's 
criteria and needs, satisfying the functional and all other requirements while verification 
ensures that the product has been made according to the requirements and design 
specifications.  
 
Figure 4.16: Verification and validation. 
4.9.2 Testing methods 
There are two basic methods of software testing, (i) the black box testing and (ii) the white 
box testing.  According to IEEE (IEEE, 1999) the definitions of these methods are as follows: 
 Black box testing (also called functional testing) is testing that ignores the internal 
mechanism of a system or component and focuses solely on the outputs generated in 
response to selected inputs and execution conditions. 
 White box testing (also called structural testing and glass box testing) is testing that 
takes into account the internal mechanism of a system or component. 
 
Figure 4.17: Black box testing. 
Application 
Input Output 
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In the recent research area of software testing, a third method has been also considered; 
the gray box testing.  This testing method is a combination of black-box and white-box 
testing, aiming to search for any possible defects due to improper structure or usage of 
applications (Acharya & Pandya, 2012).  
A black-box tester is unaware of the internal structure of the application to be tested, 
while a white-box tester has full knowledge of the internal workings of the application.  A 
gray box tester partially knows the internal workings of the application but has the 
knowledge of the fundamental aspects of the system. (Khan & Khan, 2012).  In gray box 
testing the internal data structures and algorithms have to be known by the tester, for the 
purpose of designing test cases. 
4.9.3 USNeT testing 
USNeT is a software package that includes two major modules; the GUI that displays the 
sensor network in 3-D manner and the computational unit which is responsible for the cluster 
formation, the communication procedure between sensor nodes and the calculation of the 
energy consumption of the network. 
Both these modules must be tested to find out if they behave as specified.  In order to do 
that a very simple approach has been chosen that follows the black box testing methodology. 
In simple words a comparison was made between the expected outputs with those generated 
by the simulator.  Following the proposed cluster algorithm a small scale network was 
formed and the outcome trace was compared with the one generated by hand and by a 
commercial software package. 
4.9.3.1 GUI test 
Visualization is an important component of the simulator, though it is not indispensable. 
USNeT visualize network according to a file that includes the coordinates of each sensor 
node and all the necessary information for displaying the CHs and their cluster groups.  
Matlab (The MathWorks, Inc, 2014), a commercially package has been used to evaluate if 
the network deployment has been visualized correctly.  The test topology is illustrated in 
Figure 4.18.  Three different scenarios have been used; one with a small scale (15 sensor 
nodes) network, one with a medium scale (50 sensor nodes) and one with large scale (100 
sensor nodes). 
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Figure 4.18: Network topology. 
 Small scale network 
 
Figure 4.19: USNeT network display with 15 sensor nodes. 
 
Figure 4.20: Matlab network display with 15 sensor nodes. 
Sink 
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Comparing the network display from the Matlab (Figure 4.20) to the USNeT (Figure 
4.19), it is obvious the similarity of the results.  All the sensor nodes are placed in the same 
position both in USNeT’s canvas and Matlab’s display screen. 
 Medium scale network 
 
Figure 4.21: USNeT network display with 50 sensor nodes.  
 
Figure 4.22: Matlab network display with 50 sensor nodes. 
In the case of a network with 50 sensor nodes, the outcome of the USNeT simulator 
(Figure 4.21) is also identical to Matlab (Figure 4.22). 
Sink 
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 Large scale network 
 
Figure 4.23: USNeT network display with 100 sensor nodes.  
 
Figure 4.24: Matlab network display with 100 sensor nodes. 
Although it is difficult to compare the two results, due to the density of the sensor nodes 
and the 3D display of their position which excludes from the screenshot a number of them, 
a closer look shows that the two network representations are identical.  For example the 
sensor nodes in the red circle in the USNeT canvas (Figure 4.23) are in the same place as in 
Matlab’s display (red rectangular in Figure 4.24). 
Sink 
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4.9.3.2 Computational Unit  
As already stated in section 4.4 this module consists of two major classes; the sensor and the 
signal class.  In the sensor class two algorithms were tested regarding their outcome results 
accuracy; the cluster and the communication routines.  Moreover according to Figure 4.3 it 
is important to test the following system parameters and algorithms:  
I. the cluster algorithm, 
II. the MAC protocol and, 
III. the energy model. 
 Cluster algorithm 
This algorithm is responsible for forming the network cluster groups with their leaders 
(cluster heads).  A simple scenario with 12 sensor nodes has been used to verify the accuracy 
of this algorithm.  In the first case it is chosen to use fixed coordinates (Table 4.2) for the 
sensor nodes forming, by this way, predefined cluster groups.  In the second case a random 
deployment has been used with coordinates as shown in Table 4.4.  In both cases the outcome 
results from the simulator compared with the expected one found by hand.  
The simulation configuration in both cases was consisted of 12 underwater sensor nodes 
deployed in a field with dimensions 4000×4000×900 (m3), where 900 meters is the 
maximum depth for a sensor node.  The communication range for both the sensor nodes and 
the sink was 1500 meters.  The bandwidth of the data channel was set to 5 kbps and the 
frequency range to 25 KHz.  The data size gathered from the environment is set to be 5 bytes 
in every measurement.  The ACK, control and header packet size are set to be 24 bytes. 
Case 1: Fixed coordinates network. 
In Table 4.2 below the predefine cluster groups with their members and their cluster heads 
can be seen.  Column 1 shows the sensor node id (number), column 2, 3, 4 the sensor node 
coordinates, column 5 the distance between the sensor node and the CH, column 6 the status 
of the sensor node (head or client) and finally column 7 the cluster group where each sensor 
node belongs.  For example the members of the sink’s cluster group, are; sensor node 1 and 
sensor node 4, which are also cluster heads for the next clusters.  This information can be 
clearly seen in the last two columns of the table.  
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Table 4.2: Fixed coordinates. 
Sensor 
node id 
X 
Coordinates 
Y 
Coordinates 
Z 
Coordinates 
Distance 
from CH 
Head or 
client 
Cluster group 
1 1000 800 -300 1315.29 Head Sink 
2 800 500 -400 374.16 Client Sensor node 1 
3 700 600 -300 360.55 Client Sensor node 1 
4 -700 800 -250 1092.01 Head Sink 
5 2100 1200 -750 1253.99 Head Sensor node 1 
6 -1800 1100 -800 1265.89 Head Sensor node 4 
7 2800 1300 -830 711.61 Client Sensor node 5 
8 3000 1500 -850 953.93 Client Sensor node 5 
9 3100 1600 -890 1086.09 Head Sensor node 5 
10 -2900 1500 -870 1172.56 Head Sensor node 6 
11 -3000 1700 -890 1344.65 Head Sensor node 6 
12 -3900 2100 -900 984.93 Client Sensor node 11 
In Table 4.3, the obtained results from the simulator show that the desired outcome has 
been accomplished which means that the algorithm works properly.  Comparing the two 
tables it can be clearly seen that the algorithm creates the expected cluster groups and cluster 
heads.  For example sensor node 4 as in Table 4.2 belongs to the sink’s cluster group, it is a 
cluster head and its position is 1092 meters from the sink. 
Table 4.3: USNeT results. 
Sensor 
node id 
X 
Coordinates 
Y 
Coordinates 
Z 
Coordinates 
Distance 
from CH 
Head (1) 
or  
Client (0) 
Cluster group 
1 1000 800 -300 1315 1 Sink 
2 800 500 -400 374 0 Sensor node 1 
3 700 600 -300 360 0 Sensor node 1 
4 -700 800 -250 1092 1 Sink 
5 2100 1200 -750 1254 1 Sensor node 1 
6 -1800 1100 -800 1266 1 Sensor node 4 
7 2800 1300 -830 712 0 Sensor node 5 
8 3000 1500 -850 954 0 Sensor node 5 
9 3100 1600 -890 1086 1 Sensor node 5 
10 -2900 1500 -870 1173 1 Sensor node 6 
11 -3000 1700 -890 1345 1 Sensor node 6 
12 -3900 2100 -900 985 0 Sensor node 
11 
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Case 2: Random coordinates network 
In this case the coordinates used were randomly selected (Table 4.4).  Therefore, in order to 
compare the results from the simulator a spread sheet file (Table 4.6) has been created where 
the expected cluster groups and cluster heads have been empirically calculated. 
Table 4.4: Random coordinates. 
Sensor node ID X Coordinates Y Coordinates Z Coordinates 
1 500 -760 -100 
2 500 -770 -150 
3 600 1161 -200 
4 -800 -670 -250 
5 -576 1271 -300 
6 711 -880 -350 
7 650 1500 -300 
8 -139 880 -450 
9 -684 900 -500 
10 -1250 1050 -550 
11 -1326 1075 -600 
12 -1350 1100 -550 
The simulator results can be seen in Table 4.5 while the outcomes from the spread sheet 
file in Table 4.6 and Table 4.7.  
Table 4.5: USNeT results. 
Sensor 
node id 
X 
Coordinates 
Y 
Coordinates 
Z 
Coordinates 
Distance 
from CH 
Head (1) 
or  
Client (0) 
Cluster group 
1 500 -760 -100 916 0 Sink 
2 500 -770 -150 931 0 Sink 
3 600 1161 -200 1323 1 Sink 
4 -800 -670 -250 1074 1 Sink 
5 -576 1271 -300 1428 0 Sink 
6 711 -880 -350 1185 1 Sink 
7 650 1500 -300 358 0 Sensor node 3 
8 -139 880 -450 999 0 Sink 
9 -684 900 -500 1237 1 Sink 
10 -1250 1050 -550 588 0 Sensor node 9 
11 -1326 1075 -600 675 0 Sensor node 9 
12 -1350 1100 -550 699 0 Sensor node 9 
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Table 4.6: Spread sheet outcome. 
Sensor 
node id 
X 
Coordinates 
Y 
Coordinates 
Z 
Coordinates 
Distance 
from CH 
Head (1) 
or  
Client (0) 
Cluster group 
1 500 -760 -100 915.20 0 Sink 
2 500 -770 -150 930.27 0 Sink 
3 600 1161 -200 1322.09 1 Sink 
4 -800 -670 -250 1073.03 1 Sink 
5 -576 1271 -300 1427.31 0 Sink 
6 711 -880 -350 1184.24 1 Sink 
7 650 1500 -300 357 0 Sensor node 3 
8 -139 880 -450 998.11 0 Sink 
9 -684 900 -500 1236.06 1 Sink 
10 -1250 1050 -550 588 0 Sensor node 9 
11 -1326 1075 -600 673 0 Sensor node 9 
12 -1350 1100 -550 697 0 Sensor node 9 
 
Table 4.7: Spread sheet outcome - distances between sensor nodes. 
Sensor 
node id 
0 1 2 3 4 5 6 7 8 9 10 11 
1 915             
2 930 51            
3 1322 1926 1934           
4 1073 1312 1308 2305          
5 1427 2307 2312 1185 1955         
6 1184 348 311 2050 1529 2507        
7 1662 2274 2280 357 2610 1247 2381       
8 998 1795 1795 829 1697 605 1957 1015      
9 1236 2078 2077 1344 1594 435 2266 1476 548     
10 1722 2558 2556 1886 1803 752 2759 1969 1128 588    
11 1809 2637 2635 1969 1856 831 2834 2043 1212 673 94   
12 1826 2662 2661 1982 1878 831 2865 2055 1235 697 112 61 
 
From the spread sheet (Table 4.6 and Table 4.7), it can be seen that the sensor nodes 1, 2, 
3, 4, 5, 6, 8 and 9 are members of the sink’s cluster group.  Furthermore sensor node 7 
belongs to cluster group 3 while sensor nodes 10, 11 and 12 have as cluster head the sensor 
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node 9.  The same exact results obtained from the USNeT simulator as shown in Table 4.5.  
Therefore, it can be stated that the algorithm as in the previous case, works properly. 
 
 MAC protocol 
The algorithm has to provide reliable connection service between pairs of sensor nodes.  To 
provide this service the system requires facilities in the following areas (Akyildiz et al., 
2006): i) RTT calculation, ii) Reliability, iii) Data Flow Control, iv) Connections. 
Each Node is assigned a Signal Class List, which calculates the order that a sensor node 
accepts signals/packets from another sensor node in relation of time.  In order for this 
objective to be achieved the signal class, every time a sensor node has to accept packets from 
different sources, uses information that the sensor class calculates.  This useful calculated 
data are the distances between sensor nodes, the propagation delay and the transmission time 
for a packet to reach a destination. 
Comparison between the nodes and incoming packets are checked using the logs 
generated from the simulator.  Moreover these logs give information regarding the time a 
packet or an ACK reach as the destination, the amount of data that each sensor node sends 
and the retransmissions that a sensor node is to execute in case of a not received confirmation 
ACK. In this way all the above mentioned functionalities (RTT, ACK, etc.) has been tested 
and verified  
In this part of testing a small scale network was used as well.  Furthermore 12 underwater 
sensor nodes deployed in a field with dimensions 4000×4000×900 (m3), where 900 meters 
is the maximum depth for a sensor node.  The communication range for both the sensor 
nodes and the sink was 1500 meters.  The bandwidth of the data channel was set to 5 kbps 
and the frequency range to 25 KHz.  The data size gathered from the environment is set to 
be 5 bytes in every measurement.  The maximum payload a sensor node can send is 500 
bytes. 
i. RTT calculation 
According to the distances from the cluster heads, the RTT has been calculated for each 
sensor node as shown in Table 4.8.  These results are compared with the log file that the 
simulator produces in order to verify that the RTT functionality works properly. 
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Table 4.8: RTT of each sensor node. 
Sensor id X Coordinates Y Coordinates Z Coordinates Distance from 
CH 
RTT (sec) 
1 1000 800 -300 1315.29 1.754 
2 800 500 -400 374.16 0.499 
3 700 600 -300 360.55 0.481 
4 -700 800 -250 1092.01 1.456 
5 2100 1200 -750 1253.99 1.672 
6 -1800 1100 -800 1265.89 1.688 
7 2800 1300 -830 711.61 0.949 
8 3000 1500 -850 953.93 1.272 
9 3100 1600 -890 1086.09 1.448 
10 -2900 1500 -870 1172.56 1.563 
11 -3000 1700 -890 1344.65 1.793 
12 -3900 2100 -900 984.93 1.313 
In the Table 4.9 below a part of the log file (Appendix A.1) is presented where the 
destination sensor node, the received ACK, the data that each sensor node sends and the RTT 
can be seen.   
Table 4.9: A part of the simulator log file presenting the RTT. 
Sensor id CH id ACK/NACK RTT(msec) Data received (bytes) 
Sensor 4 to head 0 Received ACK: 1456 55 
Sensor 3 to head 1 Received ACK: 480 55 
Sensor 2 to head 1 Received ACK: 498 55 
Sensor 1 to head 0 Received ACK: 1753 55 
Sensor 5 to head 1 Received ACK: 1672 55 
Sensor 6 to head 4 Received ACK: 1688 55 
Sensor 4 to head 0 Received ACK: 1456 139 
Sensor 7 to head 5 Received ACK: 950 55 
Sensor 1 to head 0 Received ACK: 1753 139 
Sensor 8 to head 5 Received ACK: 1273 55 
Sensor 9 to head 5 Received ACK: 1448 55 
Sensor 10 to head 6 Received ACK: 1564 55 
Sensor 5 to head 1 Received ACK: 1672 139 
Sensor 11 to head 6 Received ACK: 1799 55 
Sensor 6 to head 4 Received ACK: 1688 139 
Sensor 1 to head 0 Received ACK: 1754 252 
Sensor 4 to head 0 Received ACK: 1456 252 
Sensor 12 to head 1 Received ACK: 1313 55 
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Comparing the results of Table 4.9 with the expected (Table 4.8) a conclusion can be 
made that the algorithm calculates the RTT correctly.  It can be clearly seen that the RTT 
has the same value in both tables.  For example sensor node 4 sends a packet to cluster head 
0 and receives confirmation ACK within the round trip time which is 1456 msec. 
ii. Reliability  
Table 4.10 it is also a part of the log file (Appendix A.2) that the simulator produces.  
However, this time the reliability of the algorithm will be verified.  The protocol must 
recover from data that is damaged, lost, or duplicated by the communication system.  This 
is achieved by requiring a positive acknowledgment (ACK) from the destination sensor 
node.  If the ACK is not received within a timeout interval, the data is retransmitted.  As it 
can be seen in Table 4.10 every time a sensor node sends a packet, it waits and receives a 
confirmation ACK.  For example sensor node 7 sends a data packet to sensor node 5.  Cluster 
head 5 receives the data packet and sends back an ACK.  Sensor node 7 receives the ACK. 
In the case of a sensor node where the destination did not send a confirmation ACK, the 
sensor node retransmits the packet.  For example sensor node 1 retransmits the packet 
because they did not accept an ACK from sensor node 0 (sink).  
Table 4.10: A part of the simulator log file presenting the ACK process. 
Sensor 1 received data from sensor 3 Sending ACK 
Sensor 1 sends data to sensor 0  
Sensor 1 received data from sensor 2 Sending ACK 
Sensor 3 received ACK from sensor 1  
Sensor 2 received ACK from sensor 1  
Sensor 1 Timeout ACK send packet again   
Sensor 1 sends data to sensor 0  
Sensor 7 sends data to sensor 5  
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 5 received data from sensor 7 Sending ACK 
Sensor 5 sends data to sensor 1  
Sensor 8 sends data to sensor 5  
Sensor 1 received ACK from sensor 0  
Sensor 7 received ACK from sensor 5  
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iii. Data flow control 
Data flow control ensures that a transmitting station does not overflow a receiving station 
with data (Stallings & Stallings, 1997).  This algorithm uses the “stop and wait” flow control 
with the addition of a time control mechanism.  Each sensor node sets a threshold on a timer 
and when this time is exceeded then the sensor node is forced to send the collected data.  
Therefore, the data overflow possibility is reduced near to zero.  Table 4.11, shows the “stop 
and wait” function of the algorithm (Appendix A.3).  For example sensor node 4 sends the 
data packet to sensor node 0 and waits to receive the confirmation ACK.  When this is 
achieved only then the sensor node is ready to send data again to sensor node 0. 
Table 4.11: A part of the simulator log file presenting the “Stop and wait” function. 
Time (msec) Sensor id    
21199859  Sensor   4 sends data & waits for confirmation ACK from sensor    0  
21200109  Sensor   1 sends data & waits for confirmation ACK from sensor    0  
21200593  Sensor   0 received data from    4 Sending 
ACK 
21201031  Sensor   0 received data from    1 Sending 
ACK 
21201281  Sensor   3 sends data & waits for confirmation ACK from sensor    1  
21201281  Sensor   2 sends data & waits for confirmation ACK from sensor    1  
21201312  Sensor  4 received ACK from  0  
21201546  Sensor   1 received data from    3 Sending 
ACK 
21201546  Sensor   1 received data from    2 Sending 
ACK 
21201796  Sensor  3 received ACK from  1  
21201828  Sensor  2 received ACK from  1  
21201906  Sensor  1 received ACK from  0  
21202484  Sensor   5 sends data & waits for confirmation ACK from sensor    1  
21202546  Sensor   6 sends data & waits for confirmation ACK from sensor    4  
21203343  Sensor   1 received data from    5 Sending 
ACK 
21203406  Sensor   1 sends data & waits for confirmation ACK from sensor    0  
21203468  Sensor   4 received data from    6 Sending 
ACK 
21203562  Sensor   4 sends data & waits for confirmation ACK from sensor    0  
21204203  Sensor  5 received ACK from  1  
21204203  Sensor   7 sends data & waits for confirmation ACK from sensor    5  
21204375  Sensor  6 received ACK from  4  
21204406  Sensor   0 received data from    1 Sending 
ACK 
21204500  Sensor   0 received data from    4 Sending 
ACK 
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iv. Connections 
When two sensor nodes are expected to communicate, the algorithm must first establish a 
connection between them.  When this process is completed, the two sensor nodes start to 
exchange data and ACKs.  Table 4.12 presents a part of the process of a sensor node 
requesting connection to a cluster head and the reply with a confirmation ACK (Appendix 
A.4). 
Table 4.12: Requesting connections. 
Sensor node ID Connection status Cluster head 
Sensor 1 requests connection  
Sensor 2 requests connection  
Sensor 3 requests connection  
Sensor 4 requests connection  
Sensor 5 requests connection  
Sensor 6 requests connection  
Sensor 7 requests connection  
Sensor 8 requests connection  
Sensor 9 requests connection  
Sensor 10 requests connection  
Sensor 11 requests connection  
Sensor 12 requests connection  
Sensor 4 got connection ACK from 0. 
Sensor 1 got connection ACK from 0. 
Sensor 3 got connection ACK from 1 
Sensor 2 got connection ACK from 1 
Sensor 5 got connection ACK from 1. 
Sensor 6 got connection ACK from 4. 
Sensor 7 got connection ACK from 5. 
Sensor 8 got connection ACK from 5. 
Sensor 9 got connection ACK from 5. 
Sensor 10 got connection ACK from 6. 
Sensor 11 got connection ACK from 6. 
Sensor 12 got connection ACK from 11. 
 Energy Model 
Following the proposed energy model (Domingo & Prior, 2007) a small scale network was 
formed and the outcome results were compared with the one generated by hand using a 
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spread sheet (Microsoft Excel).  This objective was achieved by calculating the Energy 
Consumption per Packet (ECPkt): the average energy consumed for successfully 
transmitting one packet.  All the necessary equation was taken from section 3. 
The simulation configuration was consisted of 12 underwater sensor nodes deployed in a 
field with dimensions 4000×4000×900 (m3), where 900 meters is the maximum depth for a 
sensor node.  The communication range for both the sensor nodes and the sink was 1500 
meters.  The bandwidth of the data channel was set to 5 kbps and the frequency range to 25 
KHz.  The data size gathered from the environment was set to be 5 bytes in every 
measurement.  The ACK, control and header packet size were set to be 24 bytes.  The gather 
time interval was set to 60 minutes and the suspension time to 10 minutes.  The simulation 
time was set to 24 hours with an acceleration factor to 300. 
Table 4.13 below presents the total amount of bytes that each sensor node sends to their 
corresponding cluster head.  This information was taken from the log file (Appendix A.5) 
that the simulator produces when the simulation process was finished.  
Table 4.13: Total amount of bytes. 
Sensor node ID Cluster head Distance (m) Data send (bytes) 
1 0 1324 455 
2 1 1026 110 
3 1 975 110 
4 0 1095 784 
5 1 1258 268 
6 4 1266 539 
7 5 717 110 
8 5 952 110 
9 5 1086 110 
10 6 1182 110 
11 6 1350 268 
12 11 994 55 
 
In order to calculate, for each sensor node, the energy required for the above amount of 
bytes to be sent and received, a spread sheet was used (Table 4.15).  Then the outcome was 
compared with the results taken from the simulator (Appendix A.6) proving in this way the 
proper function of the algorithm.  These results are presented in Table 4.14. 
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Table 4.14: USNeT energy consumption. 
Sensor ID Total Consumption (Wh) Rx Consumption (Wh) Tx Consumption (Wh) 
1 0.98 0.25 0.73 
2 0.34 0.27 0.07 
3 0.37 0.31 0.06 
4 0.83 0.28 0.55 
5 0.83 0.22 0.61 
6 1.04 0.21 0.83 
7 0.27 0.17 0.1 
8 0.29 0.17 0.12 
9 0.31 0.16 0.15 
10 0.52 0.31 0.21 
11 0.85 0.24 0.61 
12 0.32 0.16 0.15 
 
Table 4.15: Energy consumption. 
Sensor node Total consumption (Wh) Rx consumption (Wh) Tx consumption (Wh) 
Sensor 1 0.9788 0.2418 0.737 
Sensor 2    
Sensor 3    
Sensor 4 0.8282 0.2822 0.546 
Sensor 5    
Sensor 6 1.0382 0.2032 0.835 
Sensor 7    
Sensor 8    
Sensor 9    
Sensor 10    
Sensor 11    
Sensor 12    
In order to demonstrate the heuristic calculations three examples will be presented; one 
calculating the transmission and reception energy consumption for sensor node 1 and the 
other two for sensor node 4 and 6.  Sensor nodes 1 and 4 are members of the sink’s cluster 
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group while sensor node 6 is a member of cluster group 4. All these sensor nodes are cluster 
heads. 
For the sensor node 1 for four (4) data packets the energy needed for successful transmission 
is:  
Et =𝑃 × 𝑇 =2449.056× 0.861= 2108.485 joule or 0.585 Wh 
For five (5) ACKs the energy needed to be transmitted is:  
Et =𝑃 × 𝑇 = 2914.122 × 0.188 = 546.398 joule or 0.152 Wh 
Therefore, the total Tx energy consumption is 0.585+0.152=0.737 Wh 
Sensor node 1 receives three (3) packets from sensor node 5, five (5) ACKs and it also 
discards twenty six (26) ACKs. The energy needed for successful reception is calculated as 
follow: 
For the three packets: 
Et =𝑃 × 𝑇 = 1818.705 ×  0.531= 966.187 joule or 0.268 Wh 
ER= Et/5=0.268/5=0.0536 Wh 
For the five (5) ACKs: 
Et =𝑃 × 𝑇 = 2914.122 × 0.188 = 546.398 joule or 0.152 Wh 
ER= Et/5 = 0.152/5 = 0.0304 Wh 
For the twenty-six (26) ACKs discarded: 
Et =𝑃 × 𝑇 = 2914.1218×0.9750=2841.2687 joule or 0.789 Wh 
ER= Et/5 = 0.789/5 = 0.1578 Wh 
Therefore, the total Rx energy consumption is 0.0536+0.0304+0.1578=0.2418 Wh 
For the sensor node 4 for four (4) data packets the energy needed for successful 
transmission is:  
Et =𝑃 × 𝑇 = 829.665 × 1.450= 1203.014 joule or 0.334 Wh 
For seven (7) ACKs the energy needed to be transmitted is: 
Et =𝑃 × 𝑇 = 2914.122 × 0.263 = 764.957 joule or 0.212 Wh 
Therefore, the total Tx energy consumption is 0.334+0.212=0.546 Wh  
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Sensor node 4 receives five (5) packets from sensor node 6, seven (7) ACKs and it also 
discards twenty (21) ACKs. The energy needed for successful reception is calculated as 
follow: 
For the five (5) packets: 
Et =𝑃 × 𝑇 =1965.569×1.030= 2023.922 joule or 0.562 Wh 
ER= Et/5=0.562/5=0.1124 Wh 
For the seven (7) ACKs: 
Et =𝑃 × 𝑇 = 2914.122 × 0.263 = 764.957 joule or 0.212 Wh 
ER= Et/5 = 0.212/5 = 0.0424 Wh 
For the twenty-one (21) ACKs discarded: 
Et =𝑃 × 𝑇 = 2914.122×0.788=2294.871 joule or 0.637 Wh 
ER= Et/5 = 0.637/5 = 0.1274 Wh 
Therefore, the total Rx energy consumption is 0.1124+0.0424+0.1274=0.2822 Wh 
For the sensor node 6 for five (5) data packets the energy needed for successful 
transmission is:  
Et =𝑃 × 𝑇 =1965.569×1.030= 2023.922 joule or 0.562 Wh 
For eleven (9) ACKs the energy needed to be transmitted is: 
Et =𝑃 × 𝑇 = 2914.122 × 0.3375 = 983.5161 joule or 0.273 Wh 
Therefore, the total Tx energy consumption is 0.562+0.273=0.835 Wh 
Sensor node 6 receives three (3) packets from sensor node 11 and two (2) from sensor 
node 10, six (6) ACKs and it also discards eleven (11) ACKs. The energy needed for 
successful reception is calculated as follow: 
For the three packets from sensor node 11: 
Et =𝑃 × 𝑇 = 2745.995949 ×  0.531= 1458.810348 joule or 0.41 Wh 
ER= Et/5=0.41/5=0.082 Wh 
For the two packets from sensor node 10: 
Et =𝑃 × 𝑇 = 1273.44504 ×  0.24687= 314.381746 joule or 0.09 Wh 
ER= Et/5=0.09/5=0.018 Wh 
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For the six ACKs: 
Et =𝑃 × 𝑇 = 2914.122 × 0.0375 = 109.2795662 joule or 0.182 Wh 
ER= Et/5 = 0.182/5 = 0.0364 Wh 
For the eleven ACKs discarded: 
Et =𝑃 × 𝑇 = 2914.1218×0.0375=109.279 joule or 0.334 Wh 
ER= Et/5 = 0.334/5 = 0.0668 Wh 
Therefore, the total Rx energy consumption is 0.082+0.018 + 0.0364 +0.0668 = 0.2032 
Wh 
4.10 Summary 
This chapter has presented the design, development and implementation of the USNeT 
simulator, built to test the proposed cluster based algorithm.  First of all the requirements 
that the simulator have to be adopted have been stated following by the design methodology 
and the application’s architecture.  It was shown that the application has been divided in two 
major modules for scalability reasons: the user interface module and the computational 
module or simulation engine.  These two software units have been described in detail with 
the procedures and classes needed for their implementation.   
Then the software verification and validation methodology has been presented with a 
number of test scenarios that proof the proper operation of the USNeT simulator.  Both the 
major modules have been tested, using a very simple approach that follows the black box 
methodology.  In simple words a comparison has been made between the expected outputs 
with those generated by the simulator.  All comparison tests have demonstrated that the 
results of the simulator adopted as the research tool in this thesis were accurate, valid and 
reliable.  Therefore, the results that have been obtained from the experiments conducted are 
significant in order to draw meaningful conclusions.   
The USNeT simulator has been used in this study as a tool for investigating the proposed 
algorithm’s performance in terms of energy efficiency, throughput, packet delivery ratio, 
average routing overhead and offered load.  Therefore, the purpose of the following chapter 
is to critically evaluate the results of the experiments that have been obtained using the 
USNeT simulator. 
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5. CHAPTER 5: EXPERIMENTS AND DATA COLLECTION 
This chapter includes a number of simulations conducted on the proposed Cluster Based 
Routing Algorithm (CBRA).  The first section presents the performance evaluation of the 
CBRA against the LEACH protocol.   
In section 5.2 an optimization of the CBRA will be presented that provides an improved 
cluster system against cluster-head failures.  The new approach consists of an algorithm that 
when the clustering procedure starts and a primary cluster head is chosen, it creates a failure 
detection and recovery scheme.  A detailed explanation/proof is provided to show how the 
redefined CBRA assigns the cluster-head and the backup head based on a number of 
selection criteria.   
In section 5.3 the case of a mobile sensor node which moves to a location outside of the 
cluster area after the cluster has formed will be presented.  Various simulation scenarios will 
show that the redefined CBRA with the necessary optimisations give a solution to this 
connectivity problem without sacrificing the energy efficiency of the network. 
5.1 Cluster algorithm performance evaluation 
5.1.1 Introduction 
This section presents the performance evaluation of the CBRA against LEACH protocol 
according to specific performance metrics.  
5.1.2 Performance metrics 
During the investigation of the proposed cluster routing algorithm, there are many important 
parameters that have to be measured and analysed in order to evaluate the overall algorithm 
performance (Anitha & Kamalakkannan, 2013).  It is very important to check if the new 
algorithm CBRA works properly.  The most significant performance metrics used are listed 
below: 
 Throughput:  It is defined as the total number of data packets delivered over the total 
simulation time and it is usually measured in bits or bytes per second.  It is affected by 
many factors, such as, the efficiency of collision avoidance, control overhead, channel 
utilization, and latency. 
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 Packet delivery ratio:  It is defined as the ratio of data packets received by destinations 
to the total number of data packets generated by the sources.  Mathematically can be 
presented as: 
   
∑ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑
∑ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑝𝑎𝑐𝑘𝑒𝑡𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑
  Eq. (5.1) 
 Average routing overhead:  It is defined as the number of control packets (for routing) 
divided by the sum of control packets plus data packets. 
 Offered load:  It is defined as the total number of data packets generated over the total 
simulation time. 
In addition to the above parameters, the cluster routing algorithm needs also to be assessed 
with regards to energy efficiency.  Therefore, the energy consumption of the network will 
be measured in relation to the number of nodes used in the system.   
Finally, it has to be noted that the life expectancy of the system has not been considered 
as it is not conforming to the simulation configuration.  However, if a different simulation 
scenario is used, this value could be easily estimated.  This issue could be further investigated 
in future studies. 
5.1.3 Simulations 
5.1.3.1 Simulation parameters 
In order to evaluate the performance of the CBRA a test network was designed.  Initially the 
simulation configuration consisted of 100 underwater sensor nodes while during the 
evaluation study the number of network’s sensor nodes increased from 100 to 140 with a 
unit step of 10.  These sensor nodes were randomly deployed in a field with dimensions 
3000×3000×900 (m3), where 900 meters is the maximum depth for a sensor node.  The 
communication range for both the sensor nodes and the sink was 500 meters.  The bandwidth 
of the data channel was set to 5 kbps and the frequency range to 25 KHz.  The data size 
gathered from the environment is set to be 5 bytes in every measurement.  The ACK, control 
and header packet size are set to be 24 bytes.   
In order to speed up the simulation process, the time acceleration mechanism of USNeT 
simulator has been used.  It is chosen to accelerate the simulation process by a factor of 200. 
This means that the 48 hour simulation time has been completed in 15 minutes. 
Analytically the simulation parameters are shown in Table 5.1.  
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Table 5.1: Simulation parameters. 
Parameters Values 
Number of Sensor nodes 100 up to 140 
Frequency range 25 KHz 
Max. TX distance 500 m 
Min / Max CH candidate range 70% / 90% 
Transmission rate 5 Kbps 
Battery level 25 Wh 
Simulation time 48 hours 
Gather data interval 20 minutes 
Suspension time  10 minutes 
5.1.3.2 Results and performance evaluation 
Table 5.2 and Table 5.3 show the sum of the simulation results for each scenario.  The full 
simulation results can be found at the CD-ROM: Appendix B.  The analysis and discussion 
according to the performance metrics are presented below. 
Table 5.2: LEACH simulation results. 
No. of 
sensor 
nodes 
Total 
Consumption 
(Wh) 
Successful 
Tx 
Packets 
Re- 
transmissions 
Lost 
packets 
Ack/Ctrl 
(Tx) 
Total Rx 
Packets 
Ack/Ctrl 
(Rx) 
140 7.35 3280 82 66 4123 3296 3527 
130 6.74 2899 73 56 3635 2916 3125 
120 5.84 2663 53 47 3309 2669 2857 
110 5.18 2408 52 41 2986 2419 2587 
100 4.26 1988 55 33 2464 2010 2165 
Table 5.3: CBRA simulation results. 
No. of 
sensor 
nodes 
Total 
Consumption 
(Wh) 
Successful 
Tx 
Packets 
Re- 
transmissions 
Lost 
packets 
Ack/Ctrl 
(Tx) 
Total Rx 
Packets 
Ack/Ctrl 
(Rx) 
140 6.47 3527 87 40 4387 3574 3781 
130 5.89 3110 82 34 3854 3158 3339 
120 5.03 2852 63 29 3497 2886 3050 
110 4.51 2550 62 26 3118 2586 2737 
100 3.73 2145 47 21 2615 2171 2312 
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Throughput 
Table 5.4 shows the calculated results of the network’s throughput (packets/minute) for each 
scenario.  As shown in the plot in Figure 5.1, CBRA achieves better network throughput 
when compared to the LEACH protocol because more data packets are properly received 
from the network’s CHs.  For example the total successful received data packets for a 
network with 140 sensor nodes are 3574 packets when CBRA is used while in the case of 
the LEACH the amount of packets are 3296.  This difference between the two protocols is 
mainly because CBRA works faster and more efficient during the setup and communication 
process than the LEACH protocol 
Table 5.4: Network’s throughput. 
Number of sensor 
nodes 
100 110 120 130 140 
LEACH 0.70 0.84 0.93 1.01 1.14 
CBRA 0.75 0.90 1.00 1.10 1.24 
 
 
Figure 5.1: Network’s throughput. 
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 Packet delivery ratio 
Packet delivery ratio (PDR) as a function of the number of network’s sensor nodes is shown 
in Figure 5.2.  Comparing to LEACH protocol, CBRA has slightly better performance 
because more data are properly transmitted from the sensor nodes with less lost data packets 
as shown in Tables 5.2 and 5.3.  This difference is due to the fact CBRA works more efficient 
during the communication process than the LEACH protocol leading to less network 
collisions and therefore to less data loss. 
Table 5.5: Packet delivery ratio. 
Number of sensor 
nodes 
100 110 120 130 140 
LEACH 
98.385% 98.333% 98.270% 98.116% 98.037% 
CBRA 
99.042% 99.005% 99.005% 98.935% 98.893% 
 
 
Figure 5.2: Packet delivery ratio. 
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has measured the average number of control packets sent per node.  It can be seen in Figure 
5.3 that the routing overhead of both protocols are maintained close to 55% because the 
97,4%
97,6%
97,8%
98,0%
98,2%
98,4%
98,6%
98,8%
99,0%
99,2%
100 110 120 130 140
P
ac
ke
t 
d
e
liv
e
ry
 r
at
io
 (
%
)
Number of sensor nodes
LEACH CBRA
Chapter 5: Experiments and data collection 
 
91 
cluster-head advertisement messages are sent directly to the neighbours and not through the 
entire network.  However, CBRA gives slightly better results. 
 
Table 5.6: Average routing overhead. 
Number of sensor 
nodes 
100 110 120 130 140 
LEACH 54.67% 54.83% 54.90% 55.08% 55.17% 
CBRA 54.40% 54.42% 54.54% 54.70% 54.83% 
 
 
Figure 5.3: Average routing overhead. 
 Offered load 
Table 5.7 presents the total number of data packets generated over the total simulation time 
for each scenario.  Figure 5.4 shows the statistics of the proposed algorithm in comparison 
with the LEACH.  It can be seen that CBRA gives better results than the LEACH protocol 
with the difference broadening as the number of the sensor nodes is increased.  CBRA 
performs better mainly because it has better transmission schedule with higher packet 
sending rate.  This is attributed to the fact that CBRA has an effective data gathering process 
and therefore it does not face any congestion or buffer overflow problems that limits the 
source data rate. 
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Table 5.7: Offered load. 
Number of sensor 
nodes 
100 110 120 130 140 
LEACH 0.71 0.85 0.94 1.03 1.17 
CBRA 0.76 0.91 1.01 1.11 1.25 
 
 
Figure 5.4: Offered load. 
 Energy consumption 
Energy efficiency and reliability are two major issues of concern when designing and 
developing UWSN applications (Climent, Capella, Meratnia, & Serrano, 2012; Cui, Kong, 
Gerla, & Zhou, 2006).  Reliability requires high packet delivery ratio and high throughput.  
Therefore, it is very important for CBRA to reduce energy consumption while maintaining 
a reasonable packet delivery ratio and without sacrificing the network’s throughput.  Table 
5.8 presents the average energy consumption of the network over the total simulation time 
for each scenario.  The results in Figure 5.5 show a better performance when using the 
proposed clustering algorithm.  For example for 140 nodes the energy consumption is 
approximately 7.35 Wh for the cluster using the LEACH approach compared to 6.47 Wh for 
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the cluster that uses the proposed scheme.  This difference is maintained throughout the 
simulation run and is broadened as the number of sensor nodes is increased.  
Table 5.8: Energy consumption. 
Number of sensor 
nodes 
100 110 120 130 140 
LEACH 4.26 Wh 5.18 Wh 5.84 Wh 6.74 Wh 7.35 Wh 
CBRA 3.73 Wh 4.51 Wh 5.03 Wh 5.89 Wh 6.47 Wh 
 
 
Figure 5.5: Energy consumption. 
5.1.4 Critical review 
The results presented in the previous section when compared to the LEACH protocol, have 
demonstrated that the proposed algorithm CBRA has better performance in terms of 
throughput, packet delivery ratio, routing overhead and offered load.  However, both 
algorithms failed to efficiently manage CH failures due to the lack of an effective failure 
detection and recovery mechanism.  Moreover, it was also found that both CBRA and 
LEACH cannot properly operate when sensor nodes are placed outside of the predefined 
cluster boundaries.  These two cases are analysed in the following sections. 
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5.2 Optimisation of a cluster head recovery process 
5.2.1 Introduction 
The previous section presented the performance evaluation of the proposed algorithm 
CBRA.  In this section CBRA is redefined and optimised to be able to handle CH failures 
and communication link establishment interruptions (Ovaliadis, Savage, & Tsiantos, 2014).  
This optimisation includes a backup cluster head selection scheme and two extra procedures; 
the detection and the recovery procedure with and addition of a CH-bridge mechanism.  In 
the paragraphs that follows the performance evaluation of the redefined scheme (r-CBRA) 
according to specific metrics will be presented.  
5.2.2 Problem statement 
In the event of a cluster head failure, it is important to provide an efficient mechanism to 
recover the connectivity of all affected cluster members.  This can be accomplished by firstly 
finding the cause of this failure and then designing an improved recovery algorithm.  In this 
cluster based network two cases of CH sensor node failure have to be taken into account: 
a. Failure due to energy depletion of the CH’s battery and 
b. Failure due to software or hardware malfunctions such as communication device 
fault. 
One solution of this problem is during the selection of the CH (primary CH), a 
vice/backup CH (Kumar & Sethi, 2013; Murugaraja et al., 2013) will also be selected.  When 
a primary CH encounters an energy or software/hardware problem, a backup CH will take 
its place and it will operate as a head node.  However, while designing such a system two 
major issues must be addressed.  The first case is the failure of the backup CH before the 
primary while the second issue is a communication link establishment failure between the 
backup CH and a CH of an upper tier cluster group (see Figure 5.6). 
In addition, a major topic that must be also examined is the method that captures and 
reports CH failures.  A mechanism has to be designed to initially detect energy depletion or 
software/hardware failures in the network and then report this information to the relevant 
nodes to initiate recovery.  Identification of a faulty CH sensor node can be achieved by 
following two different approaches.  In the first one each cluster member can independently 
detect the failure of its cluster head by periodically checking the messages sent by the CH 
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(Murugaraja, Kumar, & Anbarasan, 2013).  On the contrary in the second one only the 
backup nodes can periodically monitor the state of the head node (Min, Cho, & Heo, 2012). 
 
Figure 5.6: Cluster head failure. 
5.2.3 r-CBRA operation and backup CH selection  
In order to overcome the issues described above the CBRA has been redefined and 
optimised. This optimisation includes a backup cluster head selection scheme and two extra 
procedures; the detection and the recovery procedure with and addition of a CH-bridge 
mechanism. 
Therefore, the r-CBRA has four major tasks: 
a. The cluster formation and selection of the cluster heads (primary CHs). 
b. The selection of the backup cluster heads (backup CHs). 
c. The detection of the failure 
d. The activation of the recovery procedure. 
The cluster formation and selection of the cluster heads follow the approach described in 
section 3.2.  The selection of the backup CH that follows is made only by the primary CH.  
The criteria for making this choice are the sensor node’s energy status and the distance 
between the primary and the backup CH.  The steps of this operation are as follows: 
1. CH sends a message asking information (energy level)  
2. Sensor node members send information to CH 
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3. CH compares the levels 
4. CH chooses the sensor node with the highest energy level and the smaller distance 
from it, as a backup CH. 
The detection failure and the recovery are two new procedures been added to further 
enhance the backup CH mechanism when the CH failure problem appears.  The first one 
monitors the state of the primary CH and additionally is addressing the case of a backup CH 
failure before the primary CH.  Then, the recovery procedure decides who (primary CH, 
backup CH, simple node) triggers the recovery function and when.  In conclusion the 
combination of these procedures ensure that a backup CH will take the place of a faulty 
primary head, maintaining in this way the connectivity with the other cluster members.  
Finally, the CH-bridge process is activated when the backup CH is located outside of the 
maximum transmission range from the next CH (upper tier).  This process ensures the 
communication establishment of the backup CH with an upper tier cluster.  The operation of 
the procedures are described in the following paragraphs. 
5.2.4 Failure detection 
When the selection of the backup CH is finished, a private communication link is established 
between the primary and the backup CH.  Both of them exchange messages stating their 
status (energy level and operation state).  In this way the backup CH periodically detects the 
state of the head node and vice versa.  If the head node has a critical problem, the backup 
CH will replace the failed head node and serves as a new CH sensor node.  On the other 
hand, in the case of a backup CH failure the primary will choose a new one so that the 
constructed cluster hierarchy will continue to tolerate cluster-head failures.  
5.2.5 Recovery procedure 
The responsibility of this procedure is to decide who (primary, backup, simple node) and 
when the recovery function will be activated.  According to the r-CBRA the recovery 
procedure takes into account the two cases of CH failure.  Therefore, the recovery function 
can be triggered by the cluster head in the case of energy depletion or the backup cluster 
head in the case of software or hardware malfunction.  In addition, every cluster member has 
the ability to trigger the recovery function if the communication link to the CH has been cut 
off.  Therefore, no data will be lost due to the capability of the sensor node members to send 
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the data to the backup instead of the primary CH.  The operation of the recovery procedure 
is summarized in Table 5.9. 
Table 5.9: Recovery procedure. 
Energy depletion Software/hardware malfunction 
1. Primary CH triggers the recovery function 
when energy limit has critical value. 
2. Sensor node members have the ability to 
follow the recovery scheme (send data to 
backup CH instead of the primary) if the 
communication link to the primary CH has 
been interrupted. 
1. Backup CH triggers the recovery function 
when the primary CH stops communicating 
with it. 
2. Sensor node members have the ability to 
follow the recovery scheme (send data to 
backup CH instead of the primary) if the 
communication link to the primary CH has been 
interrupted. 
5.2.6 Connectivity issues 
As already stated above once a backup CH is selected to replace a failed CH there is a great 
possibility to be located outside the maximum transmission range from the next CH.  In that 
case the communication link between the two CH will not be established and therefore, data 
will be lost.  For example in Figure 5.7, the distance between the backup CH (cluster 2 –s10) 
and the CH of an upper tier cluster group (cluster 1) is longer than the maximum transmission 
distance. 
 
Figure 5.7: Bridge CH. 
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The steps that lead to an efficient solution are as follows: 
a) The backup CH s10 sends information without receiving a reply ACK (new 
distance > max distance) 
b) Backup CH s10 broadcast a connection request packet (r-packet). 
c) All the sensor nodes that listen the r-packet are obliged to send back an ACK. 
d) Backup CH s10 calculates the distances. 
e) The backup CH sends a special packet (s-packet) asking the closest sensor node 
(cluster 2- s6) to change its status.  This sensor node is a member of an upper tier 
cluster group (cluster 2- see Figure 5.7) 
f) The sensor node s6 changes its status to a CH (bridge CH) and connects to the 
backup CH s10. 
5.2.7 Results and performance evaluation 
The main objective of the r-CBRA is to optimize the energy conservation in the network 
while ensuring the connectivity of the network when a CH failure is occurred.  To evaluate 
the r-CBRA algorithm a simulation study was carried out with the UWSN simulator USNeT. 
Initially the simulation configuration consists of 50 underwater sensor nodes while during 
the evaluation study the number of network’s sensor nodes increased from 50 to 100 with a 
unit step of 10 sensor nodes.  Table 5.10 summarizes the simulation parameters.   
Table 5.10: Simulation parameters. 
Parameters Values 
Field size 1000m x1000m x 500m (depth) 
Number of Sensor nodes 50 to 100 nodes 
Frequency range 25 KHz 
Max. TX distance 350 m 
Data packet size  500 bytes  
Control packet size 24 bytes  
Transmission rate 5 Kbps 
Battery level 20 Joules (0.0055 Wh) 
Simulation time 10 hours 
Gather time interval 10 minutes 
Suspension time 5 minutes 
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During the simulation process one of the cluster heads is designated to be the faulty node.  
The results obtained are compared with the CBRA (single CH) and the LEACH protocol, 
with respect to performance metrics like energy consumption, throughput and routing 
overhead.  The full simulation results can be found at the CD-ROM: Appendix C. 
Throughput 
Table 5.11 shows the calculated results of the network’s throughput (packets/minute) for 
each scenario.  The throughput of the r-CBRA lies between 0.091 and 0.210 while the CBRA 
(without the optimisation) between 0.069 and 0.143 and the LEACH between 0.055 and 
0.124.  This is because in a CH failure, in the case of CBRA and LEACH, the cluster group 
will stop sending data packets to the network.  On the other hand r-CBRA ensures the 
network connectivity and the sensor nodes will keep up sending and receiving data packets 
during the communication process.  Based on the Table 5.11 and presented in the plot in 
Figure 5.8, it is clearly observed that r-CBRA achieves better network throughput when 
compared to the CBRA and LEACH.   
Table 5.11: Network’s throughput. 
Number of sensor 
nodes 
50 60 70 80 90 100 
r-CBRA 0.091 0.114 0.136 0.165 0.187 0.210 
CBRA 0.069 0.086 0.098 0.110 0.126 0.143 
LEACH 0.055 0.068 0.079 0.092 0.107 0.124 
 
Figure 5.8: Network’s throughput. 
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 Average routing overhead 
Table 5.12 presents the average routing overhead for each scenario.  The simulation process 
has measured the average number of control packets sent per node.  It can be seen ( see 
Figure 5.9) that the routing overhead of r-CBRA is maintained close to 64% while CBRA’s 
overhead is high, near to 90% in every scenario and LEACH even higher close to 91.5%.  
This is because in a CH failure, in the case of CBRA and LEACH, the cluster group will 
keep exchanging control packets seeking for a CH to connect with.   
Table 5.12: Network’s average routing overhead. 
Number of sensor 
nodes 
50 60 70 80 90 100 
r-CBRA 64.46
% 
64.04% 63.97% 64.58% 63.78% 64.26% 
CBRA 89.67
% 
89.32% 90.24% 91.37% 91.05% 90.50% 
LEACH 90,34
% 
90,97% 91,62% 91,72% 91,81% 91,85% 
 
 
Figure 5.9: Network’s average routing overhead. 
 
 Energy consumption 
Table 5.13 presents the average energy consumption of the network over the total 
simulation time for each scenario.  The simulation output in Figure 5.10 shows the energy 
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consumption in relation to the number of sensor nodes used in the system.  The results also 
show a better performance when using the r-CBRA.  For example for 50 sensor nodes the 
energy consumption is approximately 0.113 Wh for the cluster that uses the r-CBRA 
compared to 0.134 Wh and 0.152 Wh for the cluster that use the CBRA and LEACH 
respectively.  This difference is maintained throughout the simulation run.  The reason that 
the system, when the CBRA or the LEACH is used, consumes more energy is due to the 
sensor nodes have to send a significant amount of control packets seeking for a CH to 
connect with. 
Table 5.13: Network’s energy consumption. 
Number of sensor 
nodes 
50 60 70 80 90 100 
r-CBRA 0.113 
Wh 
0.135 Wh 0.171 Wh 0.219 Wh 0.255 Wh 0.294 Wh 
CBRA 0.134 
Wh 
0.162 Wh 0.199 Wh 0.248 Wh 0.286 Wh 0.328 Wh 
LEACH 0.152 
Wh 
0.182 Wh 0.221 Wh 0.271 Wh 0.309 Wh 0.351 Wh 
 
 
Figure 5.10: Comparison of the energy consumption values. 
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5.2.8 Critical review 
All the results obtained indicate that the r-CBRA performs better when compared with the 
CBRA and LEACH schemes.  This is mainly achieved due to the fact that the detection 
failure and the recovery procedures are used with the additional support of the CH-bridge 
solution.   
However, in the case of CBRA and LEACH, the activation of the recovery mechanism 
means the use of a re-clustering procedure within the failed cluster group.  This operation 
consumes more energy as the sensor nodes have to exchange messages to select the new 
cluster head.  It is also affects the normal network operation and is time consuming.  The 
sensor nodes within the failed cluster will stop sending the aggregate information from the 
environment to the cluster heads until the re-clustering procedure is completed.  Furthermore 
in our simulation scenario the sensor nodes that belong to the cluster group where the CH 
failure occurred, are unable to find a CH to connect with and therefore they keep sending 
control packets until the total depletion of their battery.  
 
5.3 Connectivity optimization of a mobile sensor node 
5.3.1 Introduction 
This section describes and analyses the r-CBRA that deals with the connectivity failure of a 
mobile sensor node.  In addition, the performance evaluation of the proposed scheme is also 
presented according to specific performance metrics. 
5.3.2 Problem statement 
Connectivity is an important requirement for underwater sensor networks especially in real-
time monitoring and data transfer applications.  However, sensor node movements and 
failures can impact the cluster structure and this in turn can reduce the cluster’s life 
expectancy.  Moreover for an efficient clustering algorithm the time taken to complete the 
formation of the cluster team or the time taken by a sensor node to discover and to connect 
to another sensor node in its range (device discovery time) is very crucial, especially when 
the number of sensor nodes is large.  Delay in the device discovery phase means more packet 
transmissions and more power consumption. 
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In this section the case of a mobile sensor node which moves to a location outside of the 
cluster area after the cluster has formed will be presented.  If the sensor node is far away 
from the cluster then one solution is to move it with the assistance of an AUV (Erol, Vieira, 
& Gerla, 2007).  Another solution is for the sensor node to wait until it is moved with the 
help of the water currents, close to another cluster head.  Finally in the case of architectures 
that use mobile sinks (Lee, et al., 2010) or courier sensor nodes (Ayaz, Abdullah, & Jung, 
2010), a possible solution could be such a sink to be close to the mobile sensor node. 
It will be shown that the r-CBRA gives a solution to this connectivity problem and also 
it is energy efficient.  In our research it will be assumed that the sensor node is close to a 
cluster, near to ordinary sensor nodes but not in the range of a CH (see Figure 5.11). 
 
Figure 5.11: Problem statement- Sensor node outside of the cluster range. 
5.3.3 Algorithm operation 
As already stated above once a sensor node moves to another position there is a great 
possibility to be located outside the maximum transmission range from a CH.  In that case 
the communication link between the CH and the sensor node will not be established and 
therefore, data will be lost.  For example in Figure 5.12, the distance between the sensor 
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node s0 and the CH of the nearest cluster group (cluster 3) is longer than the maximum 
transmission distance.   
 
Figure 5.12: Optimisation process. 
According to the cluster algorithm CBRA, if a sensor node cannot find a CH to connect 
with then it can retry to connect with an available CH for a certain time otherwise it enters 
sleeping mode.  When the period is finished the sensor node tries again to find a CH to 
connect with.  For this case the above procedure will continue until the total depletion of the 
sensor node’s battery.  
In order to overcome the above problem, the r-CBRA is used.  The steps that lead to an 
efficient solution are as follows: 
1. Sensor node s0 broadcast a special request packet. 
2. All the sensor nodes that listen this packet are obliged to send back an ACK. 
3. Sensor node s0 calculates the distances. 
4. Sensor node s0 sends a special packet (control packet) asking the closest sensor node 
(cluster 3- s10) to change its status 
5. The sensor node s10 changes its status to a CH (bridge CH). 
6. A communication link is established between sensor nodes s0 and s10. 
Chapter 5: Experiments and data collection 
 
105 
5.3.4 Results and performance evaluation 
The main objective of the proposed algorithm is to optimize the energy conservation in the 
network while ensuring the connectivity of the network.  To evaluate the algorithm a 
simulation study was carried out with the UWSN simulator USNeT.  
Initially the simulation configuration consists of 50 underwater sensor nodes while during 
the evaluation study the number of network’s sensor nodes increased from 50 to 100 with a 
unit step of 10 sensor nodes.  Table 5.14 summarizes the simulation parameters.  During the 
simulation process two different scenarios were used.  In the first scenario five sensor nodes 
(members of different cluster groups) act as mobile sensor nodes that move to a specified 
position close to another cluster but not inside the cluster range.  Therefore, the mobile sensor 
node cannot connect with the CH of the cluster or with a candidate CH which also has the 
ability to establish connection with the mobile sensor node.  In the second scenario the 
number of mobile sensor nodes was changed from five to six.  Results obtained are compared 
with the cluster without the modifications with respect to performance metrics like energy 
consumption, throughput, routing overhead and offered load.  The full simulation results for 
the first scenario can be found at the CD-ROM: Appendix D while for the second at the CD-
ROM: Appendix E. 
 
Table 5.14: Simulation parameters. 
Parameters Values 
Number of Sensor nodes 50 up to 100 
Number of mobile sensor nodes 5 and 6 
Frequency range 25 KHz 
Max. TX distance 500 m 
Min / Max CH candidate range 70% / 90% 
Transmission rate 5 Kbps 
Battery level 25 Wh 
Simulation time 48 hours 
Gather data interval 10 minutes 
Suspension time  5 minutes 
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Throughput 
Table 5.15 and Table 5.16 present the throughput values for each scenario while Figure 5.13 
shows the comparison graphs for each scenario.  The throughput of the r-CBRA lies on 
average between 0.69 and 1.69 while the CBRA (without the optimisation) between 0.63 
and 1.55.  It can be seen the r-CBRA achieves better performance especially when the 
number of sensor nodes is increased.  
Table 5.15: Network’s throughput (5 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 0.636 0.821 0.967 1.128 1.293 1.547 
r-CBRA 0.693 0.893 1.050 1.259 1.470 1.684 
Table 5.16: Network’s throughput (6 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 0.637 0.808 0.972 1.141 1.265 1.553 
r-CBRA 0.698 0.900 1.063 1.299 1.458 1.680 
 
 
Figure 5.13: Network’s throughput comparison graphs. 
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 Average routing overhead (AROV) 
Table 5.17 and 5.18 present the average routing overhead as a function of the number of 
network’s sensor nodes while Figure 5.14 shows the comparison graphs.  Comparing with 
the algorithm without optimisation (CBRA), the r-CBRA achieves better performance.  It is 
also observed that the CBRA‘s AROV decreases as the number of sensor nodes increase.  
This is due to the number of mobile sensor nodes and the number of ACKs/Control packets 
with respect to the overall transmitted packets.  In conclusion when the CBRA is used, the 
mobile sensor nodes do not send data packets to the network but only control packets seeking 
for a CH to connect with.  Therefore, vital information that these sensor nodes gather never 
reach the sink and the offshore centre. 
Table 5.17: Average routing overhead (5 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 75% 72% 70% 69% 67% 60% 
r-CBRA 52% 52% 52% 52% 52% 52% 
Table 5.18: Average routing overhead (6 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 77% 74% 72% 70% 69% 61% 
r-CBRA 52% 52% 52% 52% 52% 52% 
 
 
Figure 5.14: Average routing overhead (AROV) comparison graphs. 
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 Offered load 
Table 5.19 and 5.20 present the total number of data packets generated over the total 
simulation time for each scenario while Figure 5.15 shows the comparison graphs.  It can be 
seen that the r-CBRA gives better results with the difference broadening as the number of 
the sensor nodes is increased.  This is mainly because the mobile sensor nodes continue to 
send data packets to their corresponding CH when they move to the new position.  On the 
other hand when the system uses the CBRA the mobile sensor nodes do not send data packets 
to the network but only control packets seeking a CH to connect with. 
Table 5.19: Offered load (5 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 0.64 0.82 0.97 1.13 1.29 1.54 
r-CBRA 0.69 0.89 1.05 1.26 1.47 1.68 
Table 5.20: Offered load (6 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 0.64 0.81 0.97 1.14 1.26 1.55 
r-CBRA 0.70 0.90 1.06 1.30 1.46 1.68 
 
 
Figure 5.15: Offered load comparison graphs. 
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 Energy consumption 
Table 5.21 and 5.22 present the average energy consumption of the network over the total 
simulation time for each scenario.  Furthermore Figure 5.16 shows the energy consumption 
comparison graphs, where it can be clearly seen that the battery power consumption is less 
in the r-CBRA compared to the non-optimised algorithm.  When CBRA is used, the mobile 
sensors are unable to connect with a CH and therefore they keep sending control packets 
until the total depletion of their battery. 
Table 5.21: Energy consumption (5 mobile sensor nodes). 
Number of 
sensor nodes 
50 60 70 80 90 100 
CBRA 2.95 3.79 4.57 5.52 6.67 8.03 
r-CBRA 2.46 3.41 4.08 5.06 6.20 7.68 
Table 5.22: Energy consumption (6 mobile sensor nodes). 
Number of sensor 
nodes 
50 60 70 80 90 100 
CBRA 3.15 3.93 4.64 5.54 6.72 8.17 
r-CBRA 2.47 3.48 4.11 5.20 6.29 7.69 
 
 
Figure 5.16: Energy consumption comparison graphs. 
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5.3.5 Critical review 
The results presented in the previous section when compared to the CBRA, demonstrated 
that the redefined algorithm r-CBRA has better performance in terms of throughput, routing 
overhead, offered load and energy consumption.  This is achieved mainly because the r-
CBRA gives a solution to the connectivity problem when mobile sensor nodes move to a 
location outside of a cluster area.  However, in the case of CBRA, the mobile sensor nodes 
are unable to find a CH to connect with and therefore they keep sending control packets until 
the total depletion of their battery.  This also affects the normal system operation because 
the sensor nodes stop sending the aggregate information from the environment to the 
network.   
5.4 Summary 
In this chapter the new cluster based algorithm CBRA has been tested and evaluated against 
the well-known LEACH protocol.  The simulation results indicate a small but significant 
improvement in the performance of the proposed algorithm especially in energy efficiency. 
Then the redefined algorithm (r-CBRA) has been presented; that gives a solution against 
cluster head failures and link establishment interruptions when a mobile sensor node moves 
to a location outside of a cluster area.  
In the first case the algorithm creates a failure detection and recovery cluster head 
selection scheme.  According to this, during the selection of the CH (primary CH), a backup 
CH will also be selected.  When a primary CH encounters energy or software/hardware 
problem, a backup CH takes its place and operates as a head node maintaining in this way 
the connectivity with the other cluster members.  Furthermore when the backup CH is 
located outside the maximum transmission range from the next CH the algorithm activates 
a process where the nearest sensor node of the upper tier cluster group acts as a CH (bridge 
CH).  The use of the r-CBRA, effectively enhance the network survivability and improves 
the system’s energy efficiency as shown from the simulation results. 
In the second case the bridge CH activation process is used again but this time when a 
mobile sensor node is close to a cluster (near to ordinary sensor nodes) but not in the range 
of a CH.  According to the process the nearest sensor node changes its status to a CH (bridge 
CH).  Then a communication link is established between the mobile sensor node and the 
bridge CH.  Simulation tests show that the proposed algorithm r-CBRA ensures the 
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connectivity of the network and maintains the energy consumption at a level lower than 
when the CBRA is used. 
Up to now a simulator has been developed which has tested the proposed algorithm and 
a set of results have been presented in this chapter.  The next step is to critically analyse the 
significance of those results.   
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6. CHAPTER 6:  SUMMARY, DISCUSSION AND FUTURE 
WORK 
In this chapter a summary of the current research and the major findings are presented. The 
cluster based algorithm with the two optimisation processes is discussed.  Finally, the future 
work for this research is outlined.  The main objective of our research was to design, develop, 
implement and test an energy constrained cluster based algorithm that reduces energy 
consumption. 
6.1 Summary of the results 
To evaluate the algorithm a simulation study was carried out with the UWSN simulator 
USNeT.  The performance metrics used throughout the investigation were; the network’s 
throughput, the packet delivery ratio, the average routing overhead, the offered load and the 
average energy consumption for data transmission. 
All the simulation results which were implemented against LEACH protocol indicate a 
small but significant improvement in the performance of the CBRA especially in energy 
efficiency.  This is mainly achieved due to the fact that the CBRA has a better packet 
delivering mechanism supported by a more efficient retransmission framework.  As a result 
the network has fewer lost data packets, when compared to the LEACH protocol.  It can also 
be stated, with caution that this improvement in the performance of the CBRA is based on 
the fact that the cluster formation operates better and faster when the network uses the 
proposed cluster scheme.  This issue could be further investigated in order to validate this 
statement. 
The energy consumption of the two approaches had a difference which was on average 
0.5 Wh for a 100 sensor node simulation scenario and it was broadening as the number of 
sensor nodes were increased.  The energy consumption difference for the simulation network 
scheme with 140 sensor nodes reach the value of 0.9 Wh. 
Comparing to LEACH protocol, the CBRA achieves better network throughput.  For the 
LEACH scheme the network’s throughput is between 0.7 and 1.14 packets per minute while 
for the proposed algorithm is between 0.75 and 1.24 packets per minute. 
CBRA has also a slightly better performance in packet delivery ratio.  Based on the 
simulation run the difference between the two schemes is on average 0.75 %.  This is because 
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when CBRA is used more data are successfully transmitted from the sensor nodes with less 
lost data packets.  
The routing overhead of both protocols are maintained close to 55% mainly because the 
cluster-head advertisement messages are sent directly to the neighbours and not through the 
entire network.  However, the CBRA gives slightly better results.  For a network with 140 
sensor nodes the average routing overhead is 55.17% when the LEACH protocol is used in 
contrast to 54.83% of the proposed algorithm. 
The offered load when the CBRA is used is greater when compared to the LEACH 
protocol with the difference to be broadened as the number of the sensor nodes is increased.  
The difference is 149 packets for a network with 100 sensor nodes and goes up to 252 packets 
for 140 sensor node network.  CBRA performs better mainly because it has better 
transmission schedule with higher packet sending rate. 
The next step in this study was to find an efficient solution firstly against cluster head 
failure and secondly to correct a mobile sensor node communication link establishment 
problem that occurs with a CH in a cluster group.  For this reason the algorithm CBRA was 
optimised resulting to an efficient approach of these two issues.  The results and 
achievements of the redefined algorithm, called r-CBRA, are summarized below. 
In the first case the use of a backup cluster head selection scheme supported with the 
detection failure and recovery procedures and the CH-bridge mechanism enhance network 
survivability and improves the overall energy efficiency of the system in relation to CBRA 
and LEACH protocol.  For 50 nodes the energy consumption is approximately 0.134 Wh for 
the cluster with the CBRA compared to 0.113 Wh for the cluster that uses the r-CBRA.  This 
difference was broadening as the number of sensor nodes was increased and it reached the 
value of 0.034 for a simulation network scheme with 100 sensor nodes.  In the case of 
LEACH protocol the energy consumption difference was even larger and it reached the value 
of 0.057 Wh.  
The r-CBRA has also achieved better network throughput.  For the CBRA scheme the 
network’s throughput is between 0.069 and 0.143 packets per minute and for the LEACH 
protocol between 0.055 and 0.124 packets per minute while for the r-CBRA is between 0.091 
and 0.210 packets per minute.  Finally, when comparing the algorithm without optimisation 
and the LEACH protocol, the r-CBRA has achieved better routing overhead as well.  The 
redefined algorithm’s AROV has remained close to a value of 64 % while the CBRA gave 
an AROV between 89.6% and 90.5% and the LEACH protocol between 90.34% and 
91.85%. 
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In conclusion, CBRA and LEACH protocol have lower performance in terms of energy, 
throughput and routing overhead than the optimized r-CBRA.  This is because in the case of 
CH failure the cluster group that uses the CBRA algorithm or the LEACH protocol will stop 
sending data packets to the network and the sensor nodes will keep sending control packets 
seeking for a CH to connect with.  This operation affects the normal operation of the network 
and it also consumes more energy due to the large amount of the control packets transmitted. 
In the second case the r-CBRA with the bridge CH activation process was used again but 
this time it was assumed the case of a mobile sensor node located close to a cluster (near to 
ordinary sensor nodes) but not in the range of a CH.  Simulation tests have shown that the r-
CBRA has ensured the connectivity of the network without sacrificing the energy efficiency 
of the network.  Moreover the proposed optimised algorithm gave better results in all 
performance metrics. 
The throughput was found to be 0.69 for a 50 sensor node scenario and went up to 1.69 
packets per minute for a 100 sensor node scenario while the simulations with the CBRA 
algorithm gave 0.63 and 1.55 packets per minute respectively.  
Comparing to the algorithm without optimisation, the r-CBRA has also achieved a better 
routing overhead.  The optimised algorithm’s AROV has remained steady to a value of 52% 
while the non-optimised algorithm gave an AROV between 60% and 75%. 
The total number of data packets generated over the total simulation time in the case of 
the r-CBRA was 0.69 packets per minute for a 50 sensor node scenario and reach the value 
of 1.68 packets per minute for a 100 sensor node scenario.  On the other hand the CBRA 
gave 0.64 and 1.54 packets per minute for the same scenarios.  This is because, in the case 
of CBRA, the mobile sensor nodes are unable to find a CH to connect with and therefore 
they keep sending control packets instead of data packets (aggregate information from the 
environment). 
Finally, the energy consumption in the case of the CBRA, was near to the value of 3.0 
Wh for a network with 50 sensor nodes and it has exceeded the value of 8 Wh for a 100 
sensor node network.  On the contrary the r-CBRA gave 2.4 Wh and 7.7 Wh respectively. 
6.2 Discussion 
Based on the LEACH protocol concept, a clustering scheme for selecting and organising 
sensor nodes into groups has been designed, developed, implemented and tested.  Significant 
adjustments have been made in order for the algorithm to become more energy efficient.  
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Some of these alterations are: transmission range management, re-cluster process activation 
for each group separately, sensor node sleeping mode and unwanted information rejection. 
The simulation results show that the proposed Cluster Based Routing Algorithm (CBRA) 
achieved a better performance than LEACH protocol, in terms of metrics such as the 
network’s throughput, the packet delivery ratio, the average routing overhead, the offered 
load and the average energy consumption for data transmission.  Thus the feasibility of the 
CBRA algorithm for UWSNs was verified. 
The next step of this research was to investigate the assumption of further optimisation 
of the CBRA.  During the evaluation stage of the CBRA it was found that the algorithm 
cannot efficiently manage CH failures.  Moreover it was also found that both CBRA and 
LEACH cannot properly operate when sensor nodes are placed outside of the predefined 
cluster boundaries.   
Therefore, the CBRA was redefined and an optimised version named r-CBRA has been 
proposed to provide a more efficient cluster structure firstly against cluster head failure and 
secondly to correct a mobile sensor node communication link establishment problem that 
occurs with a CH of a cluster group. 
The r-CBRA overcame the first issue (CH failure} with the use of a backup CH and the 
support of two extra procedures; the detection failure and the recovery procedures supported 
by a CH-bridge process.  The first one monitors the state of the primary and the backup CH 
addressing in this way the case of a backup CH failure before the primary CH.  Then, the 
recovery procedure decides who (primary CH, backup CH, simple node) triggers the 
recovery function and when.  Finally, the CH-bridge process is activated when the backup 
CH is located outside of the maximum transmission range from the next CH (upper tier).  
This process selects an ordinary sensor node of the upper tier cluster to act as an interim CH 
(bridge CH).  Then it establishes a new communication link between the interim CH and the 
backup CH.  Therefore, this process creates a communication bridge between the backup 
CH and the next CH of the upper tier cluster. 
The analysis of the simulation results shows that the r-CBRA is more energy efficient and 
can effectively enhance network survivability capacity in the event of cluster-head failures, 
than the scheme with the non-optimised algorithm CBRA and the LEACH protocol.  
In the final stage of this study, r-CBRA with the support of the bridge CH activation 
process was used again, to address the second issue described above.  In the case of a mobile 
sensor node that is close to a cluster (near to ordinary sensor nodes) but not in the range of a 
CH, the r-CBRA changes the status of the nearest sensor node to a CH (bridge CH) and then 
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it establishes a communication link between them.  Simulation tests show that once more 
the r-CBRA ensures the connectivity of the network without sacrificing the energy efficiency 
of the network.  
The above improvements of the r-CBRA are on their own an addition to the existing 
performance of current algorithms and a major contribution to UWSN especially in networks 
with mobile sensor nodes. 
Since the main objective of our research was to design, develop, implement and test the 
cluster based algorithm CBRA, a new simulator named USNeT has been designed, 
developed and implemented.  USNeT simulator follows the object-oriented design style and 
all network entities are implemented as classes in C++, encapsulating thread mechanisms.  
Threads have been used first of all because of the system need to handle multiple tasks.  
Since multi-core systems are now widely available and installed, doing multithreading 
parallelism is a simple but potentially efficient optimization for simulators performance.  
Moreover, the benefits of our multithreaded application are responsiveness to the user and 
resource sharing which leads to a scalable and reliable simulation environment.  When the 
application performs a long term tasks such as simulating large scale sensor networks, the 
amount of intensive calculations and I/O operations may slow down and possibly freeze up 
the system.  This can lead to unreliable and, in the second case, no output results.  However, 
multithreading techniques allows the application to continue running even if part of it is 
blocked or is performing a lengthy operation.  The number of sensor nodes can also influence 
the simulation time and the memory usage.  More memory usage means more frequent 
operations on the system resource, which is very time consuming.  The creation of a thread 
does not require extensive system memory and the sharing of files and other resources, is 
simplified.  Multi-threading enables you to make the best use out of the existing hardware 
resources and also enables simple resource sharing. 
6.3 Future work 
A further research has to be done in the cluster procedure especially in the initial phase 
where the cluster groups are formed.  For an efficient clustering algorithm the time taken to 
complete the formation of the cluster team is very crucial.  Delay in the initial phase of 
clustering means more packet transmissions and more power consumption.  
An important subject that also needs further investigation is the effect of adding more 
sensor nodes into the network system after the initial clustering phase.  Furthermore, the re-
clustering process that can give a solution to the previous issues requires further, in depth, 
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consideration. Instead of a fixed period of re-clustering, an adaptive criterion can be used.  
For example a re-clustering period can be taken into account based on the mobility of the 
nodes, the number of redundant transmissions, the offered load or the number of the 
network’s discarding packets. 
A further work also has to be done on the USNeT simulation tool.  The ability to validate 
not only cluster-based but any other routing protocols such as flooding, multipath and other 
must be added to the software capabilities.  At this stage this is difficult to be accomplished 
without making some edits into the source code.  For example in order to use multipath 
routing the cluster algorithm must be subtracted and new algorithm must be designed and 
major alterations to the rest of procedures must be done.  However, for a user who is familiar 
with the object oriented C++ programming language these alterations can be done very easily 
and quickly because the program code is understandable and easy to modify. Furthermore, 
the rest of the application, which has to do with the user interface unit, can remain as it is 
with minor changes. 
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APPENDIX A: SIMULATOR EVALUATION  
Appendix A.1: Simulator’s log file presenting RTT. 
Sensor node id  CH id  ACK received RTT Data bytes  
Sensor 4 to head 0 (data) Received ACK: 1456 Data 55 
Sensor 3 to head 1 (data) Received ACK: 480 Data 55 
Sensor 2 to head 1 (data) Received ACK: 498 Data 55 
Sensor 1 to head 0 (data) Received ACK: 1753 Data 55 
Sensor 5 to head 1 (data) Received ACK: 1672 Data 55 
Sensor 6 to head 4 (data) Received ACK: 1688 Data 55 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 139 
Sensor 7 to head 5 (data) Received ACK: 950 Data 55 
Sensor 1 to head 0 (data) Received ACK: 1753 Data 139 
Sensor 8 to head 5 (data) Received ACK: 1273 Data 55 
Sensor 9 to head 5 (data) Received ACK: 1448 Data 55 
Sensor 10 to head 6 (data) Received ACK: 1564 Data 55 
Sensor 5 to head 1 (data) Received ACK: 1672 Data 139 
Sensor 11 to head 6 (data) Received ACK: 1799 Data 55 
Sensor 6 to head 4 (data) Received ACK: 1688 Data 139 
Sensor 1 to head 0 (data) Received ACK: 1754 Data 252 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 252 
Sensor 12 to head 1 (data) Received ACK: 1313 Data 55 
Sensor 11 to head 6 (data) Received ACK: 1792 Data 139 
Sensor 6 to head 4 (data) Received ACK: 1688 Data 252 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 394 
Sensor 3 to head 1 (data) Received ACK: 481 Data 110 
Sensor 2 to head 1 (data) Received ACK: 498 Data 110 
Sensor 7 to head 5 (data) Received ACK: 949 Data 110 
Sensor 1 to head 0 (data) Received ACK: 1754 Data 579 
Sensor 8 to head 5 (data) Received ACK: 1273 Data 110 
Sensor 5 to head 1 (data) Received ACK: 1672 Data 268 
Sensor 9 to head 5 (data) Received ACK: 1450 Data 110 
Sensor 10 to head 6 (data) Received ACK: 1564 Data 110 
Sensor 1 to head 0 (data) Received ACK: 1755 Data 737 
Sensor 6 to head 4 (data) Received ACK: 1688 Data 381 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 597 
Sensor 12 to head 1 (data) Received ACK: 1313 Data 110 
Sensor 11 to head 6 (data) Received ACK: 1793 Data 268 
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Sensor 6 to head 4 (data) Received ACK: 1688 Data 539 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 784 
Sensor 3 to head 1 (data) Received ACK: 481 Data 165 
Sensor 2 to head 1 (data) Received ACK: 498 Data 165 
Sensor 1 to head 0 (data) Received ACK: 1754 Data 861 
Sensor 7 to head 5 (data) Received ACK: 949 Data 165 
Sensor 5 to head 1 (data) Received ACK: 1672 Data 397 
Sensor 8 to head 5 (data) Received ACK: 1273 Data 165 
Sensor 1 to head 0 (data) Received ACK: 1753 Data 1019 
Sensor 9 to head 5 (data) Received ACK: 1448 Data 165 
Sensor 10 to head 6 (data) Received ACK: 1564 Data 165 
Sensor 5 to head 1 (data) Received ACK: 1672 Data 481 
Sensor 12 to head 1 (data) Received ACK: 1313 Data 165 
Sensor 1 to head 0 (data) Received ACK: 1753 Data 113 
Sensor 11 to head 6 (data) Received ACK: 1795 Data 397 
Sensor 4 to head 0 (data) Received ACK: 1456 Data 987 
Sensor 6 to head 4 (data) Received ACK: 1688 Data 950 
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Appendix A.2: Simulator’s log file presenting the ACK process. 
Source   Destination  
Sensor 4 sends data to sensor 0  
Sensor 1 sends data to sensor 0  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 3 sends data to sensor 1  
Sensor 2 sends data to sensor 1  
Sensor 4 received ACK from sensor 0  
Sensor 1 received data from sensor 3 Sending ACK 
Sensor 1 received data from sensor 2 Sending ACK 
Sensor 3 received ACK from sensor 1  
Sensor 2 received ACK from sensor 1  
Sensor 1 received ACK from sensor 0  
Sensor 5 sends data to sensor 1  
Sensor 6 sends data to sensor 4  
Sensor 1 received data from sensor 5 Sending ACK 
Sensor 1 sends data to sensor 0  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 4 sends data to sensor 0  
Sensor 5 received ACK from sensor 1  
Sensor 6 received ACK from sensor 4  
Sensor 7 sends data to sensor 5  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 8 sends data to sensor 5  
Sensor 5 received data from sensor 7 Sending ACK 
Sensor 9 sends data to sensor 5  
Sensor 5 sends data to sensor 1  
Sensor 10 sends data to sensor 6  
Sensor 4 received ACK from sensor 0  
Sensor 7 received ACK from sensor 5  
Sensor 1 received ACK from sensor 0  
Sensor 11 sends data to sensor 6  
Sensor 5 received data from sensor 8 Sending ACK 
Sensor 5 received data from sensor 9 Sending ACK 
Sensor 6 received data from sensor 10 Sending ACK 
Sensor 1 received data from sensor 5 Sending ACK 
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Sensor 6 sends data to sensor 4  
Sensor 1 sends data to sensor 0  
Sensor 8 received ACK from sensor 5  
Sensor 6 received data from sensor 11 Sending ACK 
Sensor 9 received ACK from sensor 5  
Sensor 10 received ACK from sensor 6  
Sensor 5 received ACK from sensor 1  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 4 sends data to sensor 0  
Sensor 12 sends data to sensor 11  
Sensor 11 received ACK from sensor 6  
Sensor 6 received ACK from sensor 4  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 1 received ACK from sensor 0  
Sensor 11 received data from sensor 12 Sending ACK 
Sensor 11 sends data to sensor 6  
Sensor 4 received ACK from sensor 0  
Sensor 12 received ACK from sensor 11  
Sensor 6 received data from sensor 11 Sending ACK 
Sensor 6 sends data to sensor 4  
Sensor 11 received ACK from sensor 6  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 4 sends data to sensor 0  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 6 received ACK from sensor 4  
Sensor 4 received ACK from sensor 0  
Sensor 3 sends data to sensor 1  
Sensor 2 sends data to sensor 1  
Sensor 1 received data from sensor 3 Sending ACK 
Sensor 1 sends data to sensor 0  
Sensor 1 received data from sensor 2 Sending ACK 
Sensor 3 received ACK from sensor 1  
Sensor 2 received ACK from sensor 1  
Sensor 1 Timeout ACK  send packet again  
Sensor 1 sends data to sensor 0  
Sensor 7 sends data to sensor 5  
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 5 received data from sensor 7 Sending ACK 
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Sensor 5 sends data to sensor 1  
Sensor 8 sends data to sensor 5  
Sensor 1 received ACK from sensor 0  
Sensor 7 received ACK from sensor 5  
Sensor 9 sends data to sensor 5  
Sensor 10 sends data to sensor 6  
Sensor 5 received data from sensor 8 Sending ACK 
Sensor 1 received data from sensor 5 Sending ACK 
Sensor 1 sends data to sensor 0  
Sensor 5 received data from sensor 9 Sending ACK 
Sensor 6 received data from sensor 10 Sending ACK 
Sensor 8 received ACK from sensor 5  
Sensor 6 sends data to sensor 4  
Sensor 5 received ACK from sensor 1  
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 9 received ACK from sensor 5  
Sensor 10 received ACK from sensor 6  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 12 sends data to sensor 11  
Sensor 4 sends data to sensor 0  
Sensor 1 received ACK from sensor 0  
Sensor 11 received data from sensor 12 Sending ACK 
Sensor 11 sends data to sensor 6  
Sensor 6 received ACK from sensor 4  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 12 received ACK from sensor 11  
Sensor 4 received ACK from sensor 0  
Sensor 6 received data from sensor 11 Sending ACK 
Sensor 6 sends data to sensor 4  
Sensor 11 received ACK from sensor 6  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 4 sends data to sensor 0  
Sensor 0 received data from sensor 4 Sending ACK 
Sensor 6 received ACK from sensor 4  
Sensor 4 received ACK from sensor 0  
Sensor 3 sends data to sensor 1  
Sensor 2 sends data to sensor 1  
Sensor 1 received data from sensor 3 Sending ACK 
Sensor 1 sends data to sensor 0  
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Sensor 1 received data from sensor 2 Sending ACK 
Sensor 3 received ACK from sensor 1  
Sensor 2 received ACK from sensor 1  
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 1 received ACK from sensor 0  
Sensor 7 sends data to sensor 5  
Sensor 5 received data from sensor 7 Sending ACK 
Sensor 5 sends data to sensor 1  
Sensor 7 received ACK from sensor 5  
Sensor 8 sends data to sensor 5  
Sensor 1 received data from sensor 5 Sending ACK 
Sensor 1 sends data to sensor 0  
Sensor 9 sends data to sensor 5  
Sensor 5 received data from sensor 8 Sending ACK 
Sensor 10 sends data to sensor 6  
Sensor 5 received ACK from sensor 1  
Sensor 8 received ACK from sensor 5  
Sensor 5 received data from sensor 9 Sending ACK 
Sensor 0 received data from sensor 1 Sending ACK 
Sensor 5 sends data to sensor 1  
Sensor 9 received ACK from sensor 5  
Sensor 1 received data from sensor 5 Sending ACK 
Sensor 1 received ACK from sensor 0  
Sensor 12 sends data to sensor 11  
Sensor 11 received data from sensor 12 Sending ACK 
Sensor 11 sends data to sensor 6  
Sensor 5 received ACK from sensor 1  
Sensor 10 Timeout ACK send packet again  
Sensor 10 sends data to sensor 6  
Sensor 12 received ACK from sensor 11  
Sensor 6 received data from sensor 10 Sending ACK 
Sensor 6 sends data to sensor 4  
Sensor 6 received data from sensor 11 Sending ACK 
Sensor 10 received ACK from sensor 6  
Sensor 4 received data from sensor 6 Sending ACK 
Sensor 4 sends data to sensor 0  
Sensor 11 received ACK from sensor 6  
Sensor 0 received data from sensor 4 Sending ACK 
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Appendix A.3: Simulator’s log file presenting the “Stop and wait” function. 
Time 
(msec) Sensor id    
21199859  Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21200109 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21200593 
 
Sensor   0 received data from    4 
Sending 
ACK 
21201031 
 
Sensor   0 received data from    1 
Sending 
ACK 
21201281 
 
Sensor   3 
sends data & waits for confirmation ACK from 
sensor    1  
21201281 
 
Sensor   2 
sends data & waits for confirmation ACK from 
sensor    1  
21201312 
 
Sensor  4 received ACK from  0  
21201546 
 
Sensor   1 received data from    3 
Sending 
ACK 
21201546 
 
Sensor   1 received data from    2 
Sending 
ACK 
21201796 
 
Sensor  3 received ACK from  1  
21201828 
 
Sensor  2 received ACK from  1  
21201906 
 
Sensor  1 received ACK from  0  
21202484 
 
Sensor   5 
sends data & waits for confirmation ACK from 
sensor    1  
21202546 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21203343 
 
Sensor   1 received data from    5 
Sending 
ACK 
21203406 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21203468 
 
Sensor   4 received data from    6 
Sending 
ACK 
21203562 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21204203 
 
Sensor  5 received ACK from  1  
21204203 
 
Sensor   7 
sends data & waits for confirmation ACK from 
sensor    5  
21204375 
 
Sensor  6 received ACK from  4  
21204406 
 
Sensor   0 received data from    1 
Sending 
ACK 
21204500 
 
Sensor   0 received data from    4 
Sending 
ACK 
21204593 
 
Sensor   8 
sends data & waits for confirmation ACK from 
sensor    5  
21204750 
 
Sensor   5 received data from    7 
Sending 
ACK 
21204750 
 
Sensor   5 
sends data & waits for confirmation ACK from 
sensor    1  
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21204781 
 
Sensor   9 
sends data & waits for confirmation ACK from 
sensor    5  
21204937 
 
Sensor   10 
sends data & waits for confirmation ACK from 
sensor    6  
21205125 
 
Sensor   11 
sends data & waits for confirmation ACK from 
sensor    6  
21205218 
 
Sensor  7 received ACK from  5  
21205281 
 
Sensor  1 received ACK from  0  
21205281 
 
Sensor  4 received ACK from  0  
21205312 
 
Sensor   5 received data from    8 
Sending 
ACK 
21205515 
 
Sensor   5 received data from    9 
Sending 
ACK 
21205765 
 
Sensor   1 received data from    5 
Sending 
ACK 
21205765 
 
Sensor   6 received data from    10 
Sending 
ACK 
21205921 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21205937 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21205937 
 
Sensor  8 received ACK from  5  
21206031 
 
Sensor   6 received data from    11 
Sending 
ACK 
21206281 
 
Sensor  9 received ACK from  5  
21206562 
 
Sensor  10 received ACK from  6  
21206656 
 
Sensor  5 received ACK from  1  
21206812 
 
Sensor   4 received data from    6 
Sending 
ACK 
21206812 
 
Sensor   0 received data from    1 
Sending 
ACK 
21206875 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21206921 
 
Sensor  11 received ACK from  6  
21207156 
 
Sensor   12 
sends data & waits for confirmation ACK from 
sensor   11  
21207656 
 
Sensor   0 received data from    4 
Sending 
ACK 
21207656 
 
Sensor  6 received ACK from  4  
21207750 
 
Sensor  1 received ACK from  0  
21207812 
 
Sensor   11 received data from    12 
Sending 
ACK 
21207875 
 
Sensor   11 
sends data & waits for confirmation ACK from 
sensor    6  
21208375 
 
Sensor  4 received ACK from  0  
21208500 
 
Sensor  12 received ACK from  11  
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21208781 
 
Sensor   6 received data from    11 
Sending 
ACK 
21208812 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21209703 
 
Sensor  11 received ACK from  6  
21209703 
 
Sensor   4 received data from    6 
Sending 
ACK 
21209734 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21210500 
 
Sensor   0 received data from    4 
Sending 
ACK 
21210562 
 
Sensor  6 received ACK from  4  
21211218 
 
Sensor  4 received ACK from  0  
21261906 
 
Sensor   2 
sends data & waits for confirmation ACK from 
sensor    1  
21262031 
 
Sensor   3 
sends data & waits for confirmation ACK from 
sensor    1  
21262218 
 
Sensor   1 received data from    2 
Sending 
ACK 
21262281 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21262281 
 
Sensor   1 received data from    3 
Sending 
ACK 
21262578 
 
Sensor  3 received ACK from  1  
21264312 
 
Sensor    2 Timeout ACK   
21264312 
 
Sensor   2 
sends data & waits for confirmation ACK from 
sensor    1  
21264593 
 
Sensor   1 received data from    2 
Sending 
ACK 
21264671 
 
Sensor    1 Timeout ACK   
21264671 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21264828 
 
Sensor  2 received ACK from  1  
21265390 
 
Sensor   7 
sends data & waits for confirmation ACK from 
sensor    5  
21265593 
 
Sensor   0 received data from    1 
Sending 
ACK 
21265906 
 
Sensor   5 received data from    7 
Sending 
ACK 
21265968 
 
Sensor   5 
sends data & waits for confirmation ACK from 
sensor    1  
21266187 
 
Sensor   8 
sends data & waits for confirmation ACK from 
sensor    5  
21266468 
 
Sensor  7 received ACK from  5  
21266468 
 
Sensor  1 received ACK from  0  
21266531 
 
Sensor   9 
sends data & waits for confirmation ACK from 
sensor    5  
21266687 
 
Sensor   10 
sends data & waits for confirmation ACK from 
sensor    6  
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21266843 
 
Sensor   5 received data from    8 
Sending 
ACK 
21266906 
 
Sensor   1 received data from    5 
Sending 
ACK 
21267031 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21267281 
 
Sensor   5 received data from    9 
Sending 
ACK 
21267500 
 
Sensor   6 received data from    10 
Sending 
ACK 
21267562 
 
Sensor  8 received ACK from  5  
21267593 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21267796 
 
Sensor  5 received ACK from  1  
21267984 
 
Sensor   0 received data from    1 
Sending 
ACK 
21268046 
 
Sensor  9 received ACK from  5  
21268281 
 
Sensor  10 received ACK from  6  
21268468 
 
Sensor   4 received data from    6 
Sending 
ACK 
21268531 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21268640 
 
Sensor   12 
sends data & waits for confirmation ACK from 
sensor    11  
21268953 
 
Sensor  1 received ACK from  0  
21269312 
 
Sensor  6 received ACK from  4  
21269312 
 
Sensor   0 received data from    4 
Sending 
ACK 
21269343 
 
Sensor   11 received data from    12 
Sending 
ACK 
21269406 
 
Sensor   11 
sends data & waits for confirmation ACK from 
sensor    6  
21270000 
 
Sensor  12 received ACK from  11  
21270062 
 
Sensor  4 received ACK from  0  
21270312 
 
Sensor   6 received data from    11 
Sending 
ACK 
21270343 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21271234 
 
Sensor   4 received data from    6 
Sending 
ACK 
21271234 
 
Sensor  11 received ACK from  6  
21271265 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21272062 
 
Sensor  6 received ACK from  4  
21272062 
 
Sensor   0 received data from    4 
Sending 
ACK 
21272796 
 
Sensor  4 received ACK from  0  
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21322765 
 
Sensor   3 
sends data & waits for confirmation ACK from 
sensor    1  
21323031 
 
Sensor   1 received data from    3 
Sending 
ACK 
21323062 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21323281 
 
Sensor  3 received ACK from  1  
21323968 
 
Sensor   0 received data from    1 
Sending 
ACK 
21324843 
 
Sensor  1 received ACK from  0  
21324953 
 
Sensor   2 
sends data & waits for confirmation ACK from 
sensor    1  
21325218 
 
Sensor   1 received data from    2 
Sending 
ACK 
21325250 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21325468 
 
Sensor  2 received ACK from  1  
21326156 
 
Sensor   0 received data from    1 
Sending 
ACK 
21326562 
 
Sensor   7 
sends data & waits for confirmation ACK from 
sensor    5  
21327031 
 
Sensor  1 received ACK from  0  
21327062 
 
Sensor   5 received data from    7 
Sending 
ACK 
21327093 
 
Sensor   5 
sends data & waits for confirmation ACK from 
sensor    1  
21327546 
 
Sensor  7 received ACK from  5  
21327765 
 
Sensor   8 
sends data & waits for confirmation ACK from 
sensor    5  
21328000 
 
Sensor   1 received data from    5 
Sending 
ACK 
21328062 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21328250 
 
Sensor   9 
sends data & waits for confirmation ACK from 
sensor    5  
21328421 
 
Sensor   10 
sends data & waits for confirmation ACK from 
sensor    6  
21328453 
 
Sensor   5 received data from    8 
Sending 
ACK 
21328921 
 
Sensor  5 received ACK from  1  
21329078 
 
Sensor   0 received data from    1 
Sending 
ACK 
21329109 
 
Sensor  8 received ACK from  5  
21329140 
 
Sensor   5 received data from    9 
Sending 
ACK 
21329234 
 
Sensor   5 
sends data & waits for confirmation ACK from 
sensor    1  
21329281 
 
Sensor   6 received data from    10 
Sending 
ACK 
21329375 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
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21329937 
 
Sensor  9 received ACK from  5  
21329953 
 
Sensor  1 received ACK from  0  
21330078 
 
Sensor  10 received ACK from  6  
21330109 
 
Sensor   1 received data from    5 
Sending 
ACK 
21330140 
 
Sensor   12 
sends data & waits for confirmation ACK from 
sensor    11  
21330203 
 
Sensor   1 
sends data & waits for confirmation ACK from 
sensor    0  
21330328 
 
Sensor   4 received data from    6 
Sending 
ACK 
21330453 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21330875 
 
Sensor   11 received data from    12 
Sending 
ACK 
21331031 
 
Sensor   11 
sends data & waits for confirmation ACK from 
sensor    6  
21331046 
 
Sensor  5 received ACK from  1  
21331265 
 
Sensor  6 received ACK from  4  
21331328 
 
Sensor   0 received data from    1 
Sending 
ACK 
21331453 
 
Sensor   0 received data from    4 
Sending 
ACK 
21331531 
 
Sensor  12 received ACK from  11  
21332000 
 
Sensor   6 received data from    11 
Sending 
ACK 
21332078 
 
Sensor   6 
sends data & waits for confirmation ACK from 
sensor    4  
21332250 
 
Sensor  4 received ACK from  0  
21332250 
 
Sensor  1 received ACK from  0  
21332906 
 
Sensor  11 received ACK from  6  
21332937 
 
Sensor   4 received data from    6 
Sending 
ACK 
21332968 
 
Sensor   4 
sends data & waits for confirmation ACK from 
sensor    0  
21333781 
 
Sensor   0 received data from    4 
Sending 
ACK 
21333812 
 
Sensor  6 received ACK from  4  
21334500 
 
Sensor  4 received ACK from  0  
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Appendix A.4: Simulator’s log file presenting the request / reply process. 
Sensor node id Request/ reply Cluster head id 
Sensor 1 requests connection  
Sensor 2 requests connection  
Sensor 3 requests connection  
Sensor 4 requests connection  
Sensor 5 requests connection  
Sensor 6 requests connection  
Sensor 7 requests connection  
Sensor 8 requests connection  
Sensor 9 requests connection  
Sensor 10 requests connection  
Sensor 11 requests connection  
Sensor 12 requests connection  
Sensor 4 got connection ACK from 0. 
Sensor 1 got connection ACK from 0. 
Sensor 2 requests connection  
Sensor 3 requests connection  
Sensor 5 requests connection  
Sensor 6 requests connection  
Sensor 7 requests connection  
Sensor 8 requests connection  
Sensor 9 requests connection  
Sensor 10 requests connection  
Sensor 11 requests connection  
Sensor 12 requests connection  
Sensor 3 got connection ACK from 1. 
Sensor 2 got connection ACK from 1. 
Sensor 5 got connection ACK from 1. 
Sensor 6 got connection ACK from 4. 
Sensor 7 requests connection  
Sensor 8 requests connection  
Sensor 9 requests connection  
Sensor 10 requests connection  
Sensor 11 requests connection  
Sensor 12 requests connection  
Sensor 7 got connection ACK from 5. 
Sensor 8 got connection ACK from 5. 
Sensor 9 got connection ACK from 5. 
Sensor 10 got connection ACK from 6. 
Sensor 11 got connection ACK from 6. 
Sensor 12 requests connection  
Sensor 12 got connection ACK from 11. 
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Appendix A.5: Data send by the sources. 
Source Destination Data (bytes) 
Sensor 3 to head 0 Send data 55 
Sensor 2 to head 0 Send data 55 
Sensor 4 to head 0 Send data 55 
Sensor 1 to head 0 Send data 55 
Sensor 5 to head 1 Send data 55 
Sensor 6 to head 4 Send data 55 
Sensor 4 to head 0 Send data 139 
Sensor 1 to head 0 Send data 139 
Sensor 7 to head 5 Send data 55 
Sensor 8 to head 5 Send data 55 
Sensor 9 to head 5 Send data 55 
Sensor 5 to head 1 Send data 139 
Sensor 10 to head 6 Send data 55 
Sensor 11 to head 6 Send data 55 
Sensor 6 to head 4 Send data 139 
Sensor 1 to head 0 Send data 252 
Sensor 4 to head 0 Send data 252 
Sensor 12 to head 11 Send data 55 
Sensor 11 to head 6 Send data 139 
Sensor 6 to head 4 Send data 252 
Sensor 4 to head 0 Send data 394 
Sensor 3 to head 0 Send data 110 
Sensor 2 to head 0 Send data 110 
Sensor 7 to head 5 Send data 110 
Sensor 8 to head 5 Send data 110 
Sensor 5 to head 1 Send data 268 
Sensor 9 to head 5 Send data 110 
Sensor 10 to head 6 Send data 110 
Sensor 1 to head 0 Send data 455 
Sensor 6 to head 4 Send data 381 
Sensor 4 to head 0 Send data 597 
Sensor 12 to head 11 Send data 110 
Sensor 11 to head 6 Send data 268 
Sensor 6 to head 4 Send data 539 
Sensor 4 to head 0 Send data 784 
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Appendix A.6: Simulator’s spread sheet outcome. 
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The following appendices with the full simulation results can be found at the CD-ROM: 
APPENDIX B: CLUSTER ALGORITHM PERFORMANCE EVALUATION  
APPENDIX C: OPTIMISATION OF A CLUSTER HEAD RECOVERY 
PROCESS 
APPENDIX D: CONNECTIVITY OPTIMIZATION OF FIVE MOBILE SENSOR 
NODES 
APPENDIX E: CONNECTIVITY OPTIMIZATION OF SIX MOBILE SENSOR 
NODES 
APPENDIX F: USNeT SIMULATOR SOURCE CODE 
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