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The BCH bound approaches zero with increasing code length for 
any fixed value of the ratio of minimum distance to code length. Does 
this happen because the codes actually deteriorate or does the bound 
just become loose? It is shown that the BCH bound gives the true 
minimum distance within a factor of two. We conclude that it is the 









LIST OF SYMBOLS 
code length 
number of information symbols in a code 
linear code with parameters n and k 
Galois field of q elements 
primitive element of GF(q "~) 
minimum (Hamming) distance between code words in a code 
generator polynomial of a cyclic code 
kin = code efficiency or rate 
greatest integer contained in x 
Of the numerous classes of random-error-correcting codes proposed to 
date, the class discovered by Bose and Chaudhuri (1960) and, independ- 
ently and earlier, Hocquenghem (1959) are easily the most widely re- 
no~med. The reasons for this are not hard to find. BCH codes of moder- 
ate length are rather powerful random-error-correctors and, thanks to 
Peterson (1961), can be implemented ~qth a modest amount of equip- 
ment. Also, and perhaps most important, the codes possess a rather 
beautiful mathematical structure; as a result much has been learned about 
them in the last few years. 
The main result of Bose and Chaudhuri, and Hocquenghem ~akes the 
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form of a bound. This BCH bound states that i f  the generator poly- 
nomial of a cyclic code, g(x), contains the roots 1 
dBCtt-1 ~1, 0~2, . . .  , O/ , (1) 
then the minimum distance of the code is bounded by 
d > dBc~. (2) 
A cyclic code of this type, whose generator polynomial does not con- 
t~in any other roots except hose congruent to the roots of (1), is called 
a BCH code. If a is chosen to be a primitive element of GF(2m), then 
n = 2 m - 1 and the code is a primitive BCH code. Similarly, if a is non- 
primitive, so is the code. In this paper attention is restricted to the prim- 
itive case, and by "BCH code" is to be understood "primitive BCH 
code" .  
The efficiency of such a code, lc/n, is bnown to be lower-bounded by 
n -  n '  
where [x] denotes the greatest integer contained in x. It has been ob- 
served that if the ratio of dBc~/n is held constant and the code length 
allowed to approach infinity, then the bound on code efficiency of (3) 
seems to approach zero. (See p. 165of Peterson (1961), for example.) 
Two explanations for this behavior have been offered. Either the bound 
is loose for large n [it is known to be rather tight for small n (see Paterson 
(1965), for example) ] or it is not and the codes actually have relatively 
low minimum distances when n is large. We now proceed to show that it 
is the codes, and not the bound, which deteriorate with increasing code 
length. This is done in two steps. First it is shown that the bound is 
tight (within a factor of 2). 2 Then it is shown that, as expected, the 
BCH bound on efficiency approaches zero with increasing n for all values 
of dBc~/n ~referring to binary codes). 
STEP 1. THE BCH BOUND IS TIGHT 
Kasami, Lin and Paterson (1966) have shown that if dBcH = 2 ~ -- 1, 
then the minimum distance, d, of the BCH code defined in (1) is exactly 
i Actually a slightly more general form of the result can be given: If g(x) con- 
tains a TM, am°+1, ".', d n°+dBca~'-2 , then (2) holds. However, practically all results 
of interest (here and elsewhere) have been obtained from the result stated in (1), 
so this generalization is ignored here. 
2 Only binary codes are considered herein. However, the results generalize with- 
out difficulty. 
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equal to the BCH bound; that is 
d = dBc~ = 2" - -  1. (4) 
I f  on  the other hand,  
2 "~ - -  1 < dsc  H < 2 ~+~ - - 1, (5) 
then d cannot exceed 2 ~+1 - 1. For the code with dBca < 2 ~+~ -- 1 con- 
tains the code for which &c~ = 2~+~ - 1. Therefore, we have 
2 ~-  1 < dBc~ < d < 2 ~+1- 1. (6) 
I t  follows that  
&CH A d < 2dBc~ (7) 
for any BCH code. More precisely, d < 2 "+1 - 1 where 2 ~+1 - 1 is the 
smallest number of this form not less than dBc~. In brief, the BCH 
bound gives the true minimum distance within a factor of two. This 
upper bound on the minimum distance of BCH codes is illustrated in the 
accompanying figure for the case of m = 16; i.e., n = 65535. 
Kasami, Lin and Peterson (1966) have shown that the minimum 
distance of many BCH codes for which d is not of the form 2 ~ - 1 is 
also known to be given exactly by the BCH bound. By the argument 
employed in the preceding paragraph, every such known point puts 
another "step" in the upper bound on minimum distance. This improve- 
ment is shown as the dotted curve in the figure. 
STEP 2. THE BCH BOUND APPROACHES ZERO 
Let a be the positive integer m -- s. Clearly, 1 _<- a -<_ m. Consider the 
sequence of BCH codes each of whose minimum distance satisfies the 
following inequality: 
2" -- 1 =< d < 2 ~+1- 1, (8) 
where a is constant and s increases linearly with m. It  has been pointed 
out that d -- dacH for BCH codes with dsc~ = 2 ~ -- 1 for any choice of 
m and a (~). Therefore, for any code for which (8) holds it is also true that 
d < 2_a+1 (9) 
n 
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Plot of Code Efficiency -vs- Minimum Distance/Code Length for BCH 
Codes of Length 65535. 
FIG, 1 
and we are considering a sequence of codes for which the ratio d/n is 
overbounded by a constant. 
For each m, let the BCH code defined in (8) be C(m) and denote by 
C'(m) the BCH code with d = dBc~ = 2 * -- 1. Similarly, let k(m) and 
k'(m) be the number of information digits of C(m) and C'(m) respectively. 
I t  is clear that 
C(m) ~ C'(m) (10) 
and that 
k(m) <_- k'[m). (11) 
Let  gin'(x) be the generator polynomial of the code C'(m). Then, by 
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definition, every root of g,J(x) is congruent to one of the roots 
a I ,  c~ ~ , . . -  , t~ 2" -s .  (12)  
The exponent of such a root is therei'ore a cyclic shift (period m, of course) 
of oneof  the numbers 1, 3,  - . .  , 28 -- 3 expressed in binary fo rm.  
Since all the l's of each of the numbers 1, 3,  • • • , 2 * - 3 are confined 
to the first s positions of its binary m-tuple representation, it follows 
that the m-tuple associated with every root of gin'(x) contains at least one 
cyclic string of m - s = a or more consecutive zeroes. Conversely, 
every root which is not in gin'(x) (except he m roots congruent o 2 ~ 
- 1) contains no cyclic string of length a or gre~ter. (The term "cyclic 
string" here includes sequences of zeroes which overlap the ends of the 
m-tuples.) Certainly every root which does not contain a cyclic string of 
length a or greater does not contain any string which does not overlap 
the end~ of the m-tuple. Thus 
(number of m-tuples which do not ] 
k'(m) ~ t contain a sequence of a or more I + m, (13) 
[consecutive zeroes. 
where sequences of zeroes which overlap the ends of the m-tuples c,~n 
now be ignored. The analysis leading to Eq. (13) is based on Mann's 
work (1962). 
Let q and r be the quotient and remainder, espectively, resulting from 
the division of m by a; i.e., 
m = qa+ r, (14) 
where 0 _-< r < a. For each m-tuple, we divide it into segments of "a" 
digits. There are q complete segments plus an incomplete segment of 
"r"  digits at the end. If the m-tuple does not contain a sequence of a or 
more consecutive zeroes, then there are at most 2 a -- 1 choices for each 
a-segment (since a string of "a" zero is prohibited). Therefore, we have 
"number of m-tuples which do not] 
contain a sequence of a or more f < (2" - 1)q.2L (15) 
consecutive zeroes ) 
Since q ~ m/a  and 0 - r < a, then 
:umber  of m-tuples which do not~ 2 ~ 
ontain a sequence of a or more ~ < (2~ -- 1)~t~" 
consecutive zeroes ] = ( f )m.2,  ' (16) 
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where 
f = (2 a - 1) TM < 2. (17) 
From (11), (13) and (16), we obtain 
/~(m) < 2 a. (f)"~-4- m. (18) 
Dividing both sides of (18) by 2 ~ gives 




lira 2 % = 0 
7/~-.a.zO 
lira m/2 m = O, 
lira R(m) = lim k(m) _ O. (20) 
~= ~ 2 m 
Thus as code length increases, the bound on the efficiency of BCH codes 
(with d/n upper-bounded by a fixed constant) approaches zero. But by 
Step 1 this bound is tight within a factor of two. This justifies the asser- 
tion made in the title and leads to the following conclusion: 
The efficiency of BCH codes with. fixed din approaches zero as the 
code length increases. Equivalently, with the efficiency fixed the ratio 
din approaches zero. 
While this result in no way affects the usefulness of even moderately 
long (s~y up to 10,000 bits or so) BCH codes, it does show that to find 
very long, powerful, random-error-correcting codes one must look else- 
where. The only alternative at present is random codes and, because of 
the complexity of their implementation, these are not particularly 
attractive. However, since the BCH codes form a numerically insignifi- 
cant subset of the class of cyclic codes for large n, it may well be that 
there exist other types of long cyclic codes whose minimum distances 
are considerably greater than those of the BCH codes. Perhaps the 
knowledge that BCH codes are not so good, after all, will pr0~vide the 
incentive necessary torender fruitful some future search for better codes. 
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