Objective: We evaluated whether deep learning applied to whole-brain presurgical structural connectomes could be used to predict postoperative seizure outcome more accurately than inference from clinical variables in patients with mesial temporal lobe epilepsy (TLE). Methods: Fifty patients with unilateral TLE were classified either as having persistent disabling seizures (SZ) or becoming seizure-free (SZF) at least 1 year after epilepsy surgery. Their presurgical structural connectomes were reconstructed from whole-brain diffusion tensor imaging. A deep network was trained based on connectome data to classify seizure outcome using 5-fold cross-validation. Results: Classification accuracy of our trained neural network showed positive predictive value (PPV; seizure freedom) of 88 ± 7% and mean negative predictive value (NPV; seizure refractoriness) of 79 ± 8%. Conversely, a classification model based on clinical variables alone yielded <50% accuracy. The specific features that contributed to high accuracy classification of the neural network were located not only in the ipsilateral temporal and extratemporal regions, but also in the contralateral hemisphere. Significance: Deep learning demonstrated to be a powerful statistical approach capable of isolating abnormal individualized patterns from complex datasets to provide a highly accurate prediction of seizure outcomes after surgery. Features involved in this predictive model were both ipsilateral and contralateral to the clinical foci and spanned across limbic and extralimbic networks.
the reasons that seizure freedom is achieved remains of paramount importance in the context of epilepsy care.
Taking advantage of newer in vivo neuroimaging techniques capable of reconstructing whole-brain structural neural architecture (ie, the structural connectome) by means of diffusion magnetic resonance imaging (dMRI), our group has demonstrated that pathologically increased limbic and extralimbic connectivity can explain seizure outcomes after epilepsy surgery. [12] [13] [14] These observations are in accordance with recent invasive neurophysiology findings that demonstrate that ictal propagation patterns can lead to plastic changes and reinforcement of epileptic networks. 15 One of the challenges relating connectivity patterns to clinical phenotypes is that aberrant connectivity is variable across individuals, with different patients exhibiting different foci of abnormalities in limbic and extralimbic networks. 16 Thus, mapping the brain network in the context of epilepsy could be improved by statistical approaches capable of isolating abnormal individualized patterns in complex datasets. Deep learning is a powerful computational approach capable of automatically learning features and patterns from data, 17 which could be optimally used for this goal.
In this study, we tested whether deep learning could identify sets of connectome features and their combinations, associated with surgical outcomes. In addition to deep learning, we employed a preprocessing connectivity selection technique, incorporated into our training procedure, to overcome limitations related to the ratio between the number of subjects and the number of region-to-region connectivity variables from each subject. We then tested whether our approach could classify TLE based on surgical outcomes better than conventional clinical prediction.
| METHODS

| Participants
We retrospectively studied 50 consecutive patients with a diagnosis of medication refractory TLE based on International League Against Epilepsy (ILAE) criteria 18 and comprehensive clinical assessment, including neurologic examination, prolonged video-electroencephalography (EEG) monitoring, and 3T MRI confirming either normal MRI or unilateral hippocampal atrophy concordant with the side of seizure onset. Patients underwent ipsilateral anterior temporal lobectomy (80%) or mesial temporal laser ablation (20%), all performed at the Medical University of South Carolina by the same neurosurgeon (W.A.V.). We classified surgical outcome based on the Engel Surgical Outcome scale 19 as either seizure-free (SZF; Engel class I) or not seizure-free (SZ; Engel class II through IV). We chose this classification because while Engel class I contemplates the possibility of simple partial seizures after surgery, patients in this class are still considered to be seizure-free in terms of disabling seizures (ie, with loss of consciousness). The determination of postsurgical outcome was based on in-person interview and assessment of patients during clinic follow-up, at least 1 year after surgery. It is important to note that patients in both outcome groups were comparable across a large number of demographic and clinical variables (Table 1 ). Also notable is that no significant differences were found between the outcome groups in the proportion of patients who had received anterior temporal lobectomy (ATL) vs laser ablation (Fisher's exact probability ϕ = 0.02, P = 0.58). We note that patients included in this study correspond to an ongoing cohort of individuals treated surgically for epilepsy at Medical University of South Carolina (MUSC). Individuals from this cohort have been reported in other group studies.
12,14,20,21
| Image acquisition and processing
All patients underwent brain imaging using a Siemens 3T MRI scanner (12- 
Key Points
• Deep learning is a powerful computational approach capable of automatically learning features and patterns from data • Using structural connectivity as the input layer, our neural network showed high accuracy to predict seizure outcomes after epilepsy surgery • Features involved in predicting postsurgical outcome were both ipsilateral and contralateral to the epileptic focus images and divided into 384 regions of interest (ROIs) based on the Atlas of Intrinsic Connectivity of Homotopic Areas (AICHA) 22 with 192 ROIs for each hemisphere; (2) an individual probabilistic white matter map also obtained from T1-weighted images was used to subsequently guide fiber tracking; (3) the individual white matter map and the 384 ROIs were registered into the individual diffusion tensor imaging (DTI) space; (4) probabilistic DTI fiber tracking was performed between all possible pairs of ROIs: FSL's (FMRIB Software Library, Oxford, UK) Bedpostx and Probtrackx 23 were used to determine the number of probabilistic streamlines arriving in one ROI, when another ROI was seeded, using the white matter as the waypoint. Fiber tracking was performed using FSL FDT's probabilistic tractography method (RRID: SCR_002823). 24 Seeding one ROI at a time (i), the number of streamlines arriving to another ROI (j) was computed, averaging the connections from ROI i to ROI j and vice versa. The number of streamlines was corrected by the distance between ROIs and by the sum of volume of the ROIs (ie, the resulting number of fibers obtained from distance corrected ProbtrackX was divided by the sum of the volumes of the connected ROIs). This correction was implemented to attenuate the wellestablished linear bias toward longer fibers inherent to the tractography algorithm. 
| Computational approach overview
One of the challenges in the classification approach to connectivity data is the very large number of input connections at the input layer in our neural network design. To overcome the challenge of the very large number of input connections, we binarized the input matrix, as explained in detail below. Next, during the training process, we further reduced the number of input layer connections by using connections that were found to be important in the training set. We henceforth refer to these connections as the learned binary mask. By applying the learned binary mask to the connectivity data prior to be input into the neural network, 3 important design considerations were achieved: (1) the search space was significantly reduced, (2) the layered architecture of the neural network was simplified, and (3) the optimization method could converge to a very good local optimum in a reasonably short amount of time. To avoid applying the learned binary masks to connectivity matrices in the test fold, our approach eliminated this potentially complex operation. Because the binary masks were applied to the connectivity data during the training portion, the first hidden layer was set to learn the binary mask patterns. In doing so, this knowledge was intrinsic to the trained classification model. Finally, finding the optimal neural network model and binary operation parameters was automatically identified using a 3-dimensional grid search that was incorporated into the 5-fold cross-validation procedure. (Figure 1 summarizes the steps involved in the preprocessing of our connectivity data.) We were also interested in identifying specifically which connections had the greatest contribution to classification accuracy. Because the neural networks in our 5-fold crossvalidation procedure were trained using connections that led Values are shown as mean (SD, standard deviation) unless otherwise specified.
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to higher predictive value for SZ vs SZF (SZ vs SZF binary masks), it was reasonable to assume that these learned connections heavily influenced the accuracy of the trained neural network model. However, because the connectivity data in each training fold is different, that is, random subjects are assigned to each training fold, variability exists in the learned binary masks. To address this concern, the 5-fold cross-validation procedure was repeated 1000 times, which created 5000 SZ binary masks and 5000 SZF binary masks as illustrated in Figure 2 . Next, only those connections that were common to each SZ binary mask and common to each SZF binary mask were created. Finally, for each surgical treatment outcome group, the common binary mask was applied to the connectivity data and the distribution results were then used to interpret which connections may be related to the surgical treatment outcome.
| From connectome to input layer
Because the m × m connectivity matrix C is symmetric about the main diagonal, only the connectivity values in the upper triangular part were needed. For each participant, a new m × k connectivity matrixĈ was constructed by first extracting the upper triangular part of C, not including the main diagonal, and then reshaping into a new matrixĈ, where k was the number of columns and k < m. Next, for each subject, a m × k binary connectivity matrixB was found. The binary operation was a simple threshold technique based on a quantile analysis. In particular, given connectivity matrixĈ, auantile connectivity value p was computed. Next, the connectivity values inĈ that were <p were set to zero inB, and the connectivity values inĈ that were ≥p were set to one inB. It should be noted, to maintain the SZ to SZF ratio in our 5-fold cross-validation procedure, α was set between 11 and 12 and β was set between 28 and 29.
Next, a SZ binary mask
was found that identified the connectivity values greater than or equal to theuartile and common to all SZ subjects, and SZF bin-
was found that identified the connectivity values greater than or equal to theuartile and common to all SZF subjects. The second step (Step-2) then applied the SZ or SZF training binary masks to the SZ or SZF connectivity matrix, respectively, before input into the neural network. Specifically, given a training connectivity matrixĈ, if the surgical treatment outcome was SZ, then an element-wise matrix multiplication C M ¼Ĉ M SZ was performed with the SZ binary mask. The resulting connectivity matrixĈ M was very sparse (ie, a large number of connectivity values set to zero), which meant the input dimensionality of the connectivity matrix had been significantly reduced before it was provided to the input layer of the neural network. Next, the training F I G U R E 2 Procedure used to determine the connections that had the greatest contribution to classification accuracy. Top panel, Computing the common SZ and SZF binary masks by finding the intersection of 5000 SZ binary masks and 5000 SZF binary masks generated by the 5-fold cross-validation procedure repeated 1000 times; Bottom panel, Procedure by which the common binary mask was used to find the SZ connection distribution. Connections that had larger values influenced the training of the neural network and therefore had a greater contribution to classification accuracy labels were applied, and a supervised optimization procedure was used to compute the edge weight and bias values at each layer in the neural network that resulted in the highest classification accuracy.
Once the supervised training step was completed, the surgical treatment outcome of a test connectivity matrix (one not used to train the neural network) could be estimated. As shown in Figure 1 (bottom panel), a binary SZ or SZF mask was not applied to the test connectivity matrix. It was simply fed into the trained neural network, and the output was the predicted surgical treatment outcome, for example, either SZ or SZF.
| Optimal neural network model and binary mask operation parameters
The optimal momentum (p m ) and learning rate (p lr ) neural network model parameters, along with the connectivity matrix binary operation quantile (q), were found by incorporating a grid search in the 5-fold cross-validation procedure. Specifically, an independent three-dimensional grid search was performed for each test fold, and the confusion matrix was stored at grid coordinate (p m , p ir , q). In particular, p m was adjusted in increments of 0.0005 starting at 0.001 and ending at 0.1, while p ir was adjusted in increments of 0.00005 starting at 0.0001 and ending at 0.001, and q was adjusted in increments of 0.005 starting at 0.8 and ending at 0.999. When the grid search was complete, the confusion matrix that achieved the highest PPV and NPV was selected. It should be noted, when the decay value was set to a particularly small value (~10 −6 ), it had little to no effect on the classification accuracy of the trained neural network, so this model parameter was not included in the grid-search procedure.
| Five-fold cross-validation procedure
The classification model was evaluated using a 5-fold cross-validation procedure. Five folds were selected because the dataset had 50 different subjects, that is, 14 SZ subjects and 36 SZF subjects. Furthermore, in each fold, the subjects were randomly selected, and the ratio of SZ to SZF subjects was maintained, that is, each fold may feature between 2 or 3 SZ patients and between 7 or 8 SZF patients. 
| Connections that contribute to classification accuracy
In deep neural network learning approaches, identifying the input connections that have the greatest contribution, and the least contribution, to classification accuracy is a very challenging problem. From a clinical point of view, this is a markedly important aspect of model design that could enable clinicians to understand and interpret which connections are related to, in our case, the surgical treatment outcome. The neural network model backtrack approach introduced by Hazlett et al 26 is a common technique used to identify these connections. In general, this approach starts at the output layer and works backwards through the trained neural network, that is, through the hidden layers to the input layer (not including the activation and dropout layers), and follows the hidden layer nodes that have the largest contribution to the layer directly above. Unfortunately, if the number of input connections is very large, the number of connections found by the backtrack procedure would also be very large. To further reduce the number of input connections, a heuristic approach can be added that applies different thresholding values at each layer/step in the backtrack process. Even though this handcrafted solution sounds reasonable, small threshold adjustments may produce different input connection results, especially if the neural network design has a significant number of hidden layers, and the number of nodes in one or more of the hidden layers is also very large (≥10 000). To remove these limitations, a binary masking approach was chosen that learns a small subset of connections that are pertinent to our surgical treatment outcome groups prior to model training. In doing so, we moved from a model-dependent approach that applies a complex backtrack algorithm to identify pertinent input connections after the neural network is trained, to a model-independent approach that applies a simple binary masking technique to identify pertinent input connections before the neural network is trained. Because the 5-fold cross-validation process was repeated 1000 times, this iterative training process created a set of 5000 SZ binary masks fM was found that contained only those connections that occurred in each SZ binary masks created by the cross-validation training procedure. In short, these connections were used to train all 5000 neural network classification models. Likewise, a SZF common binary mask
was also found that contained only those connections that occurred in each SZF binary masks created by the cross-validation training procedure. Next, even though the number of connections was greatly reduced by our common binary masking approach, we still needed to identify the common binary mask connections that had the greatest contribution to classification accuracy. To do so, we applied the common binary mask to each connectivity matrix, summed the results together, and then identified the connections that had the largest summed total. For instance, for the SZ group,
was a m × k matrix, where the value of each element in D SZ represented the total connectivity value across each SZ connectivity matrix. As shown in Figure 2 (bottom panel), we were able to visualize D SZ by converting to a m × k dimension vector and then plotting the distribution of values. Finally, the connections with the largest value in D SZ were identified using a quantile calculation; specifically, using the values in D
SZ
, the q = 0.5 quantile value p was computed and the connections in D SZ that were ≥p represented the connections with the greatest contribution to classification accuracy.
| Comparison between connectome and clinical variables
To compare the accuracy provided by our classification approach vs clinical variables, we performed a discriminant function including the 14 clinical variables featured in Table 1 . We then compared the predictive values and accuracies of both methods side by side.
| RESULTS
At completion of the 5-fold cross-validation grid-search procedure, the binary mask operation quantile value, momentum, and learning rate surgical treatment outcome classification model parameters that yielded the reported PPV and NPV results were 0.955, 0.0985, and 0.000976, respectively. These optimum model parameter and binary mask operation values were then used to determine the classification accuracy, which showed PPV of 88 ± 7% and mean NPV of 79 ± 8%. For comparison purposes, the classification performance of the following approaches was also computed: (1) only neural network, that is, no binary mask operation, showed PPV of 65 ± 11% and a mean NPV of 51 ± 14%; (2) only binary mask approach, that is, no neural network, showed PPV of 67 ± 10% and a mean NPV of 56 ± 13%. It should be noted that, for these comparisons, (1) an independent two-dimensional grid search was used to find the optimal momentum and learning rate, and (2) a distance-based calculation applied to determine the surgical treatment outcome. The details about both can comparison approaches can be found in the Supporting Information. The model based on clinical variables (ie, as mentioned above, the discriminant function including the 14 clinical variables featured in Table 1 ) (Wilk's λ = 0.68, chisquare = 9.12, df = 14, P = 0.82) yielded 69.7% classification accuracy of the original grouped cases and only 45.5% classification accuracy on leave-one-out cross-validated grouped cases.
| Distribution of nonzero connections in the SZ and SZF binary masks
The histogram plots in Figure 3 show the distribution of nonzero connections for the 5000 SZF binary masks and the 5000 SZ binary masks generated by the 5-fold cross-validation procedure that was repeated 1000 times. In addition, these binary masks were also used to find the common binary masks illustrated in Figure 2 . In general, the distribution of nonzero binary mask connections, that is, sparsity, for the 2 surgical treatment outcome groups was very similar. More specifically, each binary mask was assigned to one of 5 bins (assuming a bin size of 10), the range of nonzero connections fell between 800-810 and 890 to approximately 950, and the number of binary masks assigned to each bin was identical, that is, each bin was assigned 1000 binary masks.
| Connections that contribute to classification accuracy
As shown in Figure 4 (top panel), the common binary masks were sparse, and the intersectionM SZ ∩M SZF contained only a few connections. In particular, the number of nonzero connections in the SZ common binary mask was 168 (99.7% reduction from 75 536), the number of nonzero connections in the SZF common binary mask was 208 (97% reduction from 75 536), and the number of nonzero connections that occurred in both the SZ and SZF common binary masks (ie, the intersection) was 9. These results suggest that the connections learned by the neural networks were closely related to the surgical treatment outcome.
Next, Figure 4 (middle and bottom panels) shows the results of the q = 0.5 quartile analysis when applied to the SZ surgical treatment outcome connectivity values in D SZ , and the q = 0.5 quartile analysis when applied to the SZF surgical treatment outcome connectivity values in D
SZ
. In particular, the number of connections in the SZ case was reduced to 10, and the number of connections in the SZF case was reduced to 8. For visual purposes, the top connections are overlaid on a brain using the brain region locations defined in the AICHA atlas.
| DISCUSSION
Evidence from structural and functional neuroimaging has consistently demonstrated that epilepsy is as a disease of abnormal networks, with changes occurring well beyond the focus of ictogenesis. 27 Thus, the architecture of a patient's brain network may have the answer to an imperative question in the field of epilepsy: Why do some patients, despite being deemed optimal surgical candidates, fail to achieve seizure control after epilepsy surgery? To address this issue, in this study, we sought to combine modern quantitative neuroimaging techniques (ie, wholebrain structural connectivity derived from dMRI) with advances in computational techniques capable of automatically learning features and patterns from large data (ie, deep learning). Specifically, we sought to probe whether we could predict seizure outcome after epilepsy surgery based on the presurgical structural connectome of patients with TLE. This question is important from both a clinical and a theoretical standpoint. Theoretically, our approach may further the mechanistic understanding of seizure refractoriness by identifying abnormal connectivity patterns otherwise not elucidated by more conventional statistical approaches, such as multivariate linear discriminant analyses or hand-designed machine learning (eg, support vector machine). Clinically, if we could identify specific patterns of network abnormalities associated with different clinical phenotypes (eg, seizure freedom after surgery), we could potentially promote earlier referral to epilepsy surgery in patients deemed to be favorable candidates. This, in turn, would likely lead to reduced psychosocial burden and improved quality of life. Given its capacity to automatically learn features and patterns from large volumes data, deep learning is an ideal approach for this endeavor, as it can be used to train deep neural networks to perform specific tasks, such as learning to identify patterns of network abnormalities associated with seizure freedom vs refractoriness in a patient population. In a typical deep neural network, an input layer is made up of input neurons, each associated with a data point. The rightmost or last layer is the output layer, which for our purposes represented seizure-free (SZF) or non-seizure-free (SZ) status at least 1 year after epilepsy surgery. The layers that lie in-between are so-called hidden layers and serve as processing stations between the input and output layers. By training this neural network with many examples, the network will attempt to find the combination of weights and biases (ie, values expressing the importance of the respective inputs to each output) in a way that it minimizes a cost function (the errors made in the training phase). In particular, we employed a group-based binary mask learning technique to overcome constraints related to sample size and number of features for each data point. In general, a large amount of data is required to train a classification model based on a deep neural network design. In these deep-learning approaches, the architecture of the neural network typically defines many hidden layers; in other words, the network is very deep and gradually reduces high-dimensional data at the input layer to some lower dimension representation at the output layer. For instance, F I G U R E 3 Histogram plots showing the distribution of nonzero connections for the 5000 SZF binary masks and the 5000 SZ binary masks generated by the 5-fold cross-validation procedure that was repeated 1000 times F I G U R E 4 Connections that had the greatest contribution to classification accuracy results. Top panel, Common binary masks for the SZ and SZF surgical treatment outcomes and the intersection of these two masks; Middle panel, Top 10 SZ connections found using the SZ common binary mask, the connectivity matrices of each SZ subject, and a q = 0.5 quartile analysis. Bottom panel, Top 8 SZF connections found using the SZF common binary mask, the connectivity matrices of each SZF subject, and a q = 0.5 quartile analysis. These diagrams arbitrarily depicted ipsilateral connections on the left hemisphere and contralateral connections on the right hemisphere. Brain structures listed correspond to the ROIs as labeled by the AICHA parcellations atlas in our approach, if we decided to use all the connectivity values, the input layer would have 75 536 nodes, one for each connection in the upper triangular portion of the 384 × 384 connectivity matrix, and the output layer would have 2 nodes, one for each surgical treatment outcome group (ie, SZ and SZF). Even though deep learning is an incredibly powerful machine-learning technique that has seen tremendous success in the last several years, 17 the search space is incredibly large given the dimensionality of our connectivity matrix. The size of the search space, combined with a small number of training examples and a deep architecture design, would mean the optimization method used to refine the network weight and bias values at each hidden layer required a significant amount of time and memory to find a reasonable local optimum, that may, in best case scenario, approach a global one. In short, from a computational point of view, the time and space requirements required by such a deep model design is undesirable.
As with any computational modeling approach, overfitting the deep learning model during the training procedure is always a concern, especially when there is a limited number of training samples. In our 5-fold cross-validation analysis, because there are roughly half as many SZ subjects as SZF ones, it is possible that the learned SZ binary mask (M SZ ) may have fewer nonzero connections, that is, is more sparse than the learned SZF binary mask (M SZF ) as illustrated in Figure 1 ( Step 1). As a result, the neural network may be biased, that is, overfit, to the SZ outcome. From a neural network design perspective, several dropout layers were added to specifically prevent this from occurring (see section IA in Supporting Information). In addition, since the number of nonzero connections in the SZ and SZF binary masks learned by our 5-fold cross-validation procedure shown in Figure 3 was very similar, and the NPV (SZ outcome) accuracy of 79 ± 8% was roughly the same as the PPV (SZF outcome) accuracy of 88 ± 7%, collectively these results suggest that our approach appears to be robust to overfitting even with a limited number of training samples.
Overall, we demonstrated that the optimum classification model derived from a combination of neural network and binary mask operations had a PPV of 88 ± 7%. In other words, this was our model's accuracy in predicting seizure freedom in particular. Considering that only 60%-70% of patients achieve seizure control based on current presurgical evaluation, our connectome-based model is almost 20% more accurate than clinical assessment alone in predicting favorable surgical outcomes. In fact, a discriminant function using several relevant clinical variables in the presurgical assessment of TLE patients showed approximately 70% accuracy, which was further reduced when considering cross-validation. The predictive accuracy of our deep-learning model appears to be driven by a number of networks involving both temporal and extratemporal structures, as shown in Figure 4 , and in line with prior findings using other statistical approaches. 12, 14, 28, 29 These widespread connections were both ipsilateral and contralateral to seizure focus, extending beyond the mesial temporal region thought to be pathologic. This is not surprising, as prior studies have shown widespread changes beyond the presumed area of seizure focus both through postmortem histopathological findings 30, 31 and through structural imaging. 26 For instance, among patients with TLE, abnormal histologic findings have been found in medial temporal areas adjacent to the hippocampus as well as the thalamus and throughout the cortex. 30, 31 Accordingly, volumetric imaging studies in patients with TLE confirm abnormalities extending throughout the rest of the cortex, 32-46 both ipsilateral and contralateral to the side of seizure onset and independently from the hemisphere (left or right) of seizure onset, 47 with changes to network properties including even frontal, parietal, occipital, and insular cortices. 32 The widespread pervasive disorganization of neural networks in patients with epilepsy reflects microstructural and dynamic circuit rearrangements in this disorder. 48 Our findings confirm that atypical structural connectivity patterns spanning throughout the brain are predictive of seizure refractoriness. This may reflect the concept that brain microcircuits are susceptible to being modulated beyond the area of ictogenesis to recruit seizures, 49 likely due but not limited to long excitatory projections 50, 51 linking interhemisphere and intrahemisphere distal regions that support seizure propagation. Although the current design does not attempt to derive conclusions regarding specific links, the widespread extramesial temporal nature of these connections supports the aforementioned contemporary neurophysiologic view proposing that focal epilepsy leads to the generation of anomalous systems that continue to support seizure generation of propagation independently of the seizure focus over time. 52 There are important limitations in the current study that must be considered when interpreting our findings. Our data were collected retrospectively and are derived from a limited sample of patients. Even though a dense neural network design, which incorporates a binary masking step to preselect a small subset of input connections, can be trained with data in the range of tens, the power of a study based on prospective data collected from multiple sites in the range of hundreds is likely to yield more reliable results that can be generalized. In addition, the parcellations scheme used in this study is only one of many possibilities, and alternative structural connectomes based on atlases such as Automated Anatomic Labeling (AAL) 53 or Johns
Hopkins University (JHU), 54 among others, should be employed to demonstrate consistent results independently of the segmentation employed in the generation of individual connectivity matrices. The classification model based on clinical variables is naturally biased by the data available to us in the retrospective approach to this study. There are other possible variables that could contribute to classification models, such as results of neuropsychology or even positron emission tomography (PET) and single-photon emission computed tomography (SPECT), when available. In addition, the use of multimodal imaging, such as the combination of structural and functional connectome measures at the input layer of the neural network, could also further enhance classification outcomes. Finally, because the neural network design (ie, number of dense hidden layers, number of nodes in each dense layer, and number and placement of activation layers) and its optimal parameter settings are derived through experimentation, and not by some mathematical proof, it is entirely possible that the classification accuracy of this particular neural network design may require additional changes to accurately capture connectivity patterns in larger connectome datasets that show a greater amount of variability.
In sum, deep learning may serve an important role in identifying complex biomarkers of neural architecture abnormalities that may predict distinct clinical phenotypes in epilepsy. Further research is needed to examine the reliability of this approach in larger multicentric patient populations.
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