Abstract. The paper discusses and applies a statistical approach to correlate the fracture behavior of a notched and fracture mechanics specimen. The method can be used for fatigue analysis. The random nature of cleavage fracture process determines that both the microscopic fracture stress and the macroscopic properties including fracture load, fracture toughness and the ductile to brittle transition temperature are all stochastic parameters. This understanding leads to the proposal of statistical assessment of cleavage induced notch toughness of ferritic steels according to a new local approach to cleavage fracture. The temperature independence of the two Weibull parameters in the new model induces a master curve to correlate the fracture load at different temperatures. A normalized stress combining the two Weibull parameters and the yield stress is proposed as the deterministic index to measure notch toughness. This proposed index is applied to compare the notch toughness of a ferritic steel with two different microstructures.
Introduction
Ferritic steels are commonly used to fabricate reactor pressure vessels (RPVs) in the commercial light water reactors. Ferritic steels have body centered cubic crystal structures that possess the ductile-to-brittle transition temperature (DBTT) characteristic [1, 2] . This leads to the inherent susceptibility of RPVs to stochastic transgranular cleavage induced brittle fracture in the actual service temperature range due to geometrical discontinuities at notches and cracks, and in the occurrence of pressurized thermal shock loadings. Both deterministic and statistical approaches have been developed to evaluate structural integrity of RPVs against brittle fracture. As reviewed in [3] , the conventional transition temperature method, fracture mechanics, and fracture physics approaches are deterministic; the Master Curve (MC) method [4] and most of the Local Approach (LA) [5] are statistical. The MC method empirically describes cleavage fracture toughness distribution using a three-parameter Weibull distribution with fixed values of the modulus ( m = 4) and the threshold toughness ( = 20 √ ), with only the scale parameter (K 0 ) to be determined by fitting fracture toughness (K Ic ) data [4] . LA aims to develop a predictive, rather than descriptive, statistical model inspired by a pertinent physical understanding of cleavage process. The Beremin model [5] was the pioneering work in LA for cleavage fracture. The Beremin model is essentially a two-parameter Weibull distribution as below:
where P is the cumulative probability of failure, V p denotes the volume of the plastic deformation zone as the cleavage fracture process zone, m and σ 0 are the two 
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where σ W is the Weibull stress. Note that the essential difference between Eq. (14) and Eq. (3) lies in that 1,0 in Eq. (14) varies with temperature, strain rate and stress state, while ℎ in Eq. (3) is a fixed-value independent of temperature, strain rate and stress state. The present work tries to explore this aspect by applying the new local approach model in Eq. (12) to assess the published datasets for notch toughness that was already analyzed by deterministic approaches. The focus is to statistically assess and compare the notch toughness. Further, both the deterministic and the statistical approaches will be used to analyze the notch toughness.
Experimental data and method of calibration
Experimental data
The experimental data of a rolled C-Mn pressure vessel steel 16MnR reported by Wang et al. in [18] are used. Cleavage initiation in notched specimens with carbides and inclusions was investigated at 77K and 143K. The same steel went through different heat treatments to obtain the same ferrite grains but with fine carbide (FC) and coarse carbide (CC) particles, respectively. The mechanical tests, scanning electron microscopy (SEM) analysis and measurements, and finite element analysis (FEA) were employed to compare the notch toughness of the specimens with FC and CC particles. The static four point bending (4PB) tests were conducted at 77K and 143K on 45°-angle V-notched prismatic beams in Fig.1a . The general yield load P gy of the 4PB specimens was calculated by = 0.7045 ( − ) 2 ⁄ , where B is specimen thickness, W the height, a = 4.25 mm the notch depth, and L the bending span, with L = B = W = 12.7 mm. Fig.2 summarizes the measured fracture loads P f . Fig. 1a . Four-point bending specimen: geometry [18] . 
Method of calibration
In the present study, finite element analysis (FEA) is conducted using ABAQUS software version 6.14 for stress distribution in the 4PB specimen. 20-node brick elements are used. Only a quarter of the specimen was modeled due to symmetry with a total of 15940 elements as shown in Fig.1b and Fig.1c . Eq. (13) is rewritten as
The calibration method for Eq. (15) was developed in [19] . Fig.3 shows the flow chart of calibration. Here we just briefly highlight a few key points for the calibration. In addition to a subroutine being written to extract the stress and strain distributions for different elements to calculate the newly defined Weibull stress in Eq. (14) , the key challenge is to properly calculate the threshold stress 1,0 for the initial yielding of a finite volume element ∆ to enable the calculation of σ W . As elaborated in the Introduction section, due to the nonuniform stress distributions in a notched specimen, the moment for each volume element to start initial plastic yielding and the amplitude of the stress 1,0 at the initial yielding therein are different. In theory, we can determine the stress 1,0 in each finite volume element ∆V by FEA with the experimentally measured true elastic-plastic hardening stress-strain curve of the steel. Since during the loading process, the stress state in each volume element keeps changing. At each loading step, while some elastic volume elements reach the initial plastic yielding state, the other already plastically yielded volume elements in the preceding loading step will go through strain hardening phase. This demands a sufficiently small loading step in order to precisely capture the moment of initial plastic yielding state of each volume element. This would translate into a significant amount of numerical calculations to determine the values of 1,0 in all relevant volume elements. Therefore, this path is not practically desirable. An alternative and cost-effective approach to determine the values of 1,0 in different volume elements has been thus developed in [19] . In essence, it adopts an elasticperfectly plastic material model for FEA to determine the value of 1,0 in each volume element. The resultant value of stress 1 in a plastically deformed volume element is stored as 1,0 for that particular volume element. Then the experimentally measured true elasticplastic hardening stress-strain curve of the steel in Table  1 is used for FEA to calculate the stress 1 in each volume element at a given load P f . Next, substituting the values of the instant stress 1 and the threshold stress redistribution between a perfectly plastic volume element and an elastic volume can be different from that between a plastic hardening volume element and an elastic volume. However, since we adopt the same values of elastic modulus, Poisson's ratio and yield stress for the real material in the elastic-perfectly plastic material model, we expect the difference in the values of 1,0 determined using an elastic-perfectly plastic material model and using a true elastic-plastic hardening material model is insignificant. The reader is reminded that in contrast to the conventional fixed-value threshold, the proposed approach to the determination of 1,0 pertinently captures the most critical characteristics of threshold stress, that is, the temperature and stress state dependence of threshold. In our future work, we expect to conduct a direct comparison of the values of 1,0 determined using the afore cited two different material models. 
Results
Using the experimental data in Fig.2 as input, Eq. (15) was calibrated at 77K for FC and CC specimens, respectively. (14), if the two model parameters (m and 0 ) are indeed intrinsic material properties independent of temperature, for a given material and a fixed specimen geometry, is a function of the fracture load at a fixed temperature (T):
Alternatively, Eq. (16) can be converted to the following format that allows considering temperature effect:
or
where the general yield load P gy is defined in Section 2.1 Experimental data.
In order to validate the temperature independence of Weibull modulus m, we now substitute Eq. (17b) in Eq. (13) to get
Eq. (18) is further rewritten as, 
Conclusions
As an effort to adopt a fracture physics based statistical approach for correlating fracture properties of a simple and less expensive notched specimen and a costly fracture mechanics specimen, a new statistical model of cleavage fracture is discussed and applied to assess notch toughness of ferritic steels against cleavage fracture by analyzing published cleavage fracture datasets of 16Mn steel with fine and coarse carbides (FC and CC) and at two test temperatures in [18] . The following conclusions can be drawn:
A new local approach to fracture and the calibration method are discussed. The proposed calibration method for a new local approach to cleavage fracture is proved feasible using experimental data.
The proposed calibration method for a new local approach to cleavage fracture is proved feasible using experimental data. It should be noted that the weakest link based approach can be used for the fatigue analysis, especially for the very-high-cycle fatigue analysis where crack initiation from the inhomogeneity inside the material occurs.
