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Abstract
This research is made to implement the KNN (K-Nearest  Neighbor) algorithm for sentiment
analysis  Twitter  about  Jakarta  Governor  Election  2017.  The  object  is  2000  data  tweets  in
Indonesia  collected  from  Twitter  during  Januari  2017  using  Python  package  called
Twitterscraper.  The  methode  used  in  sentiment  analysis  system is  KNN with  TF-IDF term
weighting and Cosine similarity measure. As the test result, the highest accuracy is 67,2% when
k=5, the highest precision is 56,94% with k=5, and the highest recall 78,24% with k=15.
Keywords : K – Nearest Neighbor, Twitterscraper, TF-IDF, Cosine Similarity
Abstrak
Penelitian ini dibuat untuk mengimplementasikan algoritma KNN (K - Nearest Neighbor) dalam
analisis sentimen pengguna Twitter tentang topik Pilkada DKI 2017. Data tweet yang digunakan
adalah  sebanyak  2000  data  tweet  berbahasa  Indonesia  yang  dikumpulkan  selama  bulan
Januari 2017 menggunakan package Python bernama Twitterscraper. Menggunakan algoritma
KNN  dengan  pembobotan  kata  TF-IDF  dan  fungsi  Cosine  Similarity,  akan  dilakukan
pengklasifikasian nilai sentimen ke dalam dua kelas : positif dan negatif. Dari hasil pengujian
diketahui bahwa nilai akurasi terbesar adalah 67,2% ketika k=5, presisi tertinggi 56,94% ketika
k=5, dan recall 78,24% dengan k=15.
Kata Kunci : K – Nearest Neighbor, Twitterscraper, TF-IDF, Cosine Similarity
1. PENDAHULUAN 
Asosiasi  Penyelenggara Jasa Internet  Indonesia (APJII)  telah melakukan survei  pada tahun
2016. Ada sekitar 132,7 juta pengguna internet di Indonesia (naik secara signifikan dari tahun
2014 sebanyak 88 juta pengguna). Dari jumlah tersebut, sebanyak 97,4% (129,2 juta) adalah
pengguna  yang  menggunakan  internet  untuk  mengakses  media  sosial.  Lima  media  sosial
dengan pengguna terbanyak adalah Facebook, Instagram, Youtube, Google Plus, dan Twitter.
Social media Twitter memiliki 7,2 juta pengguna di Indonesia. Setiap harinya, paling tidak ada
4,1 juta tweet yang berasal dari Indonesia (CNN Indonesia, 2016). Jumlah yang cukup besar
tersebut  merupakan  cuitan  para  penggunanya  tentang  banyak  hal:  pendidikan,  hiburan,
pekerjaan, dan termasuk juga politik.
Salah satu isu politik yang menjadi trending topic di Twitter pada tahun 2017 adalah tentang
pemilihan gubernur  Jakarta  (Pilkada DKI).  Terdapat  tiga pasangan calon  pada Pilkada DKI
2017.  Ketiga  paslon  tersebut  adalah  Agus  Harimurti  Yudhoyono  -  Sylviana  Murni,  Basuki
Tjahaja Purnama - Djarot Saiful Hidayat, Anies Rasyid Baswedan - Sandiaga Salahuddin Uno.
Sentimen Analisis atau opinion mining adalah jenis natural  language yaitu pengolahan kata
untuk melacak mood masyarakat tentang produk atau topik tertentu. Analisis sentimen, disebut
opinion mining. (G.Vinodhini, M.Chandrasekaran 2012).
Penulis pada penelitian ini akan melakukan analisis sentimen para pengguna Twitter terhadap
ketiga pasangan kandidat  pada Pilkada DKI  2017.  Dengan input  berupa data tweet  dalam
Bahasa  Indonesia,  akan  dilakukan  klasifikasi  dengan  algoritma  KNN (K-Nearest  Neighbor)
untuk menentukan apakah tweet tersebut bersentimen positif atau negatif.
2. METODE PENELITIAN
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Secara garis besar, ada dua proses utama dalam penelitian ini yaitu pengambilan data dari
Twitter dan proses analisis sentimen.
Pengambilan data dari Twitter
Untuk  mengambil  data  tweets  yang  diperlukan,  digunakan  package  Twitterscraper  yang
merupakan salah satu package Python.
Berikut alur pengambilan data dari Twitter dengan menggunakan Twitterscraper :
Gambar 1. Alur Pengambilan Data Tweet
Agar dapat melakukan scraping data dari Twitter, harus ditentukan terlebih dahulu query untuk
Twitterscraper.  Query  ini  didapat  dari  halaman  pencarian  lanjutan  Twitter
(https://twitter.com/search-advanced).
URL untuk mencari data tweets yang mengandung kata ‘AHY’ dari mulai tanggal 1 Januari 2017
sampai dengan 31 Januari 2017 adalah :
https://twitter.com/search?l=id&q=AHY%20since%3A2017-01-01%20until%3A2017-01-
31&src=typd
Query yang dibutuhkan Twitterscraper untuk melakukan scraping data dari URL tersebut adalah
AHY%20since%3A2017-01-01%20until%3A2017-01-31 sehingga  command yang
diinputkan ketika menjalankan Twitterscraper adalah sebagai berikut :
twitterscraper AHY%20since%3A2017-01-01%20until%3A2017-01-31 -o ahy.json
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Nama output file dari perintah di atas adalah ahy.json dan otomatis tersimpan pada direktori
C:\Users\Namauser.
Gambar 2. Tampilan Running Twitterscraper pada Command Prompt
Gambar 3. Tampilan File JSON pada MS Excel
Kemudian, ulangi lagi running Twitterscraper untuk mengambil data tweets yang mengandung
keyword ‘ahok’ dan ‘anies’. Perintahnya adalah sebagai berikut :
- twitterscraper ahok%20since%3A2017-01-01%20until%3A2017-01-31 -o ahok.json
-  twitterscraper  Anies%20since%3A2017-01-01%20until%3A2017-01-31  -o
Anies.json
Setelah data selesai diambil,  selanjutnya dilakukan filter data dengan bantuan fitur ‘Remove
Duplicate’ dari Microsoft Excel.  Pertama, hilangkan duplikasi data berdasarkan kolom ‘user’.
Selanjutnya hilangkan duplikasi data berdasarkan kolom ‘text’. Lalu, pilih data dan tentukan nilai
sentimen setiap data tweets yang akan dimasukkan ke dalam sistem  secara manual.  Data
yang dipakai dalam penelitian ini  berjumlah 2000 data tweets dengan perincian 1500 sebagai
data latih dan 500 sebagai data uji. Setelah terpilih, data kemudian disimpan dalam bentuk CSV
untuk kemudian diimport ke dalam database.
Proses Analisis Sentimen
Dalam  proses  sentimen  analisis  ada  dua  tahap  yaitu  preprocessing  dan  proses  analisis
sentimen.
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1. Text preprocessing
Merupakan tahapan pemrosesan data agar menjadi data yang siap untuk dianalisis.
Setelah  data  terstruktur  maka  dapat  diolah  lebih  lanjut.  Beberapa  proses  yang
dilakukan pada tahap ini adalah sebagai berikut :
a. Case folding
Merupakan proses perubahan semua huruf  pada  dokumen tweet  menjadi  huruf
kecil. Hanya huruf a sampai z yang diproses. Karakter selain huruf akan dibiarkan.
b. Tokenizing
Pada  tahap  ini,  kalimat  dipotong  atau  dipecah  berdasarkan  tiap  kata  yang
menyusunnya.
c. Stopword Removal
Merupakan tahap pembuangan kata-kata yang dianggap tidak penting. Langkah ini
dilakukan  supaya  perhitungan  lebih  berfokus  pada  kata-kata  yang  jauh  lebih
penting.
d. Stemming
Tahap stemming adalah tahap mencari  root  (bentuk dasar)  dari  tiap kata.  Pada
tahap ini, dilakukan proses pengembalian berbagai bentukan kata ke dalam suatu
reprsentasi yang sama.
2. Analisis Sentimen dengan K-Nearest Neighbor
Setelah  data  melalui  tahap  pre-processing  maka  data  telah  siap  untuk  diolah
menggunakan metode K-Nearest Neighbor. Metode K-Nearest Neighbor adalah proses
untuk mengelompokkan data ke dalam kelas-kelas yang telah ditentukan sebelumnya
berdasarkan jarak terdekat / tingkat kemiripan data tersebut dengan dataset / data latih
yang ada. Nantinya data akan dikelompokkan ke dalam suatu kelas dengan melihat
sejumlah “k” nilai jarak terdekat nya dengan data latih. Dalam penelitian ini, proses K-
Nearest Neighbor meliputi 3 proses, yaitu :
a. Menghitung Bobot Kata (TF-IDF)
Lakukan penghitungan bobot kata (term) dari data ada menggunakan metode TF-
IDF (Term Frequency-Inverse Document Frequency). Term frequency menyatakan
frekuensi  (tingkat  keseringan)  munculnya  suatu  term dalam  suatu  dokumen.
Sedangkan  document  frequency adalah  banyaknya  jumlah  dokumen  dimana
sebuah term itu muncul.
Rumus dari TF-IDF adalah sebagai berikut :
Dimana tf menyatakan nilai term frequency dan log (N/df) menyatakan nilai IDF
dengan N adalah jumlah banyaknya data.
Sebagai  contoh,  misal  ada 7 data  tweet.  Akan  dicari  bobot  kata  “politik”  pada
dokumen pertama. Kata politik muncul sebanyak satu kali pada dokumen pertama.
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Dari  ketujuh dokumen tersebut,  kata  politik  terulang pada dua dokumen.  Maka
hasil perhitungannya adalah :
tf=1 df=2 idf=log( 72 )=0,544
Sehingga :  w=1∗0,544=0,544
b. Menghitung Tingkat Kemiripan (Cosine Similarity)
Dari  langkah  sebelumnya telah  diketahui  bobot  tiap  kata.  Langkah selanjutnya
adalah menghitung jarak atau tingkat kemiripan data dengan setiap data latih yang
ada menggunakan rumus jarak Cosine Similarity. Lalu, sistem akan mengurutkan
nilai jarak dari yang tertinggi sampai terendah.
Tahapan pada Cosine similarity adalah sebagai berikut :
i. Kalikan  bobot  dari  setiap  term  pada  D1 dengan  setiap  term  dari  semua
dokumen data latih yang ada..
ii. Hasil perkalian D1 dengan setiap dokumen kemudian dijumlahkan.
iii. Hitung  hasil  kuadrat  dari  masing-masing  term  dalam  setiap  dokumen
(termasuk D1) kemudian jumlahkan lalu diakarkan.
iv. Lakukan pembagian antara hasil dari langkah nomor 2 dengan langkah nomor
3. Maka, didapatkan nilai Cosine Similarity.
c. Menentukan Nilai Sentimen
Setelah diketahui jarak yang tertinggi sampai terendah, akan diambil sebanyak k
data tertinggi. Dari k data tersebut akan dilihat nilai sentimen mana yang paling
banyak muncul. Kelas sentimen yang paling banyak muncul kelas/nilai sentimen
untuk data yang sedang dihitung.
3. HASIL DAN PEMBAHASAN
Proses analisis  sentimen dalam penelitian  ini  dapat  digambarkan  dengan  diagram sebagai
berikut :
Gambar 4. Flowchart Sistem Analisis Sentimen
Misal dari tahap pengambilan data dari Twitter didapatkan data sebagai berikut :
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Tabel 1. Data Tweet
No
.
Tweet Sentimen
1 Anies optimis Partai Gerindra akan menang di
Pilkada 2017.
?? (akan
dicari)
2 Tokoh politik dari berbagai partai mengadakan
rapat untuk membahas koalisi baru menjelang
pilkada 2017 dan pilpres 2019.
Positif
3 Partai  politik  sudah  tidak  dapat  dipercaya.
Sebagian  besar  partai  mengutamakan
kepentingan partai daripada kebutuhan rakyat.
Negatif
4 PDIP memenangkan Pilkada 2012 karena figur
Jokowi.  Partai  Gerindra  berusaha  menang
pada 2017. Pertandingan 2 partai ini akan seru.
Positif
5 Mengejek  Jokowi  yang  produk  demokrasi
rakyat,  tapi  menjilat  AHY yang  jelas2  produk
dinasti politik, malumu ditaruh di mana kawan?
#kamiahok
Negatif
6 Suap  menyuap  sudah  lazim  di  negeri  Ini.
Pemilu ada suap. Pilkada juga suap. Mungkin
pula saat Pilpres.
Negatif
Setelah melalui tahap preprocessing, akan diperoleh data sebagai berikut :
Tabel 2. Hasil Tahap Preprocessing
No
. Tweet Hasil
1 Anies  optimis  Partai  Gerindra  akan  menang  di
Pilkada 2017.
anies  optimis  partai  gerindra
menang pilkada
2 Tokoh politik dari berbagai partai mengadakan rapat
untuk  membahas  koalisi  baru  menjelang  pilkada
2017 dan pilpres 2019.
tokoh politik partai rapat bahas
koalisi jelang pilkada pilpres
3 Partai politik sudah tidak dapat dipercaya. Sebagian
besar  partai  mengutamakan  kepentingan  partai
daripada kebutuhan rakyat.
partai  politik  percaya  partai
utama  penting  partai  butuh
rakyat
4 PDIP  memenangkan  Pilkada  2012  karena  figur
Jokowi.  Partai  Gerindra  berusaha  menang  pada
2017. Pertandingan 2 partai ini akan seru.
pdip  menang  pilkada  figur
jokowi  partai  gerindra  usaha
menang tanding partai seru
5 Mengejek Jokowi yang produk demokrasi rakyat, tapi
menjilat  AHY  yang  jelas2  produk  dinasti  politik,
malumu ditaruh di mana kawan? #kamiahok
ejek  jokowi  produk  demokrasi
rakyat  jilat  ahy  produk  dinasti
politik malu taruh kawan
6 Suap menyuap sudah lazim di negeri Ini. Pemilu ada
suap. Pilkada juga suap. Mungkin pula saat Pilpres.
suap suap lazim negeri pemilu
suap pilkada pilpres
Kemudian setiap term dari hasil preprocessing di atas akan dihitung bobotnya dengan TF-IDF.
Berikut adalah hasilnya : 
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Tabel 3. Hasil Perhitungan TF-IDF
term
Tf df Idf Bobot (W) = tf * idf
D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D6
anies 1  1 0,77815125 0,77815125 0 0 0 0 0
optimis 1     1 0,77815125 0,77815125 0 0 0 0 0
partai 1 1 3 2   4 0,176091259
0,17609125
9 0,176091259 0,528273777 0,352182518 0 0
gerindra 1  1   2 0,477121255
0,47712125
5 0 0 0,477121255 0 0
menang 1  2   2 0,477121255
0,47712125
5 0 0 0,954242509 0 0
pilkada 1 1 1  1 4 0,176091259
0,17609125
9 0,176091259 0 0,176091259 0
0,17609125
9
tokoh  1    1 0,77815125 0 0,77815125 0 0 0 0
politik  1 1  1  3 0,301029996 0 0,301029996 0,301029996 0 0,301029996 0
rapat  1    1 0,77815125 0 0,77815125 0 0 0 0
bahas  1    1 0,77815125 0 0,77815125 0 0 0 0
koalisi  1    1 0,77815125 0 0,77815125 0 0 0 0
jelang  1    1 0,77815125 0 0,77815125 0 0 0 0
pilpres  1   1 2 0,477121255 0 0,477121255 0 0 0
0,47712125
5
percaya   1    1 0,77815125 0 0 0,77815125 0 0 0
utama  1    1 0,77815125 0 0 0,77815125 0 0 0
penting  1    1 0,77815125 0 0 0,77815125 0 0 0
butuh  1    1 0,77815125 0 0 0,77815125 0 0 0
rakyat  1  1  2 0,477121255 0 0 0,477121255 0 0,477121255 0
pdip   1   1 0,77815125 0 0 0 0,77815125 0 0
figur   1   1 0,77815125 0 0 0 0,77815125 0 0
jokowi   1 1  2 0,477121255 0 0 0 0,477121255 0,477121255 0
usaha   1   1 0,77815125 0 0 0 0,77815125 0 0
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tanding   1   1 0,77815125 0 0 0 0,77815125 0 0
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Tabel 3. Hasil Perhitungan TF-IDF (Lanjutan)
term
Tf
df Idf
Bobot (W) = tf * idf
D1 D2 D3 D4 D5 D6 D1 D2 D3 D4 D5 D6
seru 1 1 0,77815125 0 0 0 0,77815125 0 0
ejek 1 1 0,77815125 0 0 0 0 0,77815125 0
produk 2 1 0,77815125 0 0 0 0 1,556302501 0
demokrasi 1 1 0,77815125 0 0 0 0 0,77815125 0
jilat 1 1 0,77815125 0 0 0 0 0,77815125 0
ahy 1 1 0,77815125 0 0 0 0 0,77815125 0
dinasti 1 1 0,77815125 0 0 0 0 0,77815125 0
malu 1 1 0,77815125 0 0 0 0 0,77815125 0
taruh 1 1 0,77815125 0 0 0 0 0,77815125 0
kawan 1 1 0,77815125 0 0 0 0 0,77815125 0
suap 3 1 0,77815125 0 0 0 0 0 2,334453751
lazim 1 1 0,77815125 0 0 0 0 0 0,77815125
negeri 1 1 0,77815125 0 0 0 0 0 0,77815125
pemilu 1 1 0,77815125 0 0 0 0 0 0,77815125
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Berikutnya adalah tahap Cosine Similarity. Karena yang akan dicari adalah nilai sentimen dari
data tweet pertama, maka data tweet pertama (D1) dihitung similaritynya dengan semua data
yang ada. Hasilnya adalah sebagai berikut :
Tabel 4. Hasil Cosine Similarity (Langkah 2)
WD1 * WDn
WD1 * WD2 WD1 * WD3 WD1 * WD4 WD1 * WD5 WD1 * WD6
0 0 0 0 0
0 0 0 0 0
0,03100813
2
0,09302439
5
0,06201626
3 0 0
0 0 0,227644692 0 0
0 0 0,455289383 0 0
0,03100813
2 0
0,03100813
2 0
0,03100813
2
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
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∑WD1 *
WDn
0,06201626
3
0,09302439
5 0,77595847 0
0,03100813
2
Tabel 5. Hasil Cosine Similarity (Langkah 3)
Wn2
WD12 WD22 WD32 WD42 WD52 WD62
0,60551
9 0 0 0 0 0
0,60551
9 0 0 0 0 0
0,03100
8
0,03100
8
0,27907
3
0,12403
3 0 0
0,22764
5 0 0
0,22764
5 0 0
0,22764
5 0 0
0,91057
9 0 0
0,03100
8
0,03100
8 0
0,03100
8 0
0,03100
8
0 0,605519 0 0 0 0
0 0,090619
0,09061
9 0
0,09061
9 0
0 0,605519 0 0 0 0
0 0,605519 0 0 0 0
0 0,605519 0 0 0 0
0 0,605519 0 0 0 0
0 0,227645 0 0 0
0,22764
5
0 0 0,605519 0 0 0
0 0 0,605519 0 0 0
0 0 0,605519 0 0 0
0 0 0,605519 0 0 0
0 0 0,227645 0
0,22764
5 0
0 0 0 0,605519 0 0
0 0 0 0,605519 0 0
0 0 0 0,227645
0,22764
5 0
0 0 0 0,605519 0 0
0 0 0 0,605519 0 0
0 0 0 0,605519 0 0
0 0 0 0 0,605519 0
0 0 0 0 2,422077 0
0 0 0 0 0,605519 0
0 0 0 0 0,605519 0
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0 0 0 0 0,605519 0
0 0 0 0 0,605519 0
0 0 0 0 0,605519 0
0 0 0 0 0,605519 0
0 0 0 0 0,605519 0
0 0 0 0 0 5,449674
0 0 0 0 0 0,605519
0 0 0 0 0 0,605519
0 0 0 0 0 0,605519
∑Wn2 1,728344
3,40787
7
3,01941
4
4,54850
6
7,81214
1
7,52488
5
√
∑Wn2
1,31466
5
1,84604
4
1,73764
6
2,13272
3
2,79502
1
2,74315
2
Tabel 6. Hasil Cosine Similarity (Langkah 4)
Cosine Similarity
Cos (D1,D2) Cos (D1,D3) Cos (D1,D4) Cos (D1,D5) Cos (D1,D6)
0,02555338
9 0,04072118
0,27675085
2 0 0,008598259
Dari hasil tersebut dapat diurutkan nilai similarity D1 dari yang tertinggi ke yang terendah yaitu :
1. D4 (Positif)
2. D3 (Negatif)
3. D2 (Positif)
4. D6 (Negatif)
5. D5 (Negatif)
Jika dipilih nilai k untuk KNN adalah 3 maka akan dipilih 3 nilai similarity yang tertinggi. Dari 3
nilai  tertinggi  terrsebut,  kelas  sentimen yang paling banyak muncul  adalah positif  sehingga
sistem akan mengklasifikasikan D1 ke dalam sentimen Positif.
4. KESIMPULAN
Dari hasil pengujian sistem didapatkan hasil sebagai berikut :
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Gambar 5. Nilai Confusion Matrix Sistem
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Gambar 6. Grafik Nilai Confusion Matrix Sistem
Berdasarkan  penelitian  yang  telah  dilakukan,  diperoleh  kesimpulan  bahwa
penelitian tentang analisis sentimen pengguna Twitter terhadap topik Pilkada DKI 2017
dengan  menggunakan  metode  K  Nearest  Neighbor telah  berhasil  dilakukan.  Hasil
akurasi  terbesar  adalah  67,2%  dengan  nilai  k=5.  Sedangkan  nilai  presisi  tertinggi
sebesar 56,94% saat k=5 dan recall terbesar 78,24 % ketika k=15.
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