Method comparison studies are essential for development in medical and clinical fields. These studies often compare a cheaper, faster, or less invasive measuring method with a widely used one to see if they have sufficient agreement for interchangeable use. In the clinical and medical context, the response measurement is usually impacted not only by the measuring method but by the rater as well. This paper proposes a model-based approach to assess agreement of two measuring methods for paired repeated binary measurements under the scenario when the agreement between two measuring methods and the agreement among raters are required to be studied in a unified framework. Based upon the generalized linear mixed models (GLMM), the decision on the adequacy of interchangeable use is made by testing the equality of fixed effects of methods. Approaches for assessing method agreement, such as the Bland-Altman diagram and Cohen's kappa, are also developed for repeated binary measurements based upon the latent variables in GLMMs. We assess our novel model-based approach by simulation studies and a real clinical research application, in which patients are evaluated repeatedly for delirium with two validated screening methods: the Confusion Assessment Method and the 3-Minute Diagnostic Interview for Confusion Assessment Method. Both the simulation studies and the real data analyses demonstrate that our new approach can effectively assess method agreement.
Introduction
Method comparison studies are designed to compare two measuring methods used to measure the same quantity. One is typically a new measuring method, and the other is often an existing and widely used one. The primary goal is to assess the extent of agreement between the two measuring methods and decide if they have sufficient agreement so that they can be used interchangeably, that is, it does not matter which method is being used to take the measurement as both give practically the same value. If two measuring methods agree well enough to be used interchangeably, we may prefer the one that is cheaper, faster, less invasive, or easier to use. This is the primary motivation behind method comparison studies [10] . For example, in a clinical research study, surgical patients older than 60 following a major surgical procedure are evaluated for delirium using two independent assessments [34] . The Confusion Assessment Method (CAM) [16] is the most widely used diagnostic questionnaire battery for delirium. The 3-Minute Diagnostic Interview for Confusion Assessment Method (3D-CAM) [23] is a 3-minute delirium assessment based upon the CAM. The goal of the comparison is to assess the agreement between the time-consuming CAM and the time-efficient 3D-CAM, and hence determine whether they can be used interchangeably.
In a broad sense, the term 'measuring method' may refer to a medical device, an instrument, a questionnaire battery or a human judge. In this paper, we use the term 'rater' specifically for human judges. In the medical context, a rater may refer to a doctor in a diagnostic process, or a clinical observer in a clinical trial. The 'inter-rater reliability' is the term for agreement among raters, while the 'method agreement' is the term for agreement between measuring methods. Throughout the literature, reviews of assessing agreement usually discuss method agreement and inter-rater reliability together in the sense that agreement indices can often be used for both method agreement and inter-rater reliability, though entities on which agreement is assessed are different. Detailed review of assessing agreement can be found in [2, 3, 9, 22] . Major approaches are summarized below for both continuous and categorical measurements.
• Continuous measurements -The limits of agreement (LOA) approach [1, 5, 6, 7] introduced by Bland and Altman is a widely used technique for assessing agreement between two measuring methods or two raters of interest. The LOA approach is accompanied by the Bland-Altman diagram to visually show the difference between two measuring methods or two raters.
-The intraclass correlation coefficient (ICC) [4, 13, 24, 25, 31] is used for assessing agreement among multiple measuring methods or multiple raters based on ANOVA-type models. These models mainly differ in assuming random effects or fixed effects on measuring methods or raters.
• Categorical measurements -The agreement between two measuring methods or two raters can be measured by Cohen's kappa [11] for binary data or its variants, e.g., weighted kappa [12] , for ordinal data. Fleiss' kappa [14] can deal with multiple measuring methods or multiple raters. These kappa statistics are popular chance-corrected measures of agreement for categorical data.
-The technique of model-based analysis is also widely used in measuring agreement for categorical data, see for example, [8, 15, 26] . By assuming that the categorical data follow a generalized linear mixed model (GLMM) with a probit link, approaches for continuous measurements can be applied to assessing agreement for the observed data on the scale of a latent variable.
Barnhart et al. [3] The proposed methodology of assessing method agreement in this paper was motivated by a fairly common situation in the clinical and medical context, especially in psychological assessment and cognitive assessment, for which the measurement is simultaneously affected by both the measuring method and the rater. A special feature of method comparison studies in these settings is that method agreement and inter-rater reliability shall be investigated in a unified framework. To our knowledge, no literature has so far focused on assessing method agreement under the scenario when method agreement and inter-rater reliability are required to be studied simultaneously. For example, in the diagnosis of mental health disorder, neuropsychological tests are used to determine the presence of cognitive strengths and weaknesses that may be the result of a psychological disorder. There are a wealth of test batteries which combine a range of neuropsychological tests to provide an overview of cognitive skills on patients, e.g., the Neurobehavioral Cognitive Status Examination (NCSE) [20] and the Mini-Mental State Examination (MMSE) [32] . These tests are usually designed questionnaires or interviews administered by neuropsychologists, so test scores could be influenced by neuropsychologists. Consequently, the test score is simultaneously affected by both the test battery and the neuropsychologist. In a most recent review of the use and psychometric properties of the NCSE [30] , the study of comparing the NCSE with the MMSE only discussed the sensitivity which evaluates the ability of a method to discern small changes by a relative measure of precision, but no further discussion was carried out for assessing method agreement between these two test batteries, and neither included considerations on raters' effects.
The proposed methodology of assessing method agreement in this paper is based on a generalized linear mixed models (GLMM) framework. The usage of GLMMs is motivated by the need of addressing several challenges simultaneously: 1) incorporating the influence of raters into assessing method agreement; 2) categorical outcomes; 3) longitudinal data; 4) missing or unbalanced data.
We will illustrate our method using the aforementioned study comparing the CAM and 3D-CAM in which all these challenges are encountered. The GLMM allows modeling of multiple sources of fixed and random effects, diverse response distributions and covariance structures, and thus is an analysis framework that can accommodate all those complexities. In most cases, studies are concerned with the situation when the raters are assumed to be a random sample from a population, while the methods under considerations are assumed fixed. We adopt the hypothesis testing of equal fixed effects of two measuring methods to determine whether the two methods agree. Similar ideas can be found in other studies [27, 28] where the hypothesis testing is used to assess method agreement for repeated continuous measurements based on a linear mixed model. Novel ideas of plotting the Bland-Altman diagram and calculating Cohen's kappa are also proposed to measure the extent of method agreement for repeated binary measurements. In addition to assessing method agreement, our model-based approach provides a way to simultaneously evaluate the inter-rater reliability by the intraclass correlation coefficient (ICC). Our new methodology fills a gap in the current agreement literature to provide a flexible modeling approach for assessing the method agreement and inter-rater reliability at the same time in a unified framework.
The rest of the paper is organized as follows. In Section 2, we introduce our approach to determine whether two measuring methods agree by hypothesis testing based upon the GLMM. Measures of method agreement and inter-rater reliability are further provided in this section. In Section 3, simulation studies demonstrate the performance of our approach. It is further illustrated in Section 4 using real data with simultaneous CAM and 3D-CAM assessments. The conclusion and discussion are given in Section 5.
Methodology

The GLMM-based framework
Consider a study of method agreement between two measuring methods with I subjects, J raters and T time points. The term 'subject' is used here to refer to the entity on which the measurements are taken, e.g., a patient in a clinical trial. Each subject is measured repeatedly over time. At each time point, a pair of measurements are taken with both methods administered by two different raters. The data are usually not balanced in the medical context because patients may not be measured at every time point due to involuntary absence or rejection to continuing participation. In general, the measurements could be continuous, binary or ordinal. For convenience, we illustrate our framework with binary measurements. Assume that the two methods are labeled as '1'
and '2', and suppose that (y ijt1 , y ij t2 ) denotes the pair of binary measurements from Methods 1 and 2 on a randomly selected subject i at time point t recorded at the same time by two different raters j and j randomly selected from a population of raters. To model the binary measurements (either 0 or 1), we use a generalized linear mixed model (GLMM) with a probit link function, given by
where m = 1, 2, i = 1, 2, . . . , I, j = 1, 2, . . . , J, t = 1, . . . , T , and Φ(·) is the cdf of the standard normal. The linear predictor µ ijtm is given as
(2.1) Terms in (2.1) are assumed as follows.
• β 0 is the fixed intercept;
• β m is the fixed effect of Method m, m = 1, 2;
• g (x t ) is a regression function that describes the dependence on a timedependent covariate x t . This allows to incorporate longitudinal measurements on subjects when the mean response value changes over time.
• γ im is the random effect of subjects within Method m, and γ im iid ∼ N (0, σ 2 γm );
• α jm is the random effect of raters within Method m, and α jm iid ∼ N (0, σ 2 αm ).
Notice the dependence of the variance components on m, we allow them vary across different methods.
The probit link Φ(·) allows assessing method agreement and inter-rater reliability on the latent scale. Define the latent variableỹ ijtm as
whereε ijtm ∼ N (0, 1) denotes the random error on the latent scale. The relationship between the latent variableỹ ijtm and the observed y ijtm is
Since we consider measurements on each subject collected over time, we allow dependence in the within-subject errors of each method while letting the errors arising from different methods or from different subjects remain independent.
That is, we assume that
where h is a specified correlation function, and w is a vector of covariance parameters. For example, if the correlation matrix is AR(1) structured, the correlation function is
From (2.1), the difference in the latent variable between Methods 1 and 2 for subject i at time point t is
Therefore, to decide whether the two methods agree, it is equivalent to testing the following hypothesis,
If H 0 is rejected, we conclude that there is significant difference between the two measuring methods. Otherwise, we fail to reject that the two measuring methods disagree, and then measures of method agreement introduced in the next section would further assess the extent of agreement. For example, the pre-specified margins ±δ may refer to clinically acceptable difference in the medical context. Although δ is recommended to be specified in advance, it is rarely done so in practice. Instead, agreement of methods is often evaluated by judging whether the bounds of the interval (ξ − 1.96ν,ξ + 1.96ν)
is unacceptably large [10] .
The Bland-Altman diagram as part of the LOA approach, is a popular graphical tool to evaluate method agreement. It plots the difference between the two paired measurements on the vertical axis against the average of the two measurements on the horizontal axis to display the data. Further, three horizontal lines are added: one for the mean differenceξ, and one each for the two limits of agreementξ ± 1.96ν. When two methods agree, the points in the Bland-Altman diagram scatter around zero in a random manner, and 95% of the differences are expected to lie within the two lines corresponding to the two limits of agreement.
Although the classic Bland-Altman diagram is generalized to assessing method agreement with multiple continuous measurements per subject [7] , Let τ ijm be the average of µ ijtm over time adjusted for the fixed intercept β 0 and the fixed time effect g(x t ),
Then, τ ijm is modeled by the following mixed-effect model
Notice that for any rater j ∈ {1, . . . , J}, we have
(2.6) From (2.5), given τ i1 and τ i2 , we use the quantity (
to measure the difference between two measuring methods for subject i after eliminating the rater's effect. The conditional distribution of this quantity is
Note that, when the number of raters J is large, the variance of the above normal distribution goes to 0. The difference between two measurements on subject i is then measured by µ i1 − µ i2 accurately. 
, and the fixed effects of methods satisfy β 1 = β 2 . If the number of raters J → ∞, then the points ((μ i1 +μ i2 )/2,μ i1 −μ i2 ) in the Bland-Altman diagram based on the EBLUPsμ i1 andμ i2 for all patients i = 1, 2, . . . , I, scatter around zero in a random manner. That is, for any i ∈ {1, . . . , I}, as J → ∞,
If the variance components for subject's effect satisfy σ 2 γ1 = σ 2 γ2 , by checking 
Therefore,
as the number of raters J → ∞.
Since µ i1 − µ i2 is uncorrelated with µ i1 + µ i2 , by the fact that
the difference between the EBLUPs, i.e., (μ i1 −μ i2 ), is also uncorrelated with
Notice that for m = 1, 2, the mean of µ im is
g(x t ).
If
Furthermore, notice that
is approximately Φ (µ im ). In practice, we can also plot the Bland-Altman digram on the probability scale, i.e., (Φ (μ i1 ) , Φ (μ i2 )). If the values on the probability scale is severely skewed, we can do transformation and then plot the Bland-Altman digram of the transformed data
Remark 2.2. If the variance components for subject's effect do not satisfy σ 2 γ1 = σ 2 γ2 , then the points ((μ i1 +μ i2 )/2,μ i1 −μ i2 ) in the Bland-Altman diagram would not scatter in a random manner. In this case, we shall plot the points
In a similar way to prove Theorem 2.1, it can be easily proved that the points ((μ i1 +μ i2 )/2 ,μ i1 −μ i2 ) are also around 0 in a random manner if β 1 = β 2 .
Alternatively, Cohen's kappa introduced in the following section could also provide an alternative way to measure the extent of method agreement.
Cohen's kappa
We have so far used the unscaled agreement index LOA to evaluate the method agreement based upon the fitted GLMM. In this subsection, we will show how to calculate the scaled agreement index, Cohen's kappa, based upon the fitted GLMM. For i = 1, 2, . . . , I, the predicted 0-1 binary score of the ith subject by Method m is defined aŝ
Let Y 1 and Y 2 denote the outcomesŷ im by Methods 1 and 2, respectively.
The outcomes can then be presented as a contingency table as follows.
Here, 'a', 'b', 'c' and 'd' denote the numbers of patients with four possible combinations of outcomes measured by Methods 1 and 2. For example, 'a' denotes the number of patients whose outcomes are both 0.
Then Cohen's kappa κ is given by
Measures of inter-rater reliability
Our framework can also measure the inter-rater reliability within each measuring method. Note that the effect of raters in (2.1) is assumed random. As mentioned in Section 1, the ICC is more appropriate to deal with raters randomly selected from a larger population. Therefore, agreement among raters within the mth method (m = 1, 2) can be measured by the ICC based upon the latent variable model (2.2) . The ICC within the mth method is given by
The estimated ICC is given by simply plugging in the estimators of variance components.
Simulation Study
In the simulation, we set the numbers of subjects, raters and time points as I = 100, J = 30 and T = 5, respectively. We shall consider two setups of (2.1) and (2.3), one for the case where two measuring methods agree, and the other for the case where they disagree. We will first demonstrate our approach based on a simulated dataset. Then, for each setup, we will compare our approach with approaches that do not account for the rater's effect based on Monte Carlo replications. The GLMM is easy to implement using PROC GLIMMIX of SAS [29] .
Illustration examples
We assign true values of parameters in (2.1) and (2.3) as follows.
• For simplicity, set β 0 = 0.
• ( Model 1 ) The two measuring methods agree.
Set β 1 = β 2 = 1.6. Hence, β 1 − β 2 = 0.
( Model 2 ) The two measuring methods disagree.
Set β 1 = 2.2 and β 2 = 1.6. Hence, β 1 − β 2 = 0.6.
• We consider two scenarios for variance components.
(Scenario 1) The variance for subject's effect
• Set g(x t ) = −0.5x t , and x t = t, for t = 1, . . . , 5.
Basically, different values are assigned to β 1 and β 2 in two models, and the values of σ 2 γ1 and σ 2 γ2 differ in two scenarios. All the other settings remain the same. Since σ 2 γ1 is slightly different from σ 2 γ2 in Scenario 2, we actually cannot reject that σ 2 γ1 = σ 2 γ2 with p-values 0.3079 and 0.2845 for Models 1 and 2 respectively, and hence the Bland-Altman diagrams in both scenarios are plotted. shown in Figures 2a -2d . As we can see in all diagrams, the points are around zero in a random manner.
. In Scenario 2, because the difference between σ 2 γ1 and σ 2 γ2 is so small that it can be ignored, the points ((μ i1 +μ i2 )/2,μ i1 −μ i2 ) in the Bland-Altman diagram are still around zero in a random manner. However, the next illustration example shows the necessity of converting to ((μ i1 +μ i2 )/2,μ i1 −μ i2 ) with a large gap between σ 2 γ1 and σ 2 γ2 . We set σ 2 γ2 = 0.2, and all the other variance components are exactly the same as those in Scenario 2. Compared to Scenario 2, the difference between σ 2 γ1 and σ 2 γ2 increases from 0.2 to 0.6. for subject's effect σ 2 γ1 and σ 2 γ2 are significantly different, it is more appropriate to plot the points ((μ i1 +μ i2 )/2,μ i1 −μ i2 ), which makes an adjustment to the horizontal-axis variable.
Results for inter-rater reliabilty
The ICCs for two measuring methods are calculated based on (2.9) and results from Therefore, the simulated results in Table 3 are close to the true values of the ICCs for two measuring methods.
Comparison
We compare our approach with approaches without taking the rater's effect into account, i.e.,
The only difference is whether the linear predictor incorporates the term α jm that accounts for the random effect of raters. We carry out a simulation study to explore how the presence of unobserved rater heterogeneity would affect the size and power of test for method agreement in (2.4). We fix β 2 = 1.6, and let β 1 range from 1.6 to 2.8 by 0.1. Except for β 1 , β 2 , the setup for other parameters is exactly the same as that in Section 3.1. We can explore the size and also how the power changes with the difference between β 1 and β 2 . As we can see from Table 4 , the size without rater's effect is much higher than the significance level 0.05. The model without rater's random effect cannot control the Type I error, though its power is higher than the power of the model with rater's random effect. In conclusion, the simulated results, including the ICC, the size and power, all demonstrate that our approach can effectively assess both method agreement and inter-rater reliability.
Real Data
The Confusion Assessment Method (CAM) [16] is the most widely used tool for delirium screening, but it is time consuming for clinical staff to administer on a routine basis. The 3-Minute Diagnostic Interview for Confusion Assessment Method (3D-CAM) [23] is a 3-minute delirium assessment based upon the CAM algorithm. The appeal of the 3D-CAM is that it takes less time than the CAM to screen for delirium. Therefore, it is meaningful to determine whether the agreement is sufficient between the two assessment tools so that CAM and 3D-CAM could be used interchangeably. In this section, we shall apply our approach of assessing method agreement to a real dataset for CAM and 3D- time points. Table 5 shows the result of testing the difference. Since the p-value is 0.5230, the testing result indicates the two methods can be used interchangeably.
Difference
Estimate P-value 95% CI β CAM − β 3D-CAM -0.6446 0.5230 (−3.7335, 2.4444) Table 5 : Comparison of the CAM and 3D-CAM.
The ICCs for the CAM and 3D-CAM are 0.99 and 0.85 respectively, which indicates that raters have an excellent degree of agreement for both measuring methods. Next, we use the Bland-Altman diagram to evaluate the degree of agreement. Figure 5a shows this dataset. In other words, the CAM and 3D-CAM are predicted to give the same values over these 20 patients. The statistical inference we have made here is consistent with results in the literature [21, 33] .
Conclusion and discussion
In this paper, we propose an approach for comparing two measuring methods with paired repeated binary data over time. Our GLMM-based framework incorporates both assessing method agreement and evaluating inter-rater reliability. By treating methods as fixed effects, assessing method agreement is equivalent to testing the equality of fixed effects of methods. Both simulation studies and applications to real data demonstrate the ability of our approach to make correct decision on method agreement.
Provided users do not satisfy with simply a decision on whether the two methods agree or not, we further illustrate a novel way to implement the Bland-Altman diagram and Cohen's kappa on the latent variables based upon the GLMMs. Traditional scaled or unscaled agreement indices may provide misleading conclusions with repeated data over time because of correlations among repeated measurements on the same subject, but our approach correctly mea-sures the method agreement by accommodating the dependency in the GLMM.
