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We consider a reaction–diffusion system of activator–inhibitor or
substrate-depletion type which is subject to diffusion-driven in-
stability. We show that an obstacle (e.g. a unilateral membrane)
modeled either in terms of inequalities or of inclusions, introduces
whole beams of new global bifurcation points of spatially non-
homogeneous stationary solutions which lie in parameter domains
which are excluded as bifurcation points for the problem without
the obstacle.
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1. Introduction
Let Ω ⊆ RN be a bounded domain with a Lipschitz boundary, and let Γ0 ⊆ ∂Ω be measurable with
mesN−1 Γ0 > 0. (1.1)
Let bij be constant coeﬃcients satisfying
b11 > 0, b11 + b22 < 0, det := b11b22 − b12b21 > 0. (1.2)
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ut = d1u + b11u + b12v + f1(d, x,u, v,∇u,∇v) on Ω,
vt = d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v) on Ω (1.3)
with a bifurcation parameter d = (d1,d2) and classical boundary conditions⎧⎪⎨⎪⎩
u = v = 0 on Γ0,
∂u
∂n = f3(d, x,u, v) on ∂Ω \ Γ0,
∂v
∂n = f4(d, x,u, v) on ∂Ω \ Γ0.
(1.4)
The results in this paper actually refer to non-classical variants of this problem, but to understand the
meaning of these results, let us ﬁrst recall what is known in the above classical situation.
The last two inequalities in (1.2) mean that if we would consider (1.3) with d1 = d2 = 0 (no
diffusion) then (0,0) is a stable solution. Note that our system is automatically either of an activator–
inhibitor or of a substrate-depletion type, because (1.2) implies
b22 < 0 and (b12 < 0 < b21 or b21 < 0 < b12).
However, the conditions (1.2) also guarantee Turing’s effect [25] of “diffusion-driven instability” for
(1.3)/(1.4), i.e. for d1,d2 > 0 the system is only stable in a certain range of the parameters d1,d2. More
precisely, let κn , n = 1,2, . . . , denote the eigenvalues of − with{
u = 0 on Γ0,
∂u
∂n = 0 on ∂Ω \ Γ0,
(1.5)
0 < κ1 < κ2 < · · · (not counting multiplicities). Let Q := (0,∞) × (0,∞) be the ﬁrst quadrant. With
each κn we associate the hyperbola
Cn :=
{
(d1,d2) ∈ Q : d2 = b12b21/κ
2
n
d1 − b11/κn +
b22
κn
}
, (1.6)
see Fig. 1. In Fig. 1, one can also see the vertical asymptotes d1 ≡ b11κn of the hyperbolas Cn and the
line passing through 0 with the slope
−b12b21 + det+2
√−b12b21 det
b211
> 1 (1.7)
which is tangential to these hyperbolas.
Turing’s effect means that in the ﬁrst quadrant Q := {(d1,d2): d1,d2 > 0} the system (1.3)/(1.4)
is exponentially stable, see e.g. [24, Chapter 11], if and only if d = (d1,d2) belongs to the domain
DS which lies to the right of all the hyperbolas Cn . This was proved in one space dimension in [21]
and in more generality in [4] (note that concerning stability it suﬃces to consider the linearization
f1 = f2 = f3 = f4 = 0).
Assume now that we have an obstacle (e.g. a unilateral membrane) for v on some measurable part
Ω0 ⊆ Ω of the interior and/or of the boundary Γ ⊆ ∂Ω . To treat both cases simultaneously, we allow
Ω0 = ∅ or Γ = ∅, but we require
mesN Ω0 > 0 or mesN−1 Γ > 0 (or both). (1.8)
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Actually, we will consider also two types of obstacles, namely, roughly speaking, of ﬂux going inside
or going outside of the domain. Since we do not want to exclude that both types of obstacles occur
simultaneously, we assume that
Ω0 = Ω+ ∪ Ω−, Γ = Γ + ∪ Γ −
where Ω± ⊆ Ω0 and Γ ± ⊆ Γ are measurable but satisfy
(
Ω+ ∪ Γ +)∩ (Ω− ∪ Γ −)= ∅. (1.9)
Condition 1.9 means that the two different types of obstacles do not “meet” each other (note that we
do not require that the obstacle regions Ω0 or Γ are connected). In the most straightforward case,
the problem with obstacles is described by the system
ut = d1u + b11u + b12v + f1(d, x,u, v,∇u,∇v) on Ω ,
vt = d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v) on Ω \ Ω0,
vt  d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v), v  0 on Ω+,
vt = d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v) on
{
x ∈ Ω+: v(x) > 0},
vt  d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v), v  0 on Ω−,
vt = d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v) on
{
x ∈ Ω−: v(x) < 0} (1.10)
with the boundary conditions
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n = f3(d, x,u, v) on ∂Ω \ Γ0,
∂v
∂n = f4(d, x,u, v) on ∂Ω \ (Γ0 ∪ Γ ),
∂v
∂n  f4(d, x,u, v), v  0 on Γ +,
∂v
∂n = f4(d, x,u, v) on {x ∈ Γ +: v(x) > 0},
∂v
∂n  f4(d, x,u, v), v  0 on Γ −,
∂v = f4(d, x,u, v) on {x ∈ Γ −: v(x) < 0}.
(1.11)∂n
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However, in a more realistic case when the amount of material ﬂowing in or out depends in a more
complicated way on the concentration (e.g. if the obstacles itself or subject to certain physical con-
straints), one is led to the model
ut = d1u + b11u + b12v + f1(d, x,u, v,∇u,∇v) on Ω ,
vt ∈ d2v + b21u + b22v + f2(d, x,u, v,∇u,∇v) +
{ {0} on Ω \ Ω0,
m0(d, x,u, v,∇u,∇v) on Ω0, (1.12)
with the boundary conditions⎧⎪⎪⎪⎨⎪⎪⎪⎩
u = v = 0 on Γ0,
∂u
∂n = f3(d, x,u, v) on ∂Ω \ Γ0,
∂v
∂n = f4(d, x,u, v) on ∂Ω \ (Γ0 ∪ Γ ),
∂v
∂n ∈ f4(d, x,u, v) +m1(d, x,u, v) on Γ ,
(1.13)
where we will require that mi are multivalued functions whose graph is, roughly speaking, for small v
(and ﬁxed other parameters) “tangent” to the graph of the multivalued function
m+(v) =
⎧⎨⎩
∅ if v < 0,
[0,∞) if v = 0,
{0} if v > 0,
if x ∈ Ω+ (or x ∈ Γ +) or of the multivalued function
m−(v) =
⎧⎨⎩
∅ if v > 0,
(−∞,0] if v = 0,
{0} if v < 0,
if x ∈ Ω− (or x ∈ Γ −), respectively. See Fig. 2 for examples of graphs “tangentially” to m+ .
(For technical reasons, it is important that mi(x, v) = {0} for v > 0 and x ∈ Ω+ or x ∈ Γ +; pertur-
bations have to be formulated in terms of f2 and f4. The latter is possible even in the multivalued
case since – although we do not formulate the statements in this way, for simplicity – all results of
this paper hold also when f i are multivalued, cf. Remark 5.2.)
Formally, system (1.10)/(1.11) becomes a special case of (1.12)/(1.13) when m0(x, v,w) =m±(v) for
all x ∈ Ω± and all m1(x, v) =m±(v) for all x ∈ Γ ± . However, we will assume that the values of m0,
m1 are nonempty compact intervals which excludes this choice and means physically that the obstacle
(e.g. a membrane) is not “absolute” but itself limited by certain constraints.
Remark 1.1. Since we include both directions of obstacles in our formulation, it suﬃces for the study
of stability and bifurcation of one of the above problems to consider the case b12 < 0 < b21. Indeed,
the substitution v˜ 
→ −v leads to a problem of the same type where only the roles of Ω± and Γ ± are
exchanged, the nonlinearities are “mirrored”, and the constants b12 and b21 both have changed their
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case b12 < 0 < b21. In fact, we even did this already when citing Turing’s effect which is well known
only for this case; but the above substitution shows that it holds in the same manner (i.e. with the
same domain of stability DS which we claimed above) when b21 < 0 < b12.
For both problems, (1.10)/(1.11) and (1.12)/(1.13), it is known that (at least in the more studied
situation b12 < 0 < b21 and Ω− = Γ − = ∅), under the assumption that there is an eigenfunction e of
− with (1.5) which satisﬁes
±e|Ω± ,±e|Γ ±  ε > 0, (1.14)
there is a loss of stability even in the domain DS in the sense that the stationary problem has a
bifurcation. Actually, this bifurcation is even global, and for the case Ω0 = ∅ and that Γ is a smooth
manifold with boundary, one may relax hypothesis (1.14) to
±e > 0 a.e. on Γ ±. (1.15)
Indeed, for (1.12)/(1.13), this bifurcation result can be found in this general form in [9] (see also [5–8]
for special cases obtained by different methods). Concerning (1.10)/(1.11), the result was obtained for
the case Ω0 = ∅, f3 = f4 = 0, and if f1, f2 are independent of ∇u,∇v in various forms of gener-
ality in [4,17–19,22] (partially based on a homotopy method developed in [15,16], although we will
concentrate about a method involving topological degree); the general case for (1.10)/(1.11) can be
obtained along the same lines as [19] under (1.14) resp. as [18] under (1.15).
Actually, the considerations in the current paper will reprove this bifurcation result for both prob-
lems (in our more general setting) although this is not our main aim. Our goal is instead to prove that
there is also a global bifurcation (and actually a whole unbounded “beam” of global bifurcation points
in case n 1) of the stationary problem in the unbounded part of Q \⋃n Cn which lies between the
hyperbola Cn and its tangent d1 = b11/κn under the hypothesis that there is an eigenfunction e to
the eigenvalue κn of − with (1.5) which satisﬁes (1.14) or (1.15), see Fig. 3. For example, concerning
(1.10)/(1.11), we will show the following result.
All solutions we consider will be in the Sobolev space W 1,2(Ω), and when we speak now e.g.
about connectedness of a branch of solutions we mean the topology of that space.
Theorem 1.1. Consider a hyperbola Cn where n is such that there is an eigenfunction e of − with (1.5) for
the eigenvalue κn satisfying (1.14) or (1.15), respectively.
Assume that the nonlinearities fi are continuous and depend only on (u, v) with at most linear growth and
that fi are totally differentiable at (0,0) with f ′i (0,0) = 0.
Then each continuous path γ : I → Q (with I being some closed interval, not necessarily bounded) going
at least from the hyperbola Cn to the right of its tangent d1 = b11/κn meets a bifurcation point of (1.10)/(1.11)
which is global along the path in the following sense.
There is a connected branch B of nontrivial stationary solutions (s,u, v) (i.e. which is a stationary spatially
non-homogeneous weak solution for (1.10)/(1.11) with (d1,d2) = γ (s)) such that B is unbounded, meets the
end of the interval I , or returns to the trivial branch outside of that part of the path connecting Cn and its
tangent.
Most of the assumptions in Theorem 1.1 will be relaxed: A more general and more detailed ver-
sion of Theorem 1.1 will be formulated in Section 4 (Theorem 4.4). An analogous result will also be
obtained for the problem (1.12)/(1.13) involving inclusions (Theorem 5.3). Since each path connecting
Cn and its tangent contains a bifurcation point, one can conclude that there is even a (connected)
beam of bifurcation points as sketched in Fig. 3. Details will be discussed at the end of Section 4.
Since the problems (1.10)/(1.11) and (1.12)/(1.13) require a somewhat different setting, we treat
these problems in the separate Sections 4 and 5. Before we can do this, we prove an abstract result
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about the Leray–Schauder degree for variational inequalities in Section 2 and a general continuity
result about single- and multivalued maps in Section 3.
2. The (K , A, K∗)-sign-condition for variational inequalities
For both problems (1.10)/(1.11) and (1.12)/(1.13) the philosophy will be to show that a certain
associated index (degree) differs for certain values of d. Although the main feature of this paper is
the proof that the index is 1 in certain zones, we will need another result which shows that the index
is 0 for other values of d. This will be done by means of a general abstract theorem. For the problem
(1.12)/(1.13), a corresponding abstract result has been established in [9], and we will now prove a
variant of that result which will be appropriate for (1.10)/(1.11).
Since this result is of independent interest, we consider now a more general setting than in Sec-
tion 4 where we apply this result.
Let H be a Hilbert space, and K ⊆ H be a cone with its vertex at the origin, i.e. K is closed and
convex and 0 ∈ K + K ⊆ K . Let Q be some metric space (or a subset thereof), and let A : Q × H → H
be continuous and compact and such that A(d) := A(d, ·) :H → H is linear.
For F ∈ H, we are interested in the variational inequality
U ∈ K , 〈U − A(d)U − F , V − U 〉 0 for all V ∈ K . (2.1)
If PK U denotes the closest element of K to U , then PK :H → K is positively homogeneous and
continuous, and (2.1) can equivalently be rewritten as the ﬁxed point equation
U = PK
(
A(d)U + F ), (2.2)
see e.g. [13, Section 1.2]. Of particular importance will be the homogeneous case F = 0, i.e. the varia-
tional inequality
U ∈ K , 〈U − A(d)U , V − U 〉 0 for all V ∈ K . (2.3)
We introduce corresponding notions of solution spaces and of critical values of A(·), A(·)∗ , and (2.3):
E A,K (d) :=
{
U ∈ H: U solves (2.3)},
E A(d) :=
{
U ∈ H: A(d)U = U},
E A∗(d) :=
{
U ∈ H: A(d)∗U = U},
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{
d ∈ Q : E A,K (d) = {0}
}
,
CA :=
{
d ∈ Q : E A(d) = {0}
}= {d ∈ Q : E A∗(d) = {0}}.
Deﬁnition 2.1. Let K∗ ⊆ H be a cone satisfying K∗ ⊆ K . We say that d0 ∈ CA satisﬁes the (K , A, K∗)-
sign-condition on P0 ⊆ Q , d0 ∈ P0, if for each U ∈ E A(d0) ∩ K with ‖U‖ = 1 there are U∗ ∈ K∗ and
δ > 0 such that
〈(
id− A(d))U ,U∗〉−δ∥∥(id− A(d)∗)U∗∥∥< 0 for all d ∈ P0 \ {d0} close to d0. (2.4)
The (K , A, K∗)-sign-condition was introduced in [9], and in fact our following result is analogous
to the result from [9] with the difference that we consider now variational inequalities instead of
inclusions.
Theorem 2.1. Let d0 ∈ CA satisfy
E A,K (d0) = E A(d0) ∩ K . (2.5)
Let P0 ⊆ Q \ {d0} be such that d0 satisﬁes the (K , A, K∗)-sign-condition on P0 where K∗ := K ∩ E A∗ (d0) and
K∗ = −K∗ .
Then there is some F ∈ K∗ such that for each d ∈ P0 suﬃciently close to d0 we have d /∈ CA,K , and the
variational inequality (2.1) has no solution.
We use the notation Br := {U ∈ H: ‖U‖ < r}.
Corollary 2.1. Under the hypotheses of Theorem 2.1, we have for the Leray–Schauder degree for all d ∈ P0
suﬃciently close to d0 that
deg
(
id− PK A(d), Br,0
)= 0 (r > 0).
Proof. Let F and d be as in Theorem 2.1, and consider the homotopy H(t,U ) := U − P K (A(d)U + t F )
(0  t  1). Since d /∈ CA,K , we have H(0,U ) = 0 for U = 0, and if H(t,U ) = 0 for some t > 0, then
U/t would solve (2.2) and thus (2.1), contradicting the choice of F . Thus, the homotopy is admissible
for the degree on Br , and since H(1, ·) has no zero, its degree on Br must vanish. 
Remark 2.1. By [9] the hypothesis (2.5) in Theorem 2.1 is equivalent to the fact that d0 is a (K , A)-
interior point in the sense of [9].
Remark 2.2. In view of the remarks in [9] about the (K , A, K ∗)-sign-condition, the above results
contain both statements of [23, Theorem 2] simultaneously.
We will see in the proof that Theorem 2.1 is actually a special case of the following result.
Theorem 2.2. A result analogous to Theorem 2.1 (with the exception of the claim F ∈ K∗) holds even if K∗ ⊆ K
is an arbitrary cone, provided one assumes in addition that there are U∗0 ∈ K ∩ E A∗ (d0) and U0 ∈ H with〈U0,U∗0〉 > 0 and
〈U0,U∗〉 0 for all U∗ ∈ K∗. (2.6)
Moreover, the statement of Theorem 2.1 then holds with F := U0 .
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K∗ satisfying 〈U0,U∗0〉 > 0 and (2.6) is automatic: This was essentially shown in the proof of [23,
Lemma 2], cf. the corresponding remarks in [9]. Hence, Theorem 2.1 is a special case of Theorem 2.2,
and it suﬃces to show Theorem 2.2.
Thus, let F = U0 and U∗0 be as in Theorem 2.2. Let us ﬁrst note that (2.1) does not possess the
solution U = 0. In fact, this follows for the choice V := U∗0 in view of 〈−F ,U∗0〉 = −〈U0,U∗0〉 < 0.
We thus have to show that (2.1) (or the equivalent equation (2.2)) and (2.3) have no solution
U = 0 if d ∈ P0 is suﬃciently close to d0. Thus, assume by contradiction that there are dn ∈ P0 with
dn → d0 such that there are solutions Un = 0 of Un = PK (A(dn)Un + F ) or of Un = PK (A(dn)Un).
Putting Wn := Un/‖Un‖ and sn := 1/‖Un‖ or sn = 0, respectively, we have
Wn = PK
(
A(dn)Wn + sn F
)
. (2.7)
The latter can be rewritten as
Wn ∈ K ,
〈
Wn − A(dn)Wn − sn F , V − Wn
〉
 0 for all V ∈ K . (2.8)
Since
〈
Wn,U
∗
0
〉= 〈Wn, A∗(d0)U∗0 〉= 〈A(d0)Wn,U∗0 〉,
we obtain for V := Un + U∗0 ∈ K in (2.8) that
0
〈
Wn − A(dn)Wn − sn F ,U∗0
〉= 〈(A(d0) − A(dn))Wn,U∗0 〉− sn〈U0,U∗0 〉.
Since the ﬁrst term on the right-hand side converges to 0 and 〈U0,U∗0〉 > 0, this implies that sn → 0.
Hence, (2.7) and the compactness of A implies that Wn contains a convergent subsequence. Without
loss of generality, we can thus assume that Wn → U for some U ∈ H. Passing, for each ﬁxed V ∈ K ,
to the limit in (2.8), we ﬁnd that U ∈ EK ,A(d0). By (2.5), we conclude U ∈ E A(d0) ∩ K , and since
‖Wn‖ = 1, we have ‖U‖ = 1. Hence, for U we ﬁnd some U∗ and δ according to Deﬁnition 2.1, i.e. for
all suﬃciently large n we have
〈(
id− A(dn)
)
U ,U∗
〉
−δ∥∥(id− A(dn)∗)U∗∥∥< 0. (2.9)
Choosing V := Wn + U∗ ∈ K in (2.8), we obtain, using (2.6) and (2.9), that
0
〈
Wn − A(dn)Wn − sn F ,U∗
〉
= 〈Wn − A(dn)Wn,U∗〉− sn〈U0,U∗〉

〈
Wn − A(dn)Wn,U∗
〉
= 〈(id− A(dn))U ,U∗〉+ 〈(id− A(dn))(Wn − U ),U∗〉
−δ∥∥(id− A(dn)∗)U∗∥∥+ 〈(id− A(dn)∗)U∗,Wn − U 〉

∥∥(id− A(dn)∗)U∗∥∥(‖Wn − U‖ − δ).
Since Wn → U , the last expression is strictly negative for large n which is a contradiction. 
3048 M. Väth / J. Differential Equations 247 (2009) 3040–30693. Continuity and compactness of a multivalued map M
In this section we prove a general result about the continuity and compactness of a single- or
multivalued map M . Since the result is of independent interest, we formulate it in a more general
setting than what we need subsequently.
Let Ω ⊆ RN be a bounded domain with Lipschitz boundary. We ﬁx exponents p1, . . . , pnˆ ,
q1, . . . ,qmˆ , p1,i, . . . , pnˆ,i , q1,i, . . . ,qmˆ,i (i = 0,1) which are subject to the following restrictions for
n = 1, . . . , nˆ, m = 1, . . . ,mˆ, and i = 0,1:
pn ∈ [1,∞), qm ∈ (1,∞),⎧⎪⎨⎪⎩
pn,0, pn,1 ∈ [1,∞) if N  pn and pn > 1,
pn,0 ∈ [1, NpnN−pn ], pn,1 ∈ [1,
Npn−pn
N−pn ] if N > pn,
pn,0 ∈ [1,∞), pn,1 = 1 if N = pn = 1,{
qm,0,qm,1 ∈ (1,∞) if N  qm,
qm,0 ∈ ( NqmNqm−N+qm ,∞), qm,1 ∈ (
Nqm−qm
Nqm−N ,∞) if N > qm.
Let U1, . . . ,Unˆ be Banach spaces, N1, . . . ,Nmˆ be integer dimensions, and
Wp ⊆ W 1,p1(Ω,U1) × · · · × W 1,pnˆ (Ω,Unˆ),
Wq ⊆ W 1,q1
(
Ω,RN1
)× · · · × W 1,qmˆ(Ω,RNmˆ)
be linear subspaces with the inherited norm (or an equivalent norm). Let Ω0 ⊆ Ω and Γ ⊆ ∂Ω be
measurable (with respect to the Lebesgue measure or (N−1)-dimensional Hausdorff measure, respec-
tively). For a ﬁxed nonempty subset K ⊆ Wq and a parameter space Λ, we consider the multivalued
operator M :Λ × Wp → W∗q , deﬁned by
M(λ,u) :=
⋂
v∈K
{
z ∈ W∗q: 〈z, v〉 ∈
∫
Ω0
〈
m0
(
λ, x,u(x),∇u(x)), v(x)〉dx
+
∫
Γ
〈
m1
(
λ, x,u(x)
)
, v(x)
〉
dx
}
, (3.1)
where we consider multivalued maps
m0 : Λ × Ω0 × U1 × · · · × Unˆ ×
(
U∗1
)N × · · · × (U∗nˆ)N RN1 × · · · × RNmˆ ,
m1 : Λ × Γ × U1 × · · · × UnˆRN1 × · · · × RNmˆ
and where the integral is understood in the Aumann sense; part of the subsequent Theorem 3.1 is
that actually even
M(λ,u) =
⋂
v∈K
{
z ∈ W∗q: there aremeasurable y0, y1 with y0(x) ∈m0
(
λ, x,u(x),∇u(x)) a.e.,
y1(x) ∈m1
(
λ, x,u(x)
)
a.e., and 〈z, v〉 =
∫
Ω
〈
y0(x), v(x)
〉
dx+
∫
Γ
〈
y1(x), v(x)
〉
dx
}
. (3.2)0
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(1) Λ is an open subset of a Banach space.
(2) For almost all x the multivalued maps mi(·, x, ·) assume only nonempty compact values and are
upper semicontinuous (for i = 0,1 in the respective spaces). If N = 1 and Γ = ∅, we assume in
addition that the values of m1 are convex.
(3) For all measurable functions f with values in Λ and for all measurable functions u the mul-
tivalued maps M f ,u,i(x) := mi( f (x), x,u(x)) are weakly/strongly measurable (for i = 0,1 in the
respective spaces), i.e. the small counterimage
M−
λ,u,i(A) :=
{
x: mi
(
λ(x), x,u(x)
)⊆ A}
is measurable for each closed/open set A ⊆ RN1+···+Nmˆ . (Since mi(λ(x), x,u(x)) assumes compact
values, both notions of measurability are equivalent, see [12, Theorem 3.1].)
If mi is single-valued, this hypothesis is (in view of the previous hypothesis) equivalent to the
statement that mi is a Carathéodory function, i.e. that mi(λ, ·,u) is measurable for all constants
λ, u.
(4) The maps m0 and m1 are subject to the following growth conditions. For each λ0 ∈ Λ there
are Aλ0,m,0 ∈ Lqn,0(Ω0), Aλ0,m,1 ∈ Lqn,1(Γ ), and ﬁnite numbers Bλ0,m,0, Bλ0,m,1  0 such that for
almost all x ∈ Ω0 resp. x ∈ Γ the estimates
sup
{‖zm‖RNm : (z1, . . . , zmˆ) ∈m0(λ, x,u1, . . . ,uN , v1, . . . , vN)}
 Aλ0,m,0(x) + Bm,0 ·
(‖u1‖p1,0U1 + · · · + ‖uN‖pN,0UN + ‖v1‖p1(U∗1)d + · · · + ‖vN‖pN(U∗N )d)1/qm,0
and
sup
{‖zm‖RNm : (z1, . . . , zmˆ) ∈m1(x,u1, . . . ,uN)}
 Aλ0,m,1(x) + Bλ0,m,1 ·
(‖u1‖p1,1U1 + · · · + ‖uN‖pN,1UN )1/qm,1
hold for all λ in a neighborhood of λ0 and all u1, . . . ,uN , v1, . . . , vN and m = 1, . . . ,mˆ.
(5) Concerning K , we suppose that there is a ﬁnite constant CK such that the family of all linear
combinations of the form v =∑nk=1 λkvk with n = 1,2, . . . , λk ∈ R, vk ∈ K , and
max
{
n∑
k=1
|λk|‖vk|Ω0‖Lq′1,0 (Ω0,RN1 )×···×Lq′mˆ,0 (Ω0,R
Nmˆ )
,
n∑
k=1
|λk|‖vk|Γ ‖Lq′1,1 (Γ,RN1 )×···×Lq′mˆ,1 (Γ,R
Nmˆ )
}
 CK ·
(‖v|Ω0‖Lq′1,0 (Ω0,RN1 )×···×Lq′mˆ,0 (Ω0,RNmˆ ) + ‖v|Γ ‖Lq′1,1 (Γ,RN1 )×···×Lq′mˆ,1 (Γ,RNmˆ ))
(with 1qm,i + 1q′m,i = 1) is dense in Wq .
Note that our last hypothesis ﬁxes a small problem in the formulation of [27, Theorem 6.1] where
by mistake the change of the notation of qm,i was only correctly stated with respect to the growth
condition without observing that this also changes the last hypothesis to the form stated above. Note
that q′m,i are exponents for which the corresponding restriction/trace operators are bounded (and
compact).
3050 M. Väth / J. Differential Equations 247 (2009) 3040–3069Theorem 3.1. In the above situation the operator (3.1) is well deﬁned, and
M :Λ × WpW∗q
is upper semicontinuous (in the multivalued sense) and compact in the sense that M(Λ0 × D) is compact for
each compact Λ0 ⊆ Λ and bounded D ⊆ Wp . The values M(λ,u) are nonempty, closed and convex, and can
be calculated by the formula (3.2).
Remark 3.1. An analogous theorem holds for the case that the last hypothesis (about K ) is violated.
However, in this case M need not be compact (in fact, even the values M(λ,u) ⊆ W∗q might be
unbounded), and moreover, M need not be upper semicontinuous but only upper semicontinuous in
the ε-sense, i.e. the small counterimage M−(U ) := {(λ,u): M(λ,u) ⊆ U } is a neighborhood of (λ0,u0)
whenever U is an ε-neighborhood of M(λ0,u0) (but not necessarily when U is only a neighborhood
of M(λ0,u0)).
Proof of Theorem 3.1. If m0 and m1 are independent of λ, the result is contained in [27]. The general
case reduces to this special case by the following argument.
Since it suﬃces to prove the claim locally, i.e. in a neighborhood of some λ0 ∈ Λ, we can as-
sume without loss of generality that Λ is an open ball and that Aλ0,m,i and Bλ0,m,i (i = 0,1) in
the hypotheses are actually independent of λ ∈ Λ. Further, since the open ball Λ is homeomorphic
to a Banach space, we can assume without loss of generality that Λ is a Banach space. Now the
parameter-independent version of the theorem implies that the auxiliary map
M˜ :W 1,1(Ω,Λ) × WpW∗q,
deﬁned for a function λ ∈ W 1,1(Ω,Λ) by
M˜(λ,u) :=
⋂
v∈K
{
z ∈ W∗q: 〈z, v〉 ∈
∫
Ω0
〈
m0
(
λ(x), x,u(x),∇u(x)), v(x)〉dx
+
∫
Γ
〈
m1
(
λ(x), x,u(x)
)
, v(x)
〉
dx
}
,
is upper semicontinuous and compact with nonempty closed convex values (and an analogue of (3.2)
with λ replaced by λ(x)). Hence, the claim follows by identifying Λ with the subset of W 1,1(Ω,Λ)
of constant functions. 
4. The case of inequalities (1.10)/(1.11)
We are ﬁrst going to describe the weak formulation of the stationary problem corresponding to
(1.10)/(1.11). For later considerations, it will be convenient to divide the ﬁrst and second equation of
(1.10) by the positive numbers d−11 and d
−1
2 , respectively. Then the stationary problem corresponding
to (1.10)/(1.11) can be rewritten as
u + d−11 b11u + d−11 b12v + d−11 f1(d, x,u, v,∇u,∇v) = 0 on Ω ,
v + d−12 b21u + d−12 b22v + d−12 f2(d, x,u, v,∇u,∇v) = 0 on Ω \ Ω0,
v + d−12 b21u + d−12 b22v + d−12 f2(d, x,u, v,∇u,∇v) 0, v  0 on Ω+,
v + d−12 b21u + d−12 b22v + d−12 f2(d, x,u, v,∇u,∇v) = 0 on
{
x ∈ Ω+: v(x) > 0},
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v + d−12 b21u + d−12 b22v + d−12 f2(d, x,u, v,∇u,∇v) = 0 on
{
x ∈ Ω−: v(x) < 0} (4.1)
with the boundary conditions (1.11).
For i = 0,1, we ﬁx exponents pi and qi according to the restrictions{
pi ∈ [1/2,∞), qi ∈ (1,∞) arbitrary if N  2,
p0 := NN−2 , p1 := N−1N−2 , q0 ∈ ( 2NN+2 ,∞), q1 ∈ ( 2N−2N ,∞) if N > 2,
which correspond (for pi up to a factor 2) to the exponents of Section 3 in the Hilbert space case;
since the factor 2 will in all estimates cancel with the exponent of the underlying space W 1,2(Ω,R2),
our above choice will be more convenient in the sequel. We will not assume that the functions f i are
deﬁned for all d ∈ Q = (0,∞)2 but only for d ∈ P ⊆ Q where the following holds:
(1) P is open in R2.
(2) The functions f i satisfy a Carathéodory condition, i.e. the functions f i(d, ·,u, v,w, z) (i = 1,2)
and f i(d, ·,u, v) (i = 3,4) are measurable for all d ∈ P , u, v ∈ R, w, z ∈ RN , and f i(·, x, ·) are
continuous for almost all x ∈ Ω (i = 1,2) or x ∈ ∂Ω (i = 3,4), respectively.
(3) For each d0 ∈ P , there are a0,d0 ∈ Lq0 (Ω), a1,d0 ∈ Lq1 (Γ ) and ﬁnite constants b0,d0 ,b1,d0 ∈ [0,∞)
such that f i satisfy, for almost all x ∈ Ω resp. x ∈ ∂Ω the growth estimate∣∣ f i(d, x,u, v,w, z)∣∣ a0,d0(x) + b0,d0 · ((|u| + |v|)p0 + ‖w‖ + ‖z‖)2/q0 (i = 1,2),∣∣ f i(d, x,u, v)∣∣ a1,d0(x) + b1,d0 · (|u| + |v|)2p1/q1 (i = 3,4),
for all d in some neighborhood of d0.
Let H0 denote the subspace of all functions from W 1,2(Ω) which vanish on Γ0. Since we assume
(1.1), we can equip H0 with the scalar product
〈u, v〉 :=
∫
Ω
〈∇u(x),∇v(x)〉dx
which is equivalent to the usual scalar product inherited from W 1,2(Ω), see e.g. [29, Theorem 4.8.1].
For d ∈ P and u, v ∈ H0, we deﬁne A0u, Fi(d,u, v) ∈ H0 by the equalities
〈A0u,ϕ〉 :=
∫
Ω
u(x)ϕ(x)dx,
〈
F0(d,u, v),ϕ
〉 := ∫
Ω
d−11 f1
(
d, x,u(x), v(x),∇u(x),∇v(x))ϕ(x)dx
+
∫
∂Ω\Γ0
f3
(
d, x,u(x), v(x)
)
ϕ(x)dx,
〈
F1(d,u, v),ϕ
〉 := ∫
Ω
d−12 f2
(
d, x,u(x), v(x),∇u(x),∇v(x))ϕ(x)dx
+
∫
∂Ω\Γ
f4
(
d, x,u(x), v(x)
)
ϕ(x)dx0
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K0 := {u ∈ H0: ±u|Ω±  0 and ±u|Γ ±  0}.
Note that the cone is strongly reproducing in the following sense.
Proposition 4.1. For each u ∈ H0 there are u± ∈ K such that u = u+ − u− and such that ±u+ is on Ω± and
Γ ± the usual positive/negative part of u (and for u− vice versa).
Proof. In view of (1.9), there is a smooth function ϕ on RN with ϕ|Ω± = ±1 and ϕ|Γ ± = ±1. Let u±0
denote the usual positive/negative part of u. Then
u+ := 1
2
(ϕ + 1)u+0 −
1
2
(ϕ − 1)u−0
and u− := u − u+ have the required properties. 
Remark 4.1. Proposition 4.1 implies in particular that the cone K satisﬁes the last hypothesis of Sec-
tion 4 with Wp = Wq = H, because each U = ( u˜,u) ∈ H can be written in the form U = U+ − U−
where U± := ( u˜,u±) ∈ K with u± as in Proposition 4.1.
Standard considerations (Green’s formula, choice of suitable test functions, etc.) imply that it is
natural to deﬁne weak solutions of problem (4.1)/(1.11) as solutions of the variational inequality sys-
tem
u − d−11 b11A0u − d−11 b12A0v − F0(d,u, v) = 0,
v ∈ K0,
〈
v − d−12 b21A0u − d−12 b22A0v − F1(d,u, v),ϕ − v
〉
 0 for all ϕ ∈ K . (4.2)
It will often be convenient to rewrite (4.2) as a single variational inequality in the space H := H0×H0.
Deﬁning A˜(λ1, λ2), A(d), F (d, ·) :H → H by
A˜(λ1, λ2)
(
u
v
)
:=
(
λ1b11A0u λ1b12A0v
λ2b21A0u λ2b22A0v
)
,
A(d) := A˜(d−11 ,d−12 ),
F
(
d,
(
u
v
))
:=
(
F0(d,u, v)
F1(d,u, v)
)
,
and considering the cone
K := H0 × K0 ⊆ H,
we can rewrite (4.2) as
U ∈ K , 〈U − A(d)U − F (d,U ), V − U 〉 0 for all V ∈ K . (4.3)
We use all notations of Section 2. In particular, by the remarks in the beginning of Section 2, it turns
out that (4.3) is equivalent to
U = PK
(
A(d)U + F (d,U )).
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→
U − PK (A(d)U + F (d,U )). Our hypotheses imply that this map is well deﬁned and that also the
Leray–Schauder degree for this map can be deﬁned. More precisely, we have:
Proposition 4.2. A0 :H0 → H0 and A˜(λ1, λ2), A(d) :H → H are linear and compact. Moreover, A˜ :R2 ×
H → H, A : Q × H → H, F i : P × H → H0 (i = 0,1), and F : P × H → H are continuous and compact. By
the latter we mean that for each compact set P0 and each bounded set B ⊆ H the image of the set P0 × B is
relatively compact.
Proof. This is folklore but can also be obtained as a trivial special case of the result in Section 3 with
K = Wp = Wq = H. 
Analogously to the proof in [10], one can show:
Lemma 4.1. Let P∗ ⊆ P and d∗ ∈ P∗ . Assume that the limits
sup
w,z∈RN
sup
d∈P∗
∣∣d−1i f i(d, x,u, v,w, z)∣∣ cP∗ max{(|u| + |v|)2p0/q0 , |u| + |v|} (i = 1,2),
lim
(d,u,v,w,z)→(d∗,0,0,0,0)
d∈P∗, (u,v,w,z) =(0,0,0,0)
f i(d, x,u, v,w, z)
|u| + |v| + ‖w‖ + ‖z‖ = 0 (i = 1,2),
sup
d∈P∗
∣∣ f i(d, x,u, v)∣∣ cP∗ max{(|u| + |v|)2p1/q1 , |u| + |v|} (i = 3,4),
lim
(d,u,v)→(d∗,0,0)
d∈P∗, (u,v) =(0,0)
f i(d, x,u, v)
|u| + |v| = 0 (i = 3,4) (4.4)
hold for almost all x ∈ Ω resp. almost all x ∈ ∂Ω \ Γ0 . Then
lim
(d,U )→(d∗,U )
d∈P∗,U =0
‖F (d,U )‖
‖U‖ = lim(d,U )→(d∗,U )
d∈P∗,U =0
‖Fi(d,U )‖
‖U‖ = 0 (i = 0,1). (4.5)
Under the hypothesis (4.4) the “linearization” of (4.3) thus becomes the variational inequality (2.3)
studied in Section 2. Besides the notations from Section 2, we also use the following notations for the
eigenspaces and critical values of the linear map A0:
E A0(μ) := {u ∈ H0: μA0u = u},
CA0 :=
{
μ ∈ R: E A0(μ) = {0}
}= {κ1, κ2, . . .}.
In particular, CA0 is precisely the set of eigenvalues of − (in the weak sense) with boundary condi-
tions (1.5). Using an orthonormal base of H0 consisting of eigenvectors of A0, one easily obtains the
following result.
Proposition 4.3. A point d = (d1,d2) ∈ Q belongs to CA if and only if it belongs to some of the hyperbolas
(1.6). If d belongs to only one of these hyperbolas Cn then
E A(d) =
{(
αn(d)e
e
)
: e ∈ E A0(κn)
}
,
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{(
α∗n (d)e
e
)
: e ∈ E A0(κn)
}
,
where
αn(d) := b12
d1κn − b11 =
d2κn − b22
b21
,
α∗n (d) :=
d−12 b21
κn − d−11 b11
= κn − d
−1
2 b22
d−11 b12
.
If d ∈ Cn ∩ Cm (n =m) then
E A(d) =
{(
αn(d)e
e
)
+
(
αm(d)˜e
e˜
)
: e ∈ E A0(κn), e˜ ∈ E A0(κm)
}
,
E A∗(d) =
{(
α∗n (d)e
e
)
+
(
α∗m(d)˜e
e˜
)
: e ∈ E A0(κn), e˜ ∈ E A0(κm)
}
.
Proof. The calculation has been carried out in detail in [9]. 
Deﬁnition 4.1. A point d0 = (d1,d2) is (K0, A0)-interior if d0 ∈ Cn or d0 ∈ Cn ∩ Cm and if there is some
e ∈ E A0 (κn) or some e ∈ E A0 (κn) + E A0 (κm), respectively, such that (1.14) holds.
If Γ is a smooth manifold with boundary and Ω0 = ∅, we require only (1.15) instead of (1.14).
It follows from the deﬁnition that if there is some (K0, A0)-interior point d0 which belongs to
only one hyperbola Cn , then every point of that hyperbola Cn is (K0, A0)-interior. However, it can
happen that a point d0 ∈ Cn ∩ Cm (n = m) is (K0, A0)-interior even if no other point of Cn ∪ Cm is
(K0, A0)-interior.
Proposition 4.4. Each (K0, A0)-interior point d0 satisﬁes (2.5).
Proof. See [9]. 
For d0 ∈ CA , it will be convenient to deﬁne a set D(d0) ⊆ Q as follows:
(1) If d0 belongs only to one of the hyperbolas (1.6), let D(d0) denote the (open in Q ) set of all
d ∈ Q under this hyperbola.
(2) If d0 is an intersection point of two hyperbolas (1.6), let D(d0) denote the set of all d ∈ Q lying
under both hyperbolas.
The following lemma is an extension of [19, Lemma 2.3]. We carry out the details, because we
ﬁx a small gap of the original proof from [19] (the argument for ck > 0 in the following proof needs
some additional arguments if n =m which we provide by (4.8)).
Lemma 4.2. If d0 ∈ CA satisﬁes (2.5), then there is some neighborhood V ⊆ Q of d0 such that
V ∩ D(d0) ∩ CA,K = ∅.
Proof. Assume by contradiction that there is a sequence dk = (dk,1,dk,2) ∈ D(d0)∩CA,K with dk → d0.
Choose Uk = (uk, vk) ∈ E A,K (dk) with ‖Uk‖ = 1, in particular
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dk,2vk − (b21A0uk + b22A0vk),ϕ − vk
〉
 0 for all ϕ ∈ K0. (4.7)
Since Uk = PK A(dk)Uk and A is compact, we can assume, passing to a subsequence if necessary, that
Uk converges in H to some U0 = (u0, v0). Passing to the limit, we obtain U0 ∈ E A,K (d0), and so (2.5)
implies U0 ∈ E A(d0).
Assume that d0 ∈ Cn ∩ Cm (we do not exclude n = m). Using the notation of Proposition 4.3 we
ﬁnd that for i = n,m there are ei ∈ E A0 (κi) with v0 = en + em , and u0 = αn(d0)en + αm(d0)em . Since
U0 = (u0, v0) = 0, en and em cannot both vanish. Without loss of generality, we assume en = 0.
Since dk ∈ D(d0), we ﬁnd for all large k a unique dˆi,k,1 > 0 such that dˆi,k := (dˆi,k,1,dk,2) ∈ Ci ; we
have automatically dˆ−1i,k,1 < d
−1
k,1. Putting wi,k := αi(dˆi,k)ei for i = n,m, we calculate (for large k)
〈u0,wi,k〉 = αi(dˆi,k)αi(d0)〈ei, ei〉 0 (i = n,m),
〈u0,wn,k〉 > 0. (4.8)
Here we used that eigenfunctions to different eigenvalues of symmetric operators are orthogonal to
each other and that the factors have the same sign for large k, since αi(dˆi,k) → αi(d0) = 0.
The deﬁnition of wi,k and dˆi,k ∈ Ci imply by Proposition 4.3 that Wi,k := (wi,k, ei) ∈ E A(dˆi,k), i.e.
dˆi,k,1wi,k = b11A0wi,k + b12A0ei,
dk,2ei = b21A0wi,k + b22A0ei .
Summing these equations over i = n,m, we obtain the system
dˆn,k,1wn,k + dˆm,k,1wm,k −
(
b11A0(wn,k + wm,k) + b12A0v0
)= 0, (4.9)
dk,2v0 −
(
b21A0(wn,k + wm,k) + b22A0v0
)= 0. (4.10)
Forming the scalar product of (4.6) with wn,k + wm,k and of (4.9) with uk , and subtracting the ob-
tained equalities, we obtain that
ck := 〈b11A0uk + b12A0vk,wn,k + wm,k〉 −
〈
b11A0(wn,k + wm,k) + b12A0v0,uk
〉
= 〈dk,1uk,wn,k + wm,k〉 −
〈
dˆ−1n,k,1wn,k + dˆ−1m,k,1wm,k,uk
〉
= (dk,1 − dˆn,k,1)〈uk,wn,k〉 + (dk,1 − dˆm,k,1)〈uk,wm,k〉 > 0,
where the last inequality follows from (4.8) and dˆi,k,1 < dk,1. On the other hand, the deﬁnition of ck
implies by the symmetry of A0 that
ck = b12
(〈
A0(wn,k + wm,k), vk
〉− 〈A0uk, v0〉).
Using (4.10), we conclude
dk,2〈v0, vk〉 =
〈
b21A0(wn,k + wm,k) + b22A0v0, vk
〉
= b21〈A0uk, v0〉 + b22〈A0v0, vk〉 + b21 ck.b12
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〈
dk,2vk − (b21A0uk + b22A0vk), v0
〉= b21
b12
ck.
Using the choice ϕ := v0 + vk ∈ K0 in (4.7), we obtain in view of (1.2) that ck  0 which is a contra-
diction. 
Theorem 4.1. Suppose (1.8). Let d0 ∈ CA be (K0, A0)-interior. Then there is a neighborhood V ⊆ Q of d0 such
that for each P∗ ⊆ P and each d∗ ∈ D(d0) ∩ V ∩ P∗ with (4.4) there are some r∗ > 0 and a neighborhood
V∗ ⊆ Q of d∗ such that for each d ∈ V∗ ∩ P∗
deg
(
id− PK
(
A(d) + F (d, ·)), Br,0)= 0 (0 < r  r∗).
Proof. Let V ⊆ Q be a neighborhood of d0 as in Lemma 4.2 such that in addition V ∩ D(d0) is
pathwise connected. Let P∗ and d∗ be as in the claim.
We show ﬁrst that for there are a neighborhood V∗ ⊆ Q of d∗ and r∗ > 0 such that
H(t,d,U ) := U − PK
(
A(d) − t F (d,U ))
has no zero for t ∈ [0,1], d ∈ V∗ ∩ P∗ , and 0 < ‖U‖  r. Indeed, otherwise there were a sequence
(tn,dn,Un) with tn ∈ [0,1], dn ∈ P∗ , dn → d∗ , 0 < ‖Un‖ → 0 with H(tn,dn,Un) = 0. Using the shortcut
Wn := Un/‖Un‖, we thus have
Wn = PK
(
A(dn)Wn − tn F (dn,Un)‖Un‖
)
.
Since A : Q × H → H is compact and continuous and PK is continuous, we obtain in view of (4.5)
that (Wn)n contains a subsequence which converges to some U ∈ E A,K (d∗). In view of ‖Wn‖ = 1, we
have ‖U‖ = 1, and so d∗ ∈ CA,K , contradicting our choice of V .
Hence, for each d ∈ V∗ ∩ P∗ the homotopy invariance and restriction property of the degree imply
that the above degree is
zd := deg
(
id− PK A(d), Br,0
)
(0 < r  r∗)
for all d ∈ V∗ ∩ P∗ . Using the homotopy invariance and restriction property of the degree once more,
we obtain that the above number (i.e. the ﬁxed point index of P K A(d) at 0) is locally constant with
respect to d and thus actually constant on the connected set V ∩ D(d0). Hence, to prove that this
number vanishes, if suﬃces to prove that
deg
(
id− PK A(d), Br,0
)= 0 (r > 0) (4.11)
for some d ∈ V ∩ D(d0). To this end, ﬁx some angular section C ⊆ D(d0) with vertex in d0 whose
arms are in d0 not tangential to the corresponding (one or two) hyperbola(s) (1.6) through d0, and
put P0 := V ∩ D(d0) ∩ C .
Then d0 satisﬁes the (K , A, K∗)-sign-condition on P0 with K∗ := K ∩ E A∗ (d0). Indeed, under the
additional hypothesis that d0 lies on the “envelope” of all hyperbolas (1.6) and that Ω− = ∅, Γ − = ∅,
this was calculated in [9], but actually these additional hypotheses were not used for these cal-
culations. (Recall that by Remark 1.1 the further hypothesis b12 < 0 < b21 is actually no additional
restriction in [9].)
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Since d0 is (K0, A0)-interior, we ﬁnd in view of Proposition 4.3 some E = (e¯, e) ∈ E A∗ (d0) such that
e satisﬁes (1.14) or (1.15), respectively. In particular, (1.8) implies e ∈ K0 \ (−K0), i.e. E ∈ K∗ \ (−K∗).
Hence, Theorem 2.1 implies (4.11) for all d ∈ P0 which are suﬃciently close to d0. In particular, (4.11)
holds for some d ∈ V ∩ D(d0), as required. 
We use the zones
Z0 :=
{
d = (d1,d2) ∈ Q : d1 > b11
κ1
}
,
Zn :=
{
d = (d1,d2) ∈ Q : b11
κn+1
< d1 <
b11
κn
and d lies above the hyperbolas Cn and C1
}
,
which were introduced in [7], see Fig. 4.
Lemma 4.3. For n = 0,1, . . . we have CA,K ∩ Zn = ∅.
Proof. This is essentially contained in [7, Theorem 2.1] with the choice
M0(u) :=
{⋂
ϕ∈K0{−v ∈ H: 〈v,ϕ − v〉 0} if u ∈ K0,
∅ otherwise.
(The map M of [7] plays no role for this part of the statement, as can be seen from the proof.) 
Theorem 4.2. Let P∗ ⊆ P and d∗ ∈ Zn ∩ P∗ for some n ∈ {0,1, . . .}. If (4.4) holds then there are r∗ > 0 and a
neighborhood of d∗ such that for each d ∈ P∗ in this neighborhood
deg
(
id− PK
(
A(d) + F (d, ·)), Br,0)= (−1)νn (0 < r  r∗),
where ν0 := 0, νn :=∑ni=1 dim(E A0 (κi)).
Proof. In case n > 0 put Ln := {(λ1,0): b11/κn+1 < λ−11 < b11/κn}; for n = 0, put L0 := {(λ1,0): λ−11 >
b11/κ1}. For λ = (λ1,0) ∈ Ln and t ∈ [0,1] put
H
(
t,
(
u
v
))
:=
(
u − λ1b11Au − tλ1b12Av
v
)
.
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has a trivial null space. Note that, for λ = (λ1,0) ∈ L1, we have H(1, ·) = id− PK A˜(λ). The homotopy
invariance of the degree thus implies
deg
(
id− PK A˜(λ), Br,0
)= deg(H(0, ·), Br,0).
Since H(0, ·) = (id − λ1b11A) ⊗ id is an isomorphism, the (Cartesian) product property of the degree
thus implies with B˜ρ := {u ∈ H0: ‖u‖ < ρ} that
deg
(
id− PK A˜(λ), Br,0
)= deg(id− λ1b11A0, B˜ρ,0) = (−1)νn (r,ρ > 0),
where the latter follows from the famous Leray–Schauder index formula for symmetric compact linear
operators in view of the deﬁnition of Ln . Put T (d1,d2) := (d−11 ,d−12 ). Since A˜ : T (Zn)∪ Ln → H is com-
pact and continuous, Lemma 4.3 implies that deg(id− PK A˜(λ), Br,0) is deﬁned for all λ ∈ T (Zn)∪ Ln ,
and since T (Zn) ∪ Ln is connected, we obtain by the homotopy invariance of the degree that this
degree is independent of the choice λ ∈ T (Zn) ∪ Ln . In particular,
deg
(
id− PK A(d), Br,0
)= (−1)νn for all d ∈ Zn, r > 0.
Using the homotopy invariance of the degree once more, it thus suﬃces to show that there is some
r∗ > 0 such that the homotopy
Hd(t,U ) := id− PK
(
A(d)U − t F (d,U ))
has no zeroes with t ∈ [0,1] and 0 < ‖U‖  r∗ when d ∈ P∗ belongs to some neighborhood
of d∗ . Thus, assume by contradiction that there are sequences tn ∈ [0,1], dn ∈ P∗ , Un ∈ H with
0 < ‖Un‖ → 0, H(tn,dn,Un) = 0, dn → d∗ , and Hdn (tn,Un) = 0. As in the proof of Theorem 4.1, we
ﬁnd in view of (4.5) that Un/‖Un‖ contains a subsequence which converges to some U ∈ E A,K (d∗)
with ‖U‖ = 1, contradicting Lemma 4.3. 
The combinations of the previous two theorems give us several global bifurcation results if com-
bined with the following bifurcation result of Rabinowitz type for the equation
U = ϕ(s,U ). (4.12)
Theorem 4.3. Let I be a closed interval and ϕ : I × H → H be continuous and compact. Let S ⊆ I × H denote
the solution set of (4.12), and let s0, s1 ∈ I , s0 < s1 , be such that there are r > 0 and ε > 0 satisfying
S ∩ (([s0 − ε, s0] ∪ [s1, s1 + ε])× (Br \ {0}))= ∅ (4.13)
and
deg
(
id− ϕ(s0, ·), Br,0
) = deg(id− ϕ(s1, ·), Br,0). (4.14)
Then S \(I×{0}) contains a connected set B such that B∩([s0, s1]×{0}) = ∅ and at least one of the following
holds:
(1) B is unbounded or contains a point from (∂ I) × H.
(2) B contains a point of the form (s2,0) with s2 /∈ [s0 − ε, s1 + ε].
Proof. See [26] (for details on the particular special case, see also [9]). 
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Theorem 4.4 (Global bifurcation for (4.1)/(1.11)). Suppose (1.8). Let d0 be (K0, A0)-interior. Then there is a
neighborhood V ⊆ Q of d0 which has the following property.
Let I be a closed interval and γ : I → P be continuous and such that there are s0, s1 ∈ I , s0 < s1 with
γ (s j) ∈ V ∩ D(d0) and γ (s1− j) ∈ Zm for some j ∈ {0,1} and some m ∈ {0,1, . . .} and such that (4.4) holds
with d∗ = γ (s0), P∗ := γ ((s0 − ε, s0] ∩ I) and with d∗ = γ (s1), P∗ := γ ([s1, s1 − ε) ∩ I) for some ε > 0.
Then there is at least one bifurcation point of weak solutions of (4.1)/(1.11) on γ ([s0, s1]) which is global
along γ in the following sense. There is a connected branch B ⊆ I × H consisting of points (s,u, v) such that
(u, v) = (0,0) and (u, v) is a nontrivial weak solution of (4.1)/(1.11) with d = γ (s) and such that there is
some bifurcation point s∗ ∈ [s0, s1] with (s∗,0) ∈ B and at least one of the following holds:
(1) B is unbounded or hits the end of I (i.e. B contains a point of the form (a,u, v) with a ∈ ∂ I).
(2) B returns to the trivial branch strictly outside [s0, s1], i.e. B contains a point of the form (s2,0,0) with
s2 < s0 or s2 > s1 .
For any P∗ ⊆ P and d∗ ∈ P∗ with (4.4), the point d∗ is not a local bifurcation point of (4.1)/(1.11) at zero
on P∗ × H if either d∗ ∈ V ∩ D(d0) or d∗ ∈ Zm for some m. Hence, B cannot start or return at such a point
d∗ = γ (s).
In particular, if (4.4) holds also with d∗ = γ (s0), P∗ := γ ((s0, s0 + ε)) or with d∗ = γ (s1), P∗ := γ ((s1 −
ε, s0)) for some ε > 0, then s∗ > s0 or s∗ < s1 , respectively.
Proof. Apply Theorem 4.3 with
ϕ(s,U ) := PK
(
A
(
ϕ(s)
)+ F (ϕ(s),U)).
Hypothesis (4.13) and the last claim hold because the degree is deﬁned by Theorems 4.1 and 4.2.
Moreover, Theorems 4.1 and 4.2 of course imply hypothesis (4.14). 
Theorem 4.4 has several consequences. First of all, it shows:
Corollary 4.1. Let d0 ∈ Cn ∩ Zm be (K0, A0)-interior, and suppose that there is some neighborhood P∗ ⊆ Q
of d0 such that P∗ ⊆ P and (4.4) holds for each d∗ ∈ P∗ . Then d0 is a global bifurcation point of (4.1)/(1.11) in
the following sense.
Let I be a closed interval and γ : I → P be a continuous path which passes at s∗ ∈ I through d0 from
D(d0) to Zm. Then there is a connected branch B ⊆ I × H of nontrivial solutions of (4.1)/(1.11) (in the sense
of Theorem 4.4) with (s∗,0,0) ∈ B which is unbounded or hits the end of I or returns to the trivial branch in
some point different from d0 .
Proof. Apply Theorem 4.4 and observe that by Theorems 4.1 and 4.2 no point on γ ([s0, s1]) except
s∗ is a local bifurcation point if s0 < s∗ < s1 are suﬃciently close to s∗ , i.e. B ∩ (γ ([s0, s1]) × {0}) =
{(s∗,0,0)}. 
Corollary 4.1 not only shows that (K0, A0)-interior points d0 in the “upper” part of the hyper-
bola Cn , i.e. in the part to the right (or on) the asymptote to Cn+1 and above C1 are bifurcation
points of (4.1)/(1.11). It also shows that many points of C1 are bifurcation points (if they are (K0, A0)-
interior).
Moreover, Corollary 4.1 shows that if the intersection point dn of Cn (n > 1) and C1 lies to the
right (or on) the asymptote of Cn+1, then dn is a bifurcation point if it is (K0, A0)-interior. Note that
the latter can be true even if no other point of C1 ∪ Cn is (K0, A0)-interior.
Corollary 4.1 and the above statements could have been expected to some extent: One might have
conjectured that points d0 ∈ Cn are bifurcation points of (4.1)/(1.11) if the nontrivial solution of the
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cally a global bifurcation point of (4.1)/(1.11) when F ≡ 0, because it has the same nontrivial solution
in K as the linear problem. However, only if the solution would belong to the interior of K and is
simple (or has at least odd multiplicity), it is natural to expect that this property is preserved under
nonlinear perturbations. But in case of dimension N > 1, K has empty interior, and our hypotheses
involve no multiplicity assumptions. Hence, really all of the above results are nontrivial when F = 0.
However, the most surprising consequence of Theorem 4.4 is that for each (K0, A0)-interior point
d0 ∈ Cn there is a neighborhood V such that the set V ∩ D(d0) (“right/under” Cn) has the property
that each path connecting this set with the corresponding zone Zn−1 (“to the right” of Cn), there
must be a global bifurcation point. In particular, we obtain a bifurcation between Cn and Zn−1 (even
without assuming anything about Cn−1!). (Note that in Zn−1 itself there cannot be any bifurcation
by Theorem 4.2.) Actually, arguing similarly as in [28], we can even conclude that there must be
a whole continuum of bifurcation points which separates Cn and Zn−1, i.e. roughly speaking, there
must be a “beam” consisting of bifurcation points which must lie between Cn and Zn−1, i.e. which, as
d2 → ∞, must become “asymptotic” to Zn−1 and Cn . Such beams are sketched in Fig. 3. (In the above
arguments we assumed tacitly that P ⊇ Zn−1 contains all points between Zn and Zn−1 and that for
each point d∗ in Zn−1 or close to Cn we have (4.4) with P∗ = P .)
The above described fact is the phenomenon mentioned in the introduction. For n = 1, we
(re-)obtain of course the existence of a branch of global bifurcation points in the stable domain,
as mentioned in the introduction.
Fig. 3 shows roughly the shape of the “beams” of bifurcation points which one obtains by nu-
merical experiments in dimension N = 1 (in this case the beams are lines and every point d0 ∈ Cn is
(K0, A0)-interior). We point out that in higher dimensions N > 1 the “beams” might possibly have a
certain “thickness”. Moreover, our results do not imply that the beams corresponding to Cn (n > 1)
necessarily meet C1 at the intersection point of Cn and C1, although numeric suggests that this is
true in case N = 1. However, it would not contradict our results if these beams end at C1 somewhere
outside the zone Zn−1. Moreover, it would not contradict our results if the beam corresponding to
Cn (n = 0) ends at the horizontal axis d2 = 0 at a different place than d1 = 0 or if it ends at some
hyperbola Cm (m > 1) at a point which is not (K0, A0)-interior.
At least in dimension N = 1, numerical experiments suggest that the beams corresponding to Cn
(n > 1) actually do not stop at the intersection points of C1 and Cn but proceed roughly in the shape
of hyperbolas (always passing though subsequent intersection points of Cm and Ck). This phenomenon
is not yet completely clariﬁed.
5. The case of inclusions (1.12)/(1.13)
We use all notations of the previous section, and we assume the same requirements for f i . We ex-
tend m0 trivially for x /∈ Ω0, and we extend m1 trivially for x /∈ Γ . Then we can rewrite the stationary
problem corresponding to (1.12)/(1.13) more conveniently as
u + d−11 b11u + d−11 b12v = −d−11 f1(d, x,u, v,∇u,∇v),
v + d−12 b21u + d−12 b22v ∈ −d−12 f2(d, x,u, v,∇u,∇v) − d−12 m0(d, x,u, v,∇u,∇v) (5.1)
with boundary conditions⎧⎪⎨⎪⎩
u = v = 0 on Γ0,
∂u
∂n = f3(d, x,u, v) on ∂Ω \ Γ0,
∂v
∂n ∈ f4(d, x,u, v) +m1(d, x,u, v) on ∂Ω \ Γ0.
(5.2)
We assume that
m0(d, x,u, v,w, z) :=
[
m0(d, x,u, v,w, z),m0(d, x,u, v,w, z)
]
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m1(d, x,u, v) :=
[
m1(d, x,u, v),m1(d, x,u, v)
]
,
where mi and mi are single-valued real-valued functions for which we assume throughout the fol-
lowing hypotheses:
(1) For all respective arguments the inequalities mi mi (i = 0,1) are true.
(2) For almost all x ∈ Ω the functions mi(·, x, ·) (i = 0,1) are lower semicontinuous, and mi(·, x, ·)
(i = 0,1) are upper semicontinuous. Moreover, the corresponding superposition operators
M0( f ,u, v,w, z)(x) :=m0
(
f (x), x,u(x), v(x),w(x), z(x)
)
(x ∈ Ω0),
M0( f ,u, v,w, z)(x) :=m0
(
f (x), x,u(x), v(x),w(x), z(x)
)
(x ∈ Ω0),
M1( f ,u, v)(x) :=m1
(
f (x), x,u(x), v(x)
)
(x ∈ Γ ),
M1( f ,u, v)(x) :=m1
(
f (x), x,u(x), v(x)
)
(x ∈ Γ )
are supposed to send continuous (and thus measurable) functions to measurable functions; of
course, we consider only functions f with values in P here.
(3) We assume that for each d0 ∈ P , there are a2,d0 ∈ Lq0 (Ω0), a3,d0 ∈ Lq1 (Γ ), and ﬁnite constants
b2,d0 ,b3,d0  0 such that for almost all x ∈ Ω0 resp. x ∈ Γ the growth estimates
max
{∣∣m0(d, x,u, v,w, z)∣∣, ∣∣m0(d, x,u, v,w, z)∣∣}
 a2,d0(x) + b2,d0 ·
((|u| + |v|)p0 + ‖w‖ + ‖z‖)2/q0 ,
max
{∣∣m1(d, x,u, v)∣∣, ∣∣m1(d, x,u, v)∣∣} a3,d0(x) + b3,d1 · (|u| + |v|)2p1/q1
hold for all d in some neighborhood of d0.
Note that since we extended mi and mi trivially, the above assumptions are then even satisﬁed
automatically when we replace Γ by ∂Ω and Ω0 by Ω .
Remark 5.1. The measurability of the above superposition operators is automatic when mi and mi
are even Carathéodory functions. However, since we do not assume continuity but only upper/lower
semicontinuity with respect to (d,u, v,w, z), this is really an additional requirement as shown by the
example N = 1,
m1(d, x,u, v) :=
{
1 if x = u ∈ E ,
0 otherwise,
for a nonmeasurable set E ⊆ Ω0 = Ω = (0,1) in which case M1( f , id, v) is nonmeasurable.
This property is discussed in [1, Chapter 1]; it is satisﬁed e.g. if mi and mi are so-called Shragin
functions, i.e. measurable with respect to a certain product measure.
Under the above hypotheses, we deﬁne a multivalued operator M : P × HH by
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⋂
V∈H
{
Z ∈ H: 〈Z , V 〉 ∈
∫
Ω0
〈(
0
d−12 m0(d, x,U (x),∇U (x))
)
, V (x)
〉
dx
+
∫
Γ
〈(
0
m1(d, x,U (x))
)
, V (x)
〉
dx
}
:=
⋂
v∈K0
{
Z =
(
0
z
)
∈ H: 〈z, v〉 ∈
[ ∫
Ω+
d−12 m0
(
d, x,U (x),∇U (x))v(x)dx
+
∫
Ω−
d−12 m0
(
d, x,U (x),∇U (x))v(x)dx+ ∫
Γ +
m1
(
d, x,U (x)
)
v(x)dx
+
∫
Γ −
m1
(
d, x,U (x)
)
v(x)dx, (5.3)
∫
Ω+
d−12 m0
(
d, x,U (x),∇U (x))v(x)dx+ ∫
Ω−
d−12 m0
(
d, x,U (x),∇U (x))v(x)dx
+
∫
Γ +
m1
(
d, x,U (x)
)
v(x)dx+
∫
Γ −
m1
(
d, x,U (x)
)
v(x)dx
]}
. (5.4)
Here we have used ﬁrst that it suﬃces to take the intersection over V ∈ {0} × H0 and then even only
over V ∈ {0} × K0; the latter holds because H0 = K0 − K0 by Proposition 4.1, and both sides of the
inclusion in the deﬁnition of M(d,U ) are linear with respect to V .
Similarly as in Section 4, we deﬁne weak solutions of (5.1)/(5.2) as solutions of
U − A(d)U ∈ F (d,U ) + M(d,U ). (5.5)
Under our hypotheses, the operator M is deﬁned and has nice topological properties:
Proposition 5.1. M : P ×HH is upper semicontinuous and compact. The values of M are nonempty, closed,
and convex.
Proof. This is a special case of the result in Section 3 with K = Wp = Wq = H. (Actually, we could
also have chosen our previous K , since by Proposition 4.1 also this K satisﬁes the hypotheses of
Section 3, and it plays no role whether we take the intersection in the deﬁnition M(d,U ) over all
V ∈ H or only over all V ∈ K .) 
The lengthy hypotheses of the following two lemmas mean essentially only that the graphs of mi
look as in Fig. 2 on Γ + and Ω+ and are reversed on Γ − and Ω− . The proofs are rather analogous to
corresponding lemmas in [9].
Lemma 5.1. Let d ∈ P be such that for almost all x ∈ Ω± resp. almost all x ∈ Γ ± the following is true (for all
u, v ∈ R and all w, z ∈ RN )
0 =m0(d, x,u, v,w, z) =m0(d, x,u, v,w, z) if ±v > 0 and x ∈ Ω±,
0m0(d, x,u, v,w, z)m0(d, x,u, v,w, z) if v  0 and x ∈ Ω+,
0m0(d, x,u, v,w, z)m0(d, x,u, v,w, z) if v  0 and x ∈ Ω−,
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0m1(d, x,u, v)m1(d, x,u, v) if v  0 and x ∈ Γ +,
0m1(d, x,u, v)m1(d, x,u, v) if v  0 and x ∈ Γ −. (5.6)
Then for any U ∈ H
〈
M(d,U ), K
〉⊆ [0,∞) (5.7)
and moreover,
〈
M(d,U ),U
〉⊆ (−∞,0]. (5.8)
Proof. For Z = ( z˜, z) ∈ M(d,U ) we have z˜ = 0, and hence, for any V = ( v˜, v) ∈ H that 〈Z , V 〉 = 〈z, v〉.
If V = ( v˜, v) ∈ K then v ∈ K0, and then (5.6) implies that the integrands in (5.3) are nonnegative.
This shows (5.7).
To see (5.8), let U = ( u˜,u) ∈ H and Z = (0, z) ∈ M(d,U ). Putting u = u+ − u− with u± ∈ K0 as
in Proposition 4.1, the deﬁnition of M(d,U ) implies that 〈z,u±〉 lies between (5.3) and (5.4) where
v = u± . By (5.6), the integrands of (5.3) are nonnegative for v = u± and, moreover, the integrand of
(5.4) is nonpositive for v = u+ . Hence, 〈Z ,U 〉 = 〈z,u〉 = 〈z,u+ − u−〉 = 〈z,u+〉 − 〈z,u−〉  0 which
implies (5.8). 
Lemma 5.2. Let P∗ ⊆ P be such that (5.6) holds for all d ∈ P∗ , and let d∗ ∈ P∗ ∩ Q satisfy
lim
(d,u,v,w,z)→(d∗,0,0,0,0)
d∈P∗, v<0
m0(d, x,u, v,w, z)
v
= −∞ for almost all x ∈ Ω+,
lim
(d,u,v,w,z)→(d∗,0,0,0,0)
d∈P∗, v>0
m0(d, x,u, v,w, z)
v
= −∞ for almost all x ∈ Ω−,
lim
(d,u,v)→(d∗,0,0)
d∈P∗, v<0
m1(d, x,u, v)
v
= −∞ for almost all x ∈ Γ +,
lim
(d,u,v)→(d∗,0,0)
d∈P∗, v>0
m1(d, x,u, v)
v
= −∞ for almost all x ∈ Γ −. (5.9)
Then for all sequences dn ∈ P∗ , Un, Yn ∈ H with dn → d∗ , Yn → Y , 0 < ‖Un‖ → 0, Wn := Un/‖Un‖ ⇀ U ,
and
Wn − Yn ∈ M(dn,Un)‖Un‖ , (5.10)
we have U = 0, and U is a solution of the variational inequality
U ∈ K , 〈U − Y , V − U 〉 0 for all V ∈ K .
Actually, it happens automatically that 〈Yn,Wn〉 1 and Wn → U .
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put W+n := ( w˜n,w+n ) and W−n := (0,w−n ). Then W±n ∈ K , and so we obtain analogously to the proof
of Lemma 5.2 that 〈Wn − Yn,W±n 〉 0 and 〈Wn − Yn,W+n 〉 0, and thus 〈Wn − Yn,Wn〉 = −〈Wn −
Yn,W−n 〉 0 which shows on the one hand that
〈Yn,Wn〉 〈Wn,Wn〉 = 1, (5.11)
and on the other hand that 〈Wn − Yn,W−n 〉 0 is bounded, because 〈Wn − Yn,Wn〉 is bounded. We
claim that this implies for U = ( u˜,u) that u ∈ K0, i.e. U ∈ K .
We show only u|Γ +  0, since the proof of the other inequalities is analogous. Thus, assume by
contradiction that u is negative on a set E ⊆ Γ + of positive measure (here and in the following we
mean of course the (N −1)-dimensional Hausdorff measure). Assuming Un = ( u˜n,un), we have w−n =
u−n /‖Un‖ where in view of E ⊆ Γ + the function u−n is the usual negative part of un . By (5.10) and
the deﬁnition of M , we obtain in view of W−n ∈ K and since all integrands in (5.3) are nonnegative
for v = w−n /‖Un‖ that
〈
Yn − Wn,W−n
〉
 1‖Un‖2
∫
E
m1
(
x,dn,Un(x)
)
un(x)
− dx.
We show that this is not possible.
Indeed, since ‖Un‖ → 0 and Wn ⇀ U , we have by the compactness of the trace embeddings in
particular that un|E → 0 and wn|E → u|E in measure. Passing to a subsequence, we may assume that
un(x) → 0 and wn(x) → u(x) < 0 for almost all x ∈ E . Hence, for almost all x ∈ E , we obtain in view
of our choice of E and by (5.9) that the sequence of functions
hn(x) := un(x)
m1(x,dn,Un(x))
converges to 0. Applying Egorov’s theorem twice, we ﬁnd a subset E0 ⊆ E of positive measure such
that hn → 0 and wn → u uniformly on E0. The ﬁrst of these limits and our choice of E implies that
for each ω > 0 there is some nω with
m1
(
x,dn,Un(x)
)
−ω · un(x) > 0 (x ∈ E0, n nω).
Using that the integrand in the deﬁnition of In is nonnegative, we thus calculate
In 
1
‖Un‖2
∫
E0
(−ω · un(x))(−un(x))dx = ω ∫
E0
∣∣wn(x)∣∣2 dx (n nω).
Since wn → u uniformly on E0, u|E0 = 0 and ω > 0 was arbitrary, we thus have obtained a contradic-
tion to the boundedness of In .
Having established U ∈ K , we obtain from (5.7) that
0 〈Wn − Yn,U 〉 = 〈Wn,U 〉 − 〈Y ,U 〉 + 〈Yn − Y ,Wn − U 〉 + 〈Y ,Wn〉 − 〈Yn,Wn〉.
Using that Yn → Y , Wn ⇀ U , and (5.11), we obtain, passing to the limit n → ∞ that 0  ‖U‖2 −
〈Y ,U 〉 + 0+ 〈Y ,U 〉 − 1. Hence, ‖U‖2  1 = ‖Wn‖2. In view of Wn ⇀ U , we thus conclude
‖U − Wn‖2 = ‖U‖2 − 2〈Wn,U 〉 + ‖Wn‖2  2
(‖U‖2 − 〈Wn,U 〉)→ 0,
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Wn → U and Yn → Y , we can pass to the limit here and in (5.11) and obtain 〈U − Y , V 〉  0 and
〈U , Y 〉 1 = 〈U ,U 〉. Hence,
〈U − Y , V − U 〉 = 〈U − Y , V 〉 + 〈Y − U ,U 〉 0,
i.e. U solves the variational inequality, as claimed. 
We use the (unique) degree theory for upper semicontinuous multivalued compact maps with
nonempty closed convex values, see e.g. [20] (cf. [2,3,11,14] for various other approaches) which
has analogous properties to the Leray–Schauder degree (and must by the uniqueness in case of
single-valued maps coincide with the Leray–Schauder degree). In this sense, the following results are
analogous to that of Section 4, just for the degree for the map id− A(d) − F (d, ·) − M(d, ·) instead of
that of id− PK (A(d) + F (d, ·)). However, although we will obtain in our situations that these degrees
have the same value, we are not aware of an abstract reason why this should always be the case.
Therefore, we do not know whether the results of this section follow from that of Section 4, nor vice
versa, although the proofs are similar to some extent.
The following result is somewhat parallel to that of Theorem 4.1.
Theorem 5.1. Suppose (1.8). Let d0 ∈ CA be (K0, A0)-interior. Then there is a neighborhood V ⊆ Q of d0 such
that for each P∗ ⊆ P satisfying (5.6) (for all d ∈ P∗) and each d∗ ∈ D(d0) ∩ V ∩ P∗ with (4.4) and (5.9) there
are some r∗ > 0 and a neighborhood V∗ ⊆ Q of d∗ such that for each d ∈ V∗ ∩ P∗
deg
(
id− A(d) − F (d, ·) − M(d, ·), Br,0
)= 0 (0 < r  r∗).
Proof. Choose V as in the proof of Theorem 4.1. We show ﬁrst that for each d∗, d˜∗ ∈ D(d0) ∩ V there
are neighborhoods V∗, V˜∗ ⊆ Q of d∗ and d˜∗ , respectively, and some r∗ > 0 such that the map
H(t,d, d˜,U ) := U − A(d)U − t F ( d˜,U ) − M( d˜,U )
satisﬁes 0 /∈ H([0,1] × V∗ × (V˜∗ ∩ P∗) × (Br∗ \ {0})). Indeed, otherwise we have for some sequences
0 ∈ H(tn,dn, d˜n,Un) where d˜n ∈ P∗ , dn → d∗ , d˜n → d˜∗ , and 0 < ‖Un‖ → 0. Passing to a subsequence,
we may assume that tn → t and Wn := Un/‖Un‖ ⇀ U . Since tn F ( d˜n,Un)/‖Un‖ → 0 by (4.5) and
A(dn)Wn → A(d∗)U , Lemma 5.2 implies that U = 0 belongs to E A,K (d∗), contradicting the choice
of V .
We apply this ﬁrst with d˜∗ := d∗ (here we can assume V∗ = V˜∗) and with d˜ := d ∈ V∗ = V˜∗:
Together with the homotopy invariance and restriction property we ﬁnd that the degree in the claim
of the theorem is deﬁned and equal to
zd,˜d := deg
(
id− A(d) − M( d˜, ·), Br,0
)
(0 < r  r∗)
(with d˜ = d). Then we use what we showed above with t = 0 and obtain together with the homotopy
invariance and restriction property of the degree that zd,˜d , i.e. the ﬁxed point index of A(d) + M( d˜, ·)
at 0, is locally constant (and thus actually constant) with respect to d ∈ V ∩ D(d0), because V ∩ D(d0)
is pathwise connected. Hence, it suﬃces to show that zd,˜d = 0 for some d ∈ V ∩ D(d0). With the set
P0 from the proof of Theorem 4.1, we have that d0 satisﬁes the (K , A, K∗)-sign-condition on P0 with
K∗ := K ∩ E A∗ (d0). Hence, [9, Theorem 2.11] implies that zd,˜d = 0 if only d ∈ P0 is suﬃciently close
to d0. 
The proof of the analogue of Theorem 4.2 uses some additional homotopies in order to avoid
additional hypotheses about the dependence of the nonlinearities from d: We treat each of the non-
linearities and the linear part with a separate homotopy.
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If (4.4) and (5.9) hold then there are some r > 0 and some neighborhood of d∗ such that
deg
(
id− A(d) − F (d, ·) − M(d, ·), Bρ,0
)= (−1)νn (0 < ρ  r) (5.12)
for all d ∈ P∗ in this neighborhood, where ν0 := 0, νn :=∑ni=1 dim(E A0 (κi)).
Proof. Let the half-lines Ln and the transformation T be as in the proof of Theorem 4.2. We show
ﬁrst that for each λ ∈ T (Zn) ∪ Ln there are some r > 0 and neighborhoods of λ and d∗ such that for
all μ ∈ T (Zn) ∪ LN and d ∈ P∗ in the respective neighborhoods the map
H(μ,d, t,U ) := U − A˜(μ)U − t F (d,U ) − M(d,U )
satisﬁes 0 /∈ Hˆ(μ,d, t,U ) for all t ∈ [0,1] and 0 < ‖U‖ r.
Indeed, assume by contradiction that there are sequences μk ∈ T (Q ) = Q , dk ∈ P∗ , tk ∈ [0,1],
Uk = 0 such that μk → λ, dk → d∗ , and Uk → 0. Passing to a subsequence, we can assume Wn :=
Un/‖Un‖ ⇀ U . Putting
Yn := A˜(μn)Wn − tn F (dn,Un)‖Un‖ ,
the compactness and continuity of A˜ and (4.5) imply that Yn → A˜(λ)U . Lemma 5.2 thus implies U = 0
and
U ∈ K , 〈U − A˜(λ)U , V − U 〉 0 for all V ∈ K .
Hence, U is a nontrivial solution U = PK A˜(λ)U , contradicting the fact that id − PK A˜(λ) is a homo-
geneous operator for which deg(id − PK A˜(λ), Br,0) is deﬁned, as we have shown in the proof of
Theorem 4.2.
Using the homotopy invariance of the degree, ﬁrst letting t → 0 and then letting μ → λ0 =
(λ1,0) ∈ Ln along some path in T (Zn) ∪ Ln , we thus obtain that the degrees in (5.12) are deﬁned
and that their value is
zn,d := deg
(
id− A˜(λ) − M(d, ·), Br,0
)
.
The homotopy
Hd
(
t,
(
u
v
))
:=
(
u − λ1b11A0u − tλ1b12A0v
v
)
− tM
(
d,
(
u
v
))
satisﬁes 0 /∈ H˜d(t,U ) for each t ∈ [0,1] and each U = (u, v) = 0. Indeed, if 0 ∈ H˜d(t,U ) then we ﬁnd
some Z ∈ M(d,U ), Z = (0, z) by the deﬁnition of M , such that v = z and
u − λ1b11A0u − tλ1b12A0v = 0. (5.13)
Note that the deﬁnition of M implies in view of v = z that Z ∈ M(d,U ) = M(d, Z), and so (5.8)
implies 〈Z , Z〉  0, i.e. Z = 0, and so v = 0. Since λ1b11 /∈ {κ1, κ2, . . .} = CA0 , we conclude now from
(5.13) that indeed u = v = 0, i.e. U = 0. Using the homotopy invariance of the degree, we thus have
proved that
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(
Hd(1, ·), Br,0
)= deg(Hd(0, ·), Br,0) (ρ > 0).
As we have seen in the proof of Theorem 4.2, the last number is (−1)νn which means that (5.12)
holds. 
Theorem 4.3 actually holds also for compact upper semicontinuous multivalued maps ϕ with
nonempty closed convex values (actually even in much more general situations as was shown in
[26]). Combining this result with the previous two theorems, we obtain by analogous arguments as
in Section 4 the following main result of this section.
Theorem 5.3 (Global bifurcation for (5.1)/(5.2)). Suppose (1.8). Let d0 be (K0, A0)-interior. Then there is a
neighborhood V ⊆ Q of d0 which has the following property.
Let I be a closed interval and γ : I → P be continuous and such that there are s0, s1 ∈ I , s0 < s1 with
γ (s j) ∈ V ∩ D(d0) and γ (s1− j) ∈ Zn for some j ∈ {0,1} and some n ∈ {0,1, . . .} and that there is some ε > 0
such that for P∗ := γ ((s0 − ε, s0] ∩ I) and d∗ = γ (s0) as well as for P∗ := γ ([s1, s1 − ε)∩ I) and d∗ = γ (s1)
we have the limits (4.4) and (5.9) and for each d ∈ P∗ the unilateral assumptions (5.6).
Then there is at least one bifurcation point of weak solutions of (5.1)/(5.2) on γ ([s0, s1]) which is global
along γ in the following sense. There is a connected branch B ⊆ I × H consisting of points (s,u, v) such that
(u, v) = (0,0) and (u, v) is a nontrivial weak solution of (5.1)/(5.2)with d = γ (s) and such that there is some
bifurcation point s∗ ∈ [s0, s1] with (s∗,0) ∈ B and at least one of the following holds:
(1) B is unbounded or hits the end of I (i.e. B contains a point of the form (a,u, v) with a ∈ ∂ I).
(2) B returns to the trivial branch strictly outside [s0, s1], i.e. B contains a point of the form (s2,0,0) with
s2 < s0 or s2 > s1 .
For any P∗ ⊆ P and d∗ ∈ P∗ satisfying (4.4), (5.6) for each d ∈ P∗ , and (5.9), the point d∗ is not a local
bifurcation point of (5.1)/(5.2) at zero on P∗ × H if either d∗ ∈ V ∩ D(d0) or d∗ ∈ Zm for some m. Hence, B
cannot start or return at such a point d∗ = γ (s).
In particular, if we have in addition also for P∗ := γ ((s0, s0 + ε)) and d∗ = γ (s0) or for P∗ := γ ((s1 −
ε, s0)) and d∗ = γ (s1) that (4.4) and (5.9) hold and (5.6) for each d ∈ P∗ , then we must have s∗ > s0 or
s∗ < s1 , respectively.
Of course, we obtain analogous consequences to that described in Section 4 for the problem
(5.1)/(5.2), in particular we obtain the existence of a beam of global bifurcation points which lies
between Cn and Zn−1 and which is asymptotic to Zn−1 under the following hypotheses.
(1) All points of Zn−1 and all those points which lie between Zn and Zn−1, under Cn (and in case
n > 1 over C1) belong to P .
(2) We have (1.8), and for P∗ = P , we have (5.6) (with d ∈ P∗ = P ), and each point d∗ in some
neighborhood of Cn and in Zn−1 satisﬁes (4.4) and (5.9).
(3) Some point d which belongs only to Cn is (K0, A0)-interior (hence, all points of Cn are (K0, A0)-
interior).
For n = 1, we (re-)obtain of course the existence of a branch of global bifurcation points in the stable
domain, i.e. the main results of [9,28].
Remark 5.2. The reason why we considered only single-valued f i in this section was only for the ease
of formulating the results. In fact, the results of this section hold also when
f i(d, x,u, v,w, z) =
[
f i(d, x,u, v,w, z), f i(d, x,u, v,w, z)
]
(i = 1,2)
and
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[
f i(d, x,u, v), f i(d, x,u, v)
]
(i = 3,4),
where both of the functions f i  f i satisfy all of the corresponding requirements of the results for f i .
Moreover, for this extension, we do not even have to require that f i and f i are Carathéodory func-
tions: Instead of the continuity, it suﬃces that f i(·, x, ·) and f i(·, x, ·) are for almost all ﬁxed x lower
or upper semicontinuous, respectively, and that the corresponding superposition operators send mea-
surable functions into measurable functions. This is analogous to our requirements for mi and mi , cf.
Remark 5.1.
All the results and proofs of this section carry over for such multivalued f i in a straightforward
manner. The only situation where some minor additional reasoning is required is in the proof of the
multivalued form of (4.5).
References
[1] J. Appell, P.P. Zabreı˘ko, Nonlinear Superposition Operators, Cambridge Univ. Press, Cambridge, 1990.
[2] R. Bader, W. Kryszewski, Fixed-point index for compositions of set-valued maps with proximaly ∞-connected values on
arbitrary ANR’s, Set-Valued Anal. 2 (1994) 459–480.
[3] Yu.G. Borisovich, B.D. Gel’man, A.D. Myshkis, V.V. Obukhovskiı˘, Topological methods in the ﬁxed-point theory of multi-
valued maps, Uspekhi Mat. Nauk 35 (1) (1980) 59–126 (in Russian); Engl. transl.: Russian Math. Surveys 35 (1) (1980)
65–143.
[4] P. Drábek, M. Kucˇera, M. Míková, Bifurcation points of reaction–diffusion systems with unilateral conditions, Czechoslovak
Math. J. 35 (1985) 639–660.
[5] J. Eisner, Reaction–diffusion systems: Destabilizing effect of conditions given by inclusions, Math. Bohem. 125 (4) (2000)
385–420.
[6] J. Eisner, Reaction–diffusion systems: Destabilizing effect of conditions given by inclusions, II, Examples, Math. Bo-
hem. 126 (1) (2001) 119–140.
[7] J. Eisner, Critical and bifurcation points of reaction–diffusion systems with conditions given by inclusions, Nonlinear
Anal. 46 (2001) 69–90.
[8] J. Eisner, M. Kucˇera, Spatial patterning in reaction–diffusion systems with nonstandard boundary conditions, Fields Inst.
Commun. 25 (2000) 239–256.
[9] J. Eisner, M. Kucˇera, M. Väth, Global bifurcation of a reaction–diffusion system with inclusions, Z. Anal. Anwend., in press.
[10] J. Eisner, M. Kucˇera, M. Väth, Degree and global bifurcation of elliptic equations with multivalued unilateral conditions,
Nonlinear Anal. 64 (2006) 1710–1736.
[11] L. Górniewicz, Topological Fixed Point Theory of Multivalued Mappings, Kluwer, Dordrecht, 1999.
[12] C.J. Himmelberg, Measurable relations, Fund. Math. 87 (1975) 53–72.
[13] D. Kinderlehrer, G. Stampacchia, An Introduction to Variational Inequalities and Their Applications, Academic Press,
New York, 1980.
[14] W. Kryszewski, The ﬁxed-point index for the class of compositions of acyclic set-valued maps on ANR’s, Bull. Soc. Math.
France 120 (1996) 129–151.
[15] M. Kucˇera, Bifurcation points of variational inequalities, Czechoslovak Math. J. 32 (1982) 208–226.
[16] M. Kucˇera, A new method for obtaining eigenvalues of variational inequalities. Multiple eigenvalues, Czechoslovak Math.
J. 32 (1982) 197–207.
[17] M. Kucˇera, Bifurcation of solutions to reaction–diffusion systems with unilateral conditions, in: A. Sequeira (Ed.), Navier–
Stokes Equations and Related Nonlinear Problems, Plenum Press, New York, 1995, pp. 307–322.
[18] M. Kucˇera, Inﬂuence of Signorini boundary conditions on bifurcation in reaction–diffusion systems, in: H.G.W. Begehr,
F. Nicolosi (Eds.), More Progresses in Analysis, World Scientiﬁc, Singapore, New Jersey, London, Hong Kong, 2008, pp. 601–
610.
[19] M. Kucˇera, M. Bosák, Bifurcation for quasi-variational inequalities of reaction–diffusion type, SAACM 3 (2) (1993) 111–127.
[20] T.-W. Ma, Topological Degrees of Set-Valued Compact Fields in Locally Convex Spaces, Dissertationes Math. (Rozprawy
Mat.), vol. 92, Polish Scientiﬁc Publ., Warszawa, 1972.
[21] M. Mimura, Y. Nishiura, Y. Yamaguti, Some diffusive prey and predator systems and their bifurcation problems, Ann.
New York Acad. Sci. 316 (1979) 490–521.
[22] P. Quittner, Bifurcation points and eigenvalues of inequalities of reaction–diffusion type, J. Reine Angew. Math. 380 (2)
(1987) 1–13.
[23] P. Quittner, Solvability and multiplicity results for variational inequalities, Comment. Math. Univ. Carolin. 30 (2) (1989)
281–302.
[24] J. Smoller, Shock Waves and Reaction Diffusion Equations, Springer, New York, 1983.
[25] A.M. Turing, The chemical basis of morphogenesis, Philos. Trans. R. Soc. Lond. Ser. B 237 (1952) 37–72.
[26] M. Väth, Global solution branches and a topological implicit function theorem, Ann. Mat. Pura Appl. 186 (2) (2007) 199–
227.
M. Väth / J. Differential Equations 247 (2009) 3040–3069 3069[27] M. Väth, Continuity, compactness, and degree theory for operators in systems involving p-Laplacians and inclusions, J. Dif-
ferential Equations 245 (2008) 1137–1166.
[28] M. Väth, Two-dimensional bifurcation of a reaction–diffusion system with inclusions, Cubo 10 (4) (2008) 85–100.
[29] W.P. Ziemer, Weakly Differentiable Functions, Springer, New York, Berlin, Heidelberg, 1989.
