The purpose of this work is to revisit the impediments and characteristics of fast Monte Carlo techniques for applications in radiation therapy treatment planning using new methods of utilizing pregenerated electron tracks. The limitations of various techniques for the improvement of speed and accuracy of electron transport have been evaluated. A method is proposed that takes advantage of large available memory in current computer hardware for extensive generation of precalculated data. Primary tracks of electrons are generated in the middle of homogeneous materials ͑water, air, bone, lung͒ and with energies between 0.2 and 18 MeV using the EGSnrc code. Secondary electrons are not transported, but their position, energy, charge, and direction are saved and used as a primary particle. Based on medium type and incident electron energy, a track is selected from the precalculated set. The performance of the method is tested in various homogeneous and heterogeneous configurations and the results were generally within 2% compared to EGSnrc but with a 40-60 times speed improvement. In a second stage the authors studied the obstacles for further increased speed-ups in voxel geometries by including ray-tracing and particle fluence information in the pregenerated track information. The latter method leads to speed increases of about a factor of 500 over EGSnrc for voxel-based geometries. In both approaches, no physical calculation is carried out during the runtime phase after the pregenerated data has been stored even in the presence of heterogeneities. The precalculated data are generated for each particular material and this improves the performance of the precalculated Monte Carlo code both in terms of accuracy and speed. Precalculated Monte Carlo codes are accurate, fast, and physics independent and therefore applicable to different radiation types including heavy-charged particles.
I. INTRODUCTION
A fast and accurate treatment planning system is essential for radiation therapy, and Monte Carlo ͑MC͒ techniques produce the most accurate results for dose calculation in treatment planning, especially for charged particles such as electron transport.
1,2 There are several widely distributed generalpurpose MC codes such as EGS4, 3 EGSnrc, 4 MCNP, 5 GEANT, 6 and PENELOPE ͑Ref. 7͒ and these codes transport the particles in the wide range of energies and materials with the best available transport algorithms and cross-sections. The general-purpose codes have been designed for all applications and not only for clinical situations and, despite clever variance reduction techniques, they are relatively slow for dose calculations in treatment planning. Consequently, in the past decade several fast MC codes have been developed to improve the efficiency and decrease the calculation time such as Macro Monte Carlo ͑MMC͒, 8, 9 Superposition Monte Carlo ͑SMC͒, 10, 11 Voxel based Monte Carlo ͑VMC,VMCϩϩ͒, [12] [13] [14] [15] Dose Planning Method ͑DPM͒, 16 and MCDOSE. 17 Fast MC codes take two general approaches to accelerate dose calculations. In one approach the transport parameters and algorithms of the particles are formulated in an efficient form considering the specific conditions that one encounters in clinical situations. These specific conditions include a relatively smaller energy range, i.e., Ͻ30 MeV and low-Z materials with densities up to 3 g / cm 3 . This general feature is employed in ab initio MC codes such as the DPM and VMC code suites.
In another approach fast MC codes use pregenerated data for particle transport. An important advantage of developing a fast MC code using pregenerated data is that the physics can be handled accurately by a general purpose code and, after generation of the precalculated tracks, one technically only needs simple methods to apply the tracks to the problem of interest. The dramatic evolution in computer speed and large available memory has enabled several groups to develop their own fast MC codes for application in radiation therapy. [8] [9] [10] [11] 18, 19 MMC and SMC used the EGS4 code for generation of precalculated data and they need a relatively large amount of memory to load the data. MMC transports the electrons through macroscopic "sphere-by-sphere steps." The characteristics of the electron after each step are determined using precalculated probability functions. Precalculated data are generated for spheres with various incident energies and five materials: Water, lung, solid bone, lucite, and air. The size of the data for each material is around 200 kb. SMC transports an electron via a track, picked up from a large set of precalculated tracks including the track of the secondary electrons. Tracks of 6 and 15 MeV electrons are generated in water and rescaled for various materials. In SMC, 3000 electron tracks with energy of 15 MeV required 50 Mb of RAM. VMC also reuses electron tracks, but the tracks are generated within the code, thereby reducing the need for large amounts of memory.
Although with the speed of recent computer hardware and using parallel processing techniques it has become possible to run a general purpose code in a reasonable time, fast MC techniques are still essential for applications such as fourdimensional MC ͑Monte Carlo including time-dependent components͒ and inverse planning. [20] [21] [22] All of the mentioned fast MC codes benchmark their results to the EGS4 or the EGSnrc code and the gain of speed has been 10-50 times faster for electron transport. Most of the fast MC codes have been improved from their original versions over the past few years and they have also been compared with benchmark experiments and mostly produce accurate results. [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] MMC, SMC, and VMCϩϩ have reached speed-up factors of 20, 30, and 50 times faster than EGS4, respectively, and their dose distributions are typically within 3%-4%, 2%, and 1% of EGS4 results, respectively.
After generation of electron tracks in a fast MC code either using simplified and efficient equations or using precalculated data, the codes have to go through tracking procedures, boundary crossing, and energy deposition in each voxel. These steps still represent a major time consuming part in the recent versions of the fast MC codes such as DPM and VMCϩϩ. 14, 15 This argument is also confirmed in our first attempt in the development of a fast MC code and the feasibility of avoiding ray tracing and boundary crossing are studied.
This paper discusses speed-up techniques used in conjunction with a fast Monte Carlo code that specifically uses pregenerated tracks and studies considerations for generation and storage of precalculated data. We generically label the fast MC code PMC, Precalculated Monte Carlo, and discuss the implementation of a new method for pregeneration and handling of electron tracks, which is efficient and produces accurate results.
II. METHODS AND MATERIALS

II.A. Fast Monte Carlo based on precalculated tracks
PMC uses pregenerated tracks by a general Monte Carlo code for transport of the particle. The tracks include the path of the primary particle for a wide range of initial energies and materials. The track does not need to be modified for each material using stopping power and scattering power ratios; hence, the transport algorithm of the particle in PMC is very simple in terms of physics and is capable to be applied to any particle type. Secondary particles are not transported explicitly in the precalculated data; instead their characteristics are saved and they are transported in the same way as the primary particle. This technique reduces the size of the precalculated data.
II.B. Calculation of pregenerated electron tracks
The tracks of 5000 primary electrons are generated in the center of a large homogeneous space of various materials ͑water, air, bone, lung͒ and a discrete grid of energies. The energy range was 0.2, 0.4, 0.6, 0.8, 1, 2, 3,…,17, 18 MeV. The EGSnrc code has been used for the generation of tracks and the cutoff parameters were ECUT= 0.611 MeV and PCUT= 0.01 MeV.
The size of the media was 80 cm in each direction, which is more than the maximum range in a typical clinical phantom or patient. A 2D projection of the tracks of a few 6 MeV electrons and the position of the secondaries in water is illustrated in Fig. 1 . The electrons in most of the materials do not reach the boundary of the phantom, but if they do for a particular material such as air, the truncated track has to be handled properly and this will be discussed later. In the EGSnrc code XIMAX is one of the parameters that controls the condensed history step size, which limits the maximum value of the first Goudsmit and Saunderson moment per step. 4, 33, 34 The maximum electron step length is controlled by setting XIMAX= 0.05, which is equivalent to assuming that the electron is moving close to a boundary for each step. The reason of this assumption is that in a voxel-based medium the electron might cross a boundary of a voxel containing a different material in each step. To have a numerical impression of the step size, the average length of the first step for a 6 MeV electron is 1.1 mm for a XIMAX value of 0.05. After each step the position of the electron in Cartesian coordinates ͑x , y , z͒, deposited energy, and energy of the electron are saved. The secondary particles are not transported but their characteristics such as position, energy, charge, and direction are saved in the stored set.
II.C. Transport of electrons in PMC
As illustrated in Fig. 2 , the PMC code transports electrons in the following steps: Using the energy of the electron and medium of the first voxel, the related set from pregenerated data is considered, and one track is selected from the set. The selected track is transported and rotated to the position and direction of the incident electron. Then the electron is transported step by step. If the next voxel is not the same ͑inho-mogeneity͒ according to energy of the particle at the boundary and the material of the next voxel, a new track is picked up from precalculated tracks of related material and energy. The new track is again translated and rotated to the direction of the current particle. In each step, if the entire step lies in the current voxel, the precalculated deposited energy is deposited in the voxel. An example of the energy deposition in the case of boundary crossing is illustrated in Fig. 3 . The particle is moving from point 1 to point 3 with distance of r. The total deposited energy in this step, edep, and energy of the particle in points 1 and 3 are available in precalculated data. The particle crosses the boundary of the voxel in point 2 with distance of r v . The energy of edepϫ r v / r is deposited in the voxel and it is subtracted from the total energy of the particle, then the particle is moved to point 2. A more accurate calculation of deposited energy in the voxel versus edep, r, and r v is possible using the stopping power of the material; however, the linear approximation produced accurate results and it is also used in other fast MC codes such as SMC or VMC.
In each step PMC checks whether a secondary particle is generated using precalculated data for secondary particles. If the energy of secondary electrons is below the PMC cutoff energy ͑100 keV͒, it is deposited locally on the fly; otherwise its position, charge, energy, and direction are saved on a stack. Once the track of the primary electron is finished, each secondary electron is transported in the same manner as the primary electron.
If the energy of an electron is 6.2 MeV, for example, a track of 6 MeV is picked up and linear scaling is done for Once the electron reaches a new material, a new track is picked up according to energy ͑e 2 ͒ and type of new material ͑bone͒. The energy of secondaries ͑᭺͒ are deposited locally in the fly unless the energy ͑e sec ͒ is greater than ECUT. In this case, after transport of the primary the same process will apply for remaining secondary electrons.
FIG. 3. Energy deposition in a step length which expands over the boundary of a voxel. The particle is moving from point 1 to 3 in precalculated track with total energy deposition edep. The deposited energy in the current voxel is edepϫ r v / r. The particle is then moved to the boundary of the next voxel, point 2.
energy, deposited energy, and track length. For a similar material but with different density the entire track length is scaled inverse-proportional to density.
In a particular case, if one has a very large phantom and the track comes to the boundary of the media in the precalculated data ͑the particle is more than 40 cm away from the initial point͒, a new track from the same material with a new energy is picked up and the transport continues until the energy falls below ECUT.
Characteristics of all of the secondary particles including photons are saved in the precalculated data; however, photons are not transported in the current version of PMC as the primary goal of this work was to evaluate the speed limits for electron transport. The dose contribution of bremsstrahlung photons produced in tissue equivalent material in the clinical energy range of the electron is small and can be corrected for. 10, 12 This assumption is also confirmed in the comparison of our results of monoenergetic electrons with the benchmark code DOSXYZnrc in which bremsstrahlung photons are transported.
II.D. Evaluation of PMC and statistics
The results obtained with the PMC code have been compared with DOSXYZnrc user code in default setup which uses the EGS4/PRESTA-I boundary crossing algorithm. 35, 36 The voxel size is user-defined in PMC and it is 0.3 3 cm 3 for all of the benchmarks in this work. The uncertainty on the calculated dose is determined using the history-by-history method where the statistical uncertainty is calculated using the dose generated by each primary history. 37, 38 The efficiency of the code with this technique is calculated in the following steps:
͑1͒ The uncertainty for each voxel is calculated as
in which N is the number of histories and D i is deposited dose due to each history and its secondaries. ͑2͒ At the end of the simulation the average uncertainty is calculated for the voxels with dose of more than 50% of the maximum dose ͑D max ͒
D j is the average dose of the voxel per history at the end of the simulation, and N 50 is the number of the particles with dose greater that 50% maximum dose, D max . ͑3͒ The efficiency is defined as
where T is the CPU time. This definition of the efficiency is suggested by Rogers and Mohan 38 and an efficient way for calculation of D i and D i 2 for each history is discussed by Walters et al. 37 The track repetition in any MC code is subject to track correlation and reduction of efficiency up to a certain limit. 15 In a small field size, repetition of 5000 particle for 200 times produces larger statistical uncertainty compare to 1 million independent history. The efficiency of the code starts to decrease after a certain number of repetitions, depending on the energy and field size since the uncertainty reaches an upper limit and the time still increases in Eq. ͑3͒. The effect of track repetition in statistical uncertainty is discussed in Sec. III C.
The PMC code is written in Fortran 90 and it is also tested in other programming languages and softwares such as MATLAB ͑The MathWorks, Inc., MA͒, Cϩϩ with MATLAB library, and Fortran77. Many different techniques are implemented to improve the efficiency of the code including STOPS ͑simultaneous transport of particle sets͒. 15 The advantages and restrictions of each method are discussed in Sec. III C.
A major challenge for all fast Monte Carlo codes is the transport of the particles near inhomogeneities and interfaces where most of the discrepancies occur. At the interfaces of two materials a combination of two kinds of errors occurs. The first type is the intrinsic errors due to particular approximations of each code in transport of the particle, which remains the same in the homogenous case. A second type of error is associated with the proper handling of the track in the new material. To investigate the errors of the second type we introduce a phantom with an inhomogeneity of the same material. The track of the particle is picked up from water and, when it hits a boundary, the track is truncated and a new in-water track is picked up. If there were no artifacts introduced by track storage, pick-up, and energy scaling, the code should yield accurate dose distributions which should be the same as in the homogeneous medium.
II.E. Fast Monte Carlo without ray tracing
A major obstacle for speed increase in fast Monte Carlo codes has been the ray tracing calculation. In this section we present a new method to perform Monte Carlo calculation in which boundary crossing and ray tracing are included in precalculated data. In this method the electron is transported in all possible cases that could enter the surface of a voxel for various energies, materials, directions, and position with respect to boundaries of the voxel. The precalculated data include voxel track of the particle, deposited energy in each voxel ͑edep͒, and characteristics of the electron exiting from boundary of each voxel ͑energy, direction, and position͒. The position and direction of the incident electron is varied discretely as illustrated in Fig. 4͑a͒ . The surface of the voxel is divided to 3600 ͑60ϫ 60͒ subpixels and for each subpixel the electrons with various azimuthal and polar angles with 10°b ins are transported. The energy and material range is the same as Sec. II A, with energy of up to 6 MeV. As one can expect, the size of the precalculated data becomes very large, however with several data compression techniques we were able to generate a reasonably sized file relative to the memory of the current computers. Reasonable values for the limits of energy and bin sizes were selected after consideration of size of the available memory. In precalculated data, if the secondary electron does not reach the surface of the voxel, its energy is added to edep; otherwise, its characteristics at the boundary of the voxel are saved in the precalculated data. The transport of the particle is illustrated in Fig. 4͑b͒ . According to energy, material, direction, and position of the electron with respect to the surface of the voxel, the related track as well as its boundary crossing information are picked up from precalculated data. The transport of the electron in the same material is just the deposition of the energy ͑edep͒ in each voxel without ray tracing. When the particles reach a new material one has its entry characteristics from precalculated data and the new track is picked up and rotated and the transport continues. The rotations are six simple and known rotations with 90 increments for six surfaces of the voxel. The same algorithm is applied for secondary particles that reached the surface of the voxel. The results and limitations of this method are discussed in Sec. IV E.
III. RESULTS
III.A. Homogeneous and inhomogeneous phantoms
PDD calculations using the PMC code for monoenergetic 4, 9, and 12 MeV electrons in water are illustrated in Fig. 5 in comparison with DOSXYZnrc ͑based on EGS4/ PRESTA-I͒ results and the discrepancy is generally 1%-2% of the PDD with a maximum of 3%. The electrons are incident on 4 ϫ 4 cm 2 field normal to the surface and the size of the phantom is 70ϫ 70ϫ 56 cm 3 . The results of PMC for mono-energetic electrons in materials different from water are illustrated in Fig. 6 in which the error is less than 1% for bone and less than 2% for lung and water. The statistical uncertainties of all calculations are in the order of 1.5%.
The PMC code has been tested in various heterogeneous cases. Figure 7 illustrates an example of a central axis PDD and isodose in a phantom with water, lung, and bone with 6 MeV electrons incident on the surface of the water. This phantom contains both parallel and perpendicular interfaces with the incident beam as well as higher to lower density interface and vice versa. The incident electron to the surface of the phantom is perpendicular and mono-energetic, however, at the interfaces, a phase space of electrons with various energies enters the new material. The linear interpolation between the finite energy sets that we have in the precalculated data is performed for almost all of the electrons at the interface and accuracy of the results shows the efficiency of the selected energy bins ͑for example 1 MeV step from 1 to 18 MeV͒ and the linear interpolation between them as discussed in Sec. III C. The comparison of isodose and PDD are illustrated and the agreement is better than 1.6% and, as one can observe in Fig. 7͑a͒ , the isodose of the hot spots is handled very accurately.
III.B. Water as inhomogeneity
Tests were performed using a phantom with the same material treated as a heterogeneity located after the second voxel. The code truncates the track of the electrons once they reach the surface of the third voxel. Then, according to the energy of the electron in that point, a new track is selected from the pregenerated set in water. The result of this test is illustrated in Fig. 8 . The PDDs are a comparison of PMC with pregenerated tracks using two different step control parameter values, XIMAX= 0.5 ͑EGSnrc default͒ and XIMAX= 0.02. The graph shows the improvement of the results for smaller precalculated step sizes as the average errors for XIMAX= 0.5 and 0.02 are 6.1% and 1%, respectively. This discrepancy does not show up in a standard PDD of homogeneous water in which the track of electrons is not truncated. In homogeneous water for both XIMAXs the average errors are below 1%.
III.C. Effect of track repetition on efficiency
The PMC code, in its current version, is based on the 5000 particle tracks for each energy and the tracks of the particles are repeated for various positions of the electron with the same energy. As mentioned in Sec. II D, repetition of tracks very close to each other causes correlation of the tracks and reduction in efficiency of the code and increases the uncertainty. In this section the results of the track repetition for a small field of 4 ϫ 4 cm 2 and 6 MeV mono energetic electrons are illustrated. Figure 9 shows the efficiency of the code versus number of repetitions. As one sees, the efficiency reaches a maximum and then decreases after 400 repetitions. This is the point after which the uncertainty approaches a lower limit ͑close to 1.3%͒; with a larger number of histories the time increases without a major change in uncertainty. This limit is for mono energetic electrons and the uncertainty would improve when sampling from a more realistic source, such as a typical phase spase file, since the energy varies and, for each energy ͑between the energy grids discussed in Sec. II B͒, there are 5000 independent histories. If a lower uncertainty is desired, the precalculated data sets have to be extended to hold, e.g., 10 000 particles instead of 5000 for each energy. 
III.D. PMC without ray tracing
The results of PMC code without ray tracing are illustrated in Fig. 10 for water and water-bone phantom. In comparison with DOSXYZnrc, the errors are on the order of 3%-10% for water and water-bone material, with 2% uncertainty. The same order of error ͑up to 10%͒ was observed in other combinations of heterogeneities such as water-lung phantoms. However, the code runs a million particles in 6 s on a Pentium M 1.3 GHz, which is 560 times faster than DOSXYZnrc on the same computer for the same statistical uncertainty. The sizes of the precalculated data for water, bone, and lung were 0.31, 0.207, and 1.02 Gb, respectively. There are still limitations to this technique, as is further discussed in Sec. IV E.
IV. DISCUSSION
IV.A. Performance of PMC
In an early version of fast Monte Carlo codes based on precalculated tracks such as SMC the electron track is generated in water and then modified for other materials and this was because of restrictions on available computer RAM ͑in the order of 100 Mb͒ a decade ago. For accurate results one has to also make a correction for lateral deflection of the track in the new material, which again needs a table look-up as well as some approximations. PMC avoids all of these calculations and approximations by picking up a new track for the material at the expense of larger precalculated data for each material but with the benefit of improved speed and accuracy. The track of the particle is saved in Cartesian coordinates ͑x , y , z͒ and modification for a change in density within the same material is done in the same way as the other codes, which is scaling of the entire track with the relative density. The size of the precalculated data for each material is in the order of 300-400 Mb, which is reasonable for current day desktop computers with 4 -8 Gb RAM. One can use more than 5000 particles for each set of pregenerated data as long as there is enough RAM and this reduces the intrinsic ͑latent͒ uncertainty of the method. The PMC transports 10 6 particles in times on the order of 1 min, which is about 40 times faster than DOSXYZnrc ͑EGS4͒ producing the same uncertainty on the same computer. Since execution of the code consists of picking up tracks from a database for both primary and secondary particles, no random numbers are involved in the code execution.
The accuracy of the results near the boundary of the heterogeneities illustrated the efficiency of the energy interpolation in this work. However, in the case of the large artifacts, one can use smaller energy bins, e.g., 0.5 MeV, for generation for precalculated data. There is also another approach for energy interpolation which is used in a particle track-repeating method by Ma et al. 39 In this approach, for a particle of, e.g., 5.6 MeV, a track with closest higher energy neighbor is picked up ͑i.e., 6 MeV͒ and, within this track, one moves down in energy until the step with energy the closest to 5.6 MeV is met. That step is interpolated to reach 5.6 MeV point and the rest of the track is picked up for transport of the particle.
The dose contribution from photons generated by electrons is neglected in the current version of the PMC similarly to the situation in the early versions of SMC and VMC. However, the characteristics of secondary photons are saved in the precalculated data and the addition of an efficient algorithm for photon transport in PMC should be straightforward. We have employed the PMC code for photons and protons producing satisfactory preliminary results. EGSnrc and MCNPX are used as the reference code for generation of precalculated tracks for photon and protons, respectively. 40 The detailed discussions of method and results are beyond the scope of the present paper.
IV.B. Time profile of fast Monte Carlo
The time profile of PMC code representing the time that is spent in various sections of the MC code is illustrated in Fig.  11 . The time that is spent in various sections of the MC code is evaluated for 1 million electrons. The percentage of the total time is illustrated for three major tasks in PMC, picking up a track from pregenerated tracks ͑16%͒, rotation and translation of the track ͑26%͒, and ray tracing ͑56%͒. More than 50% of the total time is spent in voxel-by-voxel ray tracing, therefore if no time were to be spent for generation, rotation, and translation of the track, the speed-up factor would not go above about 100. A similar conclusion was made for VMCϩϩ in which, using STOPS technique, 90% of the time goes into ray tracing and the relative speed compared to EGS4 is about 50. 14 Another important point is the relatively large fraction of the time ͑16%͒ to just pick up a track from large precalculated set of tracks. This is one of the reasons why a fast Monte Carlo code using pregenerated data such as PMC and SMC is not much faster than DPM and VMC/VMCϩϩ. In VMC, a track is generated with an efficient transport algorithm at a speed exceeding the time needed to pick up a track from a stored set such as is the case for PMC and SMC.
IV.C. Further speed-up techniques
Many different techniques were tried to improve the efficiency of the code. Using the simultaneous transport of particle sets ͑STOPS͒ technique, 14 a factor of 1.5 in efficiency was gained ͑i.e., the code runs 60 times faster than EGS4 on the same hardware͒. In STOPS, which is used in VMCϩϩ, several electrons of the same energy are transported at the same time for various positions far enough from each other. In this way, few parameters such as azimuthal angle are sampled only once for all particles. However, the STOPS technique has certain limitations. The field size should be large ͑e.g., more than 2 cm 2 for 15 MeV electrons͒ 12 and STOPS is also not applicable to large fields that do not have a uniform energy spectrum since the particle sets should have the same energy.
Few other techniques using the transport of a large group of particles at the same time have been tested. One of these is to transport 5000 particles into the surface of one voxel and save characteristics including deposited energy, secondary particles, and boundary crossing information for each voxel and apply it to various voxels. However, any idea for transporting a "group" of the particles at the same time may present problems associated with possible nonuniformity of the source energy and angular distribution.
As is mentioned in Sec. III B, a major time consuming part of a fast Monte Carlo code is boundary crossing. Photons take large steps in waterlike materials and it is possible to use some mathematical tricks to calculate boundary crossing in more efficient ways, 41 but these techniques are not applicable for electrons as they move through small steps and use nonstraight paths.
In recent work, graphics processor units ͑GPUs͒ have been used to run Monte Carlo and ray tracing in a faster way compared to CPU. 41 One major problem with this approach in PMC is the limitation in the available RAM on the current GPU boards. Any use of prestored tracks would therefore require memory move operations between main RAM and graphics RAM which is time consuming. Therefore, more improvement in graphic RAM is needed to explore the combination of the present method with GPUs as well as for memory sharing parallel processor technology ͑multiple cores͒. The GPUs and multiple core processors can be used in "from scratch" fast MC codes such as DPM, VMCϩϩ, and MCDOSE in which the size of the data is very small compared to codes based on precalculated tracks.
IV.D. Importance of electron step size
One of the most important parameters which affects the results of any Monte Carlo code is the electron step size. Choosing an optimal maximum step size is a necessary task in either a general propose 42, 43 or a fast Monte Carlo. Long step sizes may produce artifacts near boundaries with heterogeneities, and very short step sizes are time consuming and inefficient. In EGSnrc, the condensed history step in a homogeneous medium is controlled by step control parameters such as ESTEPE, XIMAX, SMAX, etc. As it is mentioned in the EGSnrc manual, 4 modifying XIMAX to control the condensed history step is the most appropriate method since the difference of elastic scattering in various media automatically is taken into account.
To evaluate the effect of a change in XIMAX the entire precalculated tracks were generated with four different XI-MAX values: 0.5 ͑EGSnrc default͒, 0.1, 0.05, and 0.02. Then PMC was run in our particular phantom with water as inhomogeneity as described in Sec. III C. The size of the voxel was 3 mm in each dimension as mentioned before. The average error as benchmarked against DOSXYZnrc, running times, and size of precalculated data for water are illustrated in Fig. 12 . The average error is calculated as an average over the voxels with more than 50% of maximum dose in comparison with dose calculated with DOSXYZnrc. The time is in s per history on a 1.3 GHz Pentium for 6 MeV electrons in water. A large error is observed for XIMAX= 0.5 and, while the error is smaller for 0.02, the calculation time increases significantly. The choice of 0.05 or 0.1 for XIMAX is reasonable in terms of time and error. As one compares the time and size of the data in Fig. 11 there is an almost linear relationship between the size of the precalculated data and the CPU time. Figure 13 illustrates the magnitude of errors as a function of step size. A class II condensed-history implementation of Monte Carlo transport dictates that the electron track can be subdivided in straight line segments between hard collisions 4 leading to either secondary electrons or bremsstrahlung. Energy loss over the linear segments is through soft collisions. For accurate tracking the electron steps should be sufficiently small near boundaries. As illustrated in Fig. 13 , the path of the electron is truncated as it reaches the inhomogeneity. In reality, the electron does not follow a straight line and the real position of the electron may be point C ͑Fig. 13͒. If the electron is moved from point A to B through a large single step, the crossing point is D 1 , at which a new track is picked up. However, if the electron moves through a smaller step from point A to B, the crossing point D 2 is closer to the real position of the electron C and gives more accurate characteristics of the electron in terms of energy, position, and direction.
In homogeneous phantoms, the electron can take a large step using a random-hinge algorithm. In this technique the dose is deposited by approximating the curved path of the charge particle by two straight-line steps joined at the hinged point. Walters and Kawrakow 44 have recently applied this technique to DOSXYZnrc, gaining 50%-90% efficiency. This technique is not applicable to fast MC codes based on precalculated tracks since the electron step size is not calculated on the fly and it also cannot be adjusted in precalculated data.
IV.E. Advantages and limitations of the Monte Carlo without ray tracing
Implementation of a calculation scheme that does not require boundary crossing and ray tracing was the only technique that could bring us to a new speed limit of 560 times faster than EGS4. The idea stems from the fact that for clinical applications, no dose deposition information below CT resolution is required. The following factors contribute to the significant speed increase:
͑a͒ No boundary crossing is performed in the transport of the particle and it is included in the precalculated data. ͑b͒ More than 70% of secondary particles with energy above the cutoff energy are not transported and included in the deposited energy of the voxel. These are the secondaries that do not reach the boundary of the voxel. ͑c͒ The track of the particles is represented by an array of integer numbers allowing for various operations such as track pick-up and rotation faster.
The method presented needs development in the following areas:
͑a͒ Data compression is needed to reduce the size of the precalculated data and improve all aspects of the code such as including higher energy electrons and decreasing the angle bin. ͑b͒ A correction for variable density of the same material is needed. This must be limited to modification of deposited energy and boundary crossing information or using a brute-force solution such as extending the precalculated set to various densities. ͑c͒ Resolution of the polar and azimuthal angle distributions should be better than 10°. We evaluated this requirement by improving the resolution to 2°for a discrete energy and obtaining consistent results in the heterogeneity calculation. This implies that the size of precalculated data needs to be increased by a factor of 25 ͑5 2 ͒, which underlines the need for a major improvement in data compression or available RAM. ͑d͒ Application of this method in deformed voxel used in 4-D MC ͑Ref. 45͒ and IGRT ͑image guided radiation therapy͒ application is also a challenge since in the current approach the size of the voxel is fixed. While extension of precalculated data for various deformed states of the voxel in this case is unreasonable, trilinear interpolation techniques have been used successfully to remap the dose from a deformed state to a reference state 45 and these could be realistically applied in conjunction with the PMC method.
The results of the code with smaller subpixels, 70ϫ 70 ͑4900 instead of 3600͒, were tested and no major improvement in accuracy was noticed.
IV.F. Programming language considerations
There are relatively few references that compare efficiency of different languages for Monte Carlo calculations in radiation therapy. 46, 47 Most of the current fast Monte Carlo codes have been developed in either Fortran, which has a fast learning curve, or Cϩϩ, a powerful language but very slow learning curve. 48 PMC has been developed in Fortran 90; however, the entire code is translated and run in many different high-level ͓MATLAB ͑The MathWorks, Inc., MA͔͒ and low-level languages to check their efficiency. The results are illustrated in Table I . The original MATLAB code was translated in an efficient way in which most of the loops are performed in matrix operations. It is known that MATLAB is a high-level language and it is slow specifically in the loops compared to Fortran90, however a speed factor of 100 was surprising. The reason is that the nature of Monte Carlo calculations is based on repetitions of the same loop for a large number of the particles. Using the MATLAB library in Cϩϩ is recommended for MATLAB users who are looking for more speed and, as illustrated in Table I , it is still 50 times slower than Fortran90 for a Monte Carlo type of calculation. Fortran77 has a better efficiency compared to Fortran90 as expected, however in Fortran90 one does not have Fortran77 restrictions in coding. Cϩϩ is likely to have equal or better efficiency compared to Fortran 48 as it is used in VMCϩϩ.
V. CONCLUSIONS
No single physical calculation is done in the PMC method based on precalculated tracks even in the presence of heterogeneities. The precalculated data are generated for each particular material and this improves the performance of the method in terms of both accuracy and speed with respect to other fast MC codes based on precalculated data. Linear interpolation between grid energies for which precalculated data are available provides very accurate results. A new method for generation of precalculated data in which only the track of the primary is saved makes the size of the files reasonable and feasible for current computers and ultimately makes it possible to build a code for dose calculation in treatment planning. Careful choice of the electron step size is important to avoid artifacts near boundaries. The speed limit of the fast Monte Carlo for "electron" transport is on the order of 100 times faster than EGS as long as the code has to do the ray tracing voxel by voxel. Only by avoiding voxel by voxel ray tracing can a significant improvement on the order of 500 or 1000 be achieved.
Although the entire track is ready in precalculated data, picking up a track from a vary large precalculated data set represents a time consuming task compared to the efficient generation of the track from scratch. This is one of the reasons that fast MC codes based on precalculated data such as SMC and PMC are not necessarily faster than from-scratch MC codes such as DPM and VMCϩϩ. The large size of the required RAM also limits the use of the precalculated MC codes in parallel processing where common memory must be shared. However, with declining cost of memory and better compression techniques, Monte Carlo codes based on precalculated data may occupy a range of applications.
Since all of the physics is handled with a benchmark code ͑such as EGSnrc for electrons͒, the PMC algorithm has the capacity to be used as a fast and accurate engine for other particle types, such as protons, as long as precalculated tracks can be generated using a well benchmarked general purpose code such as GEANT or MCNP. 
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