Reconstruction of neural circuits from volume electron microscopy data requires the tracing of cells in their entirety, including all their neurites. Automated approaches have been developed for tracing, but their error rates are too high to generate reliable circuit diagrams without extensive human proofreading. We present flood-filling networks, a method for automated segmentation that, similar to most previous efforts, uses convolutional neural networks, but contains in addition a recurrent pathway that allows the iterative optimization and extension of individual neuronal processes. We used flood-filling networks to trace neurons in a dataset obtained by serial block-face electron microscopy of a zebra finch brain. Using our method, we achieved a mean error-free neurite path length of 1.1 mm, and we observed only four mergers in a test set with a path length of 97 mm. The performance of flood-filling networks was an order of magnitude better than that of previous approaches applied to this dataset, although with substantially increased computational costs.
C
omputers have been used to reconstruct neural 'wires' since the 1970s 1 , mainly to capture and display the annotation decisions made by human tracers [2] [3] [4] . The use of computers to make those decisions began in earnest after improved volume electron microscopy (EM) methods 5 started yielding datasets for which complete analysis by human annotation would have been prohibitively laborious 6 , and the process soon came to rely heavily on machine learning (ML). Although ML-based segmentation algorithms determined most cell boundaries correctly, detection and correction of the remaining errors still required human proofreading involving inspection of fragments (supervoxels) 7, 8 or manual 'skeletonization' [9] [10] [11] . A recent estimate put the amount of human labor needed to reconstruct a 100 3 -µ m 3 volume at more than 100,000 h, even with an optimized pipeline 12 . Current manual annotation workflows could be made more efficient still, but are ultimately limited by the need to view all the data. A reduction of the proofreading time by multiple orders of magnitude will require algorithms that not only are substantially more accurate but also 'know their own limits' and provide a list of potentially erroneous segmentation decisions 13 . State-of-the-art automated neurite reconstruction typically starts with a convolutional network that infers the likelihood of each image location belonging to a neurite, using the intensities of the voxels at and near that location [14] [15] [16] [17] [18] . Then a different algorithm clusters the 'in' voxels into distinct segments 12, [19] [20] [21] [22] . Our approach provides supervoxels directly by adding to the classifier a recurrent loop that maintains the current prediction for the object shape. Why is this helpful? Although the cost function we use to train the network is still based purely on a voxel-wise comparison with the training set, the network can now learn to make use of voxels already classified with high reliability. Classification decisions can be based on, for example, whether they result in a more or less plausible shape for the neural process. This is conceptually different from using a segmentation-performance-dependent cost function 23, 24 .
Here we present a realization of this concept, which we call floodfilling networks (FFNs).
In the following, we (1) describe FFNs and a procedure for combining multiple FFN segmentations to fix errors, (2) compare the accuracy of our method to that of previously published alternatives, using a large-scale songbird dataset, (3) analyze FFN reconstruction errors in detail, and (4) demonstrate generalization of the technique to mouse and Drosophila brain tissue through the use of benchmark datasets.
Results
Flood-filling network training, inference, and architecture. We acquired a 96 × 98 × 114 µ m region of zebra finch brain imaged with serial block-face EM 25 at a resolution of 9 × 9 × 20 nm. For classifier training, a small fraction (0.02%; 131 million voxels contained in 33 subvolumes of varying size that were distributed throughout the volume) of the dataset was segmented by human annotators with KNOSSOS (408 h). We then used these annotations as a ground truth to train the FFN.
An FFN has two input channels: one for the 3D image data, and one for the current prediction of the object shape, a data structure we call the predicted object map (POM). For each voxel, the POM encodes (using values between 0 and 1) the algorithm's estimate of whether a voxel belongs to the object currently being segmented. During training, we initialized the POM by seeding a single voxel in the center of each 49 × 49 × 25 voxel training example. We automatically generated single-voxel seeds at locations distant from putative cell boundaries to avoid mergers (errors in which two or more processes are erroneously connected to one another). After each iteration of the network inference, the POM's values are used to adjust the network weights via stochastic gradient descent, using a per-voxel cross-entropy (logistic) loss 26 ( Fig. 1a,b and Methods). The outcome of each inference step affects whether and where the field of view (FOV) moves, which voxel classifications are frozen, and when neurite expansion is completed (Methods). Specifically, between inference iterations, the FOV is automatically moved by ± 8 voxels (72 nm) laterally and ± 4 voxels (80 nm) in the Z direction. To optimize the training procedure and remain consistent with the High-precision automated reconstruction of neurons with flood-filling networks inference procedure, we used a new FOV position only if the POM value of its center voxel exceeded 0.9.
The core architecture of the FFN is a multi-layer convolutional neural network (CNN), which updates the POM values during each iteration on the basis of input data and prior POM values. We chose to use a single 3D FOV size (33 × 33 × 17 voxels, 297 × 297 × 340 nm) for EM-data input, inference output, and recurrent feedback in our FFN implementation.
Irregularity detection and automated tissue classification. Many inference errors occur at data irregularities, such as cutting artifacts or alignment mistakes. Irregularities in the songbird volume EM dataset were too frequent to be ignored but too rare to be effectively learned (affecting at most 1% of the volume). Instead of enriching them in the training set, we detected them via cross-correlation (Methods) and prevented supervoxels to span any of the irregularities.
Segmentation quality often decreased when the neuropil was interrupted by tissue structures such as somata or blood vessels, which are orders of magnitude larger than typical axons, dendrites, and the FOV. To prevent the FFN from venturing into such structures, we trained a separate CNN, which we called the tissueclassification CNN, and used it to delineate such structures.
Hysteresis and approximate scale invariance. The neurite shape reconstructed by an FFN can depend on the placement of the initial seed within the neurite and can change dramatically when the order in which the neurites are reconstructed or the placement of seeds is changed. This variability can, in fact, be used to detect and eliminate mergers, which are hard to fix during proofreading, at the cost of the generation of a few extra splits (errors in which two processes are erroneously disconnected from one another), which are much easier to fix. Specifically, we compared a forward segmentation of the data with its backward segmentation, for which the order of seeds was reversed, and accepted all splits as real (the 'over-segmentation consensus'), which meant that only those mergers that occurred in both segmentations remained. One can generate additional consensus segmentations by varying other segmentation parameters; in addition to reseeding, we explored resampling of the dataset at different resolutions, and found the greatest reduction (82-fold) in the number of mergers (with only a twofold increase in the split rate) for an oversegmentation consensus among five segmentations: standard and reversed seed order at both 9 × 9 × 20 nm and 18 × 18 × 20 nm per voxel, and standard order at 36 × 36 × 40 nm per voxel (Fig. 1c,d and Methods). Combining segmentations is conceptually similar to the process of 'ensembling' in ML, that is, combining the decisions of several different classifiers. Others have applied the averaged predictions of the same classifier to modified versions of the raw data 22, 27 .
Flood-filling-network agglomeration. To heal splits, we agglomerated segments throughout the volume. Unlike most automated agglomeration approaches, which use separately trained classifiers to find split errors 28, 29 , our method uses the FFN model itself to perform agglomeration. To determine whether a pair of nearby segments was part of the same neurite, we extracted an ~1-µ m 3 subvolume around the point of the segment pair's closest approach, placed seeds in the two objects, and then performed two independent FFN inference runs (i.e., order was not important) while keeping the remaining objects and their voxels fixed (Fig. 1e) . If the resulting POMs overlapped to a high degree, the objects were combined (Methods).
Segmentation pipeline. We combined data alignment, tissue classification, FFN inference, over-segmentation consensus, FFN-scored agglomeration, and biological plausibility testing into a pipeline and used it to segment the entire zebra finch volume. The pipeline consisted of the following steps:
1. Fine alignment: the sections within the volumetric dataset were precisely registered by elastic alignment 30 . Compared with a rigid, translation-only alignment, this reduced the number of times the irregularity-detection procedure was triggered 16-fold. 2. Cell-body segmentation: we segmented the parts of the volume corresponding to cell bodies by running an FFN restricted to voxels that had been classified as cell body by the tissue-classification CNN, using seeds manually placed into all 454 somas in the volume (1 human hour was required for manual annotation, but this task could potentially also be automated with 0.97 precision and 0.96 recall 31 ). Explicit handling of cell bodies (average diameter, 9 µ m) was necessary because their spatial scale was dramatically different from that of neuropil, which comprised the majority of training data for the FFN. 3. Neuropil segmentation: we restricted FFN inference to voxels labeled as neuropil by the tissue classifier and generated five separate segmentations, with standard and reversed seed order at both 9 × 9 × 20 nm and 18 × 18 × 20 nm per voxel, and with standard order at 36 × 36 × 40 nm per voxel. 4. Over-segmentation consensus: we resampled the five partial segmentations to the full resolution of the dataset and reconciled them with over-segmentation consensus to create a base segmentation with a low merge error rate. 5. Agglomeration: we used FFN agglomeration at full resolution to produce a list of merge decisions to combine base segmentation objects. This reduced the split rate by about half (44%) and increased the run length more than tenfold (1,149%).
6. Biological plausibility testing: we filtered the merge decision list so that no agglomerated object contained more than one cell body; 0.006% of the agglomeration decisions were reversed in this process.
Large-scale segmentation accuracy. To measure the accuracy of segmentation results over length scales similar to the path length of neurons in the complete volume, we skeletonized individual neurons 9 . Human annotators used KNOSSOS software (https://knossostool.org/) to manually annotate an individual neuron's structure as a set of nodes and edges. We created a tuning set and a test set, which contained, respectively, 12 and 50 neurons with medians of 0.8 and 1.9 mm, and total path lengths of 13.5 mm and 97 mm (27% and 34% axonal). We used these sets exclusively to optimize the hyperparameters of the segmentation pipeline and to evaluate performance, respectively. While comparing the automatic segmentation to the manually generated skeletons, we found in the skeletons eight mergers between neurites and 66 splits (mostly missed dendritic spines), even after human consensus generation based on at least two independent tracings. Two human experts (M.J. and J.K.) determined the source of each merge discrepancy by examining the raw data and tracings, and fixed the skeletons as needed.
On the basis of the observed overlap with the automated segmentation, we classified each edge of the ground truth skeletons as correctly reconstructed in the segmentation, omitted (one or both end nodes not in any segment), split (nodes in different objects), or part of a merged segment 12, 32 . About 1.4% of the total path length in the imaged volume was manually skeletonized. This allowed us to automatically detect all splits that occurred in the skeletonized neurites, but the observed number of skeleton-to-skeleton mergers was a severe underestimation of the true number, because for each cell, only a small fraction of the cells it could merge with were skeletonized. To correctly estimate the merger rate, we also classified a segment as containing a merger if it met both of the following two criteria: it contained at least two skeleton nodes, and any part of the segment extended > 2.2 µ m from the skeleton to which those nodes belonged.
Finally, we calculated an expected run length (ERL) that measured the average neurite length contained in the segment belonging to a randomly placed starting point. Any starting point falling into a segment that contained a merge error was assigned a zero length. Note that the ERL penalizes merge errors much more severely than most, if not all, other metrics 12, 32 currently in use. This is consistent with the fact that manual identification and correction of mergers rather than splits has traditionally taken much more human proofreading time.
Our final reconstruction (FFN-c, which resulted from application of the full pipeline including over-segmentation consensus and agglomeration) reached an ERL of 1.1 mm and contained four mergers on the 97-mm-neurite-length skeleton test set (see Fig. 2 for qualitative analysis and Fig. 3 for quantitative analysis including split counts). None of these mergers were between the ground truth skeletons, and we detected them with the heuristic procedure described above.
To put the performance of FFN-c in perspective, we applied two state-of-the-art alternative approaches to our zebra finch dataset and quantified the segmentation performance. The first ('baseline') approach combined a 3D convolutional neural network trained to produce long-range affinity graphs 16 , affinity-graph watershed segmentation 33 , and random forest object agglomeration by GALA 21, 28 . We optimized the parameters for the affinity-graph watershed procedure by grid search and carried out GALA agglomeration with a random forest classifier trained on the subvolumes of labeled data. The second approach we evaluated was SegEM 12 , in which 3D convolutional neural network boundary predictions are over-segmented with watershed. We used the same 3D convolutional network as the baseline, and we optimized the parameters by grid search over full volume segmentations. Among these alternative approaches, the baseline method achieved the highest ERL (112 µ m; Fig. 3 ), which was an order of magnitude worse than the FFN results.
Errors by neurite type. We manually classified fragments of neurites in ground truth skeletons as axons or dendrites, and annotated the locations of the base and the head of 182 dendritic spines. We then used these data to measure error rates of the FFN-c segmentation for the different neurite categories (Supplementary Note). We observed that the automated reconstruction was better than human annotation with respect to identification of dendritic spines (95% and 91% recall, respectively). Although precision remained close to 100% in both sets and was slightly higher for the automated results (99.7% and 100% for automated reconstruction versus 98% and 99% for human-generated reconstruction for dendrites and axons, respectively), recall for both dendrites and axons in the automated-reconstruction set was still inferior to that obtained by human annotation (68% and 48% for the automated process versus 89% and 85% for human-generated data for dendrites and axons, respectively).
Other species and imaging methods. FIB-25 is a public dataset of Drosophila optic lobe imaged by focused ion beam scanning EM at 8 × 8 × 8 nm that has been used to benchmark segmentation methods 8 . FFNs applied to the test set (23 × 19 × 24 µ m, ~100× smaller in volume than the songbird dataset) outperformed all other methods applied to this dataset, including a recently introduced U-Net structured learning technique 17 and a combinatorial energy-based method 29 . Error metrics and visual inspection confirmed that the FFN reconstruction was accurate with respect to the ground truth (see Supplementary Note for details on the experiment and Supplementary Software for FFN code and a demonstration using FIB-25).
Similarly used as a public segmentation benchmark, SNEMI3d is a dataset of mouse somatosensory cortex imaged with serialsection automated tape-collecting ultramicrotome scanning EM at 6 × 6 × 29 nm 34 . FFNs applied to the held-out test set (6 × 6 × 3 µ m, ~10,000× smaller than the songbird dataset) achieved 'superhuman' performance according to the competition's leaderboard (http://brainiac2.mit.edu/SNEMI3D/leaders-board as of 10 May 2018) and surpassed 17 of 18 other methods; the remaining one used many dataset-specific training augmentation strategies and 16× test-time augmentation averaging 18 . However, manual inspection of the results suggested that the absolute number of remaining errors was probably too low for accurate comparison of the two topperforming methods (Supplementary Note).
Discussion
FFNs differ from other ML-based segmentation approac hes 12 direct generation of segments (as opposed to reliance on a separate clustering step), and an inference procedure that segments objects one at a time (Supplementary Video). Related work has merged boundary prediction and region filling as a learned watershed algorithm applied to 2D segmentation 37, 38 , as well as a recurrent network applied to extend the shape of segmented neurites along a single axis 39 . There is also related work in the context of natural image segmentation [40] [41] [42] . Unlike the method of RomeraParedes and Torr 40 , FFNs use multiple iterations of the network to delineate a single object. Therefore, objects can grow or shrink across iterations, and the maximal size of a segmented object is not constrained by the network architecture. And unlike the method described by Pinheiro et al. 41 , FFNs are trained end-to-end and use an explicit mechanism to specify the object being segmented, rather than treating the central pixel in the FOV as special.
We exploited several additional capabilities of FFNs, such as the ability to reduce mergers by ensembling multiple segmentations generated through variation of the seed point location. Application of these techniques to a roughly 1,000,000-μ m 3 volume of songbird brain tissue yielded automatically segmented neurons with an average error-free run length of 1.1 mm.
The main disadvantage of FFNs is the high computational cost. For example, a single pass of the fully convolutional FFN over a full volume is an order of magnitude more computationally expensive than the more traditional 3D convolution-pooling architecture in the baseline approach we used for comparison. This is because multiple and partially overlapping inference computations are required to segment a single object and to implement the sequential nature of multiple-object segmentation. However, we found that the basic building blocks of FFN inference can be used to build pipelines with similar performance but considerably reduced computation costs. For example, we tested a coarse-to-fine approach in which FFN segmentation at a specific resolution of the data (e.g., 1× ) was applied only in areas that were not already segmented at a coarser resolution and, on FIB-25, found little performance degradation compared with that of the full-resolution FFN approach, but with computational costs that were an order of magnitude lower (Supplementary Note).
Moreover, the benefits of FFN segmentation are likely to outweigh even substantial additional computational costs, given the savings in human proofreading time that follow from the improvements in reconstruction accuracy. The very low rate of mergers in the FFN reconstruction would greatly reduce the need for manual splitting of undersegmented 3D objects, one of the most laborious parts of proofreading. The large size of the automatically generated segments should make the shape-based prediction of potential splits more reliable and thus make a replacement of the laborious manual segmentation step by focused annotation feasible. As the error-free path length increases, it becomes more and more likely that any segment that contains a segmentation error will also violate one of the known topological properties common to all neurites, such as the expectation that all neurites either connect to a cell body or reach the border of (and thus go beyond) the imaged volume, and such violations could become an efficient way to guide the proofreading process and provide a measure for the residual error rate in the segmentation. 
Methods
Detection of tissue irregularity. We used cross-correlation to detect irregularities in the input EM data caused by artifacts in the image-acquisition process or by imprecise alignment of the images. For every pair of neighboring sections, we extracted patches of 160 × 160 pixels, centered at every node of a 2D grid with a 40-pixel step size; computed the normalized cross-correlation of the two patches corresponding to every grid node using fast Fourier transform convolution in FULL mode (i.e., convolution results were computed for every point of overlap, even if partial, by padding with zeros); and identified the peak in the correlation image. The peak offsets from the image centers estimate the local section-to-section lateral motion and form a sparsely sampled vector field over the whole volume, with vectors confined to the x-y plane. On the basis of results from experiments with FFN inference in areas affected by data irregularities, we set the threshold for the detection of an irregularity at 4 pixels in either direction.
Tissue-type classifier. We trained a convolutional network to predict whether a voxel belonged to one of six categories that represented general structural features of the image volume. First, we manually labeled 26.7 million voxels (0.016% of the volume) at 2× reduced lateral resolution as blood vessel (4.4 million voxels), cell body (11.5 million voxels), myelin (1.5 million voxels), neuropil (7.4 million voxels), or 'out-of-tissue' (1.8 million voxels). Manual annotations (5 h of human time) were sparsely created on every 500th slice by two authors (V.J. and M.J.) with a custom web-based tool that enabled them to manually paint voxels with a modifiable brush size ( Supplementary Fig. 1 ). We then used TensorFlow 43 to train a 3D convolutional network to classify a 65 × 65 × 65 patch centered on each manually labeled voxel. The network contained three 'convolution-pooling' modules 44 consisting of convolution (3 × 3 × 3 kernel size, 64 feature maps, VALID mode where convolution results are computed only where the image and filter overlap completely) and max pooling (2 × 2 × 2 kernel size, 2 × 2 × 2 stride, VALID mode), followed by one additional convolution (3 × 3 × 3 kernel size, 16 feature maps, VALID), a fully connected layer (512 nodes, expressed as a point-wise convolution), and a six-class softmax output layer 26 . We trained the network by stochastic gradient descent with a minibatch size of 16 and four asynchronous replicas 45 . During training, each of the six classes was sampled equally often. Training was terminated after 1 million updates.
Inference with the trained network was applied to all voxels in the image volume by dilated convolution, which is several orders of magnitude more efficient than a naive sliding-window inference strategy 46 . Finally, the analog [0,1]-valued network predictions were thresholded and used to prevent certain image regions from being segmented, as detailed in the section "Segmentation pipeline. "
Flood-filling networks (architecture, training, inference).
Architecture. The FFN comprised a stack of 3D convolutions in SAME mode (input and output of every layer of equal size, with input implicitly padded with zeros to achieve this) with skip connections, rectified linear (ReLU) nonlinearities 26 , 3 × 3 × 3 kernel sizes, and 32 feature maps in every layer but the last. The network had 19 convolutional layers with a total of 472,353 trainable weights (Supplementary Fig. 2 ). The input module contained a ReLU nonlinearity sandwiched between two 3D convolutions. This was followed by eight residual modules, which together performed a ReLU nonlinearity, 3D convolution, ReLU nonlinearity, and 3D convolution. The last layer performed a voxel-wise convolution that combined input from all feature maps (1 × 1 × 1 kernel size with a single output feature map). The input and output of the network were equal in spatial size-33 × 33 × 17 voxels. The input was formed by a two-channel image, with channel 1 containing EM data (to normalize, we subtracted 128 from the original intensities and divided the result by 33) and channel 2 the current state of the POM in logit form. The output of the network was the updated POM, again in logit form.
We chose an architecture with 'full pre-activation residual modules' 47 because it showed better convergence than alternatives (no skip connections or other proposed variants of skip connections 48 ). Note that our network contained as many as 74 times 22 fewer weights than other CNN-based segmentation approaches. The FFN was implemented in TensorFlow 43 and trained with voxelwise cross-entropy loss: 33 17 where p i is the predicted voxel value and g i is the ground truth label after smoothing. Training proceeded for 7 d with asynchronous stochastic gradient descent at a learning rate of 0.001, in a distributed setting with 32 NVIDIA Tesla K40 GPUs and batches of four examples.
Training example sampling. We formed the initial set of training examples by extracting all subvolumes 49 × 49 × 25 voxels in size and fully contained within one of the 33 regions densely segmented by human annotators. The size of the subvolume was chosen to allow FOV movement by one step in every direction (8 
voxels in XY, and 4 voxels in Z).
We binarized the ground-truth segmentation within every subvolume by setting voxels belonging to the same object as the central voxel of the subvolume to 0.95, and the rest of the voxels to 0.05. These soft labels 26 provided the object mask probability map that the FFN was trained to predict.
For every initial training example, the fraction (f a ) of voxels set to 0.95 was calculated. The training examples were then partitioned into 17 'probability' classes, such that an example was assigned to class i if Seed list generation. We applied the 3D Sobel filter to the EM data and set all pixels for which the difference between the raw filter output and Gaussian-smoothed (σ = 49/6) filter output was positive to 1, and all others to 0. We then computed the Euclidean distance transform of the resulting binary image and selected local maxima (peaks) as seeds.
These seeds were then consumed serially in raster order. At the completion of an object, we discarded all seeds that were inside the object or less than 3 voxels from its surface.
Field-of-view movement. The FOV of the FFN was moved via the following procedure. To start segmentation of a new object, we initialized a list of positions to be visited (Q) with a location obtained from the seed list. In the segmentation loop, a location (x, y, z) was extracted from the head of Q, and the FOV was moved to that position, which was then marked as visited. Visited locations were stored to ensure that every location was visited at most once during segmentation of an object; locations were stored at 8× reduced resolution in the XY directions and 4× reduced resolution in the Z direction. This reduced resolution effectively determined the minimum step size by which the FOV could be moved, and was used to control the efficiency of inference.
After an inference call at the new position, all POM voxels within the FOV were updated, except those that had been previously updated by the FFN and had a prior value < 0.5 and a new value greater than the prior value (this biased the network toward splits in areas where predictions of background/foreground were not consistent between iterations). A cuboid of POM values (
was then extracted, and the maximum value was identified on every one of its faces. Whenever this value matched or exceeded the movement threshold of 0.9, the corresponding location was appended to Q unless it had been visited before.
The inference loop was terminated when Q was empty. At that point, if the number of voxels with POM values ≥ 0.6 was ≥ 1,000, a new segment was created consisting of those voxels; otherwise the POM values were reset to 0.05 without a segment being created. Segmentation was terminated when no more seeds were available to start new inference runs. We used Δ x = Δ y = 8 and Δ z = 4, which were the largest values that did not result in an increased number of errors in our tests while remaining computationally tractable.
Criterion for model evaluation and selection. In addition to the densely labeled ground truth data, we had a 560 × 560 × 250 voxel subvolume of the J0126 dataset exhaustively skeletonized by human annotators using Knossos and used the resulting set of 221 skeleton fragments to optimize the FFN performance.
During training, a snapshot of the network weights ('checkpoint') was saved every hour. After training was completed, we ran FFN inference over the densely skeletonized subvolume with every available checkpoint, and we evaluated the resulting segmentation with skeleton metrics. We selected the checkpoint that had the greatest expected run length among the set of checkpoints with the fewest mergers (in our case this corresponded to the set of checkpoints with zero skeleton-to-skeleton mergers).
Distributed inference. To carry out FFN inference efficiently over the whole 663-GB dataset, we split the dataset into overlapping 500 × 500 × 500 voxel subvolumes with 64-pixel overlap in every direction. We ran FFN inference as described above for every subvolume independently, distributing the computational load over a cluster of machines that contained GPUs.
The global segmentation was built with these partial segmentations. After discarding a 32-voxel-wide envelope (half of the overlap area), we calculated 'core' segmentations for every subvolume by computing the connected components of the remaining segmentation. For each overlap area, we established the correspondence between the segments of the two contributing subvolumes by first calculating for each segment the center-plane (parallel to the cube surface) crosssectional overlap. We used this conservative merging procedure, in which only between-cube segment pairs with mutually maximal overlap were merged, to avoid spurious mergers (-84%) during the creation of the global segmentation, at a cost of increased splits (+ 28%).
Multi-resolution over-segmentation consensus. The over-segmentation consensus procedure relies on objects intersecting in voxel space. In the case of consensus between segmentations at different resolutions, we upsampled the lowerresolution segmentation with nearest-neighbor interpolation. We then applied seeded watershed segmentation to the Euclidean distance transform of the higherresolution segmentation as the height map, using the upsampled segmentation as seeds. This did not change the topology of the upsampled segmentation, but it prevented voxel-level differences between the two segmentations from causing the generation of new segments during the over-segmentation-consensus procedure.
To reduce the number of splits in the multi-resolution over-segmentation consensus procedure, we removed all objects containing fewer than 100,000 voxels from the lower-resolution segmentation before upsampling it and all objects with fewer than 1,000 voxels from the consensus.
Cell-body segmentation. We created a separate segmentation containing only cell bodies, and used it as the initial state of the segmentation for all subsequent FFN inference. To do so, we performed three FFN inference runs at resolutions of 9 × 9 × 20 nm (original), 18 × 18 × 20 nm and 36 × 36 × 40 nm, with areas of the volume not classified as cell body by the tissue-type classifier masked out. We then created a multi-resolution over-segmentation consensus, removed all objects with fewer than 10 million voxels, resampled the segmentation at an isotropic resolution of 160 nm, computed the Euclidean distance transform within the cellbody segments, and used seeded watershed with manually placed seeds (cell-bodycenter annotations) to separate adjacent cell bodies. The corrected segmentation was upsampled back to the original resolution of the dataset, and the separated cell bodies were used as seeds for a watershed transform. Background voxels of the fullresolution uncorrected cell-body segmentation were masked out so that no new voxels were labeled by watershed.
Flood-filling network agglomeration. Candidate object-pair generation. We considered only those supervoxel pairs for which a cuboid with a radius of 5 × 5 × 5 voxels existed that overlapped with both supervoxels. For each of those pairs we computed agglomeration scores (details below) and a decision-point location, defined as the midpoint of the shortest line connecting the supervoxels.
We selected pairs where each of the objects (A, B) contained at least 10,000 voxels, and we extracted a 101 × 101 × 51 voxel subvolume of EM data and segmentation, centered at the decision point. We then removed A and B from the segmentation and generated two new segments, A* and B*, by running FFN inference within the subvolume. First, to generate A*, we placed the seed at the peak of the Euclidean distance transform of A. If the segment generated failed to cover at least 60% of A, we started a new attempt, again using the maximum of the distance transform, but this time excluding a cuboid area of radius (8, 8, 4) voxels around the original seed point. We repeated this procedure up to 16 times before using an analogous procedure to generate B*.
Agglomeration scoring. After binarizing the POMs with a threshold of 0.5, we computed recovered voxel fractions (f AA , f AB , f BA , and f BB , where f AB is the fraction of B found in A*, and so on), the Jaccard index J AB between the two segments (defined as the size of the intersection between two voxel sets divided by the size of their union), and the number of voxels contained in A* or B* that had been 'deleted' (i.e., during inference their value in the POM fell from > 0.8 to < 0.5) during one of the runs (d A , d B ) .
Agglomeration steps. After scoring all decision points, we re-examined all those for which the tissue-irregularity detection criterion was triggered for the associated subvolume. For those points we computed the cross-correlation between neighboring (z + 1) and next-neighboring (z + 2) sections within the subvolume used for scoring and computed local shift vectors (m z and m z+1 ) as described in the section "Detection of tissue irregularity. " If m z satisfied the tissue-irregularity criteria but m z+1 did not, we assumed that the artifact was limited to a single slice and replaced section z + 1 with image data from section z + 2, realigned the subvolume using only translations that used the m z slice-shift vectors (updated to reflect the substituted section), and performed FFN inference without tissueirregularity detection. Finally, we reran the scoring procedure with a larger subvolume of 201 × 201 × 101 voxels for all decision points for which any of the recovered voxel fractions were less than 0.4.
We then calculated connected components, considering two segments as being connected if (1) none of the recovered voxel fractions were less than 0.6, (2) the fraction of deleted points was less than 2% in one of the scoring runs, and (3) the objects from the two scoring runs were very similar in voxel space in that the Jaccard index was at least 0.8. All parameters mentioned above were optimized with the 'validation' set of 12 ground-truth skeletons. We then checked whether any of the components contained more than one segment associated with a cell body indicating a connection between different cells. When such a case occurred, we eliminated the connection by removing the weakest supervoxel-to-supervoxel connection in the shortest path between two such cell-body segments. This procedure was repeated until no connections between cells remained.
Manual annotation. All manual annotations were generated with KNOSSOS software (http://www.knossostool.org). For the skeleton ground-truth data (tuning and test set), we used the advanced tracing mode to create spatial graphs of the neurons of interest. The dense annotations used as neural network training data were generated in the segmentation mode of KNOSSOS at randomly chosen locations over the dataset.
Songbird dataset acquisition and animal research ethical compliance. The J0126 dataset was acquired from area X of an adult male zebra finch (for details on extracellular-space-preserving perfusion and heavy-metal staining, see ref. 49 ) using serial block-face EM on a Zeiss UltraPlus scanning electron microscope with 1.6-kV beam voltage, 1-nA beam current, and a scan rate of 3.3 MHz. The image pixel size was 9 nm and the cutting thickness of the microtome was 20 nm. All animal experiments were approved by the Regierungspräsidium Karlsruhe and were in accordance with the laws of the German federal government. Fig. 3 (confidence level, 95%) were estimated via the bootstrap method with 10,000 resamples. The exact sample size (n) for each experimental group/condition, given as a discrete number and unit of measurement An indication of whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
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Sample size n=1 zebra finch brain was imaged, due to the investment required to obtain such a dataset. n=50 ground truth neurons were manually annotated (skeletonized) as ground truth for evaluating the automated methods; this number was chosen a compromise between investment required to obtain such annotations and a representative sampling of cells in the volume (n=50 constitutes roughly 10% of those cells with somas in the volume).
Data exclusions No data were excluded.
Replication
Computational reconstructions of the volume were successfully reproduced using the described pipeline and methods. Several experiments were performed on publicly available datasets (SNEMI3d and FIB-25) and experimental parameters used for those datasets are described in detail in Supplementary Table 12 .
Randomization The n=50 neurons using in the test set evaluation were randomly selected among the somas in the image volume.
Blinding
Investigators chose the ground truth neurons randomly but were not explicitly blinded during the selection process. Since there was no investigator input into the selection process (i.e., the test set was randomly chosen), there is no further notion of blinding that would be applicable in this situation.
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