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Abstract
A question of the time the system spends in the specified state, when the final state
of the system is given, is raised. The model of weak measurements is used to obtain
the expression for the time. The conditions for determination of such a time are
obtained.
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1 Introduction
Time plays a special role in quantum mechanics. Unlike other observables, time remains a classical
variable. It cannot be simply quantized because, as it is well known, the self-adjoint operator of
time does not exist for bounded Hamiltonians. The problems with the time rise from the fact that
in quantum mechanics many quantities cannot have definite values simultaneously. The absence of
the time operator makes this problem even more complicated. However, in practice the time often
is important for an experimenter. If quantum mechanics can correctly describe the outcomes of the
experiments, it must also give the method for the calculation of the time the particle spends in some
region.
The most-known problem of time in quantum mechanics is the so-called ”tunneling time problem”.
There had been many attempts to define physical time for quantum mechanical tunneling processes,
since the question was raised by MacColl [1] in 1932. This question is still the subject of much
controversy, since numerous theories contradict each other in their predictions for ”the tunneling
time” [2–4]. We can raise another, more general, question about the time. Let us consider a system
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which evolves with time. Let χ is one of the observables of the system. During the evolution the value
of χ changes. We are considering a subset Γ of possible values of χ. The question is how much time
the values of χ belong to this subset?.
There is another version of the question. If we know the final state of the system, we may ask how
much time the values of χ belong to the subset under consideration when the system evolves from
the initial to the definite final state. The question about the tunneling time belongs to such class of
the problems. Really, in the tunneling time problem we ask about the duration the particle spends
in a specified region of the space and we know that the particle has tunneled, i.e., it is on the other
side of the barrier. We can expect that such a question may not always be answered. Here our goal
is to obtain the conditions under which it is possible to answer such a question.
One of the possibilities to solve the problem of time is to answer what exactly the word “time”
means. The meaning of every quantity is determined by the procedure of measurement. Therefore,
we have to construct a scheme of an experiment (this can be a gedanken experiment) to measure the
quantity with the properties corresponding to the classical time.
The experiment for the measurement of time must obey certain conditions. The time in classical
mechanics describes not a single state of the system but the process of the evolution. This property
is an essential concept of the time. We speak about the time belonging to a certain evolution of the
system. If the measurement of the time disturbs the evolution we cannot attribute this measured
duration to the undisturbed evolution. Therefore, we should require that the measurement of the
time does not disturb the motion of the system. This means that the interaction of the system
with the measuring device must be weak. In quantum mechanics this means that we cannot use the
strong measurements described by the von-Neumann’s projection postulate. We have to use the weak
measurements of Aharonov, Albert and Vaidman [5–10], instead.
We proceed as follows: In Secs. 2 and 3, we present the model and the procedure of the time measure-
ment, respectively. In Sec. 4 we modify the proposed procedure of the time measurement to make the
distinction between different final states of the system. This procedure allows us to determine when
the concept of the time with the known final state is correct in quantum mechanics. In Sec. 5 an
example of application of our formalism for the two-level system is presented. Section 6 summarizes
our findings.
2 The model of the time measurement
We consider a system evolving with time. One of the quantities describing the system is χ. Operator χˆ
corresponds to this quantity. For simplicity we assume that the operator χˆ has a continuous spectrum.
The case with discrete spectrum will be considered later.
The measuring device interacts with the system only if χ is near some point χD, depending only on
the detector. If we want to measure the time the system is in a large region of χ, we have to use many
detectors. In the case of tunneling a similar model had been introduced by A. M. Steinberg [11] and
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developed in our paper [12]. The strong limit of such a model for analysis of the measurement effect
for the quantum jumps has been used in Ref. [13].
In order the weak measurements can provide the meaningful information, the measurements have to
be performed on an ensemble of identical systems. Each system with its own detector is prepared in
the same initial state. After time t the readings of the detectors are collected and averaged.
Our model consists of the system S under consideration and of the detector D. The Hamiltonian is
Hˆ = HˆS + HˆD + HˆI (1)
where HˆS and HˆD are the Hamiltonians of the system and of the detector, respectively, and the
operator
HˆI = γqˆDˆ (χD) (2)
represents the interaction between the system and the detector. The interaction term (2) only slightly
differs from the one used by Aharonov, Albert and Vaidman [6]. The operator qˆ acts in the Hilbert
space of the detector. We require a continuous spectrum of the operator qˆ. For simplicity, we can
consider this operator as the coordinate of the detector. The operator Dˆ (χD) acts in the Hilbert
space of the system. In an ideal case the operator Dˆ (χD) can be expressed as δ function
Dˆ (χD) = |χD〉 〈χD| = δ (χˆ− χD) . (3)
Parameter γ in Eq. (2) characterizes the strength of the interaction. A very small parameter γ ensures
the undisturbance of the system’s evolution.
Hamiltonian (2) with Dˆ given by (3) represents the constant force acting on the detector D when the
quantity χ is very close to the value χD. This force induces the change of the detector’s momentum.
From the classical point of view, the change of the momentum is proportional to the time the particle
spends in the region around χD and the coefficient of proportionality equals to the force acting on the
detector. We assume that the change of the mean momentum of the detector is proportional to the
time the constant force acts on the detector and that the time the particle spends in the detector’s
region is the same as the time the force acts on the detector.
We can replace the δ function by the narrow rectangle of the height 1/L and of the width L in the χ
space. From Eq. (2) it follows that the force acting on the detector when the particle is in the region
around χD is F = −γ/L. The time the particle spends until time moment t in the unit length region
is
τ (t) = −
1
γ
(〈pq (t)〉 − 〈pq〉) (4)
where 〈pq〉 and 〈pq (t)〉 are the mean initial momentum and momentum after time t, respectively. If
we want to find the time the system spends in the region of the finite width, we have to add many
times (4).
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When the operator χˆ has a discrete spectrum, we may ask how long the quantity χ has the value
χD. To answer this question the detector must interact with the system only when χ = χD. In such
a case the operator Dˆ (χD) takes the form
Dˆ (χD) = |χD〉 〈χD| . (5)
The force, acting on the detector in this case equals to −γ. The time the quantity χ has the value
χD is given by Eq. (4), too. Further formulae do not depend on the spectrum of the operator χˆ.
In the time moment t = 0 the density matrix of the whole system is ρˆ (0) = ρˆS (0) ⊗ ρˆD (0), where
ρˆS (0) is the density matrix of the system and ρˆD (0) = |Φ〉 〈Φ| is the density matrix of the detector
with |Φ〉 being the normalized vector in the Hilbert space of the detector. After the interaction
the density matrix of the detector is ρˆD (t) = TrS
{
Uˆ (t) (ρˆS (0)⊗ |Φ〉 〈Φ|) Uˆ
† (t)
}
where Uˆ (t) is the
evolution operator.
Later on, for simplicity we will neglect the Hamiltonian of the detector. Then, the evolution operator
approximately equals to the operator Uˆ (t, γqˆ) with Uˆ (t, α) being the solution of the equation
i~
∂
∂t
Uˆ (t, α) =
(
HˆS + αDˆ (χD)
)
Uˆ (t, α) . (6)
After such assumptions we can obtain the dwell time for our model explicitly.
3 The dwell time
We can expand the operator Uˆ (t, γqˆ) into the series of the parameter γ, assuming that γ is small.
Introducing the operator Dˆ (χD) in the interaction representation
D˜ (χD, t) = Uˆ
†
S (t) Dˆ (χD) UˆS (t) (7)
where UˆS (t) is the evolution operator of unperturbed system we obtain the first-order approximation
for the operator Uˆ (t, γqˆ),
Uˆ (t, γqˆ) ≈ UˆS (t)

1 + γqˆ
i~
t∫
0
dt1D˜ (χD, t1)

 . (8)
For shortening of the notation we introduce the operator
Fˆ (χD, t) =
t∫
0
dt1D˜ (χD, t1) . (9)
From the density matrix of the detector after the measurement in the first-order approximation we
find that the average change of the momentum of the detector during the time t is −γ
〈
Fˆ (χD, t)
〉
.
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From Eq. (4) we obtain the dwell time until time moment t,
τ (χ, t) =
〈
Fˆ (χ, t)
〉
. (10)
The time spent in the region Γ is
t (Γ; t) =
∫
Γ
dχτ (χ, t) =
t∫
0
dt′
∫
Γ
dχP (χ, t′) , (11)
where P (χ, t′) =
〈
D˜ (χ, t)
〉
is the probability for the system to have the value χ at time moment t′.
In the case when χ is the coordinate of the particle Eq. (11) yields the well-known expression for
the dwell time [3,12]. This time is the average over the entire ensemble of the systems, regardless of
their final states.
4 The time on condition that the system is in the given final state
Further we will consider the case when the final state of the system is known. We ask how much time
the values of χ belong to the subset under consideration, Γ, on condition that the system evolves to
the definite final state f . More generally, we might know that the final state of the system belongs
to the certain subspace Hf of system’s Hilbert space.
The projection operator which projects the vectors from the Hilbert space of the system into the
subspace Hf of the final states is Pˆf . As far as our model gives the correct result for the time averaged
over the entire ensemble of the systems, we can try to take the average only over the subensemble of
the systems with the given final states. We measure the momenta pq of each measuring device after
the interaction with the system. Subsequently we perform the final, postselection measurement on
the systems of our ensemble. Then we collect the outcomes pq only of the systems the final state of
which turns out to belong to the subspace Hf .
The joint probability that the state of the system belongs to Hf and the detector has the momentum
pq(t) at the time moment t is W (Pf , pq; t) = Tr
{
Pˆf |pq〉 〈pq| ρˆ (t)
}
, where |pq〉 is the eigenfunction of
the momentum operator pˆq. In quantum mechanics the probability that two quantities simultaneously
have definite values does not always exist. If the joint probability does not exist then the concept
of the conditional probability is meaningless. However, in our case operators Pˆf and |pq〉 〈pq| act in
different spaces and commute, therefore, the probability W (Pf , pq; t) exists.
Let us define the conditional probability, i.e., the probability that the momentum of the detector is
pq provided that the state of the system belongs to Hf . This probability is given according to the
Bayes’s theorem
W (pq; t |Pf ) =
W (Pf , pq; t)
W (Pf ; t)
(12)
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where W (Pf ; t) = Tr
{
Pˆf ρˆ (t)
}
is the probability that the state of the system belongs to the subspace
Hf . The average momentum of the detector on condition that the state of the system belongs to the
subspace Hf is
〈pq (t)〉 =
∫
pq dpqW (pq; t |Pf ) . (13)
From Eqs. (4) and (13), in the first-order approximation we obtain the duration on condition that
the final state of the system belongs to the subspace Hf
τf (χ, t)=
1
2
〈
P˜f (t)
〉 〈P˜f (t) Fˆ (χ, t) + Fˆ (χ, t) P˜f (t)〉
+
1
i~
〈
P˜f (t)
〉 (〈q〉 〈pq〉 − Re 〈qˆpˆq〉) 〈[P˜f (t) , Fˆ (χ, t)]〉 . (14)
Eq. (14) consists of two terms and we can introduce two expressions with the dimension of time
τ
(1)
f (χ, t) =
1
2
〈
P˜f (t)
〉 〈P˜f (t) Fˆ (χ, t) + Fˆ (χ, t) P˜f (t)〉 , (15)
τ
(2)
f (χ, t) =
1
2i
〈
P˜f (t)
〉 〈[P˜f (t) , Fˆ (χ, t)]〉 . (16)
Then the time the system spends in the subset Γ on condition that the final state of the system
belongs to the subspace Hf can be rewritten in the form
τf (χ, t) = τ
(1)
f (χ, t) +
2
~
(〈q〉 〈pq〉 − Re 〈qˆpˆq〉) τ
(2)
f (χ, t) . (17)
The quantities τ
(1)
f (χ, t) and τ
(2)
f (χ, t) are related to the real and imaginary parts of the complex
time, introduced by D. Sokolovski et. al [14]. In our model the quantity τf(χ, t) is real, contrary to
the complex-time approach. The components of time τ
(1)
f and τ
(2)
f are real, too. Therefore, this time
can be interpreted as the duration of an event.
If the commutator
[
P˜f (t) , Fˆ (χ, t)
]
in Eq. (14) is not zero then, even in the limit of the very weak
measurement, the measured value depends on the particular detector. This fact means that in such a
case we cannot obtain the definite value for the conditional time. Moreover, the coefficient (〈q〉〈pq〉−
Re〈qˆpˆq〉) may be zero for the specific initial state of the detector, e.g., for the Gaussian distribution
of the coordinate q and momentum pq.
The conditions of the possibility to determine the time uniquely in a case when the final state of the
system is known takes the form[
P˜f (t) , Fˆ (χ, t)
]
= 0. (18)
This result can be understood basing on general principles of quantum mechanics, too. We ask how
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much time the values of χ belong to the certain subset when the system evolves to the given final
state. We know with certainty the final state of the system. In addition, we want to have some
information about the values of the quantity χ. However, if we know the final state with certainty,
we may not know the values of χ in the past and, vice versa, if we know something about χ, we may
not definitely determine the final state. Therefore, in such a case the question about the time when
the system evolves to the given final state cannot be answered definitely and the conditional time
has no reasonable meaning.
The quantity τf (t) according to Eqs. (14) and (15) has many properties of the classical time. So,
if the final states {f} constitute the full set, then the corresponding projection operators obey the
equality of completeness
∑
f Pˆf = 1. Then from Eq. (14) we obtain the expression∑
f
〈
P˜f (t)
〉
τf (χ, t) = τ (χ, t) . (19)
The quantity
〈
P˜f (t)
〉
is the probability that the system at the time t is in the state f . Eq. (19) shows
that the full duration equals to the average over all possible final states, as it is a case in the classical
physics. From Eq. (19) and Eqs. (15), (16) it follows
∑
f
〈
P˜f (t)
〉
τ
(1)
f (χ, t) = τ (χ, t) , (20)
∑
f
〈
P˜f (t)
〉
τ
(2)
f (χ, t) = 0. (21)
We suppose that quantities τ
(1)
f (χ, t) and τ
(2)
f (χ, t) can be useful even in the case when the time has
no definite value, since in the tunneling time problem the quantities (15) and (16) correspond to the
real and imaginary parts of the complex time, respectively [12].
The eigenfunctions of the operator χˆ constitute the full set
∫
|χ〉 〈χ| dχ = 1 where the integral must
be replaced by the sum for the discrete spectrum of the operator χˆ. From Eqs. (3), (9), (14) we
obtain the equality∫
τf (χ, t) dχ = t. (22)
Eq. (22) shows that the time during which the quantity χ has any value equals to t, as it is in the
classical physics.
5 Example
The obtained formalism can be applied to the tunneling time problem [12]. In this paper, however,
we will consider a simpler system than the tunneling particle, i.e., a two-level system. The system is
forced by the perturbation V which causes the jumps from one state to another. We will determine
the time the system is in the given state.
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The Hamiltonian of this system is
Hˆ = Hˆ0 + Vˆ (23)
where Hˆ0 = ~ωσˆ3/2 is the Hamiltonian of the unperturbed system and Vˆ = vσˆ+ + v
∗σˆ− is the
perturbation. Here σ1, σ2, σ3 are Pauli matrices and σ± =
1
2
(σ1 ± iσ2). The Hamiltonian Hˆ0 has two
eigenfunctions |0〉 and |1〉 with the eigenvalues −~ω/2 and ~ω/2, respectively. The initial state of
the system is |0〉.
From Eq. (10) we obtain the times the system spends in the energy levels 0 and 1, respectively,
τ (0, t)=
1
2
(
1 +
ω2
Ω2
)
t+
1
2Ω
sin (Ωt)
(
1−
ω2
Ω2
)
, (24)
τ (1, t)=
1
2
(
1−
ω2
Ω2
)
t−
1
2Ω
sin (Ωt)
(
1−
ω2
Ω2
)
(25)
where Ω =
√
ω2 + 4 |v|
2
~2
. From Eqs. (15) and (16) we can obtain the conditional time. The components
τ (1) (15) and τ (2) (16) of the time the system spends in the level 0 on condition that the final state
is |1〉 are
τ
(1)
1 (0, t)=
t
2
, (26)
τ
(2)
1 (0, t)=
ω
2Ω
(
1− t cot
(
Ω
2
t
))
. (27)
When Ωt = 2pin, n ∈ Z, the quantity τ
(2)
1 (0, t) tends to infinity. This is because at these time
moments the system is in state |1〉 with the probability 0 and we cannot consider the interaction
with the detector as very weak.
The components of the time (15) and (16) the system spends in level 0 on condition that the final
state is |0〉 are
τ
(1)
0 (0, t)=
(
1 + 3ω
2
Ω2
)
t+
(
1− ω
2
Ω2
) (
2
Ω
sin (Ωt) + t cos (Ωt)
)
2
((
1 + ω
2
Ω2
)
+
(
1− ω
2
Ω2
)
cos (Ωt)
) , (28)
τ
(2)
0 (0, t)=
ω
Ω
(
1− ω
2
Ω2
)
sin
(
Ω
2
t
) (
t cos
(
Ω
2
t
)
− 2
Ω
sin
(
Ω
2
t
))
2
((
1 + ω
2
Ω2
)
+
(
1− ω
2
Ω2
)
cos (Ωt)
) . (29)
The time the system spends in level 1 on condition that the final state is |0〉 may be expressed as
τ
(1)
0 (1, t) =
(
1− ω
2
Ω2
) (
t + t cos (Ωt)− 2
Ω
sin (Ωt)
)
2
((
1 + ω
2
Ω2
)
+
(
1− ω
2
Ω2
)
cos (Ωt)
) . (30)
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τ1
2
−1
0
1
3
4
5
6
0 1 2 4 5 6
2
3
t
Fig. 1. The times the system spends in the energy levels 0, τ (0, t) (dashed line) and level 1, τ (1, t) (dotted
line), according to Eqs. (24) and (25), respectively. The quantity τ
(1)
1 (0, t), Eq. (26) is shown as solid straight
line. The quantities τ
(1)
0 (0, t) (1) and τ
(1)
0 (1, t) (2) are calculated according to Eqs. (28) and (30), respectively.
The parameters are ω = 2 and Ω = 4.
0 1 2 3 4 5 6
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
τ 0
(2)
( 0
 , 
t  )
t
Fig. 2. The quantity τ
(2)
0 (0, t), Eq. (29). The parameters are the same as in Fig. 1.
The quantities τ (0, t), τ (1, t), τ
(1)
1 (0, t), τ
(1)
0 (0, t) and τ
(1)
0 (1, t) are shown in Fig. 1. The quantity
τ
(2)
0 (0, t) is shown in Fig. 2. Note that the duration with the given final state is not necessarily
monotonic as it is with the full duration, because this final state at different time moments can be
reached by different ways. We can interpret the quantity τ
(1)
0 (0, t) as the time the system spends in
the level 0 on condition that the final state is |0〉, but at certain time moments this quantity is greater
than t. The quantity τ
(1)
0 (1, t) becomes negative at certain time moments. This is the consequence of
the fact that for the system under consideration the condition (18) is not fulfilled. The peculiarities
of the behavior of the conditional times show that it is impossible to decompose the unconditional
time into two components having all classical properties of the time.
9
6 Conclusion
We consider the problem of the time in quantum mechanics. The tunneling time problem is a part of
this more general problem. The problem of time is solved adapting the weak measurement theory to
the measurement of time. In this model expression (10) for the duration when the arbitray observable
χ has the certain value is obtained. This result is in agreement with the known results for the dwell
time in the tunneling time problem.
Further we consider the problem of the duration when the observable χ has the certain value on
condition that the system is in the given final state. Our model of measurement allows us to obtain
the expression (14) of this duration as well. This expression has many properties of the corresponding
classical time. However, such a duration not always has the reasonable meaning. It is possible to obtain
the duration the quantity χ has the certain value on condition that the system is in a given final state
only when the condition (18) is fulfilled. In the opposite case, there is a dependence in the outcome
of the measurements on particular detector even in an ideal case and, therefore, it is impossible to
obtain the definite value of the duration. When the condition (18) is not fulfilled, we introduce two
quantities (15) and (16), characterizing the conditional time. These quantities are useful in the case
of tunneling and we suppose that they can be useful also for other problems.
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