AbstractÐEarly studies of random versus partition testing used the probability of detecting at least one failure as a measure of test effectiveness and indicated that partition testing is not significantly more effective than random testing. More recent studies have focused on proportional partition testing because a proportional allocation of the test cases (according to the probabilities of the subdomains) can guarantee that partition testing will perform at least as well as random testing. In this paper, we show that this goal for partition testing is not a worthwhile one. Guaranteeing that partition testing has at least as high a probability of detecting a failure comes at the expense of decreasing its relative advantage over random testing. We then discuss other problems with previous studies and show that failure to include important factors (cost, relative effectiveness) can lead to misleading results.
INTRODUCTION
T HE main method that is used in order to reach some level of confidence on the reliability of software is program testing. Test cases are selected from the input space h of the program according to some testing strategy. The size of the test set is usually very small compared to the size of h. Herein lies the problem and challenge of software testing: How do we select the test cases so that we can be confident about the reliability of the program from a very small sample? Most testing strategies use some form of information about the program or its specification to generate the test cases. This information may be the control or data flow of the program [1] , functional properties of the program [17] , [20] , information on commonly occurring failures, or combinations thereof (e.g., mutation analysis [9] ).
In the partition testing model, we consider a partition of h into disjoint subdomains h I Y h P Y F F F Y h k . It is assumed that the partition is done to reflect a particular testing strategy. A subdomain could consist of inputs that cause a certain branch to be executed, or inputs that are "equivalent" with respect to some property (equivalence partitioning [20] ), or even inputs that are likely to detect a certain type of fault. This allows partition testing to model a variety of strategies.
While a partition requires disjoint subdomains, most testing strategies do not yield disjoint subdomains in a natural fashion. Strategies like equivalence partitioning [20] can be adapted to produce disjoint subdomains (by intersecting the true partitions that are obtained with respect to each criterion). However, the subdomains consisting of inputs that result in the execution of specific branches may well overlap. The issue of overlapping subdomains is discussed in [15] , [28] . While true partitions are probably unlikely in practice, for our purposes, we will follow previous studies and assume that we have a true partition of h.
The partition testing model associates a probability p i and a failure rate 5 i with each subdomain. These are assumed to be uniform within each subdomain, i.e., all inputs are equally likely to be used and equally likely to result in failure. These are simplifying assumptions that may not hold in practice. Partition testing requires coverage of all the subdomains, i.e., at least one test case must be selected from each subdomain.
In random testing, test cases are selected randomly from the entire input domain of the program. Random testing can be viewed as a statistical sampling experiment and statistical analysis can yield reliability estimates from the test outcomes. In order for the estimates to be applicable to real-life use of the software, the test cases need to mirror the expected use of the software in the field (the operational profile). Random testing according to the operational profile is sometimes called statistical or operational testing and has been successfully employed in practice (e.g., in the Cleanroom development methodology [7] ).
The ideal situation for partition testing would be to produce homogeneous (or revealing) subdomains [15] , [29] , i.e., subdomains in which all inputs either result in a failure or produce correct results. Then, if any partition test set (consisting of just one test case per subdomain) does not detect any failures, we can conclude that the program is correct. Although this ideal is hard to reach in realistic situations, it may be one of the reasons behind the practice of selecting one test case per subdomain for many testing strategies.
Partition testing may be viewed as stratified random sampling while random testing corresponds to simple random sampling from the input domain h [8] , [19] , [22] . If some level of homogeneity is achieved, it is a well-known result in statistics that stratified random sampling can lead to precise estimates using a smaller sample than simple random sampling [8] . This would imply that partition testing should perform better than random testing with an equal number of test cases.
Comparisons of random and partition testing go back to a simulation study by Duran and Ntafos [10] . They used a failure rate distribution that approximated homogeneity by forcing most failure rates to be close to 0 or 1. They compared the probabilities of detecting at least one failure for random and partition testing. These are given by the following expressions:
where n i is the number of test cases in subdomain h i , 5 i is the failure rate in subdomain h i , n is the total number of test cases n AE i n i , and 5 is the failure rate of the program 5 AE i p i 5 i . The study in [10] found that the performance of random testing was pretty close to that of partition testing. A comparison of the expected number of failures detected by the two strategies also produced similar results. The results in [10] suggested that random testing could be more costeffective than partition testing (assuming that its cost is lower than that of partition testing). This conclusion went against the expectation that strategies based on analysis of the structure and properties of a program (knowledgebased strategies) should be more effective than random sampling.
Hamlet and Taylor followed up with a more extensive simulation study that further investigated the various parameters of the model and obtained similar results [15] . Weuyker and Jeng [28] did an analytical study which produced conditions that make one strategy perform better than the other. One of their observations was that, if all subdomains have equal size and equal numbers of test cases are selected from each subdomain, partition testing has an equal or better chance of detecting at least one failure. This condition was generalized in [3] , where it was shown that partition testing will do at least as well as random testing as long as the allocation of the test cases to the subdomains is done in proportion to the size of the subdomains (proportional partition testing). Other conditions have also been published but proportional allocation has received the most attention [2] , [3] , [4] , [5] , [6] .
In this paper, we take a critical look at some of the comparisons of random versus partition testing in [2] , [3] , [4] , [5] , [6] , [10] , [15] . Our summary (above) of the main results from these studies is necessarily limited, (see [2] , [3] , [4] , [5] , [6] , [10] , [15] for more details). In Section 2, we discuss proportional partition testing and show that the very reason it was put forth does not make much sense. In Section 3, we discuss some other difficulties with the previous studies and show that some very important factors that were disregarded can easily change the results.
IS PROPORTIONAL PARTITION TESTING BEST?
The novelty of proportional partition testing stems from an analytical result in [3] showing that it is guaranteed to perform at least as well as random testing with respect to the probability of detecting at least one failure. In this section, we show that guaranteeing that p ! r comes at a steep price makes pursuing this goal unreasonable.
Proportional partition testing allocates n test cases to the k subdomains according to the probability of each subdomain (or its size if one assumes that each input is equally likely to occur). As previously observed in [6] , [28] , a true proportional allocation may be infeasible or unrealistic because of the large number of test cases that may be needed. For example, consider a program in which h consists of two subdomains. Suppose that one of them corresponds to a rare special condition, which occurs once in a million runs. Then, true proportional partition testing would require a total of 1,000,001 test cases to test a program that could consist of a single IF statement. Note that rare conditions are present in many (if not all) large systems and should not be ignored as they are likely sources of failure [16] .
Since a true proportional allocation may not be feasible, proportional partition testing can only try to approximate a true proportional allocation as closely as possible. Note that random testing will also tend to allocate test cases according to the probabilities of the subdomains. If random sampling from the entire domain is repeated many times, the average allocation to each subdomain will be proportional to the probability of that subdomain. With a larger number of test cases, the two allocations will tend to become more similar. In some sense, proportional partition testing is a version of partition testing that imitates random testing. While this may assure that p ! r , it actually reduces the relative advantage that partition testing has over random testing by forcing the ªstrongerº strategy to imitate the ªweakerº one.
It is easy to see why trying to guarantee that partition testing does not do worse than random testing comes at a price and is counterproductive. Suppose that we have k subdomains and we start with n k test cases. Then, partition testing allocates one test case per subdomain. This is the case discussed in [10] , [15] . If the experiment is repeated many times, partition testing does better than random testing more often than not. Proportional partition testing is also forced to allocate one test case per subdomain although this is very unlikely to be close to the true proportional allocation. To allow a reasonably good approximate proportional allocation, we need to increase the number of test cases. As n increases, proportional partition testing can get closer and closer to achieving a true proportional allocation (in terms of percentage deviations). The number of cases in which proportional partition testing does worse than random testing should decrease and eventually become zero. But, at the same time, the probability of detecting at least one failure increases for both random and proportional partition testing. As a result, the number of cases in which the two strategies perform equally well should increase. Also, the difference between the probabilities of detecting at least one failure for the two strategies will decrease as n increases (the marginal contribution of each additional test case gets smaller and smaller due to the exponential form of the expressions).
The price that proportional partition testing pays in order to make sure that random testing does not outperform it is the decrease in the size of the relative advantage that it has over random testing. An analysis of this effect involves the probabilities p i (which are available if an operational profile has been developed) and the failure rates 5 i (which are not known). Rather than assume specific probability and failure rate distributions, we performed a simulation study where the general form of these distributions could be controlled and each experiment could be repeated many times.
To illustrate the simulation setup, consider a program with k PH subdomains and let the number of test cases range from n PH to n VHH in increments of 20. For each (kY n) pair, we generated probabilities and failure rates for the subdomains and test case allocations for the various strategies. Each such experiment was repeated 1,000 times. For each trial run, random values in the range (0,1] were assigned to the probabilities p i and normalized. The failure rates 5 i were assigned randomly (uniform distribution) in the range (0,0.1] resulting in an expected overall failure rate of 0.05.
Since a true proportional allocation is usually not feasible with a limited number of test cases, we tried three different approximations, prop1, prop2, and prop3. All three approximations start with an initial allocation of (mxIY round n Ã p i )). This initial allocation may need to be adjusted because the sum of the allocations may not be equal to the specified value of n test cases. The prop1 allocation makes adjustments to the initial allocation by minimizing the resulting percentage deviation from the true allocation each time. The prop2 allocation does the same within two groups of subdomains (those above, below the true proportional allocation); by adjusting within each group before moving on to the other one, the actual size of the deviations from the true allocation is kept small. The prop3 allocation makes adjustments in the order of minimum net effect on the percentage deviation from the true proportional allocation. Table 1 shows the number of times (out of 1,000) that random testing resulted in a probability of detecting at least one failure that was larger than, equal to, or smaller than the corresponding probability for the three versions of proportional partition testing. The last column shows the ratio p À r a r for the prop3 allocation (the numbers for the other two are almost identical). Fig. 1 shows the number of trials (out of 1,000) with r b p and with r ! p as functions of n ( p is computed using the prop3 allocation). Both curves start with random testing performing better than partition testing in about 50 percent of the trials (this is in agreement with the results in [10] , [15] ). Both curves quickly drop to very small values as the increasing number of test cases allows reasonably close approximations to a true proportional allocation (agreeing with [3] ). But then, the two curves diverge as the number of trials with r p becomes the dominant factor in the comparison; the number of trials with r ! p levels off as the number of test cases grows past 800 and the upper bound of 1,000 trials is approached. Note that looking at r ! p (rather than r b p as is done in [2] , [3] , [4] , [5] , [6] ) is the more realistic view of the comparison between random and partition testing since r p is likely to be viewed as a favorable outcome for random testing (assuming it is cheaper than partition testing). While random testing does well at the two ends of the ªU-shapedº curve for r ! p , the precipitous drop in the middle seems like a strong argument in favor of proportional partition testing. However, this is just a misleading partial view and this becomes obvious when one looks at the variation of the ratio p À r a r with n (not shown) whose shape is very similar to that of the number of trials with r b p . While the number of wins for random testing decreases with increasingly proportional allocations, there is a matching decrease in the relative difference between the performance of the two strategies.
Besides the number of test cases, the number of subdomains k as well as the probability, and failure rate distributions all may affect the comparison between random and partition testing. To determine those effects, we repeated the simulations for various values of k and a variety of failure rate and probability distributions. The remainder of this section discusses these simulations. Table 2 shows the results for k IHY SHY and IHH with the failure rates still uniformly distributed in the range (0,0.1]. The prop3 allocation is shown for proportional partition testing. Since prop3 usually performs slightly better than the other two approximations, it will be used as the standard proportional testing allocation from now on. The results in Table 2 are similar to those in Table 1 . There is a minor delay in the decay of the number of trials with r b p as k increases. This is to be expected since, with higher k, there are more subdomains with relatively high failure rates to which proportional partition testing allocates less than the ideal number of test cases.
Next, we consider the effect that the failure rate distribution has on the comparison of random versus proportional partition testing. The expected overall failure rate in the simulations so far was 5 percent which is probably too high for many applications. We repeated the simulations with failure rates in the ranges (0,0.01], (0,0.001], and (0,0.0001]. Sample results are shown in Table 3 . As the failure rates get smaller, it becomes harder and harder to detect at least one failure and the number of trials with r b p lingers around 50 percent longer (as n increases). Other than the shift towards higher numbers of test cases as the failure rates decrease, the form of the variations stays pretty much the same. Again, we have the expected pattern of a decrease in the number of trials with r b p and in the ratio p À r a r as n increases; the number of trials with r ! p follows an unbalanced ªUº starting around 50 percent, dipping down towards 0 percent, and ending around 100 percent. With the number of test cases starting at 500, the ratio p À r a r starts with very small values (below 0.05 percent) and quickly drops to insignificant levels.
A failure rate distribution that has received attention in previous studies is one that clusters most of the failure rates close to 0 or 1 to approximate homogeneous subdomains. Note that the distributions used so far may also be viewed as approximating homogeneous subdomains but with all the failure rates close to 0. Table 4 shows sample results for several bimodal distributions. The first (Table 4a ) is a failure rate distribution in which 95 percent of the i are 0, while the remaining 5 percent are 1. With k PH subdomains, this results in one homogeneous faulty subdomain. Thus, it is not surprising that proportional partition testing does significantly better than random testing. However, the critical factor in this comparison is not the proportional allocation but the homogeneity of the subdomains. A comparison of random versus uniform partition testing (allocate the test cases evenly to the subdomains) yields the same results. The results shown in Table 4b are for k PH and for two failure rate distributions that have 95 percent (90 percent) of the failure rates in (0,0.025] and the remaining 5 percent (10 percent) uniformly distributed in (0.030,1], respectively. Now, with perfectly homogeneous subdomains very unlikely, the results again follow the standard patterns. Note that, with both distributions, proportional partition testing does not always do better than random testing even with 1,000 test cases. The results shown in Table 4c are for k SH and three distributions with 98 percent, 96 percent, and 92 percent of the failure rates in (0,0.025], respectively, while the rest of the failure rates are in (0.03,1]. Again, we have the same patterns, with the difference in performance quickly becoming negligible before proportional partition testing can provide any assurance that it always does better than random testing.
Since uniform probability distributions are unlikely in practice, we tried distributions in which a certain percentage of the subdomains had lower probabilities. There were some shifts but the patterns did not change. We also tried keeping the probabilities and failure rates the same while allowing the number of test cases to change. Again, there was no significant change. A more interesting issue arises from the fact that the proportional allocations are only approximate. This could raise questions as to what approximation should be used. If the failure rates are known, one can optimize the proportional allocation by maximizing the resulting probability of detecting at least one failure. Since failure rates for the subdomains are unlikely to be known in practice, we considered probability distributions that would allow a true proportional allocation with a limited number of test cases. We did this by forcing the probabilities to be multiples of 0.01. Then, a true proportional allocation results for values of n that are multiples of 100 but the allocations are only approximately proportional for other values of n. Table 5 shows the results for k PH and k SH, i in (0,0.1]. Note that the number of trials with r ! p drops to zero for n IHHY PHHY QHHY , and RHH. This is in agreement with [3] (we can not have r b p when a true proportional allocation occurs and there are no trials with r p for n IHHY PHHY QHHY , and RHH.) When n SHHY THHY F F F , we still do not have any trials with r b p , but, now, the number of trials with r p steadily increases. When n is not a multiple of 100, a true proportional allocation is not achieved and the number of trials with r ! p follows the standard ªU-shape.º Table 5 illustrates the sensitivity of the comparison to the quality of the proportional approximation; even small deviations from a true proportional allocation can significantly impact the ability of proportional partition testing to assure that no cases where r b p occur. The more important comparison in terms of the ratio p À r a r still follows the standard pattern (even when n is a multiple of 100). We note that the probability distribution used for Table 5 may well be more representative of real operational profiles (in that the precision of probability estimates in a realistic operational profile may be limited). This may make it easier to generate true proportional allocations. However, this does not make proportional partition testing more attractive. In fact, if operational profiles are only approximate in practice, the sensitivity of proportional partition testing to the quality of the approximation (when it comes to guaranteeing that p ! r ) may make this goal impossible to achieve in practice. Just because the best available profile may allow true proportional allocations, there is no reason to expect that the underlying actual profile will also do so.
We have shown that the goal of guaranteeing that p ! r (the main attraction of proportional partition testing) will usually require a large number of test cases; this, in turn, reduces the difference in effectiveness between partition testing and random testing. Since the difference in effectiveness is relatively small to start with, this makes the goal not worth pursuing and leaves proportional partition testing with little to recommend it. Note that the difference in performance between random and partition testing can increase significantly when other factors (e.g., cost [26] ) are considered.
THE COST AND RELATIVE EFFECTIVENESS FACTORS
The basic question in the random versus partition testing debate remains largely unresolved despite the many studies that have been published. Many testers would still expect knowledge-based testing strategies to outperform random testing despite what the comparisons in [10] , [15] seem to indicate. One reason for this may be that research has focused on the partition testing model rather than actual knowledge-based strategies and the practical benefits of the ªknowledgeº used have been disregarded. Different testing strategies may be more effective at various stages/levels of testing (e.g., unit versus system test) since the failure rates and homogeneity of subdomains will keep changing as testing progresses. Since most practical testing strategies do not naturally induce true partitions of the input domain, it may well be that the failure rates of certain subdomains are not independent of each other; then, knowledge-based strategies may be more advantageous [18] . Also, most studies of random versus partition testing have disregarded important factors such as cost and relative effectiveness. In this section, we discuss these factors and show how easily they can alter the outcome of a comparison between random and partition testing. Cost is clearly a central factor in any realistic comparison but it is hard to measure, data are not easy to obtain, and little has been done to deal with it. The cost of testing should not only include the cost of preparing test plans, executing the test plans and buying/developing tools to support the process but it should also include the cost of failures that remain undetected and will eventually manifest themselves as field failures. An effort to include failure cost factors was reported in [26] . This was an analytical study that added a cost factor i to each subdomain in the partition testing model (reflecting the cost of a failure in subdomain h i ) and considered the goal of minimizing the sum AE i i p i 5 i . It found that including costs in the model tends to increase the difference in performance between partition and random testing. It was also shown in [26] that the optimal way (with respect to minimizing the sum AE i i p i 5 i ) to allocate the test cases is in proportion to the product i p i . Note that the proportional allocation scheme turns out to be optimal under this measure as well (i.e., consider the special case where all the cost factors are equal). Some other efforts that take the cost of failures into account are reported in [14] , [21] , [23] , [24] , [25] , [27] .
Besides cost, another factor that has been disregarded in comparisons of random and partition testing is the relative effectiveness of a test case under the two strategies. The partition testing model assumes that test case selection within a subdomain is done at random. For many real knowledge-based testing strategies, it is often the case that better test cases can be generated. For example, functional testing considers the functions that the program performs and finds test inputs that are important to those functions. Domain analysis [30] checks for domain faults using a number of test cases that is related to the dimensionality of the boundaries and can assure detection of certain fault types. Fault-based strategies will target specific types of faults and are more likely to find them than randomly selected test cases (in fact, the fault types themselves could be used to determine the subdomains). All this points out that the best way to do partition testing should be determined by the actual strategy that is used to create the partition. Selecting one test case per subdomain essentially implies a reliance on homogeneity. While homogeneity is the ideal for the partition testing model, it is very hard to achieve in practice. Homogeneity is achieved in strategies like exhaustive testing but there is no realistic strategy that has been shown to induce homogeneous subdomains. Then, selecting one case per subdomain is just the least expensive way to perform partition testing (in that it does the minimum required coverage).
Cost and relative effectiveness can both be injected into the partition testing model in a similar fashion by translating them into some equivalent number of additional test cases. Suppose that random testing is no more expensive than partition testing and that a partition testing test set is at least as effective as a random test set. While this may be the more common view, one can argue the opposite as well. For example, the cost of the test ªoracleº (deciding if a test outcome is correct) may be much higher for random testing in some situations which may make random testing more expensive than some partition testing strategy that relies on tests with known outcomes. A random test set may be more effective than a partition test set if the partition test set duplicates checks considered during code inspections while random tests exercise the code in novel ways. For example, this is one of the justifications for the sole use of statistical testing in Cleanroom [7] . Since our purpose is only to show how important the cost and relative effectiveness factors are, we will assume that the cost (effectiveness) of a partition test case is at least as high as the cost (effectiveness) of a random test case.
Suppose that we have determined that random testing for a certain application, development environment, etc., is m times cheaper than some partition testing scheme. If the cost is proportional to the number of test cases used, that would imply that we can run m times more random test cases at the same cost. This assumes that the cost of testing is proportional to the number of test cases used (i.e., ost m Ã n ). Since there may be cost components (e.g., setup, tools) that are independent of the number of test cases, ost m Ã n may be more appropriate. Actually, it is not really known if the functional form should be linear. Also, if we include the cost of undetected faults, another term needs to be added. We are not proposing any particular functional form for the relation of testing cost to the number of test cases or claim that one form is more realistic than another. The point is that, regardless of the functional form that the cost of testing takes, as long as it is measurable, one can translate the difference in cost between random and partition testing into a number of additional random tests that could be performed at the same cost.
The relative effectiveness factor is harder to quantify but we can take a parallel view as follows: One way to do partition testing is to obtain the subdomains according to some testing strategy and then do random sampling within each subdomain. Regardless of the number of test cases used per subdomain, we could view this as throwing darts on a target (the faulty inputs) blindfolded. An alternative view of partition testing is that the use of ªknowledgeº does not stop with the creation of the partition but continues with the test case selection process. We could view this as throwing darts without the blindfold. Although the target may not be clear (we do not know where the faults are) or the tester's aim may be questionable, we would expect that the ªaimingº tester will cluster more hits near the target than the ªblindfoldedº tester. We can then take the areas that the blindfolded person and the aiming tester hit with frequency over some threshold and use the relative size of them as a measure of relative effectiveness. Another way to look at this would be to determine what number of randomly selected test cases would result in the same expected value for the probability of hitting the target.
We can now look at the cost and relative effectiveness factors in terms of additional test cases. Again, we do this only for the purpose of illustrating how important these factors can be and how easily they can alter the conclusions one draws. To this end, let us assume that random testing can use m Ã n test cases at the same cost as n partition test cases. How large does m need to be in order to make up for the advantage of partition testing over random testing noted in previous studies? Table 6 shows sample comparisons between random and proportional partition testing with the number of random test cases ranging from n to Pn, while the number of partition test cases is kept at n. The first set of results gives the number of trials (out of 1,000) with r b p and the percentage difference between the two (computed as IHH Ã r À p a p ) for k PH, n PH, and the 5 i uniformly distributed in (0,0.1]. Just one additional random test case suffices to tilt the balance in favor of random testing. A few more random test cases result in clear dominance for random testing. Unlike the results in Table 1 , where dominance for proportional partition testing (in terms of the number of trials with r b p ) was accompanied by a decline in the difference between the two to insignificant levels, the increase in the number of trials with r b p is accompanied by solid gains in the percentage difference between the two strategies. With 40 test cases m P, the probability of detecting at least one failure is about 30 percent higher for random testing. If the base number of test cases is increased, it becomes even easier for random testing to overtake proportional partition testing. This holds as long as the probabilities of detecting one failure do not get very close to 100 percent, in which case the additional random test cases are of little value. Increasing the number of subdomains again makes it easier for random testing to overtake proportional partition testing. The same is true of we consider smaller failure rates. The results shown as Set 1 in Table 6 are the least favorable for random testing among the 12 combinations of k PHY SHY , and IHH, and upper bounds on the 5 i at 0.1, 0.01, 0.001, and 0.0001 (excluding cases where saturation occurs). One more of these 12 combinations, the case with k PH, n PH, and the 5 i uniformly distributed in (0,0.001], is shown as Set 2 in Table 6 .
The remainder of Table 6 shows cases that are favorable to partition testing. For Sets 3, 4 we have k PH, 95 percent of the 5 i are in (0,0.1] and the remaining 5 percent are in (0.6-1.0], and n PH (Set 3), n RH (Set 4). The failure rate distribution is approximately homogeneous and that is reflected in the results. We now need 50 percent more random test cases (in this case 30 rather than 20) for random testing to break even with proportional partition testing. If we start with 40 test cases, then random testing breaks even at 40 percent. Set 5 represents an even more favorable setup for partition testing. We have k PH, 95 percent of the 5 i are in (0,0.1] and the remaining 5 percent are in (0.9-1.0]. The built-in advantage for partition testing is now too much to overcome, but doubling the number of random test cases, does reduce the percentage difference between the two strategies in half. Overall, unless some level of homogeneity is achieved, a small percentage increase in the number of random test cases suffices for random testing to overtake proportional partition testing.
Clearly, relative effectiveness can be an equally important factor. Assuming that a partition testing strategy is Table 6 would quickly turn the small advantage that partition testing with one test case per subdomain enjoys over random testing into clear dominance for partition testing. If the assumption that partition testing is at least as effective as random sampling while random testing is at most as expensive as partition testing holds, we note that the effects of the cost and relative effectiveness factors will counter each other. Since the difference between random and partition testing is usually small when the cost and relative effectiveness factors are not included, it follows that the central issue in a comparison of random versus partition testing when these factors are included will be which of them has the most effect. In particular, the relative effectiveness factor may be a likely explanation for the expectation that partition testing should outperform a random test set of equal size.
CONCLUDING REMARKS
Guaranteeing that p ! r is the main reason for all the attention proportional partition testing has received. The conclusion we draw from the simulations presented in Section 2 is that this is not a worthwhile goal to pursue. Thus, proportional partition testing should not be viewed as ªtheº way to do partition testing. Partition testing is relatively more effective if one test case per subdomain is used and reaching the goal of always having p ! r may well require an inordinate number of test cases or may even be impossible if the available operational profile is not very accurate. Furthermore, making sure that p ! r usually means that the two strategies become nearly indistinguishable. If cost effectiveness is considered (as it usually is in practice), the situation becomes clearly untenable because of the large number of test cases that may be needed to assure that p ! r .
Partition testing strategies are expected to perform better than random testing; the real issue has always been costeffectiveness. The results in Section 3 illustrate how easy it is to tilt the balance in favor of random testing with a small number of additional test cases. Relative effectiveness is an equally important factor that will usually favor partition testing strategies. These factors need to be studied by considering specific testing strategies and using data from real projects. They are much too important to ignore and ignoring them comes at the risk of obtaining misleading and/or meaningless results.
Note that very low probability subdomains are likely to be disregarded by random testing. While that may not affect the operational reliability much, it could have a large impact if the cost of failures in such low probability subdomains is very high. This is a major flaw of random testing and a good reason for using it as a complementary rather than the main/only testing strategy. Note that the use of statistical testing in the Cleanroom methodology, where no other ªtestingº is done, is actually as a complementary check. The Cleanroom approach relies heavily on inspections and other early lifecycle methods to eliminate faults. Its proponents argue that standard testing strategies would mostly duplicate checks that have already been performed while statistical testing may provide new checks and yields operational reliability estimates.
Another potential problem with many studies of random versus partition testing is the nearly exclusive use of the probability of detecting at least one failure as a measure of test effectiveness. The expected number of failures detected has been shown to be highly correlated to the probability of detecting at least one failure in the partition model [4] . However, test effectiveness can be measured in many ways. A comparison in terms of the delivered reliability is reported in [11] . Cost should be a central factor in realistic comparisons of testing strategies. An alternative measure of testing effectiveness, the expected cost of field failures, was introduced in [21] as the sum AE i i I À 5 i n i , where i is the cost of a failure in h i . Under this measure, the operational profile is not important and uniform partition testing outperforms proportional partition testing [21] . While the expected cost of field failures may not be useful as a practical metric, the probability of detecting at least one failure is not a generally used metric either. Comparisons that use practical metrics and involve actual testing strategies (e.g., [12] , [13] ) are needed to better illuminate the random versus partition testing question.
