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Preface
The computation of solids is challenged by the mutual interaction of its constituting elements,
the myriad electrons and ions. The complex interplay produces a continuous stream of new
and unexpected phenomena and forms of matter. The extreme range of length, time, energy
and entropy scales established in the solid state give rise to a broad range of materials and as-
sociated properties. Some solids exhibit useful collective phenomena, such as ferroelectricity,
magnetism, superconductivity, in others exotic states of matter such as the heavy fermion state
are taken on. Varying external parameters such as the pressure or the doping it is even possible
to switch between different ordered phases. Certain classes of solids show interesting metal to
insulator transitions or display transversal, quantum and non-equilibrium transport processes,
to mention a few of the ubiquitous emergent phenomena. New exotic phases or quantum states
may occur for solids in low dimensions or at the nano- and mesoscopic scales. There are liter-
ally hundreds of thousands of solids with mostly unexplored properties. Every day, new solids
or solid-state systems are synthesised or grown and novel properties are discovered. These
solids find applications as present and emergent materials with specially-designed function-
alities on which scientific advances in neighbouring disciplines such as metallurgy, materials
science, nano-science, chemistry and biology as well as the geo-science rests on. Downstream
applications can be found in information technology, green energy, transportation and health,
all of enormous benefits to our society.
Even to physicists trained in the reductionistic view on nature it sometimes appears to be a
miracle that the formation and stability of all solids and their wealth of properties are encoded
in the statistical physics and quantum theory of the many electrons in the solid interacting via
the Coulomb potential. It is the Schro¨dinger equation of many electrons which provides the
fundamental theoretical concept for the understanding of the large variety of emerging quantum
phenomena and processes that could be exploited in future technological devices. The exact an-
alytical or numerical solution of such a Schro¨dinger equation for a solid is not in sight. Instead,
since the formulation of the quantum mechanical many-body problem it remains a challenge to
capture the properties of interacting electrons of complex atomic systems like e.g. a crystalline
solid by approximate practical methods or effective models with reasonable computational ef-
fort.
In the past decades powerful theoretical concepts and reliable and predictive computational
models have been developed that allow effective approximations. They aim at reducing com-
plexity while retaining those ingredients necessary for a reliable description of the physical
effects of the system. The underlying approximations made may be roughly divided into three
different classes: realistic model Hamiltonians, that are solved in part with sophisticated and
highly specialised analytical or numerical quantum many-body methods such as renormaliza-
tion group based techniques or quantum Monte Carlo, wave function based methods and ab
initio density functional approaches.
Computing solids refers to the application of these computational models to the study and pre-
diction of the physical behaviour of solids. It represents an extension of theoretical physics that
is based on mathematical models. The concept of computing solids can be used to predict new
phenomena, to explore the validity of new concepts, to design new experiments in order to test
these new concepts or simply to generate insight. It can be applied to complement and anal-
yse experiments. It provides a powerful alternative to the techniques of experimental science
when phenomena are difficult to observe or not observable with currently available techniques
or when measurements are difficult, dangerous, expensive or simply impractical. It can be
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understood as a virtual microscope, or a virtual physics or chemistry lab.
Today, the field of computing solids is on the threshold of a new era. The outstanding advances
in the development of the physical and computational models go along with important progress
in computational algorithms and methods, an impressive exponential growth of speed of com-
puters, and permanent advances in the science and technology of data-intensive computing. A
large number of configurations or parameter sets can be explored by high-throughput comput-
ing and can be deposited in data bases that will be analysed with data-mining and data-analysis
tools opening the route to new materials and faster materials design with (pre-)defined proper-
ties. The increase of computer power now provides capabilities to address questions one could
not even think of addressing 10 years ago. Much more accurate computational models, e.g. the
treatment of (more) realistic model Hamiltonians, or advanced density-functionals will become
affordable to a much wider class of solids. Due to the length and the time scales of the systems
investigated including non-equilibrium setups and the complexity of the interactions, this field
has benefited tremendously and will further benefit from the exponential growth of computer
resources.
Simulations are carried out on a large diversity of computing platforms ranging from commod-
ity PCs to high-performance supercomputers that operate in part with a peak performance of
1015 floating point operations (1 petaFLOP) per second using advanced architectures such a
massively parallel computers or including graphical processor units (GPU). Adapting existing
computer codes or developing new codes for these new infrastructures is an increasingly press-
ing and demanding topic in any computational based research. The development and application
of above methods on supercomputers becomes a challenging science in itself. Since this is a
very fast developing field, supercomputing yesterday is commodity computing today. High-
end computing tomorrow enables investigations heretofore impossible, inspiring accelerating
advances in computing solids of vast depth and breath with compelling opportunities.
The IFF Spring School 2014 provides a comprehensive introduction to modern concepts, theo-
ries and methods enabling the theoretical and computational description of many-electron sys-
tems. The hallmark of this year’s school is in the concept of discussing density functional
theory type ab initio approaches together with a variety of specialised numerical and analytical
many-body techniques for strongly correlated electron systems emphasising the new opportu-
nities provided by high-performance computers with advanced architectures. The school links
these three aspects to the study of emergent properties of solids and non-equilibrium quantum
transport. We point out their application for the grand challenges in information technology
and energy materials. The link is facilitated for example by discussing ab initio Wannier func-
tions and their role in constructing realistic model Hamiltonians for many-body quantum prob-
lems, the relation of topological concepts of the electronic structure and transverse transport
properties, or by discussing ballistic transport in the single-particle regime in comparison to
dissipative quantum mechanics in open systems coupled to a reservoir. The guiding principle
for the selection of the subjects was their timeliness for the topical problems of students and
young researchers. This course covers methods relevant for computing solids, a subject which
is rarely treated in textbooks in this form, including a vast spectrum of concepts, theoretical and
computational models, numerical tools, descriptions and techniques, but also topical materials
and phenomena. To prepare students for research at supercomputers, their current and future
architectures and their computing principles are introduced. While it is impossible to explore
all subjects to full extent, due to the restricted time span available, it is the central aim of this
school to provide a solid introduction, a basic understanding and an overview of the fascinating
field of describing the quantum effects in extended, meso-scale and nano-scale solids from an
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effective single particle and many-body picture. It seeks to rise the awareness of the ever grow-
ing potential of computing. Examples of topical applications, such as graphene, skyrmions,
iron pnictides, analysis of scanning tunnelling microscopy experiments, or transversal transport
properties like the Hall effects, allow the students to connect to their own research.
The IFF Spring School 2014 addresses these topics on a graduate student level. The subjects
are divided into four linked parts, Quantum Mechanics of Solids, Quantum Mechanical Many
Body Methods of Solids, Simulating Materials Properties and Computing, Numerics, Computer
Architecture: More explicitly, the lectures cover
• Density Functional Theory and Methods
• Many-Body Perturbation Theory
• Model Hamiltonians
• Renormalization Group Techniques
• Berry Phase Physics and Wannier Functions
• Nonequilibrium Quantum-Transport and Open Systems
• Application to Graphene, Magnetic Skyrmions, Iron Pnictides
• Materials Informatics and Design
• Simulation Techniques
• Parallel Computing
The preparation of the 45th IFF Spring School benefited from the long track of the Forschungs-
zentrum Ju¨lich of advancing research in the field of computational materials physics and mate-
rials science. The IFF Spring Schools were first brought into being in 1970 by the “Institut fu¨r
Festko¨rperforschung (IFF)”. At a very early stage, scientists here recognised the importance of
computer simulation as a source of knowledge in condensed matter physics. In 2011, the IFF
was dissolved as part of a restructuring process and the Peter Gru¨nberg Institute (PGI) emerged.
Together with the Ju¨lich Supercomputing Centre (JSC), the German Research School for Simu-
lation Sciences (GRS), established under the umbrella of the Ju¨lich-Aachen Research Alliance
(JARA), and the recently founded Institute for Advanced Simulation (IAS), the Forschungszen-
trum Ju¨lich is experienced in method development, large-scale simulations, algorithm and ad-
vanced architectures. This sets the stage of this spring school and guided in part the choice of
lectures.
The spring school is organised together with the institutes Theory of Statistical Physics (TSP)
and Theoretical Solid State Physics (TSSP) of the physics department of RWTH Aachen Uni-
versity as part of the Ju¨lich-Aachen Research Alliance (JARA). They are an asset to the spring
school enabling the concept of a concerted density functional and quantum-many body approach
to the computation of solids, through their profound experience in the development of quantum
many-body methods and their application in model systems of correlated electrons. Methods as
well as numerical tools (e.g. quantum Monte Carlo) used to investigate the physics of correlated
materials or correlation effects in mesoscopic systems including the rapidly developing field of
non-equilibrium phenomena, or simulation techniques such as ab initio molecular dynamics
found their way directly into lectures.
This school could not take place without the help and dedication of many colleagues. We are
grateful to all contributors from the Institute for Advanced Simulation (IAS), the Peter Gru¨nberg
Institute (PGI), the Ju¨lich Supercomputing Centre (JSC) and the German Research School for
Simulation Sciences (GRS), as well as the colleagues from the theory institutes of the RWTH
Aachen University. At the school, lectures will be given by these researchers from Aachen and
Ju¨lich:
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Adinetz, Andrey V., Dr. (JSC) Betzinger, Markus, Dr. (IAS-1)
Bihlmayer, Gustav, Dr. (IAS-1) Blu¨gel, Stefan, Prof. (PGI-1/IAS-1)
Costi, Theo A., Dr. (IAS-3) Di Napoli, Edoardo, Dr. (JSC)
Friedrich, Christoph, Dr. (PGI-1) Helbig, Nicole, Dr. (PGI-1)
Honerkamp, Carsten, Prof. (TSSP) Jakobs, Severin G., Dr. (TSP)
Koch, Erik, Prof. (GRS) Lezˇaic´, Marjana, Prof. (PGI-1)
Lounis, Samir, Dr. (PGI-1) Mavropoulos, Phivos, Dr. (IAS-1)
Mazzarello, Riccardo, Prof. (TSSP) Meden, Volker, Prof. (TSP)
Mokrousov, Yuriy, Prof. (IAS-1) Pleiter, Dirk, Prof. (JSC)
S¸as¸ıog˘lu, Ersoy, Dr. (PGI-1) Schmidt, Manuel, Prof. (TSSP)
Schnurpfeil, Alexander, Dr. (JSC) Schoeller, Herbert, Prof. (TSP)
Tsukamoto, Shigeru, Dr. (IAS-1) Wegewijs, Maarten R., Prof. (PGI-2)
Wessel, Stefan, Prof. (TSSP) Wortmann, Daniel, Dr. (IAS-1)
Zeller, Rudolf, Dr. (IAS-3)
We are especially glad that several distinguished colleagues from external universities and re-
search laboratories have agreed to contribute to the program of the school:
Curioni, Alessandro, Dr. Mathematical & Computational Sciences,
IBM Research – Zurich, Switzerland,
Hoppe, Hans-Christian, Dipl. Ing. ExaCluster Lab, Intel Cooperation, USA
Madsen, Georg K.H., Dr. ICAMS, Ruhr University Bochum, Germany
Verstraete, Mattieu J., Prof. Department of Physics, University of Lie`ge, Belgium
We would like to express our sincere thanks to all colleagues for their time, effort and enthu-
siasm, which they have put into the preparation of their lectures and lecture notes. We thank
particularly Prof. Dirk Pleiter for his guidance and advice in preparing the section Computing,
Numerics, Computer Architecture of the IFF Spring School. We are very grateful to the board
of directors of the Forschungszentrum Ju¨lich for the continuous organisational and financial
support, which we have received for the realisation of the IFF Spring School and the produc-
tion of this book of lecture notes. Finally, our special thanks go to Mr. Michael Beißel for the
general management, the organisation and his efforts in public outreach of the school.
Stefan Blu¨gel, Nicole Helbig, Volker Meden, Daniel Wortmann January 2014
A 1 Describing many-electron systems 1
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1 Introduction
As the spring school gives an overview of state of the art approaches to compute properties of
solids, many approaches discussed later in the school rest firmly on the well-explored funda-
mentals of solid-state theory as presented in an uncountable amount of textbooks, lecture note
and university classes. While one could question the necessity to add more to this pile of avail-
able material, we believe that for completeness some of these fundamental aspects should also
be covered here. This said, one of course realises that the sheer extend of the field of solid state
theory makes even the creation of a simple overview a huge task well beyond the scope of this
manuscript. Therefore, we will only present a very narrow view, relevant for the methods and
ideas developed in further contributions.
Our focus will not be on the tools available from statistical physics, continuum mechanics,
chemistry or even engineering to theoretically describe solids or their properties. This lecture
only provides an introduction into the problem of the electronic structure of solids. To this
aim, we will start by looking at the fundamental quantum mechanical description of mater in
terms of the many-body Schro¨dinger equation. Before actually treating interacting electrons
we introduce the Born-Oppenheimer approximation which is commonly employed in situations
where the movement of the ions can be separated from the electronic degrees of freedom. We
will spend some time discussing the properties and the description of many non-interacting
electrons, especially those due to their fermionic nature in section 2. We then briefly review a
few basic concepts and tools in a single-particle description of electronic systems in section 3.
These include fundamental properties, such as symmetries, which can be exploited to simplify
the calculations, and also key quantities that are commonly calculated like the bandstructure of
solids or the density of states. In section 4 we return to the problem of interacting electrons and
give a short overview of possible approximate methods commonly used to calculate electronic
properties of solids and molecules.
As this chapter does not provide an in-depth introduction into any of the topics covered here,
we refer for all the details to the large variety of textbooks on atomic and molecular physics,
many-particle theory, solid state physics, or quantum chemistry, for example [1, 2, 3, 4]. The
discussion of approximate methods for treating interacting systems in section 4 is intended to
provide a first glance at the ideas discussed in much more detailed in other specialized lectures
of the spring school and the corresponding manuscripts. As we will focus mainly on the single-
particle picture, the contribution B1 of E. Koch can be seen as a complementary introduction
more devoted to the many-body aspects of the field.
Throughout this chapter we employ atomic units where charge is measure in units of the charge
of the electron, masses in units of the electron mass and energies in units of ~. In other words,
we are setting e = m = ~ = 1 in all formulas.
2 The Many-body Hamiltonian
The starting point of our discussion is the Hamiltonian of N identical electrons and Nn nuclei
with masses MI and charges ZI , 1 ≤ I ≤ Nn. The Hamiltonian then consists of three parts,
one purely depending on electronic variables, one only containing nuclear coordinates and the
third describing the interaction between electrons and nuclei,
Hˆ = Hˆe + Hˆn +
1
2
N∑
i=1
Nn∑
I=1
ZI
|RI − ri| . (1)
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The electronic Hamiltonian, Hˆe, containing the kinetic energy of each electron −∇2/2 and the
electron-electron interaction between any two electrons at ri and rj given by 1/|ri − rj|, reads
Hˆe =
N∑
i=1
−∇
2
i
2
+
1
2
N∑
i 6=j
1
|ri − rj| . (2)
The nuclear Hamiltonian, Hˆn, consists of the kinetic energy of each nucleus and the interaction
between any two nuclei at positions RI and RJ , i.e.
Hˆn =
Nn∑
I=1
− ∇
2
I
2MI
+
1
2
Nn∑
I 6=J
ZIZJ
|RI −RJ | . (3)
In this non-relativistic formulation of the Hamiltonian is not spin-dependent as it would be if
e.g. the spin-orbit interaction was included.
2.1 Born-Oppenheimer approximation
Using the Hamiltonian (1) the Schro¨dinger equation
HˆΨtotal({R}, r1..rN) = EΨtotal({R}, r1..rN) (4)
yields the combined wavefunction Ψtotal for the nuclei and the electrons with {R} denoting
the complete set of ionic coordinates R1...RNn . Due to the mass of the nuclei being much
larger than the electron mass, MI  m one can effectively decouple the electronic and ionic
coordinates. For fixed position of the ions the kinetic energy of the nuclei is zero. The ion-ion
interaction and the electron-ion interaction depend parametrically on the position of all nuclei
but the only remaining variables are the electronic coordinate r1...rN . Therefore, we can rewrite
the two terms which contain ionic coordinates as an external potential vext(r) and the remaining
electronic Hamiltonian reads as
Hˆ =
N∑
i=1
(
−∇
2
i
2
+ vext(ri)
)
+
1
2
N∑
i 6=j
1
|ri − rj| . (5)
The corresponding Schro¨dinger equation HˆΨk(r1...rN ; {R}) = Ek({R})Ψk(r1...rN ; {R})
then yields the electronic wavefunctions Ψj and their energy eigenvalues Ej which both para-
metrically depend on the ionic positions {R}. Since the set of electronic wavefunctions is
complete, we can expand the total wavefunction Ψtotal as
Ψtotal({R}, r1..rN) =
∞∑
k=1
Fk({R})Ψk(r1...rN ; {R}). (6)
Plugging this expansion of the total wavefunction into the Schro¨dinger equation (4) we obtain
∞∑
k=1
Nn∑
I=1
− ∇
2
I
2MI
Fk({R})Ψk(r1...rN ; {R}) =
∞∑
k=1
(E − Ek({R}))Fk({R})Ψk(r1...rN ; {R}).
(7)
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We multiply this equation with Ψl(r1...rN ; {R}) and integrate over all electronic coordinates.
Due to the orthonormality of the electronic wavefunctions for each fixed ionic position {R} this
yields
∞∑
k=1
Nn∑
I=1
∫
d3r1...
∫
d3rNΨ
∗
l (r1...rN ; {R})
−∇2I
2MI
Fk({R})Ψk(r1...rN ; {R}) = (E−El({R}))Fl({R}).
(8)
The Born-Oppenheimer approximation now consists in neglecting the derivatives of the elec-
tronic wave functions Ψk(r1...rN ; {R}) with respect to the ionic coordinates RI . In this case
Eq. (8) decouples and yields the following equation for the ionic wavefunction Fl[
Nn∑
I=1
− ∇
2
I
2MI
+ El(R1...RNn)− E
]
Fl(R1...RNn) = 0, (9)
where we have reverted to writing the complete set of ionic coordinates.
Neglecting the derivatives of the electronic wavefunction with respect to the ionic coordinates
is justified in many cases because the electronic excitation energies are much larger than their
ionic counterparts. The former lie in the visible or ultraviolet range while the latter are in the
infrared. Therefore, a small change in the ionic coordinates around their equilibrium positions
leaves the electrons mostly unaffected. However, there are situations in which a small change
in ionic positions yields a drastic change in the electronic wavefunction, for example when two
electronic states are nearly degenerate and one or the other has a lower energy upon a small
change in ionic positions. Schematically this situation is plotted in Fig. 1 where the dependence
of the two energy levels E1 and E2 is given as a function of the ionic positions {R} calculated
using the Born-Oppenheimer approximation. Including the neglected terms in a perturbative
treatment one can show that the crossing of the two levels is actually turned into an avoided
crossing signified by the dashed lines in the plot.
In Eq. (9) El(R1...RNn) provides the interaction potential in which the nuclei move. It in-
cludes the direct ion-ion interaction as well as the effect of the electrons on the ions. Many of
such potential surfaces El(R1...RNn) exist but usually only the l = 1 surface corresponding
to the electronic ground state is relevant. In this interpretation one would expect the Born-
Oppenheimer approximation to be valid only if the different higher El>1(R1...RNn) are well
separated from the ground state El=1(R1...RNn)
2.2 Non-interacting electrons
In the following we will assume that the Born-Oppenheimer approximation is valid and continue
with the Hamiltonian for the electronic degrees of freedom Eq. (5). This Hamiltonian can be
split further into two very different contributions
Hˆ = Hˆ0 + Vˆee (10)
with
Hˆ0 =
N∑
i=1
hˆ(ri) =
N∑
i=1
−∇
2
i
2
+ vext(ri) (11)
and
Vˆee =
1
2
∑
i 6=j
1
|ri − rj| . (12)
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Atomic coordinates {R}
En
er
gy
 E
(R
)
E1
E2
Fig. 1: Schematic energy versus ionic coordinates plot. At the crossing of the two energy curves
a small change in the ionic coordinates changes the electronic configuration dramatically caus-
ing the Born-Oppenheimer approximation to fail.
Hˆ0 alone describes a set of N non-interacting electrons in the external potential, vext. Each
of these non-interaction electrons is described by a single-particle Hamiltonian hˆ. The second
term in Eq. (10), Vˆee, describes the interaction between the electrons. This term is the sum over
all two-particle Coulomb interaction terms. As the Coulomb interaction is a strong interaction
at short distances between two electrons and at the same time an interaction only slowly decay-
ing with distance this term makes even an approximate solution of the stationary many-body
Schro¨dinger equation (
Hˆ0 + Vˆee
)
Ψ(r1, ...rN) = EΨ(r1, ...rN) (13)
extremely difficult.
To gain some insight into the problem of interacting electrons one might first look at the situa-
tion of non-interacting or independent electrons, e.g. neglecting the electron-electron interaction
(Vˆee = 0). In this case the total Hamiltonian is simply given by
Hˆ0 =
N∑
i=1
hˆ(ri) (14)
and whence a solution of the stationary Schro¨dinger equation
Hˆ0Ψ(r1, ...rN) = EΨ(r1, ...rN) (15)
is given by the simple product ansatz
Ψ(r1, ...rN) = ψ1(r1) . . . ψN(rN) (16)
where the ψi are eigenvectors of the single-particle Hamiltonian hˆ with eigenvalue i
hˆψi = iψi. (17)
Obviously, this ansatz leads to
E =
N∑
i=1
i. (18)
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One should note, that we have introduced an index i for the single-particle wavefunctions ψi
which labels the different eigenfunctions of the single-particle Hamiltonian hˆ in the construc-
tion of the many-body wavefunction in Eq. (16). Even though the particles are assumed to be
non-interacting, we have to consider that we are dealing with a quantum mechanical problem
in which the Pauli exclusion principle does not allow two electrons (fermions) to occupy the
same state. Hence, the state of Eq. (16) should be constructed such that all the i are different.
Obviously, the ground-state energy of the system will be given by combining the lowest N
eigenstates ψi of hˆ with eigenvalues i ≤ F , where the highest energy of the single-particle
states involved in the construction of the many-body wavefunction is called the Fermi-energy
F (cf. Sec. 3.2 for more details on the Fermi energy).
Because of the spin-1/2 character of the electrons the wavefunction must be assigned an addi-
tional spin-quantum number. This requires an extension of the notation we used so far to include
a spin variable. Hence, we introduce x = (r, σ) to denote the combination of the spatial and
spin degrees of freedom. Additionally, in cases in which a spin-dependent single-particle poten-
tial appears it will be necessary to extend the index i which labels the different single-particle
wavefunctions by a spin-variable.
Our ansatz for the many-body wavefunction of N non-interacting electrons still suffers from
a serious problem in the treatment of the fermionic nature of the electrons. The naive fix of
using every single-particle state only once does not fulfill the more general formulation of the
exclusion principle which requires the many-body wavefunction to be anti-symmetric under the
exchange of two particles
Ψ(x1, . . . ,xi, . . . ,xj, . . . ,xN) = −Ψ(x1, . . . ,xj, . . . ,xi, . . . ,xN). (19)
This condition cannot be fulfilled by a simple product of single-particle states as used in Eq. (16).
However, an anti-symmetric linear combination of such products can be constructed. This con-
struction is known as a ’Slater determinant’ as it can be expressed in terms of a determinant of
a matrix containing the single-particle states
ΨSlater(x1 . . .xN) =
1√
N !
∣∣∣∣∣∣∣
ψ1(x1) . . . ψ1(xN)
... . . .
...
ψN(x1) . . . ψN(xN)
∣∣∣∣∣∣∣
=
1√
N !
∑
P
(−1)PP (ψ1(x1) . . . ψN(xN)) . (20)
In this notation the sum is performed over all permutations P acting on the indices i of the
ψi. The factor (−1)P ensures the required anti-symmetry. It can be shown that the Slater-
determinants as given in Eq. (20) form an anti-symmetric solution of the non-interacting Schro¨din-
ger equation (15).
The spherical potential of the nucleus
While many difficulties of solving the many-electron Hamiltonian are linked to the two-particle
electron-electron interaction term we should also shortly discuss the external potential. First one
should recall that the main contribution to this term is the strong attractive Coulomb potential
due to the nuclei. Hence, close to the position Ri of a nucleus of an atom the external potential
will be
vext(r) ≈ Z|r−Ri|
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Fig. 2: Schematics of the periodic table of the elements where only the blocks corresponding to
different l-values are shown.
and other terms like external fields will be completely negligible at small r = |r−Ri|. As this
potential is spherically symmetric one can solve the corresponding one particle Schro¨dinger
equation easily. This is discussed in basic quantum mechanic lectures and thus we will only
shortly recap the results. The solution is written as product ansatz of a radial dependent function
and a spherical harmonic
ψ(r) = ul(r)Yl,m(r)
where ul(r) is a function of the distance from the nucleus only and the Yl,m depend only on the
angular coordinates. This leads to a simple differential equation for the radial function(
−1
2
d2
dr2
− Z|r−Ri| +
l(l + 1)
2r2
)
rul(r) = lrul(r) (21)
where the eigenvalues l (and eigenfunctions) only depend on the l−value of the spherical
harmonic. This has important consequences as for each l one has 2l + 1 different values for
m and therefore the eigenvalues are 2l + 1 times degenerate. One usually uses the convention
of calling l = 0, 1, 2, 3 solutions as s, p, d, f -states, respectively. It follows that there is one
s−state, 3 p−states, 5 d−states and 7 f−states. Additionally, there are of course different
solutions of Eq. (21) for a given l, which are counted by a so-called principle quantum number n.
Together with the spin-variable σ, the four indices n, l,m, σ completely specify the solution of
the radially symmetrical Schro¨dinger equation, where the energy eigenvalues are degenerate for
the different m and σ. Even though we completely disregarded the electron-electron interaction
in this discussion, this simple investigation already introduces many basic concepts of chemistry
and can be used to motivate the ordering of the elements in the periodic table (c.f. Fig. 2). While
the details of the ordering of the energy levels can not be understood from this discussion, the
different blocks of elements with partly filled s, p, d or f states and the extend of these blocks
can be understood. Concluding, one should stress, that the potential of the nuclei is one of the
most relevant ingredients of the electronic Hamiltonian. In some sense, its effect is even stronger
than those of the electron-electron interaction as the electronic charge density is smeared out. In
other words, the electron-electron interaction mainly changes effects on a rather small energy
scale while the high energy scale is set by the potential of the nuclei.
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3 Key concepts in a single particle description of solids
The description of the electronic structure of a solid usually takes advantage of several basic
concepts and properties of which we will now introduce a few. While some concepts are rather
general, we will restrict our discussion to a description in terms of single particle states, i.e. we
will assume that the fundamental description of the system is possible by considering wave-
functions ψi that are solutions of the Schro¨dinger equation
Hˆψi(r) =
(
−1
2
∇2 + V (r)
)
ψi(r) = iψi(r).
V (r), the single particle potential will of course include the effects of the external potential, i.e.
the effect of the nuclei. Additionally, some of the effects of the electron-electron interaction
appearing in the full many-electron Scho¨dinger equation (Eq. (5)) often are also incorporated
into an “effective” or “mean-field” single particle potential. We will come back to this point
in Sec. 4.3 in which we will discuss the reasons why the description in terms of single (=non-
interacting) particles is so successful.
3.1 Symmetries and boundary conditions
Frequently, the use of symmetry allows for a significant simplification of the problem and the
eigenstates and eigenvalues of the Hamiltonian can be classified according to their symmetry
properties. Formally, in this situation one can define a symmetry operator OˆM under which the
Hamiltonian is invariant, i.e. the two operators Hˆ and OˆM commute[
Hˆ, OˆM
]
= HˆOˆM − OˆMHˆ = 0. (22)
Furthermore, it is possible to diagonalize Hˆ and OˆM simultaneously. This means there exists a
common set of eigenvectors such that
Hˆψi = iψi (23)
and
OˆMψi = miψi. (24)
One can then classify the common eigensolutions by their symmetry properties, i.e. by the
eigenvalues mi of the symmetry operator. This classification can be a powerful tool to make
predictions about the eigenspectrum of the Hamiltonian. In particular the existence of symme-
tries often leads to degenerate eigenstates with the same energy eigenvalue i. The investigation
of the algebraic properties of the symmetry operations of the system, i.e. the group properties
of the symmetries, hence is an important ingredient in quantum mechanics and can give very
general properties of the system.
Simple example of a symmetry
As a most basic example we consider a situation in which the system exhibits a mirror plane
such that V (r) = V (r1, r2, r3) = V (−r1, r2, r3) (c.f. Fig. 3). Thus, the Hamiltonian will not
change if we replace r1 ↔ −r1 as the kinetic energy does not change by applying the mirror
operation. Therefore, the symmetry operator OˆM in this example simply replaces r1 by −r1.
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Fig. 3: Simple example of a one-dimensional system with mirror symmetry. While the potential
and the charge densities are symmetric under application of the mirror operator x ↔ −x the
wavefunctions can be either even or odd functions, i.e. can be symmetric or antisymmetric.
Applying the symmetry operator twice obviously leaves the system unchanged, hence, we have
OˆM OˆM = 1 and the eigenvaluesmi = ±1. These two eigenvalues correspond to wavefunctions
that do not change when applying the mirror symmetry operation, i.e. wavefunctions that are
’even’ for mi = 1, and ’odd’ functions that change their sign and have an eigenvalue of OˆM
of mi = −1. This classification according to the eigenvalues mi can now be used to construct
an ansatz of either odd or even functions as solutions of the Hamiltonian and thus simplify the
task to calculate the eigenfunctions of Hˆ substantially. Formally, this means that the functions
fulfilling Eq. (24) for a particular eigenvalue mi = 1 or mi = −1 span disjunct eigenspaces of
Hˆ .
Boundary condition
When comparing solids with atoms, molecules or clusters, one main difference lies in the size
of the system and the corresponding degree of localization of the wavefunction. While any
real physical system is of course of finite size, this is not the only boundary condition applied
in quantum mechanics. In a finite system one usually assumes that the wavefunction goes
to zero on some boundary enclosing the volume in which the Hamiltonian is applied. This
situation is well known from basic quantum mechanics, for example in the famous ’particle in
a box’ situation, and corresponds to a Hamiltonian with a discrete energy spectrum in which
one can label each solution with an integer quantum number. With increasing system size the
typical energy difference between the energy eigenvalues decreases. In the limit of an infinite
system the eigenspectrum of the Hamiltonian turns into a function of a continuous quantum
number. The probably simplest example would be the single particle in free space for which the
Schro¨dinger equation
Hˆψ = −1
2
∇2ψ = ψ (25)
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is solved by a plane-wave ψk(r) = eikr and the eigenvalue is given by (k) = 12 |k|2. In the
description of matter one frequently has to deal either with rather small molecules or clusters
in which the wavefunction is confined to a finite space and can be assumed to be zero at some
boundary enclosing the volume of interest or with systems which are so large that they can
essentially be seen as infinitely large. This limit is appropriate as soon as the eigenvalues of the
Hamiltonian form a continuos spectrum within the accuracy of the model.
Obviously, a general system of infinite size cannot be modeled without further assumptions.
However, in solids one frequently finds an ordered arrangement of atoms which form a crystal.
These crystalline solids are characterized by some building block that is repeated in all direc-
tions to generate the infinite solid. More formally, one can partition the space into a regular
lattice of unit cells. The unit cell is defined as the volume spanned by three fundamental lattice
vectors a1, a2, a3. Alternatively, the three lattice parameters |a1| and the angles between the
vectors can be used to specify the unit-cell (the additional three parameters used if the full vec-
tors are given just fix the rotation of the crystal in space). Each unit cell might contain several
atoms of the same or of different elements at positions xi. The complete solid is then formed
out of atoms places at positions
n1a1 + n2a2 + n3a3 + xi,
where n1,2,3 denote integer numbers. Depending on the shape of the unit-cell, several different
lattice systems can be defined (See e.g. [5]), together with the centering of the atoms within
each unit-cell one can define the 14 different Bravais lattices. Taking symmetry operations into
account that leave the origin unchanged, such as rotations or reflections, one can classify the
lattice systems further into 32 crystal classes[5].
Periodic systems
The periodicity of an infinite crystal has important consequences that can be exploited in its
quantum mechanical description: when the whole solid is shifted by a lattice vector
R = n1a1 + n2a2 + n3a3 (26)
the resulting solid is unmodified. In our single particle description this means that V (r+R) =
V (r). This can be expressed by a translation operator TˆR, which does not modify the Hamil-
tonian of the system and thus commutes with the Hamiltonian. Hence, both operators have a
common set of eigenvectors and in electronic band theory one consequently determines eigen-
vectors ψ corresponding to the two simultaneous equations
Hˆψ = ψ (27)
and
TˆRψ = λψ. (28)
At this point an important difference arises to the discussion of the mirror symmetry: while
only two eigenvalues mi = ±1 are possible in the case of a mirror symmetry, the eigenvalue λ
is in general a complex number. A restriction arises from the requirement that the wavefunction
does not diverge in some direction of the infinite crystal and thus the eigenvalue must satisfy
|λ| = 1, i.e. the wavefunction ψ acquires a phase factor upon translation through the crystal.
For convenience one usually does not discuss the eigenvalues λ directly and each translation
Many-electron systems A1.11
Γ
X
R
M
Γ N
H
P
Γ
K W
X
U
L
Γ
A
M
K
H L
a)          sc                     b)        bcc                   c)         fcc                     d)       hex
Re
zip
ro
ca
l S
pa
ce
   
   
   
 R
ea
l S
pa
ce
Fig. 4: Some simple crystal structure: a) simple cubic (sc) lattice, b) body centered cubic (bcc)
lattice, c) face centered cubic (fcc) lattice, d) hexagonal (hex) lattice. While the first row shows
the atomic arrangement and unit cell in real space, the second column depicts the reciprocal
space and the Brillouin zone. Special high-symmetry points and lines are indicated in the BZ.
These lines also define the IBZ.
operator separately but writes λ = eikR as a so-called Bloch factor. Using the corresponding
Bloch ansatz
ψk(r) = e
ikruk(r),
where the function uk(r) is chosen to be periodic within a single unit cell (i.e. fulfilling Eq. (28)
with λ = 1 for all R), one obtains Bloch states that are eigenstates of TˆR for all lattice vectors
R simultaneously. The power of the ansatz of Bloch states to solve Eqs. (27) and (28) can be
understood when considering the Schro¨deringer equation and applying the product rule for the
differential operator(
−1
2
∇2 + V (r)
)
eikruk(r) = e
ikr
(
−1
2
(∇+ ik)2 + V (r)
)
uk(r) = ke
ikruk(r) (29)
which turns into an equation for uk(r) after multiplication with e−ikr. This equation for uk has
to be solved only inside a single unit cell with periodic boundary conditions being applied. The
use of eigenfunctions of the translation operator to solve for eigenfunctions of the Hamiltonian
thus reduces the seemingly impossible task of treating the Hamiltonian of the infinite crystal to
an eigenvalue problem inside a single unit cell. However, one now has to solve separate eigen-
problem for different k-values. Nevertheless, Eq. (29) represents a tremendous simplification
and makes it possible to treat periodic structures very efficiently.
Brillouin zone
We introduced the k-vector as an efficient way to construct wavefunctions that are eigenfunc-
tions of the translation operators TˆR. Since the lattice vectors are given as linear combinations
of the fundamental lattice vectors with integer coefficients, see Eq. (26), only a restricted set of
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k values has to be considered. This is most easily seen in a one-dimensional example. For a
lattice constant a, the k−values
k = k0 +m
2pi
a
with arbitrary integer m correspond to the same eigenvalue λ for all lattice vectors R = na
because
λ = eikR = ei(k0+m
2pi
a
)(na) = eik0a.
Hence, it is sufficient to restrict the k value to an interval −pi
a
. . . pi
a
due to the periodicity of the
Bloch factors. Similarly, in three dimensions the k-vector can be restricted to a volume spanned
by the three vectors
b1 =
2pi
V
(a2 × a3) , b2 = 2pi
V
(a3 × a1) , b3 = 2pi
V
(a1 × a2) ,
where V denotes the volume of the unit cell of the crystal. In complete analogy to the crystal
lattice which is spanned by the lattice vectors a1, a2, a3, these vectors span the so-called recip-
rocal lattice. The unit cell of the reciprocal lattice, from which the k-vectors can be chosen is
called the (first) Brillouin zone (BZ). Frequently, additional symmetries of the system can be
used to relate solutions at different k-values inside the BZ such that only a part of the BZ actu-
ally has to be considered to obtain all solutions of Eqs. (27) and (28). This part is then called
the irreducible Brillouin zone (IBZ). The Brillouin zones for a few simple Bravais lattices are
visualized in Fig. 4.
3.2 The bandstructure
The eigenvalues (k) plotted against the k-points along some lines constitute a bandstructure
plot, a basic tool to visualize the electronic structure of the system. Examples of bandstructures
of two simple materials are shown in Fig. 5. At each of the k-values an infinite set of solutions
of Eq. (27) can be constructed. For the different k-points these form continuos bands as can
be seen by the continuous change of the effective k-dependent Hamiltonian of Eq. (29). One
should realize, that these “bands” are in fact cuts through surfaces in the three-dimensional
reciprocal space and thus always only show a small part of the electronic structure.
On the other hand, one usually shows the bandstructure along lines of high symmetry, i.e. for
k-vectors which are mapped by a symmetry operation on itself or on a k-vector that is shifted
by a reciprocal lattice vector. The reasoning behind this choice is that these point and lines of
high symmetry are frequently extrema of the bandstructure. For example, if one considers the
so called Γ-point k = (0, 0, 0) and a system with inversion symmetry, one has (k) = (−k).
If now there is only a single band involved in this discussion (k) must have an extrema at
k = (0, 0, 0). For the different lattice structures and symmetries different high-symmetry points
exist. Fig. 4 shows simple Brillouin zones with their symmetry points and conventional naming.
Actually, the a system does not need to have spatial inversion symmetry in order to have a
bandstructure with (k) = (−k). From time reversal symmetry one deduces that with ψk also
ψ∗k is an eigenstate of the Hamiltonian with the same eigenvalue. Furthermore, from Eq. (29)
one can deduce that uk = u∗−k and thus ψ
∗
k = ψ−k and therefore one finds (k) = (−k).
A more careful analysis of time reversal symmetry is actually needed if one also considers
the spin degree of freedom. As time-inversion changes the direction of the spin one finds in
this case σ(k) = −σ(−k). In the case of a magnetic system, i.e. a system in which one
finds different effective potentials for electrons of different spins, one additionally has to take
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care that the magnetization direction encoded into the potential also changes sign under time-
reversal symmetry. For a fixed magnetization direction or in other words for a fixed B-field the
Hamiltonian no longer shows time reversal symmetry.
Complex bandstructure
While the procedure to choose a k−point at which the Hamiltonian is then diagonalized is the
usual way to view Eqs. (27) and (28), in principle both equations can be viewed on the same
level and one can also solve for k(). This is often called an inverse problem but mathemati-
cally there is little difference between both equations. However, the physical significance of the
quantities impose some restrictions. First, the eigenvalue of the Hamiltonian, interpreted as the
energy, must be real. While one could argue that this should be automatically be the case as the
Hamiltonian is hermitian, this hermicity is actually tied to the boundary condition we impose on
the wavefunction and in general only periodic boundary conditions as ensured by Eq. (28) with
a real k will lead to a hermitian eigenvalue problem in Eq. (27). This restriction to real k-points
is of course necessary if one wants to calculate wavefunctions of an infinite solid as for any
imaginary part κ of k = q+ iκ one obtains a wavefunction that grows/decays exponentially in
the direction of κ. Such a wavefunction can not be normalized in any infinite system. However,
there are situations in which the crystal is actually finite, i.e. a system where the periodic poten-
tial stops at some point. Most notable examples are surfaces of so called semi-infinite systems
or -more general- interfaces in which two of such semi-infinite half-spaces are matched. In
this case the exponential growth of the wavefunction will be stopped at this interface and the
wavefunction decaying away from the interface is a completely physical solution of Eqs. (27)
and (28). To obtain these solutions one has to solve Eqs. (27) and (28) at fixed real energy 
for the full spectrum of TˆR with the eigenvalues λ containing all usual states with real values of
k (|λ| = 1) as well as so called evanescent states with |λ| < 1. Similar to the infinitely many
solutions of Eq. (27) for fixed k, i.e. for the infinitely many bands in an infinite crystal, one
can find infinitely many eigenvalues of TR at fixed energy, nearly all of which correspond to
evanescent states[6, 7].
The most basic example of such an evanescent state is known from the elementary quantum
physics problem of tunneling through a rectangular potential barrier. This problem can be
solved by matching the different solutions of the Hamiltonian by value and slope, i.e. simple
plane-waves outside the barrier and functions behaving like e±κr inside the barrier. This already
demonstrates the situations in which these evanescent states have physical significance. They
describe the decay of the wavefunctions in situations in which no usual Bloch state exist at
the energy in question. In particular, the solution of Eqs. (27) and (28) for k = q + iκ also
describes the decaying states in the potential contained in the Hamiltonian. Fig. 6 shows a plot
of the bandstructure of SrTiO3 containing not only the Bloch states but also these evanescent
bands.
The Fermi energy
While the fermionic character of the electrons leads to the well known anti-symmetry relations
of the many-body wavefunction, the description in terms of single-electrons discussed here
takes the Pauli principle into account by requiring that each single electron state is occupied by
at most one electron. At the same time the ground state of the system, i.e. the state with minimal
energy is naturally assumed to be that configuration in which the lowest energy single-particle
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Fig. 5: Bandstructure of Silicon. The different bands are plotted for k-points along some high
symmetry lines.







 
	

















 


 
	
















  

 
 








 
	










 !
 
 "
" #
# 
$



$
%
 " #   "














 




&
'
(
Fig. 6: Complex bandstructure of SrTiO3. a) Usual bandstructure (BS) of the transition metal
oxide in the cubic perovskite structure. b) Schematics of the construction of the plot of the
complex BS. Additional bands with complex k-values appear at right angle in complex k-space
at the high-symmetry points. These bands in the red and green panel are then plotted adjacent
to the Bloch states by rotating these Im(k),  panels next to the Re(k),  plot. c) complex BS
for some special lines in k-space. The parts of the real Bloch BS which is also shown in a) is
indicated by shaded areas.
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Fig. 7: Fermi function at different temperatures. While the Fermi functions equals a sharp
step-function at T = 0 it become increasingly smooth at higher temperatures
states are occupied and the higher states remain empty. In detail, if there are N electrons in the
system one occupies the lowest N eigenstates of the Hamiltonian such that
N =
8pi3
V
∫
BZ
∞∑
i
fF (i(k)) d
3k ≈ 8pi
3
V
∫
BZ
i(k)<F∑
i
1 d3k. (30)
Here one often introduces the Fermi distribution function (see Fig. 7)
fF () =
1
1 + e
−F
kBT
which includes the effect of the temperature smearing at finite temperatures T . It equals the
step function at zero temperature and all states below a critical energy F , the so called Fermi-
energy, are occupied. The k-integration is performed over all of the first Brillouin zone(BZ)
with proper normalization 8pi
3
V
and one has to sum over all bands i. As a side-note, one should
mention that in this presentation the index i will also contain the spin-quantum number, hence
in a non-magnetic system each state will be doubly degenerate. Equation (30) then determines
F so that for example the charge density of the system can be obtained as
n(r) =
8pi3
V
∫
BZ
∞∑
i
fF (i(k))|ψi,k(r)|2 d3k ≈ 8pi
3
V
∫
BZ
i(k)<F∑
i
|ψi,k(r)|2d3k.
The electronic structure of the system in the vicinity of the Fermi energy is of fundamental
interest. As one learns from quantum mechanical perturbation theory, the response of the system
to external perturbations which might be applied in an experiment to probe its property will
accompanied with an intermixing of different states ψi. Charge conservation and the Pauli
principle then favors a response in which a former unoccupied state above the Fermi-energy
interacts with an occupied state below and hence the highest occupied and lowest unoccupied
states in a system determine most of the response of the system. Furthermore, the description
in terms of single electron states is most appropriate close to the Fermi-energy as the single
particle states near to the Fermi-level can be shown to have the largest lifetime (cf. Sec. 4.3).
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Fig. 8: Comparison between a simple Fermi surface for the alkali metal bcc-Rb (left) to a
complicated, multi-sheeted Fermi surface of the ordered FePt- alloy in the L10 -structure.
Fermi surface
As the states directly at the Fermi level determine the low energy response of the system, it can
be useful to plot the surface in k-space defined by the equation (k) = F . This surface can
consist of different disconnected sheets corresponding to the different bands cutting the Fermi
level and in some cases has rather complex forms. An example of such a Fermi-surface plot
with additional data superimposed can be seen on the cover of this book and another example
is shown in Fig. 8. Of special interest are regions in which the Fermi surface shows areas in
which the different parts of the surfaces are parallel to each other as this indicates the existence
of the special k-vector, i.e. a special periodicity, for which the system is particularly susceptible
for perturbations. The enhanced response or instability of the system is then assigned to this so
called Fermi-surface nesting effect.
Metals and Insulators
One can now distinguish two cases: either there is an electronic band intersecting the Fermi-
energy, i.e. there are states at, directly above and directly below the Fermi-level or the Fermi-
energy lies in a region where there is a gap in the bandstructure. In the first case one deals
with a metallic material while in the case with an electronic gap at the Fermi-level one talks
of an insulator or, if the gap is small, of a semiconductor. The obvious consequence of the
presence of a gap in the bandstructure is the need to invest a finite amount of energy to promote
an electron from an occupied state into an unoccupied state. Hence, this transition can not be
achieved by small perturbing electric fields, i.e. electrons can not change their electronic state
and no electrical current flows in response to a small applied bias voltage to the material, the
very definition of an insulating material.
Velocity operator
Of course all physical quantities can be expressed in terms of the eigenfunctions and expectation
values of the corresponding operators. However some properties of the system can also be
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obtained from the bandstructure alone. For example, the mean velocity of the electrons in a
Bloch state can be evaluate from the bandstructure. To show this one starts by expanding
(k) ≈ (k0) +∇k(k)|k=k0(k− k0)
up to first order around k0. The same expansion can also be generated by using the correspond-
ing expansion of the k-dependent Hamiltonian for the Bloch functions uk (Eq. (29))
Hk ≈ Hk0 + (k− k0) (k0 − i∇)
together with simple first order perturbation theory and the product rule for the Bloch states. By
comparing these expansions one obtains for the first order expansion coefficient
∇k = −i
∫
drψ∗k(r)∇rψk(r).
As p/m = −i∇r/m is the velocity operator, one can identify the derivative of the bandstructure
with the velocity of the electron
v = ∇k(k) = ∂(k)
∂k
.
For small velocities, i.e. around the minima/maxima of the bands where ∇k = 0 the band-
structure is parabolic in shape and one can draw an analogy to free particles. As in this case
free =
1
2m
p2
with the mass m of the electron. To define an analogous equation in the case of an infinite
crystal one might recall that the momentum p is actually related to the translational invariance
of the free particle. More formally, the phase λ acquired by the wavefunction upon translation
by r is given by
Tˆrψ = e
iprψ
as λ = eipr. The formal equivalence of this equation with Eq. (28) suggests to interpret k
as a kind of momentum vector. To clarify the difference to the usual momentum vector, one
speaks of a “crystal momentum”. To complete the analogy, one can use the expansion up to
second order around minima/maxima of the bandstructure (where for simplicity the value of
the extremum is set to zero as well the k-value at which it occurs)
(k) =
∑
ij
∂2
∂ki∂kj
kikj
to define an “effective mass” of the Bloch electron as
m˜ij =
1
2
(
∂2
∂ki∂kj
)−1
.
The effective mass in this definition is actually a tensor quantity as it depends on the directions
in which the derivatives are taken.
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Density of states
While the discussion of the bandstructure, i.e. of the eigenvalues and the corresponding eigen-
functions enables a complete description of the electronic structure, it is often more appropriate
to think about energy dependent quantities. In particular, many spectroscopic experimental
methods determine the energy dependent response of the system making a interpretation of
such experiments in terms of functions of energy very natural. The most basic of such concepts
is the density of states (DOS), which directly related to the bandstructure. It counts the number
of states available at some energy. This idea can easily be cast into an equation using the Dirac
delta function
nDOS() =
8pi3
V
∫
BZ
∞∑
i
δ(i(k)− ) d3k. (31)
An alternative equivalent definition can be given in terms of integrals over constant energy
surfaces in k-space
nDOS() =
∞∑
i
∫
i(k)=
d2k
4pi3
1
|∇ki(k)| . (32)
While Eq. (31) can be defined for any setup, the Eq. (32) is only valid for infinite periodic
systems. Both of these definitions already show some basic features of the DOS. Whenever the
bandstructure if “flat”, i.e. (k) changes only little with energy, one has a big number of states
within any given energy range and the DOS is large. In contrast, at energies at which there is
no energy eigenstate (k), i.e. within bandgaps, the DOS is zero. Furthermore, denoting the
number of states present at some energy, the DOS is of course always positive and the integral
N =
∫ F
∞
nDOS()d (33)
again gives the total number of electrons in the system. From Eq. (31) one also finds a fun-
damental difference between finite systems, in which the DOS is just a sum of delta functions
and an infinite system in which the spacing between these delta functions goes to zero and the
DOS turns into a continuos function of energy. Most challenging to study are often situations
in which both kind of features are present in the same systems as it can happen if localized
“impurity” states are present in an infinite environment.
In plots showing the density of states one frequently uses the weight of the states in some
region of space to produce different projections of the DOS. In particular this can be used to
assign specific states to different atoms or investigate the symmetry of states. To understand this
technique one can use the eigenfunction, or better the probability distribution due to the square
of the eigenfunctions, to generalize the density of states to the spectral function
A(r, ) =
8pi3
V
∫
BZ
∞∑
i
δ(i(k)− ) |ψi,k(r)|2 d3k. (34)
Using this definition the total charge density is given as an energy integral over the spectral
function as a generalization of Eq. (33) to
n(r) =
∫ F
−∞
A(r, )d (35)
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Fig. 9: Density of states of TiO2 in the rutile structure. The different lines show the total DOS
and the projections on spheres around the different atomic nuclei. The remaining contribution
mostly come from outside the projection spheres.
and the density of states is the spatial average of the spectral function
nDOS() =
∫
V
A(r, )dr3. (36)
This definition now allows to define a local density of states LDOS, in which the integration
volume V might be restricted to some area of interest such as the vicinity of a specific atom or
the surface layer of a crystal. An example of such a decomposed density of states is shown in
Fig. 9. Other decompositions of the local density of states usually called orbital decomposed
(L)DOS additionally expands the wavefunction into spherical harmonics around some atom
and then uses only specific l−values to generate the spectral function and the LDOS (see Fig.
10). This orbital decomposed DOS allows the description of the system in terms of an atomic
picture, in which one speaks about s, p, d, f−states and actually refers to Bloch states which
have mainly such an s, p, d, f orbital character close to some atom. While such a discussion can
be very useful and appropriate one should keep in mind its origin and limitations.
3.3 Wannier functions
So far we discussed the description of the infinite solid in terms of Bloch states, which are
by construction extending over all space. However, in many situations it is more appropriate
to use a description in terms of localized functions. In particular the description in terms of
functions localized at the different atomic sites often provides a complementary picture of the
system. While many of such localized functions exist which can be used as a basis set to expand
the wavefunctions there is also a specific class of functions derived from the Bloch states: the
Wannier functions
wR(r) =
1
VBZ
∫
BZ
d3k ψk(r)e
−ikR. (37)
These functions have a set of useful properties:
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Fig. 10: Density of states of Silicon. The different lines show the total DOS and the projections
on the l = 0, 1 or l = s, p wavefunctions on spheres around the atomic nuclei. The remaining
contribution mostly come from outside the projection spheres.
Fig. 11: Wannier function in a perovskite oxide material. The Wannier function is localized at
the central metal atom and shows the typical shape of a dxy-orbital at this atom and the shape
of a p-orbital at nearby oxygen atoms.
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• The Wannier functions for different lattice vectors R are the same except for a simple
displacement, i.e. the Wannier function actually depends only on r−R and one can write
wR(r) = w(r−R).
• They are orthonormal functions due to the orthonormality of the underlying Bloch func-
tions
〈wR|wR′〉 =
∫
d3rw∗R(r)wR′(r) (38)
=
1
V 2BZ
∫
BZ
d3k
∫
BZ
d3k′
∫
d3rψ∗k(r)ψk′(r)e
ikRe−ik
′R′ (39)
= δ(R−R′). (40)
• Wannier functions are not defined uniquely. This is a consequence of the fact that the
phase of the Bloch states ψk(r) is not defined and can be chosen freely. Hence Eq. (37)
can be modified by multiplying each Bloch state by an arbitrary phase factor ck to
wR(r) =
1
VBZ
∫
BZ
d3k ckψk(r)e
−ikR. (41)
This freedom can be used to construct Wannier functions with special properties, most
notable to construct localized Wannier functions. In the scheme of Marzari and Van-
derbilt [8] the phase-factors are chosen such that the spread of the Wannier functions is
minimized. While these so called maximally localized Wannier functions are in many
cases the most efficient set of Wannier functions to use their calculation can also be quite
cumbersome and therefore other simpler schemes to construct localized Wannier func-
tions are also in use. One can show that these Wannier functions can be localized such
that they decay exponentially [9]. The situation is more complicated in cases in which the
individual bands are not identified easily, i.e. if there are many solutions (i,k) where the
different bands are labeled by i. In these situations the transformation between Wannier
functions and Bloch functions is generalized to
wi,R(r) =
1
VBZ
∑
j
∫
BZ
d3k Ui,j(k)ψj,k(r)e
−ikR, (42)
i.e. the simple phase factor ck is replaces by a unitary transformation matrix Ui,j(k).
Sophisticated algorithms have been developed in this situation to deal with the entangled
bandstructure and to obtain localized Wannier functions in this case[10, 11].
• From the Wannier functions Bloch states can be reconstructed as
ψi,k(r) =
1
N
∑
j
∑
R
eikRU∗i,j(k)wj,R(r). (43)
This relation (together with Eq. (42)) shows that the Bloch states and the Wannier func-
tions span the same function space. In other words, these two sets of functions are related
by a simple unitary transformation.
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This last property is the key to many applications of Wannier functions. Since they describe
the same states as the Bloch states of the band, localized Wannier functions provide the natural
tool to construct models in which a description of the system in terms of localized functions is
required, i.e. Wannier functions can be used to transform the Hamiltonian of the system into
a tight-binding representation. By constructing Wannier functions out of the single (or few
bands) of interest for the model one can effectively split the system into a part described in
terms of Bloch bands and a subset of states treated by the model. Such an approach is often
employed to link models treating the complex interaction of the electrons in the band, e.g. in the
Hubbard model, with a material specific description of the bandstructure. More formally one
can consider the Wannier functions as a basis set in which the Hamiltonian is no longer diagonal,
e.g. the Wannier functions are not eigenfunctions, but block-diagonal where the different blocks
correspond to different bands. One then replaces one of these blocks by a different model. This
basic idea of applying model Hamiltonians only to a subset of relevant states is the principle
used in many schemes we will discuss in this school and Wannier functions can be used to
provide a defined interface between these models and an effective single particle description.
Another useful application of Wannier functions is the so called Wannier interpolation scheme.
It allows to calculate a quantity a(k), i.e. any k dependent quantity (or integrals of these), on
a relatively coarse grid of k-points and then to accurately interpolate the results from these k-
points to a much denser grid. Its basic idea is simple and can easily be understood in terms of
the bandstructure. Using the Dirac notation for the matrix elements and taking into account that
the Bloch functions diagonalize the Hamiltonian, the eigenvalues (i,k) are given as
(i,k) = 〈ψi,k|H|ψi,k〉
=
∑
n,n′
∑
R
∑
R′
Ui,n(k)〈wn,R|Hˆ|wn′,R′〉U∗n′,i(k)eik(R−R
′)
=
∑
n,n′
∑
R
Ui,n(k)〈wn,R|Hˆ|wn′,0〉eikRU∗n′,i(k)
= diag
(∑
R
〈wn,R|Hˆ|wn′,0〉eikR
)
i
,
where first Eq. (42) was used, then the translational property of the Wannier functions has
been exploited and in the last step the application of the matrices U are understood as a simple
diagonalization. Hence, one calculates the Wannier functions from some coarse grid of k values
and evaluates the Hamiltonian matrix elements in this basis, then one can evaluate for any
k-value the bandstructure (i,k) by a simple diagonalization of a small matrix. The size of
the matrix is given by the number of bands one considers in the construction of the Wannier
functions. The power of this approximation lies in the fact that the matrix elements
〈wn,R|H|wn′,0〉
decay rapidly with increasing R due to the localization of the Wannier functions and thus only
a few R and corresponding k values are needed to obtain a good approximation of the matrix.
Finally, one should be aware of the fact that Wannier functions also provide a powerful tool
to calculate quantities that are difficult to access in the Bloch description. For example, as
the position operator rˆ is ill-defined in infinite periodic systems, quantities like the electric
polarization given by the operator Pˆ = erˆ cannot be defined easily. It can be shown however,
that the changes of such quantities can be expressed in terms of Wannier functions. This leads
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to the so called modern theory of polarization which is equivalent to a description in terms of
the Berry phase [10]. Similarly, quantities like orbital moments or responses to electrical fields
can be treated.
4 Approximations to the many-electron problem
So far we considered only the single-particle form of the Hamiltonian and the question arises
what relevance this discussion can have. Before eluding on that question we first would like
to illustrate that aiming at an exact and complete solution of the many-electron Schro¨dinger
equation is a pointless enterprise.
Upon inclusion of the interaction term, Vˆee 6= 0, the Hamiltonian Eq. (5) does not separate into
single-particle terms anymore, i.e. it cannot be written as a sum of single-particle Hamiltonians
hˆ. Consequently, the resulting many-body Schro¨dinger equation (13) is extremely difficult to
solve for any reasonable number of electrons. Even if we could solve this equation, the resulting
wavefunction Ψ(r1...rN) is a very complicated object. To illustrate this point we consider a
single nitrogen atom which has seven electrons. Hence, we need to calculate Ψ(r1...r7) which
depends on 7 ·3 = 21 one-dimensional coordinates. In order to make a rough table of the values
of Ψ at different positions of the seven electrons we use an extremely coarse grid with only ten
points in each variable. Our table will then have 1021 entries which, assuming a memory need
of only one byte per entry, corresponds to a memory requirement of 1021 bytes for storing the
wavefunction in a computer. Using a micro SD card with 64 GB = 6.4× 1010 bytes of storage
space, we need 1.56 × 1010 micro SD cards. Even if each of these cards only weights one
gram their combined mass is 1.56× 104 tons. This discussion shows that even for an extremely
simple system with only seven electrons and a very rough numerical approximation for the
wavefunction we would need around 500 trucks to transport those SD cards.
In addition, we are not really interested in the wavefunction itself. In quantum mechanics, the
wavefunction is merely a tool in the calculation of observables which are given as the expec-
tation values of the corresponding operator with respect to the wavefunction, i.e. for a general
operator Oˆ
〈Oˆ〉 = 〈Ψ|Oˆ|Ψ〉. (44)
In other words, we would be making an extreme effort to calculate the wavefunction just to
throw away most of the information contained in it directly afterwards. Ideally, one would
calculate the expectation values of any relevant operator with respect to the many-body wave-
function without calculating the exact wavefunction itself.
This can be achieved by either calculating an approximate wavefunction with which one cal-
culates the expectation values, by finding a different way to calculate expectation values or by
approximating the many-body Hamiltonian. The first idea leads to quantum chemical methods
like configuration interaction (CI) or coupled cluster expansions while density functional theory
or Greens function methods fall in the second category. While these are rather general methods,
approximations to the Hamiltonian are chosen such that the Hamiltonian contains the relevant
physics. The key in such an approach is to find the balance between including all effects one
wants to study correctly and still obtaining a model Hamiltonian and Schro¨dinger equation that
can be solved, e.g. with renormalization group techniques.
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4.1 Approximations to the wavefunction
Our simple example of the gigantic data needed to store the wavefunction of the nitrogen atom
already indicates a possible strategy to tackle the many-electron problem. Instead of trying
to put the wavefunction on a numerical grid in space, one needs to find a more efficient rep-
resentation of the wavefunction. A systematic approach can be developed by starting at the
non-interacting system and by recalling that the many-electron wavefunction in this case was a
Slater determinant.
The many-body wavefunction of a system of interacting electrons cannot be written as a single
Slater determinant since the Hamiltonian does not separate into single-particle terms in this case.
However, one can use the Slater determinants as a basis to expand the many-body wavefunction,
i.e. the many-body wavefunction is given as
Ψ(x1 . . .xN) =
∑
j
cjΨ
Slater
j (x1 . . .xN), (45)
where ΨSlaterj denote Slater determinants containing different sets of single-particle orbitals for
different j. In order to preserve the normalization of the wavefunction the coefficients have to
satisfy
∑ |cj|2 = 1. It can be shown that the Slater determinants form a complete set of basis
functions provided that the single-particle orbitals ψi(x) which are used to construct the deter-
minants, see Eq. (20), form a complete single-particle basis. Truncating the expansion (45) after
the first term, i.e. approximating the many-body wavefunction as a single Slater determinant de-
spite of the interaction, leads to the Hartree-Fock approximation. The Hartree-Fock orbitals are
then determined by minimizing the total energy with respect to the single-particle orbitals ψ(r).
In other words, the Hartree-Fock Slater determinant is the variationally best single Slater de-
terminant approximation to the true many-body wavefunction. Naturally, this approximation is
valid if the true many-body wavefunction is dominated by one Slater determinant. If the ex-
pansion Eq. (45) contains several coefficients of approximately equal weight the Hartree-Fock
approximation will break down. In the configuration interaction method one uses the Hartree-
Fock orbitals as a single-particle basis and includes more determinants which are labeled by the
number of orbitals that are changed compared to the Hartree-Fock determinant. For example,
in CI singles one includes all Slater determinants where a single orbital from the Hartree-Fock
determinant is replaced by an orbital that is unoccupied in the Hartree-Fock method. One can
then optimize the coefficients cj to find the best representation of the many-body wavefunction
in this set of Slater determinants. Adding more terms to the expansion, for example replacing
two or three orbitals, leads to a complicated and expensive computational calculations which
yield high accuracy but can be performed only for a small number of electrons N . For a more
detailed description of methods based on approximations of the wavefunction see lecture A3 by
M. Betzinger.
4.2 Approximations to the Hamiltonian
Instead of trying to find approximations for the many-electron wavefunction alternatively one
could find approximations to the Hamiltonian. In order to approximate the Hamiltonian appro-
priately one needs to have an idea, prior to the calculation, of the physical effects one is looking
for. The idea is then to keep the necessary ingredients of the Hamiltonian to describe these
effects while reducing the complexity of the Hamiltonian to a level where one can solve the
Schro¨dinger equation. Frequently, the following two basic approximations are made: (i) only a
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limited number of electrons are considered, i.e. one tries to identify the few degrees of freedom
of the system which describe the relevant phenomena, and (ii) the two-particle electron-electron
interaction is assumed to be a (semi-)local interaction which only acts between electrons in or-
bitals at the same lattice site or at close-by lattice sites, i.e. instead of Vee(r, r′) one considers a
Uij , where i and j label such orbitals. Such model Hamiltonians are usually written in second
quantization (see [12] and lecture B1 by E. Koch for an introduction into the formalism).
For example, in order to describe a single impurity atom in a metal one reduces the impurity
atom to a single energy level which can be filled with maximally two electrons described by the
Hamiltonian
Hˆimpurity =
∑
σ
(d − µ) cˆ†dσ cˆdσ + Unˆd↑nˆd↓, (46)
where cˆ† and cˆ are the usual electron creation and annihilation operators and nˆdσ denotes the
particle number operator for particles with spin σ on the impurity level d. In case the impurity
level is occupied with two electrons, one of each spin, an interaction energy of size U is added.
The electrons in the metal are described by momentum eigenstates, i.e. plane-waves with mo-
mentum k, and are treated as non-interacting. The corresponding Hamiltonian, therefore, reads
Hˆmetal =
∑
kσ
(k − µ) cˆ†kσ cˆkσ. (47)
The impurity level and the metal are then coupled via a term that allows the electrons to hop
from a level in the metal to the impurity level and vice versa with a probability tk and t∗k,
respectively. The coupling Hamiltonian is given by
Hˆcoupling =
∑
kσ
tkcˆ
†
dσ cˆkσ + t
∗
kcˆ
†
kσ cˆdσ. (48)
Depending on the parameters dσ, kσ, U , and tk one finds the impurity level to be occupied
with one or two electrons leading to a magnetic or non-magnetic impurity, respectively.
When describing magnetic systems with delocalized electrons one can use the Hubbard model.
Here, the interaction is treated as an purely local interaction which results in a constant interac-
tion in momentum space. The delocalized electrons are treated in the basis of plane-waves with
momentum k such that the Hamiltonian for the system reads as
HˆHubbard =
∑
kσ
ζkcˆ
†
kσ cˆkσ +
U
2V
∑
k,k′,q
∑
σσ′
cˆ†k+qσ cˆ
†
k′−qσ′ cˆk′σ′ cˆkσ. (49)
For a more detailed analysis of model Hamiltonians see lecture B1 by E. Koch.
4.3 Effective single-particle methods
If the Coulomb interaction was a small perturbation to the system or short-ranged and hence
only affecting a small part of the system, we might be able to use perturbation theory to solve
the interacting problem. Unfortunately, the Coulomb interaction is long-ranged and in many
cases not a small effect. So the question arises if the single-particle description we discussed in
some detail in Sec. 3 has any relevance for an realistic system in which the electrons interact.
We already discussed that the electronic properties of a system of non-interacting electrons are
predominantly governed by those electrons that occupy states close to the Fermi energy. Hence,
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if the Coulomb interaction does not modify the properties of those electrons drastically, we
stand a chance of still using the concepts of non-interacting electrons with some modifications.
It was discovered by Landau [13, 14, 15] that one can indeed treat the electrons in many situa-
tions via the use of non-interacting particles in what became known as Fermi liquid theory. A
crucial ingredient in this theory is the fermionic nature of the electrons as illustrated by the fol-
lowing example. Consider a system with all states up to the Fermi energy filled, a situation that
happens hat zero temperature, and one additional electron occupying a state above the Fermi
energy, i.e. 1 > F . Now the electron-electron interaction we introduce scattering between
the electrons, i.e. in other words the single particle description in which the electron is in some
well-defined state will break down. For a scattering event to occur the second electron in the
scattering process necessarily has an energy 2 ≤ F . Since the electrons need to scatter into
empty states we obtain for the two energies after the scattering event: 3 ≥ F and 4 ≥ F . Due
to the conservation of energy we also have to satisfy 1+2 = 3+4. If the energy 1 we started
the discussion with was exactly the Fermi energy, the only way to satisfy all these constraints
would be 1 = 2 = 3 = 4. In other words, the event would have zero weight in phase space
and therefore not occur at all. For a particle with energy above the Fermi energy the probability
of the event increases with increasing distance from the Fermi energy. All those effects that are
determined by electrons around the Fermi energy the phase space remains reasonably small.
This phase space argument relies only on the fact that fermions have to obey the Pauli exclusion
principle and as such remains valid independent of the strength of the interaction. Hence, de-
spite the fact that the Coulomb interaction is not a small perturbation the resulting disturbance
of the electronic properties can still be small.
Generalizing this discussion to energies close to the Fermi-level, one finds a situation as sketched
in Fig. 12. If the first electron changes its energy by ∆ = 1 − 3 the phase-space of possible
events is restricted by the condition ∆ < 1 − F (cf. gray area in Fig. 12). The energy of
the second electron then can be from an energy interval [F −∆, F ] (light green area in Fig.
12). This fixes the whole scattering process and thus the total phase-space of the process will
be ∝ (1 − F )2. This discussion indicates that the scattering rate (or inverse lifetime) of an
electron with energy  close to the Fermi-level will be proportional to (− F )2 and hence indi-
cates again that the description of the system in terms of single particle levels actually is valid
for these relevant electrons.
This discussion of scattering we presented so far of course assumes that the assignment of sin-
gle electron states enables a valid description of the system. So in some sense it is a circular
argument: if the single particle picture holds, the electron-electron interaction should not de-
stroy the single particle picture. In fact, Landau put the argument on a more solid basis than
this by explicitly studying the conditions under which one can obtain the interaction system
of electrons (or more general fermions) starting from a non-interacting, so-called Fermi gas.
These subtle arguments are beyond the scope of this simple introduction and we only want to
point out that our very handwaving arguments actually can be put on firmer grounds.
In the process of converting a non-interacting (Fermi gas) system to an interacting (Fermi-
liquid) description one also usually does not speak about single electrons anymore but intro-
duces the idea of quasi-particle that have a finite lifetime. The quasi-particles can have dif-
ferent properties like a different mass (cf. our discussion of the effective mass in Sec. 3.2)
but are still charged Fermions. The key point is the much reduced interaction between these
quasi-particles. A description of the many electron state is then actually a picture in which
weakly-interacting quasi-particles are approximated by a system of non-interacting particles.
Before discussing such approximations we also should point out that there are effects in many-
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Fig. 12: Scattering of two electrons. The first electron scatters from 1 to 3 and transfers energy
∆ to the second electron which scatters from 2 to 4.
electron systems that can not be appropriately described by quasi-particles and that thus the
Fermi-liquid description is limited. Consequently, such features are often associated with terms
like ’non-Fermi-liquid behavior’, ’non-quasi-particle physics’, ’bad metal behavior’.
There exist several methods for constructing a system of effective single-particle equations
that lead to an approximate solution of the many-body problem. Most successful of these ap-
proaches is density functional theory in which the effective non-interacting system is chosen
such that it has the same ground-state density as the interacting many-body problem. It con-
structs an effective potential in which the single-particles move and which includes the effect of
the electron-electron interaction. In this sense it is a ”mean-field” approach, as the effect of all
electrons on the particular state is treated by the potential or the field created. It can be shown
that both the external potential and the effective single-particle potential are uniquely defined by
the ground-state density [16]. As a consequence, all observables are functionals of the ground-
state density which can be determined by minimizing the total energy. While large parts of the
energy functional are known there is a small part, the so-called exchange-correlation energy,
which needs to be approximated (For details see the manuscript A2 by M. Lezaic). Large parts
of this Spring-school will actually use the picture provided by density functional theory and
additional approximations and extensions.
Starting from a system of non-interacting quasi-particles one then can try to improve the de-
scription in a perturbative manner. This can be expected to be a reasonable approach due to the
fact that the quasi-particles actually interact weakly. However, the calculation of the modified
interaction itself is part of the complexity of such an approach. One usually employs Green-
function methods to be able to deal effectively with the finite-lifetime of the quasi-particles
and their modified interaction. Such an approach is discussed in the contribution A4 of Ch.
Friedrich.
The methods introduced in this section will be discussed in more detail during other lectures and
in the corresponding lecture notes. Due to the large variety of methods available, the selection
presented here is far from complete. One method that is not addressed at all during the Spring
school employs the one-body density matrix
γ(x,x′) = N
∫
dx2 . . .
∫
dxNΨ
∗(x′ . . .xN)Ψ(x . . .xN) (50)
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as its basic quantity building a functional theory known as reduced density matrix functional
theory (RDMFT) on top of this variable [17, 18]. Written in its spectral representation the
one-body density matrix reads as
γ(x,x′) =
∞∑
j=1
njϕ
∗
j(x
′)ϕj(x). (51)
with the eigenfunctions ϕj being known as natural orbitals and the eigenvalues nj as their occu-
pation numbers, the one-body density matrix retains the information whether the corresponding
wavefunction Ψ is a Slater determinant or not. For a single Slater determinant the occupa-
tion numbers nj only obtain two values, zero or one, leading to a so-called idempotent density
matrix which satisfies ∫
dyγ(x,y)γ(y,x′) = γ(x,x′). (52)
Those orbitals ϕj which are occupied span the same space as the single-particle orbitals which
compose the Slater determinant. The situation changes drastically when the wavefunction is
comprised of more than one Slater determinant because the occupation numbers become frac-
tional and might have any value between one and zero with their sum being identical to the
particle number N .
In a sense RDMFT has its place somewhere in between single-particle approximations and
wavefunction based methods. With the natural orbitals one still uses single-particle orbitals,
however, the occupations are allowed to be fractional going clearly beyond the single Slater
determinant approximation for the many-body wavefunction.
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1 Introduction
Calculating the electronic properties of solids is not a trivial task, given the fact that the atomic
nuclei and the electrons constitute a complex many-body problem. Therefore, all theories that
deal with these calculations start by adopting the Born-Oppenheimer (adiabatic) approximation,
which simply neglects the movement of the atomic nuclei while evaluating the electronic prop-
erties. This is a pretty good assumption, since the electrons are much lighter than the nuclei
and thus move much faster. One can now focus solely on the electrons, which in itself is a
formidable problem. The electrons interact with the positive atomic nuclei and with each other
via Coulomb forces. Although the former interaction is by no means simple it can be treated,
whereas the latter interaction is impossible to calculate and one must resort to approximations.
Attempts to estimate the electron-electron interaction in solids and calculate the electronic dis-
persion or the total energy of different systems date back to the days of the Thomas-Fermi
model [1, 2], the Hartree approximation [3] and to the X-α method of Slater [4]. The extension
of these ideas which brought a revolution in the parameter-free ab-initio description of complex
electronic structure is known as Density Functional Theory (DFT) and was established by Ho-
henberg and Kohn [5] and Kohn and Sham [6]. This has made it possible to calculate the total
energy of solids, using the electron density, n(r), as the key variable (for magnetic systems one
has also to consider the magnetization density, m(r)). In this chapter the Density Functional
Theory will be described in more detail.
2 Electronic density instead of the wavefunction
The basic ideas of DFT will be presented here by considering a non-magnetic system with spin
degeneracy first, while the spin polarized case will be discussed subsequently.
2.1 The Hohenberg-Kohn theorem
DFT is based on two theorems that provide the basis for the substitution of the many-body
wavefunction with an electronic density in a description of a quantum-mechanical system.
Theorem 1 For a given external potential v, the total energy of a system is a unique functional
of the ground state electron density.
To prove this we consider a Hamiltonian, Hˆ = Tˆ + Vˆ + Vˆee, where Tˆ represents the kinetic
energy of the system, Vˆ the interaction of the electrons with an external potential (including
the potential coming from the atomic nuclei in the solid) and Vˆee the electron-electron inter-
action. The solution to this Hamiltonian results in a ground state many body wave function
Ψ(r1, r2, ....rN) (for N electrons), and we have
HˆΨ = E0Ψ. (1)
The electron density can be calculated from
n(r) =
〈
Ψ
∣∣∣∣∣
N∑
i=1
δ(r− ri)
∣∣∣∣∣Ψ
〉
, (2)
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and the interaction Vˆ is written as V =
∫
n(r)vext(r)d
3r, where vext(r) is the external potential.
What follows is the proof that two different external potentials vext(r) and v′ext(r) must give rise
to different ground state electron densities. For a system with potential v′ext(r) we have
Hˆ ′Ψ′ = E ′0Ψ
′. (3)
From the variational principle it follows that
E0 = 〈Ψ | Hˆ | Ψ〉 < 〈Ψ′ | Hˆ | Ψ′〉. (4)
By adding and subtracting v′ext(r) on the rhs. of Eqn. 4 we obtain
〈Ψ′ | Hˆ | Ψ′〉 = 〈Ψ′ | Hˆ ′ + Vˆ − Vˆ ′ | Ψ′〉 (5)
= E ′0 +
∫
n′(r)(v(r)− v′(r))d3r.
Combining the expressions in Eqns. 4 and 6 gives
E0 < E
′
0 +
∫
n′(r)(v(r)− v′(r))d3r. (6)
A similar argument, starting from the expression
E ′0 = 〈Ψ′ | Hˆ ′ | Ψ′〉 < 〈Ψ | Hˆ ′ | Ψ〉, (7)
results in
E ′0 < E0 +
∫
n(r)(v′ext(r)− vext(r))d3r. (8)
Adding Eqn. 6 and 8 and assuming n′(r) = n(r) one obtains
E0 + E
′
0 < E
′
0 + E0, (9)
which is clearly wrong. Hence n′(r) 6= n(r) and we conclude that two different potentials,
vext(r) and v′ext(r) give rise to different densities n(r) and n
′(r). Therefore, knowledge of
the electron density, n(r), implies that it was calculated from a Hamiltonian with a specified
external potential vext(r). As the kinetic energy, Tˆ , and electron-electron interactions, Vˆee,
are known and specified one concludes that knowledge of the ground state electron density
determines the entire Hamiltonian and hence the ground state energy, which proves Theorem
1. One can thus express a functional relationship between the ground state energy and the
corresponding electron density as
E[n(r)] = T [n(r)] + V [n(r)] + Vee[n(r)]. (10)
The second important theorem of DFT is
Theorem 2 The exact ground state density minimizes the energy functional E[n(r)].
To prove Theorem 2 one starts from Theorem 1 and for a given external potential v0(r) writes
Ev0 [n(r)] = 〈Ψ[n(r)] | Tˆ + Vˆee + Vˆ0 | Ψ[n(r)]〉, (11)
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where the subscript v0 indicates that this is the energy functional for a system with external
potential vext = v0(r). Since the ground state density specifies the Hamiltonian, it also specifies
the wave function (of the ground state and of excited states) and hence the notation Ψ[n(r)].
If the ground state electron density is denoted by n0(r), the ground state can be expressed as
Ψ[n0(r)]. From the variational principle one again obtains
〈Ψ[n0(r)] | Tˆ + Vˆee + Vˆ0 | Ψ[n0(r)]〉 < 〈Ψ[n(r)] | Tˆ + Vˆee + Vˆ0 | Ψ[n(r)]〉, (12)
which can also be expressed as
Ev0 [n0(r)] < Ev0 [n(r)], (13)
i.e., the ground state density minimizes the energy functional E[n(r)], which is what Theorem
2 states. If one would now have an explicit form for E[n(r)] they could go ahead and minimize
it with respect to the electron density and in this way calculate the ground state energy. Unfor-
tunately, due to the complexity provided by the electron-electron interactions, approximations
are necessary to obtain an explicit expression for E[n(r)].
2.2 DFT for spin polarized systems
The reasoning applied to the non-magnetic systems can be extended to the spin polarized ones,
and it can be shown that the ground state energy is a unique functional of the electron and
magnetization density, n(r) and m(r), with
m(r) = −µB
〈
Ψ
∣∣∣∣∣σ
N∑
i=1
δ(r− ri)
∣∣∣∣∣Ψ
〉
. (14)
Here, µB is the Bohr magneton and σ is the vector of Pauli matrices. The proof of this is quite
similar to the proof outlined above. One starts by modifying the Hamiltonian to include an
external magnetic field, Bext(r), so that the Hamiltonian becomes Hˆ = Tˆ + Vˆee + Uˆ , where
U =
∫
[vext(r)n(r)−Bext(r) ·m(r)] d3r. (15)
Based on the variational principle, similar to the discussion around Eqns. 4-6, one arrives at
E0 < E
′
0 +
∫
n′(r)[vext(r)− v′ext(r)]d3r −
∫
m′(r)[Bext(r)−B′ext(r)]d3r (16)
and
E ′0 < E0 +
∫
n(r)[v′ext(r)− vext(r))d3r −
∫
m(r)(B′ext(r)−Bext(r)]d3r. (17)
Assuming that n(r) = n′(r) and m(r) = m′(r), and adding Eqns. 16 and 17 the same absurd
result as in the discussion of spin degenerate systems, i.e. Eqn. 9 follows, and one must draw
the conclusion that n(r) 6= n′(r) and m(r) 6= m′(r). Hence, for magnetic systems the ground
state energy is a unique functional of the electron density and the magnetization density.
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2.3 Thomas-Fermi approximation
Within the Thomas-Fermi (TF) approximation the electrons are considered to be independent
and the electron-electron interaction energy between them comes only from the electrostatics:
Ees[n] =
e2
2
∫
dr
∫
dr′
n(r)n(r′)
|r− r′| . (18)
Also, the kinetic energy is assumed to be of the form:
T [n] =
∫
t[n(r)] dr, (19)
where t[n] is the kinetic energy of a system of independent electrons with density n, which is
given by:
t[n] =
2
(2pi)3
∫
k<kF
~k2
2m
dk. (20)
The density can be related to the magnitude of the Fermi Bloch vector kF via:
2 · 4pi
3
· k3F
(2pi)3
= n. (21)
This gives for the kinetic energy
T [n] = Ck
∫
n5/3(r) dr, (22)
with Ck = 3~2(3pi2)2/3/10m. We are ready now to minimize the total energy functional E[n]
under the condition that the number of electrons is constant:∫
n(r) dr = N. (23)
Applying the method of Lagrange multipliers we seek for a minimum of
E[n] + λN = T [n] + Ees[n] +
∫
n(r)[v(r) + λ] dr, (24)
which results in the following Euler equation (Thomas-Fermi equation):
5
3
Ckn(r)
2/3 + e2
∫
n(r′)
|r− r′| dr
′ + v(r) + λ = 0. (25)
The Thomas-Fermi approximation, although it was used frequently in the past, has severe draw-
backs. Eventhough it provides a comparatively good approximation to the charge density in
some cases, it can be shown that the TF charge density is infinite at the nuclei, and it decays as
r−6 away from them, and not exponentially. Moreover, within the TF approximation the bind-
ing of molecules or solids cannot be achieved, and the periodicity in the properties of solids
with respect to the nuclear number is not reproduced. The TF approach also never leads to
ferromagnetism [7]. Despite all the negative sides of this approximation, it was of considerable
interest in the past since it presents an exact solution in the limit of infinite nuclear charge.
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3 The Kohn-Sham equations
How do we use DFT now to describe a solid? In the approach Kohn and Sham took, one starts
with a simple non-interacting electron system where the part of the Hamiltonian describing
electron-electron interactions, Vee, is absent. In this case the electrons which move in the field
of an external potential which, for reasons that will be obvious below, will be called “effective”
potential vs, are solutions to a one-electron Schro¨dinger equation,(
−∇
2
2
+ vs
)
ϕi = iϕi. (26)
There is an infinite number of solutions to this equation that are labeled by the subscript i. From
Eqn. 26 one can calculate an electron density from the lowest lying one-particle (op) states. If
there are N electron states which are solutions to Eqn. 26 one simply calculates the one-particle
(a label introduced to show that there are no electron-electron interactions considered) electron
density from
nop(r) =
N/2∑
i=1
2 | ϕi(r) |2, (27)
where the factor 2 comes from spin degeneracy. In this case the energy functional which de-
scribes the total energy of the N electrons may be written as,
Eop[nop(r)] ≡ Top[nop] + vs[nop] (28)
=
N/2∑
i=1
〈
ϕi(r)
∣∣∣∣ −∇22
∣∣∣∣ϕi(r)〉+ ∫ nop(r)vs(r) dr,
and the electron density which minimizes this functional is obtained from the requirement that
the energy functional is stationary for small variations of the electron density around the ground
state density. This can be written as
0 = δEop = Eop[nop(r) + δnop(r)]− Eop[nop(r)], (29)
which may also be written as
0 = δTop[nop] +
∫
δn(r)vs(r) dr. (30)
Carrying out the minimization in Eqn. 30 leads to Eqn. 26. Thus, the independent particles
which are the solution to Eqn. 26 give rise to a density which minimizes the total energy ex-
pression of independent particles in Eqn. 29. The reason for introducing Eqns. 26 to 30 is
motivated by the fact that they can be solved, at least approximately, to within a desired accu-
racy. More important, however, is the fact that they can, via the Kohn-Sham approach, be used
to actually calculate the ground state energy of a “real” interacting electron system. The basic
principle of the Kohn-Sham approach is now to assume that one can find an effective potential,
vs, so that nop(r) = n(r) where n(r) is the electron density of the fully interacting system.
Since we know that the total energy of a system is uniquely determined by the electron density,
it seems to be an efficient route to obtain the correct electron density from a one-electron like
problem.
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The question now is how to determine vs, so that nop(r) becomes equal to n(r). To do this one
rewrites the energy functional in Eqn. 10 as
E[n(r)] = Top[n(r)] +
∫
n(r)vext(r) dr (31)
+
e2
2
∫ ∫
n(r) · n(r′)
| r− r′ | dr dr
′ + Exc[n(r)]
(since it is required that nop(r) should be equal to n(r) in the expression above, for simplicity,
the subscript op on the right hand side was skipped). In Eqn. 31 the one-particle kinetic energy
functional instead of the true kinetic energy functional of Eqn. 10 was introduced. The elec-
trostatic electron-electron interactions are contained in the so-called Hartree term (third term
on the right-hand side). This term we saw already in the Thomas-Fermi approximation Eq. 18.
The remaining electron-electron interactions and the corrections to the kinetic energy are gath-
ered in the exchange-correlation term Exc. Hence in order to make Eqn. 31 equal to Eqn. 10
one must introduce a correcting term, and this is what the exchange and correlation energy,
Exc[n(r)], does. Since the first three terms on the right hand side of Eqn. 31 are possible to
calculate numerically, in this way the problem of the complexity of the fully interacting system
is mapped into the problem of finding the exchange and correlation functional. Using the ansatz
for the total energy we can rewrite Eq. 29 as follows:
0 = δTop[n] +
∫
dr δn(r)
[
vext(r) +
∫
e2
n(r′)
| r− r′ | dr
′ +
δExc[n(r)]
δn(r)
]
, (32)
from which the vs can be readily identified:
vs(r) = vext(r) +
∫
e2
n(r′)
| r− r′ | dr
′ +
δExc[n(r)]
δn(r)
. (33)
So far the exact exchange and correlation functional which would make Eqn. 31 hold for all
densities and all systems, was not found. However, for a uniform electron gas one can calculate
Exc[n(r)] for all values of the electron density and thus parametrized forms of Exc[n(r)] as a
function of n(r) can be built. Strictly speaking, this can be done in the high electron density
limit [8] and in the low electron density limit [9]. Interpolation between these two limits gave
rise to parametrized forms of the exchange and correlation functional of a uniform electron
gas for all values of the density [9]. However, this interpolation in modern electronic structure
calculations replaced by approaches which are based on quantum Monte-Carlo simulations for
the intermediate values of the electron gas [10].
3.1 The local density approximation (LDA)
The local density approximation (LDA) assumes that the parametrizations of the exchange-
correlation energy worked out for the case of uniform electron gas work even in cases when the
electron gas is not uniform, but varies in space, as it does in a solid, surface or interface. In the
frame of this approximation, the expression
Exc[n(r)] =
∫
xc [n(r)]n(r) dr, (34)
for the exchange-correlation energy is introduced, where xc[n(r)] is named the exchange-
correlation energy density. In a parametrized form its dependence on n(r) is relatively simple
A2.8 Marjana Lezˇaic´ and Yuriy Mokrousov
and may, for example, be found in Ref. [11]. Armed with an (approximate) expression for the
ground state energy functional and in analogy with Eqns. 29 and 30 the ground state density
can be determined from this functional by requiring that the functional (Eqn. 31) is stationary
for small variations of the electron density around the ground state density. As a result, an
expression which is quite similar to Eqn. 33 follows:
vs(r) = vext(r) +
∫
e2
n(r′)
| r− r′ | dr
′ + µxc(n(r)), (35)
where
µxc(n(r)) =
δ(Exc[n(r)])
δn(r)
= xc[n(r)] + n(r)
∂(xc[n(r)])
∂n(r)
. (36)
Eqn. 26 should be solved now with the effective potential specified by Eqn. 35. Since the
effective potential to be used in Eqn. 26 depends on the electron density, the property that
should be calculated, one has to perform a self-consistent calculation where an initial electron
density is more or less guessed and an effective potential is calculated from Eqn. 35. This
potential is then used to solve Eqn. 26 and a new electron density is calculated from Eqn. 27,
which is then put back into Eqn. 35. This procedure is repeated until convergence is obtained,
i.e. until the density does not change appreciably with successive iterations. In practice, one
mixes the electron density which is the output of Eqn. 27 with the electron density which is
in input for that particular loop in the self-consistency iterational procedure before one takes
this mixed density and puts it in Eqn. 35. The whole procedure of mixing is quite complex
where many suggestions of how to achieve self consistency with as few iterations as possible
have been suggested [12, 13]. Once a self consistent electron density has been found one can
calculate the ground state energy of the Kohn-Sham (LDA) energy functional (via Eqn. 31) and
hence one of the main goals in electronic structure calculations has been achieved.
3.2 Exchange-correlation energy
One of the key points of the Kohn-Sham approach is building a correspondence between the
density of the real system and the density of as system of non-interacting particles in an effective
potential, governed by equations which can be solved in principle exactly for systems of great
complexity. In order to inspect this correspondence, we consider a two-particle interaction
λ
|r− r′| , (37)
where we can tune by hand parameter λ from 0 = non-interacting case, to 1 = real system. We
have to do this in the presence of another external potential Vλ, which keeps the density of our
imaginary system constant. The Hamiltonian of our λ-system reads:
Hλ = −∇
2
2
+ vext + Vλ + V
λ
ee, (38)
where V λee is the λ-scaled Coulomb interaction of the form above. Remarkably, the exchange-
correlation energy for λ = 1 can be expressed as [14]:
Exc =
1
2
∫
drn(r)
∫
dr′
nex(r, r
′ − r)
|r− r′| , (39)
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Fig. 1: Left: exchange part nx(r, r+R) of the exchange-correlation hole defined in Eq. 40 for
Ne atom at |r| = r = 0.09 a.u. Note that |R| = R. Right: corresponding spherical average
of the exchange hole which enters Eq. 41. Solid line − exact result, dotted line − LDA result,
dashed line − SIC-corrected LDA result. As can be seen, large difference between the exact
and LDA exchange hole apparent in the left figure does not result in large difference between
corresponding spherically-averaged values. Adapted from [15].
where the so-called exchange-correlation hole is given by:
nex(r, r
′ − r) := n(r′)
∫ 1
0
(g(r, r′, λ)− 1) dλ, (40)
and it describes an effect of repulsion of electron at point r′ felt due to the presence of electron
at point r. Function g(r, r′, λ) above is the pair correlation function of the system with density
n(r) and Coulomb interaction due to V λee. It can be shown that g(r, r
′, λ) tends to unity as the
distance between r and r′ increases. We can thus roughly say that the energy Exc given by
Eq. 39 stands for the short-range part of the Coulomb interaction, while the long-range part
of it is reflected in the electrostatic part of the total energy, the expression for which we know
exactly. An example of how an exchange-correlation hole looks like in real space is presented in
Fig. 1 for a Neon atom. As can be seen in this figure, the LDA approximation for the exchange-
correlation hole is in drastic difference to the exact result for its distribution. A reasonable
question to ask is how can the local density approximation produce reasonable results given
such a poor description of the exchange-correlation hole?
This question can be answered by writing R = r′ − r, and rewriting Eq. 39 in the following
way:
Eex =
1
2
∫
drn(r)
∫ ∞
0
dRR2
1
R
∫
dΩnxc(r,R), (41)
where dΩ stands for an infinitesimal solid angle. The latter expression points out to the fact,
that, although the description of non-spherical components of nex(r,R) can be very imprecise,
we can still get a very good estimate for Eex, since it depends only on the spherical average
of the exchange-correlation hole. See for example the comparison of the spherically averaged
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exact and LDA exchange-correlation holes presented in Fig. 1. The difference between the
left and right parts of this figure, as far as the comparison between the curves is concerned,
is drastic. Finally, from the definition of the pair-correlation function one can deduce that the
so-called sum rule, which should be satisfied for each r:∫
dr′ nxc(r, r′ − r) = −1. (42)
This means that for each r we can introduce the radius of the exchange-correlation hole:〈
1
R
〉
r
= −
∫
dR
nxc(r,R)
R
, (43)
with the consequent expression for the exchange-correlation energy in terms of the r-dependent
radius:
Eex =
1
2
∫
drn(r)
〈
1
R
〉
r
. (44)
This emphasizes again that Eex depends very loosely on the exact distribution of the exchange-
correlation hole in real space.
3.3 Kohn-Sham equations for spin-polarized systems
At the end of the previous section it was shown that for magnetic systems the ground state
energy may be written as a unique functional of the electron density and of the magnetization
density. An alternative way of expressing this is to state that there is an energy functional which
depends both on the majority and the minority spin density (since n(r) = n↑(r) + n↓(r) and
m(r) = n↑(r)−n↓(r))2 and the energy functional can be written as E[n↑(r), n↓(r)]. Following
arguments similar to the ones around Eqn. 31, one obtains a Kohn-Sham scheme for spin-
polarized systems through
E[n↑(r), n↓(r)] = Top[n↑(r), n↓(r)] +
∫
n(r)vext(r)d
3r (45)
+
1
2
∫ ∫
e2
n(r) · n(r′)
| r− r′ | d
3rd3r′ + Exc[n↑(r), n↓(r)].
In a real solid the preference for occupying one spin channel (to some degree) more than the
other is traditionally explained as due to the exchange interaction and the driving force for it is
the electron-electron interaction in the Hamiltonian. Hence in the spin-polarized Kohn-Sham
scheme this necessarily means that the exchange and correlation potential, which is supposed
to absorb all complex electron-electron interactions, must depend both on the charge and the
spin (magnetization) density. Turning again to studies on the uniform electron density is useful
and parametrizations for Exc[n↑(r), n↓(r)], as a function of n↑(r) and n↓(r), have been made.
Proceeding analogously to the discussion around 26 and 27, one analyzes a one-particle Hamil-
tonian with spin up (down) effective potentials,(
−∇
2
2
+ v↑(↓)s
)
ϕ
↑(↓)
i = 
↑(↓)
i ϕ
↑(↓)
i , (46)
2This approach, however, simplifies the situation somewhat since the magnetization density is a vector property
with both magnitude and direction. In this analysis it is assumed that the magnetization is pointing only in one
direction, the z-direction, of the system and only its magnitude is considered.
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where the electron density for electrons with a given spin is obtained from
n↑(↓)op (r) =
∑
i=1
| ϕ↑(↓)i (r) |2 . (47)
Repeating the discussion which led to Eqn. 35, with the only modification that one now requires
the energy functional to be stationary with regard to both the spin up and the spin down density,
leads to effective potentials which are different for the two spin directions due to differences in
the exchange and correlation potential,
v↑(↓)s (r) = v(r) +
∫
e2
n(r′)
| r− r′ |d
3r′ + µ↑(↓)xc (n
↑(r), n↓(r)), (48)
where the exchange-correlation potential is defined similar to Eqn. 36 as
µ↑(↓)xc (n
↑(r), n↓(r)) =
δExc[n
↑(r), n↓(r)]
δn↑(↓)(r)
. (49)
Hence, the simplest forms of spin polarized calculations treat the spin up and spin down elec-
trons separately and for every iteration in the self consistent loop one solves a Kohn-Sham
equation for both spin directions. The spin up and spin down densities are then calculated by
occupying the N lowest (spin up or spin down) eigenvalues of the separate two Kohn-Sham
equations. Since for a given v↑s(r) which may be different from v
↓
s(r) there may be more spin
up states, ↑i than spin down states, 
↓
i , which have an energy lower than the highest occupied
state (the Fermi level, EF ) it is clear how spin polarization might occur. With a self consis-
tent spin and magnetization density the magnetic moment is calculated as
∫
m(r)d3r (in Bohr
magneton units) and the total energy may be calculated from Eqn. 45.
3.4 The Generalized Gradient Approximation (GGA)
Within the LDA the exchange-correlation energy functional can be written in terms of the
εxc(n
↑, n↓), which is the exchange-correlation energy density per particle of an electron gas
with uniform spin densities n↑, n↓ and n = n↑ + n↓. This approximation is most appropriate
when the spin densities vary slowly in space. However, this condition is not really satisfied
in real atoms, molecules and solids, and we have attempted to explain why LDA often leads
to a very good description of such systems by referring to the insensitivity of the exchange-
correlation energy on the details of the exchange-correlation hole. Nevertheless, rigorously
speaking, the next level of approximation which could also explicitly take into account the spa-
tial variation of the density would be the approximation to the exchange-correlation functional,
which is called the generalized gradient approximation (GGA), of the form:
EGGAxc [n
↑, n↓] =
∫
f(n↑, n↓,∇n↑,∇n↓) dr. (50)
We note that while different LDAs are simply different parametrizations, different GGAs are in
fact different exchange-correlation functionals. A lot of research has been conducted in order to
find expressions for f which would compare well with many other functionals and experiments
over wide ranges of materials. One of the most successful and practically popular suggestions
for f was made by Perdew, Burke and Erzernhof (PBE functional) [16].
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3.5 Some practical aspects in solving the Kohn-Sham equations
3.5.1 Systems with translational symmetry
In the procedure of solving the Kohn-Sham equations in systems with translational invariance,
several simplifications can be used due to this symmetry [17]. The discussion here will concern
the bulk calculations, but the conclusions can also be applied to the lower dimensional systems,
like thin films or nanowires, in the directions in which the translational symmetry is preserved.
First of all one normally assumes in a bulk material that the potential which enters Eqn. 46 is
periodic, i.e. v↑(↓)s (r) = v
↑(↓)
s (r+R), where R is a translation vector (a Bravais lattice vector)
of the solid. This periodic boundary condition leads to Bloch’s theorem [17] which states that
as an effect of the periodicity of the bulk material the one-electron wave function must obey the
condition
ϕ
↑(↓)
i,k (r+R) = e
ik·Rϕ↑(↓)i,k (r), (51)
where k is a vector of reciprocal space.3 Due to the translation symmetry one has only to con-
sider k-vectors which lie inside the first Brillouin zone4 when looking for solutions to Eqns. 46-
48 [17]. In addition one can solve the Eqns. 46-48 for each k-vector being separate and indepen-
dent of the others. However, the dependence of the one-electron wave function on k makes the
calculation of the one-electron density somewhat more complex since a sum over all possible
k-vectors has to be included, and Eqn. 47 is in a crystal replaced by
n↑(↓)op (r) =
∑
i
∑
k
| ϕ↑(↓)i,k (r) |2 . (52)
Similarly, in the calculation of the total energy, Eqn. 45, one needs to calculate the sum of
Kohn-Sham eigenvalues i (Eqn. 26),
Eeig =
∑
i
∑
k
i,k, (53)
since Top = Eeig −
∫
vs(r)n(r)d
3r. In principle, all k-vectors inside the first Brillouin zone
(BZ) should be considered in the sums in Eqns. 52 and 53, but since this number is enormous
one would like to replace the sum with an integral. However, if one does not have an analytic
dependence of the Kohn-Sham eigenvalues on k, a way to approximate Eqn. 53 must be found.
In order to do this it is useful to introduce the concept of density of states (DOS), which can be
calculated from
D(E) =
∑
i
1
8pi3
∫
BZ
δ(E − ik)d3k. (54)
With this definition of the DOS one can calculate the eigenvalue sum from
Eeig =
∫ EF
−∞
ED(E)dE. (55)
The expressions 54 and 55 can be combined into
Eeig =
∑
i
∫ ∞
−∞
Ef(E)
1
8pi3
∫
BZ
δ(E − ik)d3kdE, (56)
3Reciprocal space is spanned by the vectors Gi, defined as Gi · Rj = 2piδij , where V is the volume of the
primitive cell of the Bravais lattice.
4Moreover, when the system under consideration additionally possesses a point group symmetry, only the
irreducible wedge of the first Brillouin zone (determined by the symmetry) has to be considered.
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where f(E) is a step function which attains the value one below the Fermi energy and zero
above. Finally, the Eq.56 is solved on a k-points mesh, distributed as to fulfill the symmetry
of the space-group. The integral over the Brillouin zone can then be calculated as a weighted
sum over the bands, i, and the discrete set of sampled k-points, kj , with weight functions, wji.
Several methods can be used for interpolation of the eigenvalues between the k-points of the
sample, like the linear tetrahedron method [18], the modified tetrahedron method [19], or the
Gaussian broadening method [20].
3.5.2 Andersen’s Force Theorem
It is quite often that one needs to calculate the difference in total energies between an initial
and a slightly perturbed state. Andersen’s force theorem claims that when the perturbation of
the densities n(r), m(r) is small, the difference can be calculated as a difference in the sums
of the eigenvalues of the two states (Eqn. 53). This can be shown as follows (for more details
see [21]). The total energy can be written as
E =
∫ EF
−∞
ED(E)dE − Er, (57)
where D(E) is the density of states and the first term on the right hand side (called the band
term) stands for the eigenvalues sum, Eeig (Eqn. 55). The term Er includes all the other con-
tributions to the total energy and can be easily explicitly obtained from Eqn. 45 with Top =
Eeig −
∫
vs(r)n(r)d
3r. The perturbation will cause some changes in the system and we assume
these changes to be parametrized by a set of quantities {Xi}. The total energy is then a function
of these parameters and the aim is to calculate
δE =
∑
i
δE
δXi
δXi. (58)
Consider now a perturbation specified by a set of parameters {∆Xi}. The system can be led
to self-consistency in two steps. First, the effective potential is held fixed and the Schro¨dinger
equation is solved (for the new set of parameters {Xi + ∆Xi}), giving rise to a new density and
new energy eigenvalues. This variation we shall denote as δ1. In the second step the potential
is allowed to relax to self-consistency, with the same parameter set {Xi + ∆Xi}. Denoting this
variational step as δ2, we can write the complete variation as δ = δ1 + δ2. Then, the change in
the band term in Eqn. 57 is
δEeig = δ1Eeig + δ2Eeig, (59)
and the change of the total energy is
δE = δ1Eeig + δ2Eeig − δEr. (60)
After writing out the term δEr and applying the first-order perturbation theory for the term
δ2Eeig [22], one finally obtains
δE = δ1Eeig −
∫
δΩ
n2
dxc
dn
δS · dS, (61)
where dS is the surface element and δS describes the change in the volume Ω in the sense that
a point S is taken to S+ δS by the perturbation.
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N 
N-1 N N+1 N+2 
Fig. 2: Sketch of the total energy profile as a function of number of electrons in a generic atomic
system in contact with a reservoir of electrons. Adapted from [23].
The Eqn. 61 is known as Andersen’s force theorem and it’s basic message is that in a linear
approximation, the interaction drops out of the total energy change. The self-consistency step
can therefore be ignored except for the surface term in the case of the volume change. Therefore,
we came to a very important conclusion which can save a lot of computational effort: when
there is a small perturbation in the system, during which there is no change of the volume, the
difference in the total energies of the initial and the perturbed state can be substituted with the
difference of the sums of eigenvalues of these two states.
4 Away from LDA and GGA
4.1 Self-interaction correction
It was noticed early on, that the Hartree electrostatic energy Ees given by Eq. 18 contains a
contribution due to a spurious interaction of an electron with itself, i.e., the self-interaction.
Naive thinking would lead us to a conclusion that self-interaction should be compensated by a
part of the exchange-correlation energy in Eq. 31. This is indeed not so far from the truth: for
example for a one-electron hydrogen atom which should have zero electron-electron interaction
up to 95% of the electrostatic energy is compensated by exchange-correlation energy [24]. What
do remaining 5% come from?
Imagine that our system is in contact with a reservoir of electrons. This means that our system
can exchange an integer number of electrons with its environment at all times. A situation of
a fractional number of electrons in our system can be described statistically, so that the total
energy of a system with N +  electrons, where 0 <  < 1, can be described as [25]
EN+ = (1− )EN + EN+1, (62)
where EN and EN+1 are the total energies of the system with integer number N and N + 1
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electrons. Similarly, the density of the system with N +  electrons is given by:
nN+ = (1− )nN +  nN+1 (63)
The total energy as a function of the occupation number constructed in such a way is a sequence
of line segments of constant slope, Fig. 2, with the discontinuity of the slope and values of the
slope from opposite sides of an integer occupation corresponding to the respective ionization
potential. This is how the exact DFT total energy behaves.
Let us examine closer the case of a system with the fractional charge of 0 <  < 1, which gives
n =  n1, where n1 is the density of our system with one electron. For such a system there is
no electron-electron interaction, which means that
Exc[n] = −Ees[n]. (64)
Since Ees involves a product of the density with itself, clearly, the latter condition can be for-
mulated as:
Exc[ n1] = −2Ees[n1]. (65)
It can be shown that in LDA this exact equality is not satisfied [26]:
ELDAxc [ n1] < −2Ees[n1]. (66)
The approximative nature of LDA results in a total energy curve which, away from integer val-
ues of electrons, has an unphysical slope as a function of electron occupation (see for example
Fig. 2, where a spurious minimum of the LDA curve is acquired far away from the correspond-
ing minimum of the exact DFT total energy). The difference between the exact DFT curve and
its LDA or GGA approximation stems from the self-interaction error and is at the core of many
problems of the LDA, including the failure in description of strongly-correlated materials (see
also further) [23].
Very often the difference between the exact DFT and the LDA total energy at fractional oc-
cupation is called the delocalization error, which underlines the tendency of the local density
approximation to delocalize electrons in the system. To understand this better, consider an ex-
ample of H+2 molecule. It is known that while the LDA describes the chemical bond rather well,
it fails completely at a very large separation between the H atoms, resulting in a system with a
very delocalized electron, which is effectively equivalent to two half-occupied H atoms at the
dissociation limit, with a very low total energy. The reason for this is exactly the delocalization
error, which pushes each single hydrogen atom toward the lower energy which is acquired at
fractional occupation. We can thus say that the delocalization error tends to push the localized
initially electrons away from the atoms on which they are localized, which results in lowering
of the energy and electron delocalization.
Let us turn for a moment to the Hartree-Fock (HF) approximation. Within this approximation,
we have orbitals ψiσ with occupation numbers fiσ and spin σ = (↑, ↓) and the charge density is
constructed as follows:
n(r) =
∑
iσ
niσ(r) =
∑
iσ
fiσ|ψiσ(r)|2. (67)
In HF approximation, the energy of interaction between the electrons is given by the sum of
two terms, the electrostatic energy Eq. 18, and an exchange energy:
EHFx = −
1
2
∑
ijσ
fiσfjσ
∫
dr
∫
dr′
ψ∗iσ(r)ψ
∗
jσ(r
′)ψjσ(r)ψiσ(r′)
|r− r′| . (68)
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Clearly, the i = j terms in EHFx cancel completely the self-interaction part of Ees[n], which
means that the HF approximation is self-interaction-free. And although the HF approximation
works quite badly for solids, partially due to the fact that it neglects the correlation completely,
its inspection leads us to a correct conclusion that in the DFT-based schemes presented above the
only partial cancellation of self-interaction occurs due to approximations made on the exchange-
correlation energy functional and utilization of the local one-electron potential in Kohn-Sham
equations.
The most natural way to fight the self-interaction problems is to introduce an orbital-dependent
exchange-correlation functional [15], which, given an approximation E0xc to the true exchange-
correlation functional (e.g. LDA), reads:
ESICxc := E
0
xc[n
↑, n↓]−
∑
iσ
δiσ, (69)
where
δiσ = Ees[niσ] + E
0
xc[niσ, 0]. (70)
The role of “parameters” δiσ is that of self-interaction correction of corresponding orbitals.
Given an exact exchange-correlation functional the self-interaction correction (SIC) vanishes.
The self-interaction correction from above can be also put into self-consistency with the corre-
sponding Kohn-Sham equations in which the orbital-dependent effective potential reads:
V SICeff,iσ(r) = vψ
σ
s (r)− e2
∫
niσ(r
′)
|r− r′| dr
′ − µ↑xc[niσ, 0], (71)
where vσs is taken from Eq. 48. Note, that generally the SIC potential is not invariant with
respect to the choice of the orbitals and thus the results of the SIC calculation can depend on
this choice.
The SIC calculations have been intensively performed in the past and are performed very often
also nowadays. The general conclusion is that although the values of the exchange and cor-
relation energies, as well as corresponding exchange-correlation holes, see Fig. 1, are greatly
improved upon considering SIC, this occurs mainly due to localized core electrons, which play
a minor role for many processes taking place between valence electrons. This is due to the
fact that the role of SIC becomes increasingly less important as the degree of localization of
electrons decreases. One of the general observations is that the exchange-correlation potential
becomes more attractive and the eigenenergies are lowered as the SIC is introduced. It can be
also shown that the SIC eigenvalues are in much better agreement with experimental ionization
energies, that the DFT eigenvalues computed without SIC [15]. Importantly, the band gaps in
semiconductors and insulators are described substantially better with SIC.
4.2 LDA + U
One of the most “famous” failures of the LDA lies in description of strongly-correlated materi-
als, which, besides delocalized s- and p-electrons, contain well-localized partially filled d- and
f -shells. Very often treating both types of electrons present in such a material with a unified
single-particle mean-field like LDA approach leads to rather bad results, as far as the single-
particle energies, as well as spin and orbital moments are concerned. This may result even in
an incorrect prediction of the metallic ground state for many insulators. Attempting to cure this
problem via SIC-based methods described above often does not lead to essential improvements.
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A commonly practiced way to fight this problem lies in adding an orbital-dependent single-
particle potential to localized electrons subject to strong correlation, which includes explicitly
the information about the strength of the Coulomb repulsion within the set of problematic states.
Within the so-called LDA+U approach [27], we single out a subspace of states (say d-states for
simplicity) which we want to treat in the Hubbard-like manner, i.e., we want to introduce a d-d
Coulomb interaction via the Hamiltonian:
1
2
U
∑
i 6=j
ninj, (72)
where U is some parameter, the meaning of which we clarify later, and ni is the occupation
number of orbital i from our subspace. The total number of electrons in our subspace is N =∑
i ni. This type of Hamiltonian is able to account for many correlation effects which are missed
within the LDA. This Hamiltonian gives the total Coulomb energy due to d-d interactions as
Edc =
U(N − 1)N
2
. (73)
Since empirically we know that the total Coulomb energy is rather well predicted within the
LDA, in order to introduce a total energy functional which depends on a set of {ni} in a
Hubbard-like picture we have to subtract Edc from the LDA total energy (thus the name double
counting correction, “dc”), and construct the LDA+U total energy functional as follows:
ELDA+U [n, {ni}] = ELDA[n] + 1
2
U
∑
i 6=j
ninj − U(N − 1)N
2
. (74)
This total energy functional will give us correct total energy, but it will modify the single-
particle energies, which are poorly reproduced with LDA. Indeed, the singe-particle energies
can be readily found:
εi =
∂ELDA+U
∂ni
= εLDAi + U
(
1
2
− ni
)
, (75)
reflecting a splitting proportional to U between the occupied and unoccupied states, in analogy
to the lower and upper Hubbard bands within the Hubbard model. The corresponding single-
particle effective potential is also modified to read:
Vi(r) = V
LDA(r) + U
(
1
2
− ni
)
. (76)
Let us try to give now a rigorous meaning to parameter U . Imagine that we are given a density
matrix nˆσ = {nσmm′}, corresponding to localized within atomic spheres d-states with m as
the magnetic number within the d-subspace. Then, in analogy to previous considerations, the
LDA+U total energy functional is written as:
ELDA+U [n, {nσmm′}] = ELDA[n] + EU [{nσmm′}]− Edc[{nσmm′}]. (77)
In the latter expression EU is the rotationally invariant representation of the Hubbard-like
Hamiltonian from above [28]:
EU [{nσmm′}] =
1
2
∑
all
{〈mm′′ |Vee |m′m′′′〉nσmm′n−σm′′m′′′ − (78)
− [〈mm′′ |Vee |m′m′′′〉 − 〈mm′′ |Vee |m′′′m′〉]nσmm′nσm′′m′′′}, (79)
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with the matrix elements of the screened Coulomb interaction Vee among the d-electrons. The
expression for the mean-field double counting corrections in the so-called fully localized limit
reads:
Edc[{nσmm′}] =
UN(N − 1)
2
− 1
2
J
[
N↑(N↑ − 1) +N↓(N↓ − 1)] , (80)
in which Nσ = Tr(nσmm′), N =
∑
σN
σ, while U and J are the so-called screened Coulomb
and exchange parameters. In order to determine the exact values of the matrix elements of
Vee we can assume a completely atomic-like point of view, i.e., since the screened Coulomb
interaction potential can be written around atomic center as a linear combination of spherical
harmonics, we can deduce that
〈mm′′ |Vee |m′m′′′〉 =
∞∑
l′=0
4pi
2l′ + 1
+l′∑
p=−l′
〈lm |Yl′p | lm′〉
〈
lm′′
∣∣Y ∗l′p ∣∣ lm′′′〉F l′ , (81)
where F l are the screened Slater integrals. For 3d electrons, for example, only F 0, F 2 and F 4
play a role, and the parameters U and J can be written as follows:
U = F 0, J =
F 2 + F 4
14
. (82)
The ratio of F 2/F 4 is almost constant among the 3d elements (≈ 0.625). The modifications in
the total energy due to the LDA+U method lead also to the additional contribution to the single-
particle effective potential, which, in addition to the LDA part, contains now also the following
term: ∑
mm′
|lmσ〉V σmm′ 〈lm′σ| , (83)
where V σmm′ can be expressed in terms of {nσmm′}, U , J , and matrix elements of Vee. The
LDA+U addition to the effective potential is manifestly a projection operator, which means that
it depends not only on the density matrix but also on the exact shape of the orbitals chosen to
be treated “differently” from itinerant mean-field like electrons. However, the dependence of
the results on the choice of the orbitals is not as pronounced as one might expect. In practical
applications of the described above scheme the parameters U and J can be computed from
constrained calculations. Also, very often the parameters U and J are treated as independent
parameters used to tune the electronic structure of a considered material to achieve an agreement
with known a priori properties. In the latter case the matrix elements of Vee are deduced from
the density matrix and given U, J-parameters, which allows us to construct the single-particle
potential together with EU and Edc contributions to the total energy.
4.3 Hybrid functionals
As we have seen previously, the Hartree-Fock approximation, although leading to non-local
effective potential, is self-interaction free. In the course of the past years a technique for con-
structing functionals which combine a fraction of non-local HF exchange with local exchange-
correlation functionals has been developed. Such “hybrid” functionals, besides been partially
self-interaction free, were shown to be an essential improvement over LDA and GGA in de-
scribing the properties of band-gap materials. The deep justification for constructing the hybrid
functionals lies in the adiabatic connection formula, which establishes the connection between
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fully interacting case and the fully non-interacting Kohn-Sham system via tuning the interaction
strength λ, as discussed around Eq. 39. In the limit of weak interaction the exchange energy
becomes identical to the HF exchange energy given by Eq. 68, which suggests that a certain
fraction of the HF exchange should be added to the LDA or GGA exchange-correlation func-
tional, leading to the hybrid exchange-correlation functional:
EHY Bex = E
LDA
xc + α
(
EHFx − ELDAx
)
. (84)
By assuming a certain perturbation-theory inspired shape for the adiabatic-connection integrand
Perdew and co-workers deduced the optimal value for α of 0.25. In combination with the
PBE local functional [29] the resulting hybrid functional constructed according to Eq. 84 is
called PBE0 [30]. Further, Heyd and co-workers [31] attempted to decompose the unscreened
Coulomb potential taking place in Eq. 68 into the short-ranged (SR) and long-ranged (LR) parts
following representation:
v(r) =
1
r
=
erf(ωr)
r
+
erfc(ωr)
r
= vLR(r) + vSR(r), (85)
where erf(x) is the error function, erfc(x) = 1 − erf(x), and ω is an adjustable screening
parameter. The hybrid functional constructed following this decomposition is called HSE, and
it reads:
EHSEex = E
PBE
xc + α
(
EHF,SRx (ω)− EPBE,SRx (ω)
)
, (86)
where the screened by an optimized value of ω = 0.15 potential vSR is used in the expression for
the HF exchange in Eq. 68. EPBE,SRx (ω) is the local functional which can be obtained from the
PBE procedure which takes vSR as an input for interaction potential. The motivation behind the
latter expression is due to an empirical observation that, given EPBEx = E
PBE,SR
x + E
PBE,LR
x ,
the long-ranged parts of EPBEx and E
HF
x , i.e. E
PBE,LR
x and E
HF,LR
x respectively, cancel each
other [31]. Moreover, the application of the HSE hybrid functional proved to systematically
improve the band gaps in semiconductors. One of the key features of the hybrid functionals
is that, derived from generally non-local expression for the total energy functional as given
above, the effective Kohn-Sham potential, in addition to the local part contains also a non-local
contribution which presents a significant challenge to compute [32].
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1 Introduction
The electronic properties of an atom, a molecule, or a solid are governed by the many electron
Schrödinger equation
HˆΨk(x1, ...,xN) = EkΨk(x1, . . . ,xN) (1)
with the N -electron wave function Ψk of quantum number k and energy Ek. Each of the N
wave-function arguments xi (i = 1, . . . , N) subsumes space and spin coordinate xi = (ri, si).
For the Hamiltonian Hˆ we employ the Born-Oppenheimer approximation [1], i.e.,
Hˆ =
N∑
i=1
(
−1
2
∇2i −
∑
α
Zα
|ri −Rα|
)
+
1
2
N∑
i,j
i6=j
1
|ri − rj| . (2)
The positions of the atomic nuclei Rα enter the electronic Hamiltonian Hˆ solely as parameters.
Their positive point-charges Zα give rise to an attractive external potential, in which the elec-
trons move. In addition, the electrons interact with each other via the electrostatic Coulomb
interaction. The mutual Coulomb repulsion of the electrons leads to a correlated electron mo-
tion, i.e., the motion of an individual electron is influenced by all other electrons and conversely
it affects the motion of all others electrons. In fact, it is the Coulomb interaction which hampers
and even impedes a direct solution of the Schrödinger equation apart from a few special cases.
In density functional theory a direct solution of the many-electron Schrödinger equation is
avoided by mapping the interacting electron system onto an artificial non-interacting system
whose ground-state electron density coincides by construction with that of the true fully-inter-
acting electron system (for details see lecture A2 of M. Ležaic´).
Wave-function based quantum chemical methods pursue a different approach: instead of map-
ping the interacting Hamiltonian onto a much simpler and solvable auxiliary system they use
the exact many electron Hamiltonian (in the Born-Oppenheimer approximation) and employ
approximations for the many electron wave function Ψk(x1, . . . ,xN). The simplest of these
quantum chemical methods is the Hartree-Fock approach [2], which approximates the many
electron wave function as a single Slater determinant, i.e., a sum of products of one-particle or-
bitals obeying the Pauli principle. The one-particle orbitals are chosen such that the total energy,
the expectation value of the Hamiltonian with the Slater determinant, is minimized giving rise
to a Schrödinger-like equation for the orbitals. Since the Hartree-Fock method is a variational
approach, its energy is a strict upper bound for the true ground-state total energy of the system.
The Hartree-Fock approach forms the basis for a series of more advanced and more accurate
quantum chemical methods, for example Møller-Plesset (MP) perturbation theory [3], the con-
figuration interaction (CI) approach [4], or the coupled cluster (CC) method [5]. MP perturba-
tion theory is based on the Hartree-Fock Hamiltonian and the corresponding Slater determinant.
The difference between the true many electron Hamiltonian Hˆ and the Fock Hamiltonian is
treated as a perturbation. The Hartree-Fock energy and orbitals are improved order-by-order
employing Rayleigh-Schrödinger perturbation theory. In contrast, CI and CC are not pertur-
bative approaches. In the CI method, the many-electron wave function is expanded as a linear
combination of Slater determinants, that are usually formed from the set of occupied and un-
occupied Hartree-Fock orbitals. By taking into account in principle all possible Slater determi-
nants in this expansion CI would yield the exact solution of the problem at hand. In practice,
of course, only a finite number of Slater determinants can be considered leading to an approx-
imate, but systematically improvable, solution of the many electron problem. Similar to the CI
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approach, the CC method writes the many-electron wave function as a superposition of Slater
determinants, but uses an exponential instead of a linear ansatz (as will be explained later).
The aim of this chapter is to give an introduction to the Hartree-Fock method, MP perturbation
theory, the CI and CC approach. The main ideas and basic concepts of the different approaches
should be conveyed. The interested reader is referred to the literature for an in depth discussion
of these approaches. The book of Jensen [6], Szabo and Ostlund [7] as well as the review
articles [8, 9, 10, 11] have served as a basis for this chapter.
2 The electronic wave function
Besides that the N electron wave function Ψ(x1, ...,xN) solves the Schrödinger equation [Eq.
(1)] it has to fulfill additional requirements.2 First of all, the wave function must be square
integrable. Hence, it can be normalized and |Ψ(x1, ...,xN)|2 corresponds to the probability
distribution of finding theN electrons at the positions r1, ..., rN with spin coordinate s1, . . . , sN .
From the indistinguishability of the electrons follows that |Ψ(x1, ...,xN )|2 is the probability of
finding any of theN electrons at position r1 with spin s1, any of the remainingN−1 electrons at
r2 with s2 and so on and so forth. The indistinguishability of the electrons combined with their
fermionic character leads to the Pauli principle. It requires that the wave function Ψ(x1, ...,xN )
is antisymmetric with respect to permutations of (any) two electrons
Ψ(x1, ...,xi, ....,xj , ...,xN) = −Ψ(x1, ...,xj, ...,xi, ...,xN) . (3)
Since the Hamilton operator Hˆ is spin independent, it commutes with the z-component Sˆz =∑N
i Sˆ
i
z and the square Sˆ2 = (
∑N
i Sˆ
i)2 of the total electron spin operator, where Sˆi denotes
the spin operator of the i-th electron. Consequently, the proper N electron wave function has
to be square integrable, antisymmetric with respect to permutations of two electrons, and an
eigenfunction of Sˆz and Sˆ2. When constructing an approximate wave function these conditions
should be taken into account as constraints.
2.1 Representation by Slater determinants
If we disregard the Coulomb interaction between the electrons for a moment the many electron
Hamiltonian becomes a sum of one-particle Hamiltonians hˆ(r)
Hˆ0 =
∑
i
hˆ(ri) (4)
with hˆ(ri) = −12∇2i −
∑
α
Zα
|ri−Rα|
. (The subscript 0 indicates that the electron-electron inter-
action has been neglected.) In this simplified case, a product Ψ0(x1, ...,xN) = ϕi(x1)ϕj(x2)
. . . ϕN(xN) of one-particle spin functions ϕi(x) = ϕi(r)χi(s), each obeying
hˆ(r)ϕi(x) = ǫiϕi(x) (5)
Sˆzϕi(x) = σiϕi(x) (6)
Sˆ2ϕi(x) =
3
4
ϕi(x) , (7)
2The quantum number k of the N electron wave function is suppressed in the following.
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is an eigenfunction of the Hamiltonian Hˆ0. (χi(s) denotes a two component spin eigenfunction
of Sˆ2 and Sˆz with eigenvalue 3/4 and σi = ±1/2, respectively.) Under the premise that the
one-particle functions are square integrable, the product function is square integrable as well.
However, the simple product ansatz violates the Pauli principle. A properly antisymmetric wave
function Ψ0 can be constructed from the one-particle functions through the determinant
Ψ0(x1, . . . ,xN) =
1√
N !
∣∣∣∣∣∣∣∣∣
ϕi(x1) ϕi(x2) . . . ϕi(xN)
ϕj(x1) ϕj(x2) . . . ϕj(xN)
.
.
.
.
.
.
.
.
.
ϕN(x1) ϕN(x2) . . . ϕN(xN)
∣∣∣∣∣∣∣∣∣
, (8)
where the factor 1/
√
N ! guarantees the normalization of the wave function. Such a wave func-
tion is called a Slater determinant. It changes its sign if two electrons are permutated. Moreover,
the determinant vanishes if two electrons occupy the same orbital. As a shorthand notation for
the Slater determinant we introduce the abstract notation |ϕiϕj . . . ϕN〉. If we refer to a simple
product of one-particle orbitals without symmetrization we write |ij . . . N〉.
While Slater determinants formed from one-particle spin orbitals are eigenfunctions of Sˆz with
eigenvalue M = 1
2
(N↑ − N↓), where N↑ and N↓ denote the number of spin-up and -down
electrons, respectively, they are in general no eigenfunctions of the operator Sˆ2. However, one
can build a linear combination of Slater determinants with the same spatial orbitals but different
spin configurations such that the sum is an eigenfunction of Sˆ2 [12]. These linear combinations
are called spin-adapted Slater determinants or configuration state functions. For the rest of the
manuscript we restrict ourselves to the simple case of an even number of electrons N , where
the N/2 = N↑ = N↓ spatial orbitals are doubly occupied. In this special case, the single Slater
determinant is a eigenfunction of Sˆ2 with eigenvalue S = 0, i.e., it corresponds to a singlet
state.
At first glance the construction of a (single) Slater determinant from one-particle spin func-
tions seems of very little practical use since it is only a solution of the many electron Hamil-
tonian if the electron-electron interaction is neglected. However, provided that the set of one-
particle functions {ϕp(x)} is complete, the space spanned by all possible Slater determinants
constructed from these one-particle orbitals forms a complete basis for expanding the antisym-
metric, interacting N electron wave function Ψ(x1, . . . ,xN). In other words, each interacting
many-electron wave function can be represented exactly by a sum over Slater determinants, if
the one-particle orbitals used to construct the Slater determinants are complete.
2.2 Second Quantization
The calculation of Hamiltonian matrix elements between Slater determinants using its basic
definition [Eq. (8)] is a laborious task, but in principle possible. Yet, it can be significantly
facilitated by exploiting the formalism of second quantization. The latter has been already in-
troduced and discussed in the lecture B1 of E. Koch. Here, we briefly summarize the main
aspects necessary for deriving and understanding wave-function based quantum chemical ap-
proaches.
The many-electron Hamiltonian Hˆ in second quantization becomes
Hˆ =
∑
pq
hpq cˆ
†
pcˆq +
1
2
∑
pqrs
〈pq|rs〉cˆ†pcˆ†q cˆscˆr , (9)
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where the sums run over a complete set of one-electron spin orbitals {ϕp(x)}, hpq denotes the
matrix element 〈p|hˆ|q〉 = 〈ϕp|hˆ|ϕq〉 =
´
ϕ∗p(x1)h(r1)ϕq(x1)dx1, 〈pq|rs〉 is the two-electron
integral defined by 〈pq|rs〉 = ˜ ϕ∗p(x1)ϕ∗q(x2)ϕr(x1)ϕs(x2)
|r1−r2|
dx1dx2 , and cˆ†p and cˆp are so-called
creation and annihilation operators, respectively. For simplicity, we require that the one-electron
spin orbitals are orthogonal.
We define a creation operator by its action on a Slater determinant
cˆ†p|ϕiϕj . . . ϕN〉 = |ϕpϕiϕj . . . ϕN〉. (10)
While in the initial determinant |ϕiϕj . . . ϕN〉 the N electrons occupy the one-particle spin
orbitals ϕi to ϕN , cˆ†p|ϕiϕj . . . ϕN〉 describes an N + 1 electron Slater determinant, where addi-
tionally the orbital ϕp is occupied.3 In a similar manner, the annihilation operator cˆp removes
an electron from the orbital ϕp
cˆp|ϕpϕiϕj . . . ϕN〉 = |ϕiϕj . . . ϕN〉. (11)
By defining the vacuum as a state |0〉 containing no electrons, the Slater determinant |ϕiϕj . . . ϕN〉
becomes
|ϕiϕj . . . ϕN〉 = cˆ†i cˆ†j . . . cˆ†N |0〉 . (12)
Acting with the annihilation operator on the vacuum gives rise to
cˆp|0〉 = 0 . (13)
The creation and annihilation operators obey the anticommutation relations
cˆ†pcˆ
†
q + cˆ
†
q cˆ
†
p = 0 (14)
cˆpcˆq + cˆq cˆp = 0 (15)
cˆ†pcˆq + cˆq cˆ
†
p = δpq (16)
where δpq is the Kronecker delta function, which equals 1 if p = q and is 0 for p 6= q. These
commutation rules ensure the correct antisymmetry of the wave function, for example
|ϕjϕi . . . ϕN〉 = cˆ†j cˆ†i . . . cˆ†N |0〉 = −cˆ†i cˆ†j . . . cˆ†N |0〉 = −|ϕiϕj . . . ϕN〉 . (17)
Furthermore, these rules assure that two electrons do not occupy the same spin orbital twice as
from the anticommutation rule [Eq. (14)] follows for p = q
cˆ†pcˆ
†
p = −cˆ†pcˆ†p = 0 . (18)
In order to demonstrate the use of the second quantization formalism, we explicitly show
how to calculate the matrix element of the Hamiltonian with the Slater determinant |Ψ0〉 =
|ϕiϕj . . . ϕN〉. For the matrix element arising from the one-particle part of the second-quantized
Hamiltonian we obtain
〈Ψ0|
∑
pq
hpq cˆ
†
pcˆq|Ψ0〉 =
∑
pq
hpq〈ϕiϕj . . . ϕN |cˆ†pcˆq|ϕiϕj . . . ϕN〉 . (19)
The operator cˆq tries to depopulate the orbital ϕq. If the orbital is not occupied in the initial
wave function Ψ0, it gives zero. The creation operator cˆ†p can only populate an orbital which is
3It is implicitly assumed that the orbital ϕp is initially unoccupied.
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unoccupied before. Hence, cˆ†p acting on cˆq|ϕiϕj . . . ϕN〉 is only nonzero if p 6= i, j, ..., q−1, q+
1, ..., N . Furthermore, the overlap of two Slater determinants is zero, if the Slater determinants
differ in at least one orbital. A property resulting from the orthogonality of the one-particle spin
orbitals. Combining these arguments finally yields
〈Ψ0|
∑
pq
hpq cˆ
†
pcˆq|Ψ0〉 =
occ.∑
i
hii . (20)
The two-electron part of the matrix element 〈Ψ0|Hˆ|Ψ0〉 involves the elements
〈ϕiϕj . . . ϕN |cˆ†pcˆ†q cˆscˆr|ϕiϕj . . . ϕN〉 . (21)
Acting with the creation operators to the left and using the orthogonality of the Slater determi-
nants we obtain
〈ϕiϕj . . . ϕN |cˆ†pcˆ†q cˆscˆr|ϕiϕj . . . ϕN〉 = 〈cˆq cˆpϕiϕj . . . ϕN |cˆscˆrϕiϕj . . . ϕN〉 (22)
= nsnr(1− δrs)(δrpδsq − δrqδsp) , (23)
where ni is the occupation number of the orbital i. It is 1 if the orbital is occupied and zero
otherwise. The expectation value of the Hamiltonian Hˆ with the Slater determinant |Ψ0〉 is then
given by
〈Ψ0|Hˆ|Ψ0〉 =
occ.∑
i
hii +
1
2
occ.∑
i
occ.∑
j 6=i
(〈ij|ij〉 − 〈ij|ji〉) . (24)
3 Hartree-Fock method
In the Hartree-Fock method [2] the many electron ground-state wave function Ψ(x1, . . . ,xN)
is approximated by the best single Slater determinant ΨHF. In this context best means that
the orbitals forming the Hartree-Fock single Slater determinant are determined such that the
total energy EHF = 〈ΨHF|H|ΨHF〉 is minimized. Using the results of the previous section, the
Hartree-Fock energy becomes a functional of the spin-orbitals {ϕi}
EHF[{ϕi}] =
occ.∑
i=1
hii +
1
2
occ.∑
i
occ.∑
j 6=i
(〈ij|ij〉 − 〈ij|ji〉). (25)
We search for those spin-orbitals {ϕi} which minimize the Hartree-Fock energy subjected to
the constraint that the orbitals remain orthonormal. In fact, this condition results in two require-
ments for each combination of orbitals i and j
Re(〈ϕi|ϕj〉)− δij = 0 (26)
Im(〈ϕi|ϕj〉) = 0 , (27)
which are taken into account by the technique of Lagrange’s multipliers giving rise to the mod-
ified functional
L[{ϕi}, {aij}, {bij}] = EHF[{ϕi}] +
occ.∑
i
∑
j≤i
{aij[Re(〈ϕi|ϕj〉)− δij] + bijIm(〈ϕi|ϕj〉)} . (28)
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The set of (real) Lagrange multipliers {aij} and {bij} guarantee the orthogonality and normal-
ization of the orbitals. To account for each constraint only once, the second summation in
Eq. (28) is restricted to j ≤ i. Using the explicit expressions for the real and imaginary part in
terms of 〈ϕi|ϕj〉 and 〈ϕj|ϕi〉 we end up with
L[{ϕi}, {aij}, {bij}] (29)
= EHF[{ϕi}] +
occ.∑
i
∑
j≤i
aij − ibij
2
[〈ϕi|ϕj〉 − δij] + aij + bij
2
[〈ϕj|ϕi〉 − δij] (30)
= EHF[{ϕi}] +
occ.∑
i,j
ǫij[〈ϕi|ϕj〉 − δij] , (31)
where we defined the hermitian matrix of complex Lagrange multipliers ǫij = 12(aij − ibij).
We minimize L with respect to the wave function ϕ∗a(x) by setting the functional derivative
δL/δϕ∗a(x) to zero
δL
δϕ∗a(x)
= hˆ(r)ϕa(x) +
occ.∑
j 6=a
ˆ
ϕ∗j(x
′)ϕj(x
′)
|r− r′| dx
′ϕa(x) (32)
−
occ.∑
j 6=a
ˆ
ϕ∗j(x
′)ϕa(x
′)
|r− r′| dx
′ϕj(x)−
∑
j
ǫajϕj(x) = 0 . (33)
We note that differentiation with respect to ϕa(x) instead of ϕ∗a(x) leads to the complex con-
jugate equation. The restriction in the summation j 6= a in the first and second sum can be
abandoned since the terms for j = a cancel mutually. Then, the second term
occ.∑
j
ˆ
ϕ∗j(x
′)ϕj(x
′)
|r− r′| dx
′ϕa(x) =
ˆ
n(r′)
|r− r′|dr
′ϕa(x) = VˆH(r)ϕa(x) (34)
corresponds to the classical Coulomb or Hartree term, i.e., the electrostatic potential gener-
ated by the charge n(r) =
∑occ.
j
∑
s |ϕj(r, s)|2 of all electrons of the system multiplied with
the orbital ϕa(x). In contrast, the third term has no classical interpretation. The latter arises
solely from the antisymmetry of the wave function and is known as the non-local Hartree-Fock
exchange potential
VˆHF(x)ϕa(x) = −
occ.∑
j
ˆ
ϕ∗j(x
′)ϕa(x
′)
|r− r′| dx
′ϕj(x) . (35)
It is a non-local potential as it depends on the value of the unknown wave function ϕa(x′)
throughout all space. With these definitions Eq. (32) turns into
[hˆ(r) + VˆH(r) + VˆHF(x)]ϕa(x) =
∑
j
ǫajϕj(x) . (36)
This equation deviates from the form of a conventional Schrödinger equation through the sum
on the right hand side. However, the Hartree-Fock total energy is invariant with respect to a
unitary transformation of the orbitals: having found one set of orbitals {ϕi(x); i = 1, . . . , N}
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that solves Eq. (36) all set of functions {ϕ′i(x); i = 1, . . . , N} emerging from the initial set of
orbitals by a unitary transformation U
ϕ′i(x) =
∑
a
Uiaϕa(x) (37)
are again solutions. In particular, we can choose U to be the unitary matrix that diagonalizes
the matrix ǫij of Lagrange multipliers. Since the latter is hermitian, this specific unitary matrix
must always exist. Consequently, a unique set of spin orbitals ϕ′j(x) exists for which the matrix
of Lagrange multipliers is diagonal and which fulfills
[hˆ(r) + VˆH(r) + VˆHF(x)]ϕ
′
j(x) = ǫ
′
jϕ
′
j(x) . (38)
This set of spin orbitals is usually called canonical spin orbitals.
In the following, we omit the primes and simply write the Hartree-Fock equations as
fˆ(x)ϕj(x) = ǫjϕj(x) , (39)
where we additionally introduced the Fock operator fˆ(x) = hˆ(r) + VˆH(r) + VˆHF(x) . The
non-local Hartree-Fock exchange potential VˆHF(x), as indicated by the argument x, depends in
general on the spin coordinate s. By separating the spin-quantum number σ, which corresponds
to spin-up (σ = 1/2) or spin-down (σ = −1/2), from the complete tuple of quantum numbers j,
we can integrate out the spin-coordinates in Eq. (39) and obtain separate canonical Hartree-Fock
equations for spin-up and -down
fˆσ(r)ϕσj (r) = ǫ
σ
jϕ
σ
j (r) (40)
with fˆσ(r) = hˆ(r) + VˆH(r) + Vˆ σHF(r) and Vˆ σHF(r)ϕσj (r) = −
∑occ.
i
´ ϕσ∗i (r′)ϕσj (r′)
|r−r′|
dr′ϕσi (r). As
we restricted ourselves to the case of an even number of electrons N , where each spatial orbital
is occupied twice by a spin-up and -down electron, we omit the spin index σ in the following.
Due to the similarity of the Hartree-Fock equation (39) with a Schrödinger equation we can
identify the Lagrange multiplier ǫj as the orbital energy of the effective one-particle Hamil-
tonian. Please note that the sum of all occupied one-particle energies ǫj does not equal the
Hartree-Fock total energy EHF. For the orbital energy ǫj we find
ǫj = 〈ϕj|hˆ|ϕj〉+
occ.∑
i=1
〈ji|ji〉 −
occ.∑
i=1
〈ji|ij〉 (41)
and by comparing with Eq. (25) it is evident that
occ.∑
j=1
ǫj 6= EHF . (42)
In particular, the sum over the orbital energies counts the Coulomb and exchange energy twice.
In addition to the purely formal identification of the Lagrange multipliers ǫj as orbital energies
strict physical meaning can be attributed to them by Koopmans’ theorem [13]. In order to
derive Koopmans’ theorem we deal with the question what is the ionization energy for removing
an electron from the occupied orbital a in the Hartree-Fock method. This ionization energy
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corresponds to the energy difference between the ground-state Hartree-Fock total energy of the
N − 1 and N electron system
Ia = E
HF
a (N − 1)− EHF(N) , (43)
where the subscript a indicates that an electron from the orbital a has been removed. In prin-
ciple, the calculation of the ionization energy Ia requires two independent calculations for the
N and N − 1 electron system. Under the premise that the spin orbitals of the N − 1 electron
system are identical to those of the N electron system, the energy of the N − 1 electron system
is directly accessible
EHFa (N − 1) =
occ.∑
i=1
i6=a
〈ϕi|hˆ|ϕi〉+ 1
2
occ.∑
i=1
i6=a
occ.∑
j 6=i
(〈ij|ij〉 − 〈ij|ji〉) , (44)
where {ϕi} are the orbitals from the N electron Hartree-Fock calculation. Forming the differ-
ence between Eq. (44) and (25) gives rise to the ionization energy
Ia = −ǫa . (45)
Thus, the negative orbital energy corresponds to the energy required for removing an electron
from that spin orbital. Analogously, the energy for adding an electron to the unoccupied spin
orbital r, i.e., the electron affinity
Ar = E
HF(N)− EHFr (N + 1) , (46)
is given by the negative energy of the unoccupied orbital
Ar = −ǫr. (47)
In conclusion, under the assumption that the spin orbitals do not relax, if an electron is removed
from or added to the N electron system, the negative of the occupied and unoccupied Hartree-
Fock orbital energies can be identified as ionization energies and electron affinities, respectively.
A direct numerical solution of the (canonical) Hartree-Fock integro-differential equation [Eq.
(39)] is possible for atoms. For molecules, clusters, and solids one usually introduces a basis
set {φµ; µ = 1, . . . , Nbasis} and expands the orbitals in this basis
ϕj(r) =
∑
µ
Cµjφµ(r) . (48)
In this way, the integro-differential equation turns into an algebraic equation for the expansion
coefficients Cµj ∑
ν
FµνCνj = ǫj
∑
SµνCνj (49)
with the Fock matrix Fµν = 〈φµ|fˆ |φν〉 and the overlap matrix Sµν = 〈φµ|φν〉 of dimension
Nbasis×Nbasis. Since the Fock matrix elements Fµν already depend on the orbitals (and thus on
the coefficient matrix Cµj), equation (49) poses a non-linear problem, which is usually solved
iteratively. Starting with an initial guess for the orbitals {ϕj} the Fock matrix elements and the
overlap matrix are calculated. Then Eq. (49), which corresponds to a generalized eigenvalue
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problem, is solved by conventional numerical algebra tools giving rise to (intermediate) Hartree-
Fock eigenvalues ǫj and the coefficient matrix Cµj . The latter corresponds to a new set of
orbitals {ϕj}, with which the whole procedure is iterated until convergence in the orbitals is
achieved. Usually, the density matrix
Pµν =
occ.∑
j=1
CµjC
∗
νj (50)
is used as a measure of convergence. If self-consistency between input and output density matrix
is achieved (within a specified criterion), we found a solution of the Hartree-Fock equations in
the given basis set. In fact, we obtain Nbasis Hartree-Fock orbitals and eigenvalues, from which
the N energetically lowest states are occupied. If the basis set approaches completeness the
orbitals and eigenvalues will approach the exact solution.
The computationally most demanding step in a practical calculation is typically the computation
of the matrix elements of the non-local exchange potential
〈φµ|VˆHF|φν〉 = −
∑
ζτ
Pτζ〈φµφζ |φτφν〉 (51)
which formally scales as N4basis. Over the years several techniques, e.g., integral pre-screening,
resolution of the identity [14, 15], have been developed to speed up the calculation.
Until now we have not specified the form of the basis functions φµ(r). It can be Slater-type
or Gaussian orbitals, which are normally employed in quantum chemical calculations for finite
systems (atoms, molecules, etc.). For the calculation of solids, i.e., a periodic infinite crystal,
plane waves are more suitable, for example.
4 Post-Hartree-Fock: Correlated methods
Electron correlation describes the phenomenon that the motion of the electrons constituting an
atom, molecule, or solid is not independent. Two effects, the Pauli principle and the Coulomb
interaction between the electrons, give rise to a correlated electron motion. While the former is
often referred to as Fermi correlation, the latter is usually called Coulomb correlation.
As a measure of correlation we define the difference between the two-particle density n(x,x′),
which describes the probability of finding an electron at r′ with spin coordinate s′ and another
one at position r with spin coordinate s [x = (r, s)], and the product n(x)n(x′) of one-particle
densities
∆n(x,x′) = n(x,x′)− n(x)n(x′) . (52)
For independent electrons the two-particle density n(x,x′) equals n(x)n(x′) and thus ∆n(x,x′)
is exactly zero, i.e., the electrons are uncorrelated. In the Hartree-Fock approach, where the
many electron wave function is approximated by a single Slater determinant of orthogonal or-
bitals, the difference ∆n(x,x′) becomes
∆n(x,x′) = −δss′ |
occ.∑
i=1
ϕs∗i (r)ϕ
s
i (r
′)|2 . (53)
This demonstrates that in the Hartree-Fock approximation electrons of different spin are not
correlated and behave as independent electrons. The probability of finding an electron in the
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vicinity of another electron with the same spin is however reduced leading to the so-called
exchange or Fermi hole. To take into account correlation effects between electrons of different
spin, one has to go beyond the Hartree-Fock approximation. In particular, more than a single
Slater determinant is required to render Coulomb correlation.
In terms of the total energy, correlation is usually defined as the energy difference between the
exact ground-state energy and its Hartree-Fock counterpart
Ec = E − EHF . (54)
Since the Hartree-Fock total energy constitutes an upper bound for the true total energy, the
correlation energy as defined in Eq. (54) must be negative. We note that this quantum chemical
definition of correlation is different from that used in the field of density functional theory.
In the following, we focus on three approaches, namely MP perturbation theory, CI, and CC.
All three go beyond the Hartree-Fock method and take care of Coulomb correlation.
4.1 Møller-Plesset perturbation theory
Møller-Plesset perturbation theory [3] is based on the Hartree-Fock ground-state and includes
Coulomb correlation perturbatively. In fact, the interacting N electron Hamiltonian is parti-
tioned into the N electron Fock Hamiltonian Fˆ , given as a sum of the N one-particle Fock
operators fˆ and a remaining term Wˆ , the perturbation,
Hˆ = Fˆ + Wˆ (55)
with Fˆ =
∑N
i=1 fˆ(xi) and Wˆ = Hˆ − Fˆ .
The ground-state and excited states of the unperturbed system Fˆ are known: the ground-state
corresponds to the Hartree-Fock single Slater determinant. Its energy is given by the expecta-
tion value 〈ΨHF|Fˆ |ΨHF〉 which is equivalent to a sum over the occupied Hartree-Fock orbital
energies
E0F = 〈ΨHF|Fˆ |ΨHF〉 =
N∑
i=1
ǫi . (56)
Excited states are generated by replacing at least one orbital from the Hartree-Fock single Slater
determinant by an unoccupied Hartree-Fock orbital. The excited states of the Fock Hamiltonian
are usually categorized by their excitation level: single excitations are all Slater determinants
arising from the Hartree-Fock ground-state by replacing exactly one occupied Hartree-Fock
orbital by an unoccupied one. In second quantization, the singly excited Slater determinant
created by substituting the occupied orbital i by the unoccupied orbital a becomes
|Ψai 〉 = cˆ†acˆi|ΨHF〉 . (57)
The energy corresponding to the excited states |Ψai 〉 is given by
E
a
i
F = 〈Ψai |Fˆ |Ψai 〉 = E0F + ǫa − ǫi . (58)
Correspondingly, double excitations refer to Slater determinants and energies where two ini-
tially occupied states (i, j) are replaced by two unoccupied orbitals (a, b)
|Ψabij 〉 = cˆ†acˆ†bcˆicˆj|ΨHF〉 (59)
E
ab
ij
F = 〈Ψabij |Fˆ |Ψabij 〉 = E0F + ǫa + ǫb − ǫi − ǫj (60)
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Figure 1: Schematic representation of the Hartree-Fock ground-state reference wave function
ΨHF and singly, doubly, triply, and quadruply excited wave functions.
and so on and so forth (cf. Fig. 1). The highest excitation level corresponds to the case, where
all electrons are promoted from an occupied to an unoccupied Hartree-Fock orbital.
In principle, the Fock operator fˆ gives rise to an infinite number of unoccupied orbitals. In
practice, however, a basis set is employed for representing the Hartree-Fock orbitals and thus
the number of unoccupied states is finite and equals the difference Nbasis − N . The number of
n-fold excited Slater determinants NSD(n) amounts then to the possibility to choose n orbitals
out of the N occupied states times the possibility to distribute them among the Nbasis − N
unoccupied states
NSD(n) =
(
N
n
) (
Nbasis −N
n
)
. (61)
The perturbation Wˆ affects the spectrum, i.e, eigenstates as well as eigenenergies, of the Fock
operator Fˆ . Møller-Plesset perturbation theory calculates the change of the ground-state |ΨHF〉
and its energy due to Wˆ by invoking Rayleigh-Schrödinger perturbation theory. In fact, Møller-
Plesset perturbation theory is nothing more than Rayleigh-Schrödinger perturbation theory with
the specific choice of the unperturbed Hamiltonian to be the Fock operator.
According to perturbation theory [16] the first order change of the ground-state energy is given
by the expectation value of the perturbation with the unperturbed ground-state wave function
∆E1MP = 〈ΨHF|Wˆ |ΨHF〉 = EHF − E0F , (62)
where we introduced the notation ∆EnMP for the n-th order change of the energy. In general,
we use MPn as an abbreviation for n-th order MP perturbation theory. In MP1 the energy
E = E0F +∆E
1
MP is identical to the Hartree-Fock ground-state energy. At least, MP perturbation
theory of second order is needed to obtain a first contribution to the correlation energy as defined
in Eq. (54). However, in order to calculate the second order energy change the first order change
of the wave function is required
|Ψ1MP〉 =
∑
ij....
ab....
〈Ψab...ij... |Wˆ |ΨHF〉
E0F − E
ab....
ij....
F
|Ψab...ij... 〉 . (63)
In principle, the sum runs over all (singly, doubly, triply,...) excited Slater determinants. But,
only those excited determinants contribute to the sum, for which the matrix element in the
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numerator 〈Ψab...ij... |Wˆ |ΨHF〉 is nonzero. According to the definition of the perturbation Wˆ =
Hˆ − Fˆ the matrix elements split up into two contributions
〈Ψab...ij... |Wˆ |ΨHF〉 = 〈Ψab...ij... |Hˆ|ΨHF〉 − 〈Ψab...ij... |Fˆ |ΨHF〉 , (64)
where the second part is always zero, since both states, |ΨHF〉 and |Ψab...ij... 〉, are eigenfunctions of
Fˆ corresponding to different eigenvalues and are thus orthogonal to each other. Consequently,
the matrix element 〈Ψab...ij... |Hˆ|ΨHF〉 is decisive. As demonstrated in Appendix A matrix elements
of Hˆ between the Hartree-Fock ground-state and singly excited Slater determinants vanish ex-
actly. This is known as Brillouin theorem in the literature. Likewise, matrix elements with triply
and higher excited Slater determinants vanish as the Hamiltonian Hˆ only contains two particle
interactions. Thus, the only non-vanishing matrix elements are generated by doubly excited
states |Ψabij 〉. By applying the rules of second quantization we obtain
〈Ψabij |Hˆ|ΨHF〉 = 〈ab||ji〉(1− δij)(1− δab) (65)
with the abbreviation
〈ab||ji〉 = 〈ab|ji〉 − 〈ab|ij〉 . (66)
Consequently, the first order change of the Hartree-Fock ground-state wave function is finally
given by
|Ψ1MP〉 =
occ.∑
i
∑
j<i
unocc.∑
a
∑
b<a
〈ab||ji〉
ǫi + ǫj − ǫa − ǫb |Ψ
ab
ij 〉 , (67)
where we sum over all possible double excitations. With the first order change of the wave
function we are in the position to calculate the second order change of the energy
∆E2MP = 〈ΨHF|Wˆ |Ψ1MP〉 =
occ.∑
i
∑
j<i
unocc.∑
a
∑
b<a
|〈ab||ji〉|2
ǫi + ǫj − ǫa − ǫb . (68)
Exploiting the symmetry of the summand in i and j and a and b and using the fact that it vanishes
for i = j or a = b, Eq. (68) can be simplified to
∆E2MP = 〈ΨHF|Wˆ |Ψ1MP〉 =
1
4
occ.∑
i,j
unocc.∑
a,b
|〈ab||ji〉|2
ǫi + ǫj − ǫa − ǫb . (69)
The MP2 energy involves a summation over two electron integrals between two occupied (i, j)
and two unoccupied (a, b) orbitals, which in total amounts to N2× (Nbasis−N)2 integrals. The
calculation of each integral formally scales as N5basis leading to an overall scaling of N5basis. By
using similar techniques as for speeding up Hartree-Fock calculations (integral pre-screening,
resolution of the identity) [17] the scaling can be improved. Nowadays, MP2 calculations can
be performed routinely for a few hundred basis functions at a cost similar to Hartree-Fock
calculations.
In a similar manner, higher order energy corrections can be derived. With increasing order the
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terms become more and more complicated. For example, the third order energy is given by
∆E3MP =
1
8
occ.∑
i,j,k,l
unocc.∑
ab
〈ab||kl〉〈kl||ij〉〈ij||ab〉
(ǫi + ǫj − ǫa − ǫb)(ǫk + ǫl − ǫa − ǫb) (70)
+
1
8
occ.∑
i,j
unocc.∑
abcd
〈ab||cd〉〈cd||ij〉〈ij||ab〉
(ǫi + ǫj − ǫa − ǫb)(ǫi + ǫj − ǫc − ǫd) (71)
+
occ.∑
i,j,k
unocc.∑
abc
〈ij||ab〉〈kb||cj〉〈ac||ik〉
(ǫi − ǫj − ǫa − ǫb)(ǫi − ǫk − ǫa − ǫc) . (72)
The evaluation of the MP3 energy term formally requires N6basis operations. In comparison to
MP2, it scales worse by a factor of Nbasis.
Generally, the computational complexity and cost increases with the order of the perturbation.
The calculation of the n-th MP energy (MPn) (and n ≥ 2) formally scales with N3+nbasis making
calculations for n larger than 4 computationally very demanding. In order to demonstrate the
consequences of the scaling behavior, we assume that a MP2 (MP3) calculation for a given
system and a given basis requires 6 hours. Then, after doubling of the basis-set size to check
the convergence of the calculation it lasts 8 (16) days.
By comparing to (full) CI calculations (explained and discussed in the next section) MP2 typ-
ically accounts for 80 − 90% of the correlation energy. MP3 usually covers 90 − 95% of the
energy and with MP4, which exhibits an N7basis scaling, up to 98% are considered. This demon-
strates, that on the one hand side with increasing order n a larger amount of the correlation
energy is reproduced. On the other side, however, the (percental) gain in the correlation energy
with increasing n becomes smaller and smaller. In other words, one has to work harder and
harder to account for the remaining few percents of the correlation energy.
In contrast to Hartree-Fock, MP perturbation theory is not variational. Hence, it can happen that
the MPn total energy is smaller than the exact total energy. Moreover, no systematic conver-
gence of the MP energy is guaranteed [18, 19]. In the ideal case, the convergence is monotonic.
However, depending on the system also an oscillating convergence behavior can be observed.
In the worst case, if the fundamental assumption of perturbation theory, that the perturbation is
small, is not valid, the MPn energies may even diverge.
In general, MP perturbation theory usually constitutes a good compromise between accuracy
and computational cost.
4.2 Configuration Interaction method
In contrast to Møller-Plesset perturbation theory, configuration interaction (CI) does not rely on
perturbation theory. CI, instead, is based on the fact that the space spanned by all N electron
Slater determinants formed from a complete set of one-particle spin-orbitals constitutes an exact
basis for expanding the antisymmetric N electron wave function. Hence, starting from a so-
called reference wave function |Ψ0〉, for which typically the Hartree-Fock ground-state wave
function is employed, the exact many electron wave function can be expanded into a linear
combination of |Ψ0〉, single, double, and higher excitations of |Ψ0〉
|Ψ〉 = |Ψ0〉+
∑
i,a
Cai |Ψai 〉+
∑
i,j
i<j
∑
a,b
a<b
Cabij |Ψabij 〉+ ... . (73)
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Figure 2: Structure of the CI Hamiltonian: non-zero elements are marked with a cross and
each excited Slater determinant is in fact a representative for the whole set of n-fold excited
determinants.
The set of singly, doubly, and higher excited Slater determinants are constructed from |Ψ0〉
according to Eqs. (57) and (59). The only remaining unknowns in Eq. (73) are the expansion
coefficients {Cai , Cabij , . . . }. These are determined by invoking the variational principle, i.e.,
the expectation value 〈Ψ|Hˆ|Ψ〉 is minimized with respect to {Cai , Cabij , . . . } subjected to the
constraint that |Ψ〉 is normalized. The minimization procedure transfers the variational problem
into an algebraic one
(H− EI)C = 0 , (74)
where we subsumed the expansion coefficients {Cai , Cabij , ...} into the vector C and ordered the
different Slater determinants accordingly. The matrix elements of H are then given by
Hij = 〈Ψi|Hˆ|Ψj〉 (75)
and I denotes the unit matrix. (For simplicity, we assumed that the spin orbitals forming the
Slater determinants are orthonormal.) Equation (74) corresponds to an eigenvalue problem,
whose lowest eigenvalue and eigenvector corresponds to the CI ground-state energy and the CI
ground-state wave function, respectively. We note that the eigenvalue problem must be solved
only once: it does not constitute a self-consistent field problem.
Hamiltonian matrix elements between Slater determinants which differ by more than two or-
bitals are zero since the Hamiltonian consists only of one- and two-electron operators. More-
over, due to the Brillouin theorem (s. Appendix A) matrix elements of a singly excited Slater
determinant with the Hartree-Fock ground-state are zero, as well. Hence, the CI Hamiltonian
acquires a band matrix structure as shown in Fig. 2.
While the procedure so far is exact under the assumption of a complete (and thus infinite) basis
for the one-particle spin-orbitals, the usage of a finite (and thus incomplete) basis is inevitable
in practice. With the consequence that the expansion, Eq. (73), is fulfilled only approximately.
But even a finite one-particle basis with Nbasis basis functions can give rise to a gigantic number
NSD of Slater determinants
NSD =
N∑
n=0
NSD(n) =
N∑
n=0
(
N
n
)(
(Nbasis −N)
n
)
=
(
Nbasis
N
)
(76)
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Basis set Nbasis NSD
cc-pVDZ 14 1001
cc-pVTZ 30 30045015
cc-pVQZ 55 29248649430
Table 1: Number of Slater determinants for the Ne atom (N = 10) and three different basis
sets.
where N denotes the number of electrons and n is the excitation level. In fact, the number of
Slater determinants NSD grows factorial with the size of the basis. As an example we show in
Table 1 the total number of Slater determinants for the Ne atom with 10 electrons (N = 10)
and for three different basis sets of increasing quality. Already the triple zeta basis set (cc-
pVTZ) [20, 6] gives rise to a tremendous number of Slater determinants.4 The diagonalization
of the corresponding Hamiltonian matrix presents a formidable computational task even for the
present generation of supercomputers. Consequently, CI calculations taking into account all
possible (excited) Slater determinants of a given basis set, so-called full CI (FCI) calculations,
are only possible for the smallest systems with a small basis set.
To reduce the computational workload of (full) CI calculations and to enable calculations for
larger systems, one goes over to truncated CI. In a truncated CI calculation only specific classes
of excited Slater determinants are considered in the expansion of the wave function [Eq. (73)].
For example, CI single (CIS) truncates the expansion after the set of single excitations. Since
single excitations do not couple to the HF ground-state wave function (s. Fig. 2), a CIS calcu-
lation does not improve on the Hartree-Fock ground-state energy, i.e., the lowest eigenvalue of
the CIS Hamiltonian is identical to the HF ground-state energy. Though, the higher eigenvalues
of the CIS matrix can be used as approximate energies for singly excited electronic states. In
the CI single double (CISD) approach singly and doubly excited Slater determinants are used
to expand the many-electron wave function and an improved ground-state energy is obtained.
Accordingly higher truncated CI schemes are defined.
The computational complexity of truncated CI methods relies on the truncation level. While
a CISD calculation scales as N6basis, CISDT exhibits a N8basis scaling and the next higher order
(CISDTQ) shows a N10basis behavior [21]. Only the CISD approach is generally applicable to a
large variety of systems. Typically CISD covers about 90% of the correlation energy.
While the truncation of the CI approach is absolutely necessary to restrict the number of Slater
determinants and thus the size of the CI Hamiltonian to a feasible value, the truncation, however,
destroys two important properties of full CI namely size consistency and size extensivity. An
approach is called size consistent if the energy of a system formed by two non-interacting
subsystems A and B equals the energy of the individual system A plus the energy of B, i.e.,
EAB = EA + EB . (77)
Size consistency is decisive for describing the dissociation of molecules. In the dissociation
limit, corresponding to an infinite distance between the constituting atoms of the molecule, size
consistency guarantees the correct limit of the dissociation energy. On the other hand, size
extensivity deals with the correct scaling of the (correlation) energy with the system size. In
4The number of Slater determinants can be reduced by considering only those Slater determinants of a given
spatial and spin symmetry.
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fact, an approach is called size extensive, if the (correlation) energy scales in the limit of a large
system with the system size
lim
N→∞
E(N × A)
N
= const. . (78)
Size extensivity ensures that the energy does not diverge with increasing system size and is
of utmost importance for dealing with infinite systems like crystalline solids. Note that both
properties are fulfilled in a full CI calculation. Truncation of the CI expansion [Eq. 73] at a finite
order, however, causes the violation of size consistency and size extensivity. As a consequence,
the quality of truncated CI calculations decreases with increasing system size. Both drawbacks
are cured by the Coupled Cluster approach, which we discuss in the next section.
4.3 Coupled Cluster method
The Coupled Cluster (CC) method is nowadays the method of choice for high accuracy cal-
culations (if computational feasible). In analogy to the CI approach, the many-electron wave
function is written in terms of an excitation operator acting on a single reference Slater deter-
minant, typically the Hartree-Fock ground-state. However, while CI uses a linear excitation
operator, an exponential form is invoked in the CC method
|ΨCI〉 = (1 + Tˆ )|Ψ0〉 = (1 + Tˆ1 + Tˆ2 + Tˆ3 + . . . )|Ψ0〉 (79)
|ΨCC〉 = exp(Tˆ )|Ψ0〉 = exp(Tˆ1 + Tˆ2 + Tˆ3 + . . . )|Ψ0〉 , (80)
where for example the single excitation operator Tˆ1 is defined by Tˆ1 =
∑occ.
i
∑unocc.
a C
a
i cˆ
†
acˆi
[cf. with Eq. (73)]. Double and higher-order excitations operators are defined analogously.
Without truncation of the excitation operator, both approaches, CI and CC, are exact (in the
complete basis set limit) and give rise to identical results. Yet, truncation is a prerequisite in
practice. The exponential form of the truncated excitation operator has the advantage, that de-
spite the truncation of Tˆ at a finite order n, higher orders are included through the exponential.
For example, in a CCD calculation, which approximates Tˆ simply by Tˆ2, the CC wave function
is due to the exponential ansatz a linear combination of doubly, quadruply, hextubly up to N -
tuply excited Slater determinants (where N denotes again the number of electrons). However,
the number of independent coefficients in comparison to a CID calculation are exactly the same,
since the coefficients for quadruble and higher excitations are products of lower order coeffi-
cients. In the CC method, the so-far unknown coefficients {Cai , Cabij , . . . } are typically called
cluster amplitudes.
The CC amplitudes and total energy are obtained by inserting the CC wave function in the
Schrödinger equation
Hˆ exp(Tˆ )|Ψ0〉 = E exp(Tˆ )|Ψ0〉 . (81)
By multiplying this equation with the bra 〈Ψ0| and exploiting the orthogonality of an excited
Slater determinant with respect to Ψ0, the total energy E may be obtained from
E = 〈Ψ0|Hˆ exp(Tˆ )|Ψ0〉 . (82)
Since the Hamiltonian Hˆ only contains one- and two-electron operators, the in principle infinite
Taylor expansion of the exponential operator terminates at the double excitation level
E = 〈Ψ0|Hˆ(1 + Tˆ1 + Tˆ2 + 1
2
Tˆ 21 )|Ψ0〉 . (83)
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Hence, the CC total energy is fully determined by the single and double cluster amplitudes.
This, however, does not imply that a CCSD calculation is already sufficient to obtain the correct
total energy. As we will discuss below, single and double cluster amplitudes are coupled to
the amplitudes of higher excitations. Consequently, the total energy implicitly depends on the
higher cluster amplitudes, as well.
Equations for the cluster amplitudes arise from the projection of the Schrödinger equation
[Eq. (81)] on the excited Slater determinants
〈Ψai |Hˆ exp(Tˆ )|Ψ0〉 = E〈Ψai | exp(Tˆ )|Ψ0〉 (84)
〈Ψabij |Hˆ exp(Tˆ )|Ψ0〉 = E〈Ψabij | exp(Tˆ )|Ψ0〉 (85)
.
.
. .
This set of equations for the cluster amplitudes is coupled with the equation for the total energy.
It is more convenient and suitable in practice to separate the equations for the cluster amplitudes
from that for the total energy. This can be achieved by multiplying the Schrödinger equation
[Eq. (81)] first with exp(−Tˆ ) and then projecting onto the excited determinants
〈Ψai | exp(−Tˆ )Hˆ exp(Tˆ )|Ψ0〉 = 0 (86)
〈Ψabij | exp(−Tˆ )Hˆ exp(Tˆ )|Ψ0〉 = 0 (87)
.
.
. .
As an example, we demonstrate that the first equation [Eq. (86)] gives rise to an algebraic equa-
tion, which couples single, double and triple amplitudes. By acting with the adjoint operator of
exp(−Tˆ ) to the left, Eq. (86) becomes
〈Ψai | exp(−Tˆ )Hˆ exp(Tˆ )|Ψ0〉 = 〈exp(−Tˆ †)Ψai |Hˆ| exp(Tˆ )Ψ0〉 . (88)
The adjoint excitation operator Tˆ † functions as a de-excitation operator, e.g.,
Tˆ †1 =
occ.∑
i
unocc.∑
a
Ca∗i (cˆ
†
acˆi)
† =
occ.∑
i
unocc.∑
a
Ca∗i cˆ
†
i cˆa . (89)
Hence, exp(−Tˆ †)Ψai generates in addition to the singly excited state the reference wave func-
tion. Taking into account the nature of the Hamilton operator we end-up with the following
equation
〈(1− Tˆ †1 )Ψai |Hˆ|[1 + Tˆ1 + (Tˆ2 +
1
2
Tˆ 21 ) + (Tˆ3 + Tˆ2Tˆ1 +
1
6
Tˆ 31 )]Ψ0〉 = 0 , (90)
in which the single, double, and triple amplitudes enter through the corresponding (de-)excitation
operators as variables. In a similar manner, further equations for the cluster amplitudes arise
by projection onto the higher excited Slater determinants. The so-obtained set of coupled, non-
linear equations, which is of dimension N ×N and N equals the number of cluster amplitudes,
must be solved. Usually, an iterative approach, e.g., a quasi-Newton approach, is employed for
solving this set of non-linear equations. The so-obtained cluster amplitudes are then used to
calculate the total energy according to Eq. (82).
It is instructive to plug in the order-by-order iterative solution for the cluster amplitudes in the
CC energy equation [Eq. (82)]. In this way terms of Møller-Plesset perturbation theory are
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recovered as demonstrated in Ref. [8]. This shows that CC theory can be interpreted as an
infinite resummation of selected terms of perturbation theory.
The CC single (CCS) approach similar to CIS does not improve on the Hartree-Fock ground-
state energy. In fact, it yields the Hartree-Fock energy. At least double excitations are necessary
to render electron correlation. The CCD as well as CCSD method exhibit an formal scaling of
N6basis. Taking into account triple excitations in addition, the scaling becomes proportional to
N8basis restricting the CCSDT approach to small systems with a small number of basis functions.
The exponential ansatz for the excitation operator and thus the consideration of an excitation
type up to infinite order makes CC theory in contrast to CI an size extensive and size consistent
approach.5 In combination with the fact that truncated CI approaches show the same formal
scaling as the corresponding CC methods, truncated CC is nowadays the method of choice for
high accuracy calculations of the ground-state wave function and energy.
We note that we discussed the standard formulation of CC theory, which is not variational. A
variational formulation of CC theory is possible in principle [10]. However, variational coupled
cluster is more demanding than the presented standard formulation restricting its range of ap-
plication to the smallest systems. Moreover, excited states are not accessible in the presented
ground-state formalism. Extensions of the CC formalism, as for example equation-of-motion
coupled cluster (EOM-CC) or linear-response coupled cluster (LR-CC) [22], enable the calcu-
lation of excited states.
5 Application to the diatomic molecule BH
In this section the aforementioned approaches are applied to the diatomic molecule BH, which
was first observed experimentally by Lochte-Holtgreven and van der Vleugel in 1931 [23].
Since then it has been intensively studied experimentally and theoretically. Its small size makes
BH an ideal candidate for testing and validating electronic structure methods. In fact, the first
ab-initio study of BH goes back to Shani in 1956 [24].
Table 2 shows the correlation energy obtained for the BH molecule at different levels of theory,
comprising Møller-Plesset perturbation theory, CI, and CC. In addition, the result of a full CI
calculation, corresponding to the exact result for the given basis set, is presented. The percental
values are given with respect to the full CI correlation energy. All calculations are performed
with a polarized double-zeta basis set consisting of 19 basis functions. The lowest order of MP
perturbation theory that accounts for correlation (MP2) covers 67.37% of the total correlation
energy of BH. By increasing the order n of perturbation theory a larger and larger amount of
the correlation energy is accounted for. We note that BH belongs to the (lucky) case where
MP perturbation theory exhibits a monotonic convergence from above to the full CI result (at
least up to the 7-th order). In general, it is not guaranteed that MP perturbation theory shows
a convergent behavior. Moreover, since it is not a variational approach, it does not have to
reach the exact result from above. The truncated CI calculations are opposed to those MPn
calculations, which exhibit the same formal scaling. Hence, we compare CISD with MP3,
CISDT with MP5, and CISDTQ with MP7. The CISD calculation already accounts for 95% of
the whole correlation energy, which is a significantly larger portion than covered by MP3. By
going over to CISDT or even CISDTQ the error in the correlation energy is reduced to 3.04 %
and 0.3h, respectively. In contrast to perturbation theory, CI is variational. Thus, at each
truncation level the CI result poses an upper bound for the true correlation energy. We note that
5Size consistency demands that the reference wave function fulfills this property [10].
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BH Ec (mHtr) Ec (mHtr) Ec (mHtr)
MPn abs. % CIn abs. % CCn abs. %
MP2 −60.723 67.37
MP3 −78.558 87.15 CISD −85.670 95.04 CCSD −88.284 97.94
MP4 −84.910 94.20
MP5 −87.565 97.15 CISDT −87.398 96.96 CCSDT −90.070 99.93
MP6 −88.821 98.54
MP7 −89.460 99.25 CISDTQ −90.107 99.97 CCSDTQ −90.137 100.00
FCI −90.137
Table 2: Correlation energy for the BH molecule using Møller-Plesset perturbation, CI, and
CC theory and a polarized double-zeta basis set consisting of 19 basis functions. The percental
value is calculated with respect to the full CI (FCI) correlation energy. The Hartree-Fock refer-
ence energy amounts to 25.125187 Htr.
(The data is taken from Ref. [19] apart from the CISDTQ and CCSDTQ results. These are from
Refs. [25] and [26]. We note that slightly different bond distances are employed in the latter
calculations.)
truncated CI exhibits diminished accuracy for larger systems as it is not size-extensive. Finally,
we turn to the Coupled Cluster calculations for BH. At each level of truncation the CC method
accounts for the largest amount of the full correlation energy compared to corresponding CI and
MPn calculations. Typically, the CC correlation energy converges from above to the FCI result.
Yet, this is not ensured as long as a non-variational formulation of CC theory is employed.
So far, all results have been obtained with a fixed basis set. However, the basis set is an important
convergence parameter. This is not surprising as the basis set size determines on the one hand
the number of unoccupied states that enter in each order of MP perturbation theory and on the
other hand it defines the number of excited Slater determinants of CI and CC theory. For the
case of BH we demonstrate in Table 3 that the absolute value of the correlation energy exhibits
a sizeable gain with increasing basis set size. In fact, the changes caused by the basis are of
the same size or even larger than those arising from different levels of theory (as discussed in
Table 2). A thorough convergence of the basis is indispensable for reliable and accurate results.
It is a matter of experience that basis set convergence becomes more and more important and
at the same time more and more cumbersome for systems where correlation effects play a
dominant role. We note by passing that extrapolation schemes have been developed to reach the
basis-set limit [27].
Finally, we show results for the calculated equilibrium bond distance between the B and H
atom in the ground-state of the BH molecule. Table 4 summarizes the obtained bond distance
re for various levels of theory and three different basis sets. We first observe that the bond
length consistently decreases with increasing basis set size. Hence, a small basis set tends to an
overestimation of the theoretical bond length. Furthermore, it becomes evident that taking into
account electron correlation by a more and more sophisticated approach leads to an enhance-
ment of re. It is a general fact that Hartree-Fock theory (in the basis set limit) underestimates the
bond length. Since electron-electron correlation is only treated approximately in the Hartree-
Fock approach the electrons tend to bunch together and form too compact bonds. Taking into
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BH Ec (mHtr)
cc-pVDZ cc-pVTZ cc-pVQZ
MP3 −78.558 −90.087 −93.263
MP5 −87.565 −98.612 −101.641
MP7 −89.460 −100.483 −103.516
CISD −85.670 −95.743 −98.571
CISDT −87.398 −98.102 −101.074
CCSD −88.284 −98.674 −101.562
CCSDT −90.070 −101.145 −104.193
FCI −90.137 −101.231 −104.282
HF −25125.187 −25129.905 −25131.286
Table 3: Convergence of the correlation energy of the BH molecule with respect to the basis set.
Three different basis sets (cc-pVDZ, cc-pVTZ, and cc-pVQZ) of increasing size and quality are
employed. The cc-pVDZ basis set consists of 19 basis functions. The cc-pVTZ basis comprises
44 functions and 85 functions are used in the cc-pVQZ basis. For reference the Hartree-Fock
total energy is given, as well. (The data has been taken from Ref. [19].)
account electron correlation by a higher level of theory moves the electrons further apart and
the bond length increases. In conclusion, there is an opposing trend of correlation and basis set
size, which tends to increase and decrease bond distances, respectively. In order to obtain reli-
able molecular structures it is necessary to use a properly converged basis sets with a high-level
approach for electron correlation. In fact, the CCSDT and FCI result with the cc-pVQZ basis
set overestimates the experimental bond distance by about 1.06 h. In the limit of a complete
basis an even better agreement is to be expected. However, on this accuracy level other error
sources as relativistic effects or corrections due to the Born-Oppenheimer approximation be-
come decisive. The influence of both corrections has been studied and quantified in Ref. [28].
The vast majority of calculations employ MP perturbation theory, CI, or CC to atomic and
molecular systems. The application of these approaches to solids, i.e., infinite periodic systems,
has been prohibited for a long time due to the involved enormous computational demand. Only
recently MP2 and CCSD calculations for solids using a plane-wave basis have been reported in
the literature [30, 31, 32]. Note that the CI method is not suited for solids since it is not size
extensive.
6 Summary
The Hartree-Fock method is the basis for a variety of wave-function based quantum chemi-
cal approaches that explicitly take into account electron-electron correlation. While electron
correlation is considered in a perturbative manner on top of the Hartree-Fock Hamiltonian in
Møller-Plesset perturbation theory, the CI and CC method formulate the many-electron wave
function in terms of an excitation operator acting on a reference wave function, for which usu-
ally the Hartree-Fock wave function is employed. A systematic convergence towards the exact
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BH re (Å)
cc-pVDZ cc-pVTZ cc-pVQZ
HF 1.23596 1.22206 1.22030
MP3 1.25186 1.23130 1.22928
MP5 1.25646 1.23605 1.23396
MP7 1.25692 1.23648 1.23438
CISD 1.25345 1.23322 1.23114
CISDT 1.25459 1.23437 1.23234
CCSD 1.25480 1.23435 1.23219
CCSDT 1.25603 1.23557 1.23346
FCI 1.25597 1.23560 1.23349
Expt. 1.23218
Table 4: Calculated and experimental equilibrium bond distance re of the BH molecule in its
ground-state. The calculated bond distance is shown for different quantum chemical approaches
and different basis sets. (The theoretical values are from Ref. [19], whereas the experimental
bond distance is taken from Ref. [29].)
solution is in principle possible for all three approaches. The accuracy of a calculation depends
on the quality of the employed basis set and the level of theory. In the limit of a complete basis,
the different levels of theory can be typically ordered in the following way
HF ≪ MP2 < CISD ≈ MP4 ≈ CCSD < CCSDT < full CI = full CC . (91)
The price for the accuracy gain along the series is an enormous increase in computational work-
load. While the Hartree-Fock approach formally exhibits a N4basis scaling, CISD and CCSD
scales with the sixth power of the basis set size (N6basis). The next higher order, i.e., CISDT and
CCSDT calculations, show an N8basis behavior. Full CI (full CC) calculations are only feasible
for small systems using only a few basis functions. We close by noting that with increasing ac-
curacy relativistic effects and the Born-Oppenheimer approximation might become important.
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Appendices
A Brillouin theorem
The Brillouin theorem states that the matrix element of the Hamiltonian Hˆ between the Hartree-
Fock ground-state wave function ΨHF and a singly excited wave function Ψia vanishes
〈Ψai |Hˆ|ΨHF〉 = 0 . (92)
We prove this theorem by using the Hamiltonian in second quantization [Eq. (9)]. Then, the
matrix element splits up into two contributions
∑
pq
hpq〈Ψai |cˆ†pcˆq|ΨHF〉+
1
2
∑
pqrs
〈pq|rs〉〈Ψai |cˆ†pcˆ†q cˆscˆr|ΨHF〉 . (93)
Exploiting the orthogonality of different Slater determinants the first part which arises from the
one-electron Hamiltonian is nonzero only if
〈Ψai |cˆ†pcˆq|ΨHF〉 = δpaδqi (94)
holds. With the definition Eq. (57) the matrix element comprising the two-electron part of the
Hamiltonian turns into
〈Ψai |cˆ†pcˆ†q cˆscˆr|ΨHF〉 = 〈cˆpcˆ†acˆiΨHF|cˆ†q cˆscˆrΨHF〉 = 〈(δpa − cˆ†acˆp)cˆiΨHF|cˆ†q cˆscˆrΨHF〉 , (95)
where the commutation relation Eq. (16) has been used. Making again use of the orthogonality
condition we obtain
〈Ψai |cˆ†pcˆ†q cˆscˆr|ΨHF〉 = δpa〈cˆiΨHF|cˆ†q cˆscˆrΨHF〉 − 〈cˆ†acˆpcˆiΨHF|cˆ†q cˆscˆrΨHF〉 (96)
= nrns(1− δsr) {δpa[δirδqs − δisδqr]− δqa[δpsδir − δprδis]} . (97)
The occupation numbers nr and ns, that are one if the state is occupied and zero otherwise,
emerge from the fact that the annihilation operator cˆr acting on the Hartree-Fock ground-state
wave function ΨHF yields zero if the one-particle orbital r is unoccupied. The term (1 − δsr)
excludes the case that the indices s and r are identical, which corresponds to the successive
application of the same annihilation operator and gives rise to zero.
Combining Eqs. (94), (97), and (93) then yields
〈Ψai |Hˆ|ΨHF〉 = hai +
occ.∑
r
(1− δri)(〈ar|ir〉 − 〈ar|ri〉) , (98)
which is identical to off-diagonal matrix element of the Fock Hamiltonian fˆ between the unoc-
cupied a and occupied i Fock orbital
〈Ψai |Hˆ|ΨHF〉 = 〈ϕa|fˆ |ϕi〉 = ǫi〈ϕa|ϕi〉 . (99)
From the orthogonality of the Fock orbitals ϕa and ϕi the Brillouin theorem, Eq. (92), finally
results.
A3.24 M. Betzinger
References
[1] M. Born and J. R. Oppenheimer, Ann. der Physik 389, 457 (1927).
[2] V. Fock, Z. Physik 61, 126 (1930).
[3] C. Møller and M. S. Plesset, Phys. Rev. 46, 618 (1934).
[4] I. Shavitt, Molecular Physics 94, 3 (1998).
[5] J. Cizek, J. Chem. Phys. 45, 4256 (1966).
[6] F. Jensen, Introduction to Computational Chemistry (Wiley, 2007).
[7] A. Szabo and N. S. Ostlund, Modern Quantum Chemistry (McGraw-Hill, 1989).
[8] R. J. Bartlett and J. F. Stanton, Reviews in Computational Chemistry 5, 65 (1994).
[9] C. D. Sherrill and H. F. Schaefer III, Adv. Quant. Chem. 34, 143 (1999).
[10] T. D. Crawford and H. F. Schaefer III, Reviews in Computational Chemistry 14, 33 (2000).
[11] R. J. Bartlett and M. Musial, Rev. Mod. Phys. 79, 291 (2007).
[12] R. Pauncz, Spin Eigenfunctions: Construction and Use (Plenum, 1979).
[13] T. Koopmans, Physica 1, 104 (1934).
[14] M. Häser and R. Ahlrichs, Journal of Computational Chemistry 10, 104 (1989).
[15] K. Eichkorn, O. Treutler, H. Öhm, M. Häser, and R. Ahlrichs, Chem. Phys. Lett. 240, 283
(1995).
[16] E. Schrödinger, Ann. Phys. 385, 437 (1926).
[17] M. Feyereisen, G. Fitzgerald, and A. Komornicki, Chem. Phys. Lett. 208, 359 (1993).
[18] T. H. Dunning and K. A. Peterson, J. Chem. Phys. 108, 4761 (1998).
[19] M. L. Leininger, W. D. Allen, H. F. Schaefer III, and C. D. Sherill, J. Chem. Phys. 112,
9213 (2000).
[20] T. H. Dunning, J. Chem. Phys. 90, 1007 (1989).
[21] C. D. Sherrill (1996), http://vergil.chemistry.gatech.edu/notes/ciscale/ciscale.pdf (last ac-
cess 2013-12-03).
[22] J. D. Watts, Challenges and Advances in Computational Chemistry and Physics 5, 65
(2008).
[23] W. Lochte-Holtgreven and E. S. van der Vleugel, Z. Phys. 70, 188 (1931).
[24] R. C. Shani, J. Chem. Phys. 25, 332 (1956).
[25] R. J. Harrison and N. C. Handy, Chem. Phys. Lett. 95, 386 (1983).
Wave-function based quantum chemical methods A3.25
[26] S. A. Kucharskia and R. J. Bartlett, J. Chem. Phys. 97, 4282 (1992).
[27] D. G. Truhlar, Chemical Physics Letters 294, 45 (1998).
[28] B. Temelso, E. F. Vallev, and C. D. Sherrill, J. Chem. Phys. A 108, 3068 (2004).
[29] F. S. Pianalto, L. C. O’Brien, P. C. Keller, and P. F. Bernath, J. Mol. Spectrosc. 129, 348
(1988).
[30] M. Marsman, A. Grüneis, J. Paier, and G. Kresse, J. Chem. Phys. 130, 184103 (2009).
[31] A. Grüneis, M. Marsman, and G. Kresse, J. Chem. Phys. 133, 074107 (2010).
[32] A. Grüneis, G. H. Booth, M. Marsman, J. Spencer, A. Alavi, and G. Kresse, J. Chem.
Theory Comput. 7, 2780 (2011).
A 4 Many-Body Perturbation Theory:
The GW Approximation 1
Christoph Friedrich and Arno Schindlmayr
Peter Gru¨nberg Institut
Forschungszentrum Ju¨lich GmbH
Contents
1 Introduction 2
2 Theory 5
2.1 Green function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Spectral function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Dyson equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Implementation and Applications 10
3.1 GW approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Numerical implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4 Summary 15
A Hedin Equations 16
B Quasiparticle Equation 20
1Lecture Notes of the 45th IFF Spring School “Computing Solids - Models, ab initio methods and supercom-
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
A4.2 Christoph Friedrich and Arno Schindlmayr
1 Introduction
In the previous lectures we have seen that density-functional theory (DFT) is the method of
choice when we are interested in the ground-state properties of a many-electron system. DFT
is based on the Hohenberg-Kohn theorem [1], which states that there is (a) a one-to-one cor-
respondence between the ground-state density n0(r) and the external potential as well as (b) a
variational principle for the energy functional E[n0] ≤ E[n]. The second statement allows to
obtain the ground state of a many-electron system by variation of its density, a quantity that is
much less complicated than the many-electron wave functionΨ0(r1, ..., rN ), whereN is the par-
ticle number. The first statement implies that the many-particle Hamiltonian is a functional of
the ground-state density. Since the diagonalization of the Hamiltonian yields the complete exci-
tation spectrum, the excited states can ultimately be regarded as functionals of the ground-state
density as well. However, the Hohenberg-Kohn theorem does not provide us with an explicit
mathematical form. In this lecture we show that excited-state properties can be accessed more
directly with a purpose-built method, the so-called many-body perturbation theory [2, 3]. In-
cidentally, in practice its implementation within the GW approximation [4] for the electronic
self-energy is based on a perturbative evaluation with Kohn-Sham orbitals and can, therefore,
finally be interpreted as the desired density functional.
The solution of the Kohn-Sham equation [5] of DFT yields a whole spectrum of single-particle
states, and one is tempted to identify the corresponding eigenvalues with excitation energies.
Strictly speaking, such an interpretation is wrong: the Kohn-Sham wave functions and eigen-
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Fig. 1: Comparison of LDA, GW and experimental band gaps for a variety of materials. Taken
from Ref. [8].
The GW approximation A4.3
	

	

	


	

	

ω
ω

	




	



	

	
 	





Fig. 2: Schematic illustration of direct and inverse photoelectron spectroscopy. In both pro-
cesses the particle number changes. The measured energy difference Ekin − ~ω corresponds to
ǫi = E
N
0 − E
N−1
i in direct and ǫi = E
N+1
i − E
N
0 in inverse photoelectron spectroscopy.
values must be considered as mathematical tools and cannot be endowed with a physical mean-
ing. The only exception is the energy of the highest occupied state, which equals the exact
ionization potential (or chemical potential for metals) [6, 7]. Consequently, while often qual-
itatively correct, the DFT band structure fails to give reliable quantitative values for the band
gaps of insulators and semiconductors, which are often underestimated by as much as 1.0 eV
or more. In the case of Ge the local-density approximation (LDA) of DFT even predicts a
semi-metal with a negative band gap rather than a semiconductor. In this lecture we demon-
strate that the Kohn-Sham eigenvalues can be corrected using Green-function techniques and
theGW approximation for the electronic self-energy. Figure 1 shows a comparison of LDA and
self-energy corrected band gaps with respective experimental values for a variety of materials.
The underestimation within the LDA as well as the improvement by theGW approximation are
evident.
Band gaps are experimentally measured by photoelectron spectroscopy. Figure 2 gives a
schematic illustration. In direct photoelectron spectroscopy a photon with energy ~ω impinges
on the sample and ejects an electron, whose kinetic energy Ekin is subsequently measured. The
binding energy ǫi of this electron is given by the difference ǫi = Ekin − ~ω. Actually, we
already simplified the argumentation here, as the formulation “binding energy of an electron”
suggests that the electrons are independent. In reality they are correlated through the Coulomb
interaction, and the ejection of an electron is always a many-body process. In this general sense
ǫi equals the difference ǫi = E
N
0 −E
N−1
i between the total energy E
N
0 of theN -particle ground
state ΨN0 and the energy E
N−1
i of the (N − 1)-particle state Ψ
N−1
i that remains after the emis-
sion. Inverse photoelectron spectroscopy is the complementary process: electrons are injected
into the sample, and the energy of the emitted photon is measured. The number of electrons
in the system thus increases from N to N + 1, and we can identify Ekin − ~ω with the energy
difference ǫi = E
N+1
i − E
N
0 of the many-electron systems.
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Fig. 3: The electrons in a many-electron system are correlated by the strong Coulomb inter-
action v. The motion of one electron depends on the motion of all other electrons. A nearly-
independent-particle picture can be recovered within the quasiparticle concept. Due to ex-
change and correlation effects a Coulomb hole forms around an electron and behaves together
with it like a single entity, which is called quasiparticle. Quasiparticles interact via a weak
screened interactionW instead of the strong Coulomb interaction.
The fact that the independent-electron picture breaks down due to the strong Coulomb interac-
tion questions single-electron concepts like band structure or Fermi surface. Still, in practice
these work surprisingly well. In fact, we can at least retain a nearly-independent-particle pic-
ture if we consider quasiparticles instead of electrons (or holes). In the case of electron injection
into a sample the repulsive Coulomb interaction creates a Coulomb hole around the additional
electron (see Fig. 3). Analogously, if an electron leaves the system, its Coulomb hole also dis-
appears. Relative to the ground-state N -electron system, the addition (removal) of an electron
in indirect (direct) photoelectron spectroscopy hence creates (annihilates) an ensemble consist-
ing of the bare electron and its oppositely charged Coulomb hole. This ensemble behaves in
many ways like a single particle and is thus called “quasiparticle”. Since the Coulomb hole
reduces the total charge of the quasiparticle, the effective interaction between quasiparticles is
screened and considerably weaker than the bare Coulomb interaction between electrons. In
fact, the screened interaction is sufficiently small so that the quasiparticles can be regarded as
approximately independent, which finally justifies the independent-particle approximation and
explains the success of mean-field theories.
A theoretical description of processes involving the ejection or injection of electrons requires
a framework that links the N -particle with the (N ± 1)-particle systems. For this purpose
we employ many-body perturbation theory. The central variable is the time-ordered Green
functionG(rt, r′t′). As we will see, it contains the excitation energies ǫi and even the excitation
lifetimes. Besides, we can directly obtain the ground-state electron density, the expectation
values of one-particle operators and the ground-state total energy from it. The Green function
is hence capable of giving access to the same observables as the ground-state electron density.
In contrast to the DFT expression E [n], the functional E [G] is even known exactly [2]. While
the Green function contains much more information than the electron density, it is also a more
complicated function and thus rarely applied to ground-state properties. In the present lecture
we will, therefore, concentrate on the calculation of excited states.
Section 2 lays the theoretical foundations of the method. More complicated derivations are
deferred to the appendix. TheGW approximation is discussed in Section 3.1, and some aspects
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of its numerical implementation are given in Section 3.2. As an illustration, Section 3.3 presents
a number of selected applications. Section 4 contains the summary.
2 Theory
2.1 Green function
In this section we introduce the time-ordered Green function and examine its properties. We
use the second-quantization formulation of quantum mechanics [2, 3]. For the present purpose
it is sufficient to know that this formalism involves field operators ψˆ(r) and ψˆ†(r) that describe
the annihilation and the creation of an electron at the position r, respectively. We will not take
spin dependence explicitly into account. If necessary, the spin quantum number can simply be
added to the formulas by considering it to be part of the spatial coordinate r.
The Green functionGe(rt, r′t′) is defined such that i~Ge(rt, r′t′) is the probability amplitude for
the propagation of an additional electron from (r′, t′) to (r, t) in a many-electron system with the
Hamiltonian (41). This process brings the system from theN -electron ground state
∣∣ΨN0 (t′)〉 to
a final state ψˆ(r)U(t, t′)ψˆ†(r′)
∣∣ΨN0 (t′)〉. The final state is constructed by the successive action
of the electron creation operator ψˆ†(r′), the evolution operator Uˆ(t, t′) = exp[−iHˆ(t − t′)/~],
which takes the system from t′ to a later time t > t′, and the electron annihilation operator ψˆ(r)
on theN -electron ground state. As the probability amplitude is given by the overlap of the final
state with
∣∣ΨN0 (t)〉, the Green function becomes
Ge(rt, r′t′) = −
i
~
〈
ΨN0 (t)
∣∣∣ψˆ(r)Uˆ(t, t′)ψˆ†(r′)∣∣∣ΨN0 (t′)〉 θ(t− t′)
= −
i
~
〈
ΨN0
∣∣∣ψˆ(rt)ψˆ†(r′t′)∣∣∣ΨN0 〉 θ(t− t′) , (1)
where θ(t− t′) is the Heaviside step function defined by
θ(t− t′) =
{
1 if t > t′ ,
0 if t < t′ .
(2)
For the last equality in (1) we changed from the Schro¨dinger to the Heisenberg picture, where
the expression is particularly simple. States and operators in the two pictures are related by
|ΨH〉 = Uˆ(0, t) |ΨS(t)〉 and AˆH(t) = Uˆ(0, t)AˆSUˆ(t, 0) . (3)
In the following we always omit the indices S and H. Similarly, we have the Green function
Gh(r′t′, rt) = −
i
~
〈
ΨN0
∣∣∣ψˆ†(r′t′)ψˆ(rt)∣∣∣ΨN0 〉 θ(t′ − t) (4)
for the propagation of an additional hole from (r, t) to (r′, t′). As a matter of convenience, we
combine the two expressions in one time-ordered Green function
G(rt, r′t′) = Ge(rt, r′t′)−Gh(r′t′, rt) = −
i
~
〈
ΨN0
∣∣∣Tˆ [ψˆ(rt)ψˆ†(r′t′)]∣∣∣ΨN0 〉 , (5)
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where we used the time-ordering operator Tˆ , which rearranges a series of field operators in
order of ascending time arguments from right to left with a factor (−1) for each pair permuta-
tion. Depending on the time order, Eq. (5) describes either electron (t > t′) or hole (t < t′)
propagation. The electron density n(r) can be expressed in terms of the Green function as
n(rt) =
〈
ΨN0
∣∣∣ψˆ†(rt)ψˆ(rt)∣∣∣ΨN0 〉 = −i~G(rt, rt+ η) . (6)
Here and in the following η is an infinitesimal positive number. It serves only to enforce the
correct order of the field operators. Its unit should always be clear from the context; presently
it is an infinitesimal time.
Let us consider the time-ordered Green function G(r, r′; τ) of a stationary system with τ =
t− t′. If we insert the closure relation
∑
i
∣∣ΨN±1i 〉 〈ΨN±1i ∣∣ = 1 between the two field operators
in (5), where
{∣∣ΨN±1i 〉} is the complete set of state vectors of the (N ± 1)-particle system,
transform to the Schro¨dinger picture and use the definitions
ψN−1i (r) =
〈
ΨN−1i
∣∣∣ψˆ(r)∣∣∣ΨN0 〉 and ψN+1i (r) = 〈ΨN0 ∣∣∣ψˆ(r)∣∣∣ΨN+1i 〉 (7)
together with the excitation energies
ǫN−1i = E
N
0 − E
N−1
i and ǫ
N+1
i = E
N+1
i − E
N
0 , (8)
then we obtain
G(r, r′; τ) = −
i
~
∑
i
ψN+1i (r)ψ
N+1
i
∗
(r′)e−iǫ
N+1
i
τ/~θ(τ)
+
i
~
∑
i
ψN−1i (r)ψ
N−1
i
∗
(r′)e−iǫ
N−1
i τ/~θ(−τ) . (9)
The sums run over the ground state and all excited states of the (N − 1)- and (N + 1)-particle
system, respectively. Expression (9) can be interpreted as follows: The state after the addition
of an electron (τ > 0) is represented by a linear combination of excited states
ψˆ†(r′)
∣∣ΨN0 〉 =∑
i
ψN+1i
∗
(r′)
∣∣ΨN+1i 〉 (10)
that subsequently evolve according to their respective phase factors exp(−iǫN+1i τ/~). The re-
sulting state is then probed at the point r by the projections ψN+1i (r). The case τ < 0 (hole
propagation) is analogous. Consequently, the Green function indeed contains the complete ex-
citation spectrum of the (N ± 1)-particle system. Fourier transformation of (9) to the frequency
axis using the Fourier transform of the Heaviside step function
θ(ω) =
1
2π
∫ ∞
−∞
θ (τ) eiωτ−η|τ |dτ =
i
2π (ω + iη)
(11)
finally yields the Lehmann representation of the Green function
G(r′, r;ω) =
∑
i
ψN+1i (r)ψ
N+1
i
∗
(r)
~ω − ǫN+1i + iη
+
∑
i
ψN−1i (r)ψ
N+1
i
∗
(r)
~ω − ǫN−1i − iη
. (12)
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We observe that the Green function has poles at the true many-particle excitation energies ǫN±1i .
These energies correspond to excitations of an (N − 1)-particle and an (N +1)-particle system
and hence to those processes measured in direct and inverse photoelectron spectroscopy. In the
case of a noninteracting (or mean-field) system the ψN+1i (r) are simply the unoccupied and the
ψN−1i (r) the occupied single-particle wave functions, the ǫ
N±1
i are the corresponding single-
particle energies. In order not to overload the notation, we will drop the (N ± 1) superscripts
from now on.
2.2 Spectral function
In connection with Eq. (9) we can define the spectral function A(r, r′;ω), i.e., the density of the
excited (or quasiparticle) states that contribute to the electron or hole propagation. In a finite
system this density is a series of delta functions at the excitation energies
A(r, r′;ω) =
∑
i
ψi(r)ψ
∗
i (r
′)δ(~ω − ǫi) (13)
weighted by the products of the corresponding projections (7). This allows us to rewrite (12) as
an integral over frequencies
G(r, r′;ω) = ~
∫ ∞
−∞
A(r, r′;ω′)
~ω − ~ω′ + sgn(~ω′ − µ) iη
dω′ (14)
with max
(
ǫN−1i
)
≤ µ ≤ min
(
ǫN+1i
)
. In an infinite system µ corresponds to the chemical
potential. The inequality max
(
ǫN−1i
)
≤ min
(
ǫN+1i
)
follows from the convexity of the total
energy as a function of the particle number, i.e., EN−10 − E
N
0 ≥ E
N
0 − E
N+1
0 : we lose more
energy when removing an electron than we gain by adding one. With the identity
1
x∓ iη
= P
(
1
x
)
± iπδ(x) (15)
in the limit η → 0+, where P(1/x) is the principal value of 1/x, we find that
A(r, r′;ω) = −sgn(~ω − µ)
1
π
Im G(r, r′;ω) . (16)
The closure relation of the functions (7) yields another important property
~
∫ ∞
−∞
A(r, r′;ω)dω =
∑
i
ψi(r)ψ
∗
i (r
′) = δ(r− r′) . (17)
When we change from a finite to an infinite system, the delta functions in A(r, r′;ω) merge and
form a series of smooth peaks with finite line widths instead of sharp resonances (see Fig. 4).
However, if the resulting spectral features are of Lorentzian form, i.e.,
A(r, r′;ω) =
∑
i
ψi(r)ψ
∗
i (r
′)
Γi
(ω − ǫ˜i/~)
2 + Γ2i
, (18)
where the ǫ˜i are the peak positions and |Γi| the corresponding peak widths, then we can perform
the integration in (14) analytically and again obtain a discrete sum over i as in Eq. (12), provided
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Fig. 4: The excitation peaks of a finite system in the spectral function A(ω) merge into quasi-
particle peaks of finite width in the case of an infinite system. This gives rise to finite excitation
lifetimes determined by the inverse of the peak widths.
that the energies are defined as complex numbers ǫi = ǫ˜i + iΓi. Consequently, the form of
the Fourier transform (9) remains unchanged, too. The imaginary component of ǫi leads to
a damping term exp(−|Γiτ |/~), revealing that the excitation has a finite lifetime of ~ |Γi|
−1
.
Physically, the de-excitation proceeds via Auger transitions that create electron-hole pairs on
the way. The damping of the particle propagator G may seem surprising, as it suggests that the
particle gradually disappears. However, one must keep in mind that we deal with an infinite
system, i.e., N → ∞, and an additional particle (electron or hole) can “dissipate” into the
Fermi sea. In this sense, one often speaks of finite quasiparticle lifetimes and calls ψi(r) and
ǫi the quasiparticle wave functions and energies, respectively. The quasiparticle equation (22)
introduced in the next section holds for infinite systems if one uses an analytic continuation of
the self-energy into the complex frequency plane.
2.3 Dyson equation
Appendix A shows that the time-ordered Green function G(r, r′;ω) of the interacting system
obeys an integral equation, the Dyson equation
G(r, r′;ω) = G0(r, r
′;ω) +
∫∫
G0(r, r
′′;ω)Σ(r′′, r′′′;ω)G(r′′′, r′;ω)d3r′′d3r′′′ , (19)
where G0(r, r
′;ω) is the Green function of a mean-field system defined by
hˆ0ϕ
0
i (r) = ǫ
0
iϕ
0
i (r) (20)
with the single-particle Hamiltonian
hˆ0(r) = −
~
2
2m
∇2 + Vext(r) +
e2
4πε0
∫
n(r′)
|r− r′|
d3r′ . (21)
The quantities Vext(r), m, e and ε0 are defined as in Eq. (41). The Green function G0(r, r
′;ω)
is obtained from Eq. (12) with the wave functions ϕ0i (r) and energies ǫ
0
i . The nonlocal and
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Fig. 5: Illustration of a series of scattering processes using Feynman diagrams. All zigzag lines
representing the instantaneous Coulomb interaction must be drawn horizontally. Arrows going
forward in time represent electron and those going backward in time hole propagators. The
self-energy is the sum of all possible single scattering processes.
frequency-dependent function Σ(r, r′, ω) is the non-Hermitian self-energy operator, which con-
tains all many-body exchange and correlation effects beyond the electrostatic Hartree poten-
tial. This can be more easily seen in a reformulation of the Dyson equation. By inserting the
Lehmann representation (12) into Eq. (19), we find that the wave functions ψi(r) and energies
ǫi obey the quasiparticle equation
hˆ0(r)ψi(r) +
∫
Σ(r, r′; ǫi/~)ψi(r
′)d3r′ = ǫiψi(r) (22)
(see appendix B), which is nonlinear in ǫi. Although it looks very similar to the one-particle
equations of mean-field approaches like Hartree, Hartree-Fock or DFT, it does not constitute
a mean-field formulation, since the self-energy takes all dynamic many-electron processes into
account. Consequently, the functions ψi(r) and energies ǫi must not be understood as single-
particle quantities. In fact, they are defined in Eqs. (7) and (8) as properties of the many-electron
system. From the nonlinearity of the quasiparticle equation it follows that the wave functions
ψi(r) are not orthonormal, in contrast to single-particle wave functions. However, they do fulfill
the closure relation (17).
The Dyson equation (19) can be rewritten in the form of a geometric series by subsequently
replacing G on the right-hand side by G0 +G0ΣG, which leads to, symbolically written,
G = G0 +G0ΣG0 +G0ΣG0ΣG0 +G0ΣG0ΣG0ΣG0 + ... . (23)
This is a typical equation of scattering theory, where the different terms of the geometric se-
ries describe single, double, triple, etc., scattering processes, and Σ is the scattering potential.
Such a succession of scattering processes can be illustrated by Feynman diagrams, where G0 is
drawn as a straight arrow and the Coulomb interaction as a zigzag line. According to (23), a
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diagrammatic representation of a multiple scattering process should involve a series of arrows
(G0) divided by single scattering processes (Σ). In the example of Fig. 5 these are the exchange
interaction, the creation of an electron-hole pair (the “bubble” diagram) and finally the creation
of a pair that itself creates another pair. In order to obtain the complete Green function, we have
to sum all multiple scattering processes, of which the one shown in Fig. 5 is merely one exam-
ple. The self-energy is given by the sum of all single scattering processes. The interpretation
in terms of scattering processes allows to construct approximations for Σ by the summation of
diagrams considered essential for the physical behavior of a given electron system. In general,
however, such approximations are rarely convergent, and too many processes turn out to be
quantitatively important. Therefore, we apply a systematic algebraic method instead.
3 Implementation and Applications
3.1 GW approximation
In practice we must use an approximation for the self-energy, such as the GW approximation,
which contains the electron exchange and a large part of the electron correlation. It is formally
derived in Appendix A and has a very simple mathematical form in the time domain
ΣGW (r, r′; τ) = i~G0(r, r
′; τ)W (r, r′; τ + η) . (24)
In order to calculate the self-energy contribution to the quasiparticle energies, we need the
Fourier transform on the frequency axis
ΣGW (r, r′;ω) =
i~
2π
∫ ∞
−∞
G0(r, r
′;ω + ω′)W (r, r′;ω′)eiω
′ηdω′ . (25)
The first function on the right-hand side is the Green function of the noninteracting system
defined by (20) and the second function the dynamically screened interactionW (r, r′;ω), which
is related to the bare Coulomb potential v(r, r′) = e2/ (4πε0 |r− r
′|) through the inverse of the
dielectric function
W (r, r′;ω) =
∫
ε−1(r, r′′;ω)v(r′′, r′)d3r′′ = v(r, r′) +
∫
nind(r, r
′′;ω)v(r′′, r′)d3r′′ . (26)
The screened interaction W (r, r′;ω) is the effective potential at r′ induced by a quasiparticle
at r: the Coulomb potential of the electron repels other electrons in its neighborhood and thus
gives rise to the formation of an exchange and correlation hole, whose effective positive charge
nind(r, r
′′;ω) screens the bare Coulomb potential v(r, r′) (see Fig. 6). Analogously, an effective
negative charge screens the Coulomb potential of a hole. The screened interaction is consider-
ably weaker than the bare Coulomb interaction. TheGW approximation uses the random-phase
approximation (RPA)
ε(r, r′;ω) = δ(r− r′)−
∫
v(r, r′′)P (r′′, r′;ω)d3r′′ , (27)
P (r, r′; τ) = −i~G0(r, r
′; τ)G0(r
′, r;−τ) . (28)
It corresponds to a subset of scattering processes in the many-electron system. Some of the
respective diagrams are just the ones shown in Fig. 5. Using expression (12) for the Green
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Fig. 6: The formation of the Coulomb hole around an electron at r screens its Coulomb po-
tential v(r, r′). This leads to the definition of the screened interaction W (r, r′) that takes into
account the combined potentials of the bare electron and its screening cloud nind. The ensemble
consisting of the electron and its polarization cloud is called “quasiparticle”.
function G0 of the noninteracting system we observe that the Fourier transform of the polariza-
tion function (28) is given by
P (r, r′;ω) =
occ.∑
i
unocc.∑
j
ϕ0i (r)ϕ
0
j
∗
(r)
(
1
~ω + ǫ0i − ǫ
0
j + iη
−
1
~ω − ǫ0i + ǫ
0
j − iη
)
ϕ0i
∗
(r′)ϕ0j (r
′)
(29)
in terms of the wave functions ϕ0i (r) and energies ǫ
0
i .
The well-known Hartree-Fock equations can be recovered from Eq. (22) if we use the energy-
independent self-energy
ΣHF(r, r′) = i~G0(r, r
′;−η)v(r, r′) (30)
(given in the time domain) instead. By comparison with Eq. (24), we see that the GW approxi-
mation constitutes an expansion of the self-energy up to first order in the screened interaction as
opposed to the bare Coulomb interaction in (30). This approximates the exact self-energy con-
siderably better, becauseW is much smaller than v. Due to the similarity of the two self-energy
expressions, the GW approximation can formally be regarded as a Hartree-Fock approach with
a dynamically screened interactionW instead of the static Coulomb interaction v.
3.2 Numerical implementation
For band-structure calculations it is more efficient to obtain the ǫi directly from the quasiparticle
equation (22) instead of solving the Dyson integral equation (19) and searching for the poles
of the Green function. Furthermore, it is then possible to exploit the formal similarity to the
Kohn-Sham equation
hˆ0ϕ
KS
i (r) + Vxc(r)ϕ
KS
i (r) = ǫ
KS
i ϕ
KS
i (r) , (31)
where Vxc(r) is the local exchange-correlation potential. In many cases the Kohn-Sham eigen-
values ǫKSi already provide a reasonable estimate of the band structure and are in qualitative
agreement with experiment. For systems where the quasiparticle wave functions are known,
one also finds ϕKSi (r) ≈ ψi(r) [9]. This observation indicates that the self-energy correction
Σ (r, r′; ǫi/~) − Vxc(r)δ(r − r
′) is small and justifies the use of first-order perturbation theory
to obtain approximate energies
ǫi ≈ ǫ
KS
i +
〈
ϕKSi |Σ (ǫi/~)− Vxc|ϕ
KS
i
〉
. (32)
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A solution of this nonlinear equation still requires the knowledge of the frequency dependence
of the self-energy, which is not known in general. Therefore, we use the linear expansion
Σ(r, r′; ǫi/~) ≈ Σ(r, r
′; ǫKSi /~) +
ǫi − ǫ
KS
i
~
∂Σ(r, r′; ǫKSi /~)
∂ω
, (33)
which leads to
ǫi ≈ ǫ
KS
i + Zi
〈
ϕKSi
∣∣Σ (ǫKSi /~)− Vxc∣∣ϕKSi 〉 . (34)
The quasiparticle renormalization factor is given by
Zi =
(
1−
〈
ϕKSi
∣∣∣∣∣1~ ∂Σ
(
ǫKSi /~
)
∂ω
∣∣∣∣∣ϕKSi
〉)−1
(35)
and equals the quasiparticle weight
Zi =
∫
|ψi(r)|
2 d3r < 1. (36)
With the decomposition of W into the bare Coulomb interaction v and the remainder W − v,
the GW self-energy (24) splits into exchange and correlation parts, symbolically written as
ΣGW = i~GKS0 W = i~G
KS
0 v + i~G
KS
0 (W − v) = Σ
GW
x + Σ
GW
c . (37)
Instead of G0 we use the Kohn-Sham Green function G
KS
0 . After inserting this decomposition
into Eq. (25), we must evaluate the convolutions
ΣGWx (r, r
′;ω) =
i~
2π
∫ ∞
−∞
GKS0 (r, r
′;ω + ω′)v(r, r′)eiω
′ηdω′ , (38a)
ΣGWc (r, r
′;ω) =
i~
2π
∫ ∞
−∞
GKS0 (r, r
′;ω + ω′) [W (r, r′;ω′)− v(r, r′)] dω′ . (38b)
The integral (38a) can be evaluated analytically and leads to the well-known expression for the
Hartree-Fock exchange term
〈
ϕKSi
∣∣ΣGWx ∣∣ϕKSi 〉 = − e24πε0
occ.∑
j
∫
ϕKSi
∗
(r)ϕKSj (r)ϕ
KS
j
∗
(r′)ϕKSi (r
′)
|r− r′|
d3r d3r′ . (39)
In general, the second convolution (38b) must be computed numerically. For this purpose the
integration contour is usually deformed to the complex plane, where the analytical continuations
of G0 andW are smoother.
Let the Kohn-Sham wave functions be represented in a basis {ζα(r)}. According to (29) we
can then write the polarization function and all related quantities in terms of products χµ(r) =
ζ∗α(r)ζβ(r) with the composite index µ = (α, β) as
P (r, r′;ω) =
∑
µ,ν
Pµν(ω)χ
∗
µ(r)χν(r
′) . (40)
The Eqs. (24) to (28) are solved by matrix operations:
1. A self-consistent DFT loop produces the Kohn-Sham wave functions ϕKSi (r) and energies
ǫKSi . At this point we can already evaluate the exchange term (39).
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2. The polarization matrix Pµν(ω) is calculated according to (29).
3. The dielectric matrix is obtained from εµν(ω) = δµν −
∑
γ vµγPγν(ω) and inverted.
4. Next the screened interactionWµν(ω) =
∑
γ ε
−1
µγ (ω)vγν is calculated from a matrix mul-
tiplication of the inverse dielectric function with the Coulomb matrix.
5. The correlation term
〈
ϕKSi
∣∣ΣGWc ∣∣ϕKSi 〉 is evaluated according to (38b) with a numerical
contour integration on the complex frequency plane.
6. Finally, approximate quasiparticle energies are obtained from (34) and (35).
The computation of the dielectric function, its inversion and the convolution (38b) are very
time-consuming. Therefore, some (especially older) codes approximate the inverse dielectric
function by a so-called plasmon-pole model [10, 11]. These models replace the imaginary com-
ponent of ε−1(ω), which has a peaked structure, by a sum of delta functions at the corresponding
frequencies. This simplification reduces the third step to a single matrix inversion of the static
dielectric function at ω = 0 and makes an analytic evaluation of the frequency integral (38b)
possible.
3.3 Examples
Although Hedin’s seminal article [4] was already published in 1965, it was not before the middle
of the 1980s that the first ab initio calculations for real materials were reported in the literature.
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Fig. 7: LDA band structure (dashed lines) of silicon with GW self-energy corrected valence
and conduction bands (solid lines). The GW approximation shifts the corresponding bands up
and down, respectively, but leaves the dispersion essentially unaffected.
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Fig. 8: Comparison of LDA (dashed), quasiparticle (solid line) and experimental (crosses)
bands for Na. Taken from Ref. [16].
In spite of several approximations in the numerical treatment, which were necessary because of
the lack of computer power back then, initial results were already very promising. Hybertsen
and Louie [12] as well as Godby et al. [13] showed that the calculated band gap of Si fell
within a margin of about 0.1 eV from the experimental value. Shortly afterwards the same
authors reported band gaps for several other semiconducting materials that turned out to be
equally accurate [14, 15]. After these pioneering studies the GW approximation was applied
to a variety of semiconductors with great success (see, e.g., Fig. 1). The principal effect of
the GW self-energy correction on the band structure of a semiconductor is to rigidly shift the
valence bands up and the conduction bands down, thus opening the band gap. Figure 7 shows
this effect for Si as an example.
Not only the band gaps of semiconductors and insulators are improved by the GW self-energy
correction, but the correlation-induced band narrowing of metals is also correctly described.
The band narrowing reflects the higher effective mass of quasiparticles (the polarization cloud
adds to the electron mass) compared to bare electrons. For this reason, the self-energy is some-
times also referred to as “mass operator”. Figure 8 shows the energy dispersion of Na as an
example [16]. The band narrowing brought about by the GW self-energy correction leads to
nearly perfect agreement with experiment.
The calculated excitation or quasiparticle lifetimes can be directly compared with two-photon
photoemission spectroscopy. This experimental method allows to measure dynamical de-
excitation processes in electronic systems. After a first photon has excited the electron system
(creating a “hot” electron), a second photon probes the quasiparticle density of states like in
ordinary direct photoelectron spectroscopy. The time delay between the two photons can be
tuned such that the system can be observed in different stages of the electronic de-excitation
process. From a series of measurements one can thus deduce the lifetime, which depends on
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Fig. 9: De-excitation dynamics measured in time-resolved two-photon photoemission spec-
troscopy (diamonds) and calculated with the GW approximation (solid line). Taken from
Ref. [17].
the excitation energy, i.e., the energy of the first photon. In the example of Ag in Fig. 9 the
theoretical curve τ = ~ |Γ|−1 obtained from the imaginary parts of the quasiparticle energies
(see Sec. 2.2) closely follows the experimental data points [17].
4 Summary
In this lecture we presented the GW approximation for the electronic self-energy, which allows
to calculate excited-state properties like excitation energies and lifetimes. The self-energy de-
scribes scattering processes between electrons and, in principle, contains all exchange and cor-
relation effects beyond the electrostatic Hartree potential. The GW approximation includes a
subset of these scattering processes. Apart from exchange it describes the creation of electron-
hole pairs within the random-phase approximation (RPA) that leads to the formation of po-
larization clouds around the bare particles. The ensemble of an electron or a hole together
with its polarization cloud behaves essentially like a single entity and is called a quasiparticle.
The quasiparticles interact via a screened potential that is considerably weaker than the bare
Coulomb interaction. This makes a perturbative treatment possible. In this respect, the GW
approximation constitutes an expansion of the self-energy up to linear order in the screened in-
teraction. It works well in a large class of systems where the polarization effects covered by the
RPA play the dominant role in electron correlation, such as simple metals and semiconductors.
The GW approximation is by nature a perturbative approach. Actual GW calculations are usu-
ally based on the self-consistent Kohn-Sham wave functions and energies as a starting point.
This method has its limitations in materials where DFT already gives unphysical results. It
breaks down for systems with very strong electronic correlation, which is insufficiently de-
scribed by the available exchange-correlation functionals. The large error in the band gap of
NiO in Fig. 1 is an example. In reality, NiO is a strongly correlated Mott-Hubbard insulator,
whereas it comes out as a semiconductor with a very small band gap (nearly a semi-metal) in
DFT calculations.
The GW method is designed for the analysis of excited states of the (N ± 1)-electron systems.
The treatment of optical absorption processes, where the particle number does not change due
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to the promotion of valence electrons into unoccupied conduction states rather than emission,
requires the simultaneous description of two particles, an electron and a hole, i.e., an exciton.
Consequently, one must describe such a process with a two-particle Green function. In this case
many-body perturbation theory leads to the so-called Bethe-Salpeter equation. Absorption spec-
tra obtained from this equation are indeed very accurate [18]. An alternative is time-dependent
density-functional theory [19], which also gives access to the excited states of an N -electron
system.
Appendices
A Hedin Equations
With the field-operators introduced in Section 2.1 we can rewrite the many-particle Hamiltonian
Hˆ =
∑
i
[
−
~
2
2m
∇2i + Vext(ri)
]
+
1
2
∑
ij
v(ri, rj) , (41)
where Vext(r) is the potential created by the atomic nuclei, v(r, r
′) = e2/ (4πε0 |r− r
′|) the
Coulomb interaction, m the electron mass, e the electron charge and ε0 the vacuum dielectric
constant, as
Hˆ =
∫
ψˆ†(r)hˆ(r)ψˆ(r)d3r +
1
2
∫∫
ψˆ†(r)ψˆ†(r′)v(r, r′)ψˆ(r′)ψˆ(r)d3r d3r′ (42)
with the one-particle operator
hˆ(r) = −
~
2
2m
∇2 + Vext(r) . (43)
The expression (42) is just a mathematical reformulation of (41) and should not be mistaken for
the energy expectation value in Hartree theory, although it looks similar.
From the equation of motion for the annihilation operator
i~
∂
∂t
ψˆ(r, t) =
[
ψˆ(r, t), Hˆ
]
−
= hˆ(r)ψˆ(r, t) +
∫
v(r, r′)ψˆ†(r′, t)ψˆ(r′, t)ψˆ(r, t)d3r′ , (44)
which describes the time evolution of a Heisenberg operator in the same way as the Schro¨dinger
equation describes that of a wave function, we can directly deduce the equation of motion for
the Green function
i~
∂
∂t
G(rt, r′t′) = δ(r− r′)δ(t− t′) + hˆ(r)G(rt, r′t′) (45)
−
i
~
∫
v(r, r′′)
〈
ΨN0
∣∣∣Tˆ [ψˆ†(r′′, t)ψˆ(r′′, t)ψˆ(r, t)ψˆ†(r′, t′)]∣∣∣ΨN0 〉 d3r′′ .
This is not a closed equation, because it involves the two-particle Green function
G(1234) = −
1
~2
〈
ΨN0
∣∣∣Tˆ [ψˆ(1)ψˆ(2)ψˆ†(4)ψˆ†(3)]∣∣∣ΨN0 〉 . (46)
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Here and in the following we denote the set of space-time coordinates (r1, t1) with a natural
number 1, etc., and further define
δ(12) = δ(r1 − r2)δ(t1 − t2) , (47)
v(12) = v(r1, r2)δ(t1 − t2) , (48)∫
d1 =
∫
d3r1
∫ ∞
−∞
dt1 , (49)
1+ = (r1, t1 + η) , (50)
where η is an infinitesimal positive time. With the two-particle Green function (46) we can
rewrite (45) as
i~
∂
∂t1
G(12) = δ(12) + hˆ(1)G(12)− i~
∫
v(1+3)G(1323+)d3 . (51)
The additional infinitesimals in 1+ and 3+ make sure that the time order is the same as in (45).
In order to employ the functional-derivative method, we introduce an external potential U(1)
that is again set to zero at the end. Of course, all quantities from now on depend on U(1),
while the equations remain invariant provided that we replace hˆ(1)→ hˆ(1)+U(1). We can use
functional differentiation to define a number of useful quantities. The reaction of the density to
changes in the external potential is governed by the linear-response function
R(12) =
δn(1)
δU(2)
∣∣∣∣
U=0
. (52)
The test potential and the Coulomb potential created by the induced charge can be combined
into an effective potential
Ueff(1) = U(1) +
∫∫
v(13)R(32)U(2)d2 d3 , (53)
which is related to U(1) via the inverse dielectric function
ε−1(12) =
δUeff(1)
δU(2)
∣∣∣∣
U=0
= δ(12) +
∫
v(13)R(32)d3 . (54)
With the definition of the polarization function
P (12) =
∂n(1)
∂Ueff(2)
∣∣∣∣
U=0
(55)
and the chain rule for functional derivatives one obtains the geometric series
ε−1(12) = δ(12) +
∫
v(13)P (32)d3 +
∫∫∫
v(13)P (34)v(45)P (52)d3 d4 d5 + ... , (56)
which can easily be inverted to yield
ε(12) = δ(12)−
∫
v(13)P (32)d3 . (57)
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If we take the Coulomb potential of an electron at 2 as the test potential, we get the screened
potential
W (12) =
∫
ε−1(13)v(32)d3 = v(12) +
∫∫
v(13)P (34)W (42)d3 d4 (58)
as the effective potential at position 1.
After this interlude we can go on with the derivation. For the functional derivative of the Green
function with respect to the test potential we find [4, 20]
δG(12)
δU(3)
∣∣∣∣
U=0
= G(12)G(33+)−G(1323+) . (59)
This allows us to eliminate the two-particle Green function, and the integral in (51) becomes
−i~
∫
v(1+3)G(1323+)d3 = −i~
(∫
v(13)G(33+)d3
)
︸ ︷︷ ︸
V H(1)
G(12) + i~
∫
v(1+3)
δG(12)
δU(3)
d3
= V H(1)G(12) +
∫
Σ(13)G(32)d3 , (60)
where V H(1) is the Hartree potential [cf. Eq. (21)] and
Σ(12) = i~
∫∫
v(1+3)
δG(14)
δU(3)
G−1(42)d3 d4
= −i~
∫∫
v(1+3)G(14)
δG−1(42)
δU(3)
d3 d4
= i~
∫∫
W (1+3)G(14)Γ(42; 3)d3 d4 (61)
the self-energy. For the second identity we used partial integration and for the third the chain
rule for functional derivatives, the definition of the screened interaction (58) and the vertex
function
Γ(12; 3) = −
δG−1(12)
δUeff(3)
∣∣∣∣
U=0
. (62)
With the self-energy (61) the equation of motion for the Green function (51) now becomes[
i~
∂
∂t1
− hˆ0(1)
]
G(12)−
∫
Σ(13)G(32)d3 = δ(12) , (63)
where we incorporated the Hartree potential into the one-particle operator
hˆ0(1) = hˆ(1) + V
H(1) . (64)
The delta function on the right-hand side of Eq. (63) demonstrates that G(12) is indeed a Green
function in the mathematical sense. In a noninteracting system the self-energy vanishes, and
(63) becomes [
i~
∂
∂t1
− hˆ0(1)
]
G0(12) = δ(12) . (65)
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Multiplication of Eq. (63) with G0 and Eq. (65) with G from the left followed by integration
yields the Dyson equation
G(12) = G0(12) +
∫∫
G0(13)Σ(34)G(42)d3 d4 . (66)
Finally, Eqs. (65) and (66) allow us to rewrite the vertex function (62) as
Γ(12; 3) = δ(12)δ(13) +
δΣ(12)
δUeff(3)
, (67)
and with the identity
δG(12)
δUeff(3)
=
δ
δUeff(3)
∫∫
G(14)G−1(45)G(52)d4 d5
= 2
δG(12)
δUeff(3)
+
∫∫
G(14)
δG−1(45)
δUeff(3)
G(52)d4 d5 (68)
we obtain
Γ(12; 3) = δ(12)δ(13)−
∫∫∫∫
δΣ(12)
δG(45)
G(56)Γ(67; 3)G(74)d4 d5 d6 d7 (69)
and analogously
P (12) = −i~
δG(11+)
δUeff(2)
= −i~
∫∫
G(13)Γ(34; 2)G(41)d3 d4 . (70)
The Eqs. (58), (66), (61), (69) and (70) constitute Hedin’s set of integro-differential equa-
tions, whose self-consistent solution, in principle, solves the many-electron problem exactly.
Unfortunately, they are not just numerical relations but contain a functional derivative in (69).
Therefore, the Hedin equations cannot be solved self-consistently by computer codes, but they
may be iterated analytically in order to derive useful approximations. In practice we can only
perform one iteration. We start with the Green function G0 of the noninteracting system, which
corresponds to the single-particle Hamiltonian (64). As the corresponding self-energy vanishes
in this case, the set of equations simplifies to
Γ(12; 3) = δ(12)δ(13) , (71)
P (12) = −i~G0(12)G0(21) , (72)
W (12) = v(12) +
∫∫
v(13)P (34)W (42)d3 d4 , (73)
Σ(12) = i~G0(12)W (1
+2) , (74)
G(12) = G0(12) +
∫∫
G0(13)Σ(34)G(42)d3 d4 . (75)
The polarization function here corresponds to the bubble diagram of Feynman’s diagrammatic
approach to many-body perturbation theory and leads to the random-phase approximation for
the screened interaction (cf. Fig. 5). The expression for the self-energy in this first iteration
coined the name GW approximation.
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B Quasiparticle Equation
Inserting (12) into the equation of motion for the Green function of a stationary system in the
frequency domain[
~ω − hˆ0(r)
]
G(r, r′, ω)−
∫
Σ(r, r′′;ω)G(r′′, r′;ω)d3r′′ = δ (r− r′) , (76)
which is equivalent to the Dyson equation, yields
∑
i
ψ∗i (r
′)
~ω − ǫi ∓ iη
{[
~ω − hˆ0 (r)
]
ψi (r)−
∫
Σ (r, r′′;ω)ψi (r
′′) d3r′′
}
= δ (r− r′) . (77)
Now we multiply with (~ω − ǫj) and take the limit ω → ǫj/~ on both sides. If we assume that
the system is nondegenerate (i.e., all ǫi are different), the left-hand side becomes
lim
ω→ǫj/~
(~ω − ǫj)
∑
i
ψ∗i (r
′)
~ω − ǫi ∓ iη
{[
~ω − hˆ0 (r)
]
ψi (r)−
∫
Σ (r, r′′;ω)ψi (r
′′) d3r′′
}
= ψ∗j (r
′)
{[
ǫj − hˆ0 (r)
]
ψj (r)−
∫
Σ (r, r′′; ǫj/~)ψj (r
′′) d3r′′
}
, (78)
and the right-hand side becomes
lim
ω→ǫj/~
(~ω − ǫj) δ (r− r
′) = 0 . (79)
Since ψ∗j (r
′) does not vanish for all r′, the expression in the curly brackets must be zero. This
leads directly to the quasiparticle equation
hˆ0 (r)ψj (r) +
∫
Σ (r, r′′; ǫj/~)ψj (r
′′) d3r′′ = ǫjψj (r) . (80)
It remains valid in the degenerate case, which is seen as follows. We assume that the solution of
Eq. (80) leads to degenerate amplitudes ψj(r) and energies ǫj . Then we introduce an arbitrary
perturbation φˆ, e.g., an additional external potential in hˆ0(r), that breaks the symmetry in such
a way that the degeneracy is lifted. For this (nondegenerate) case the above proof applies. The
validity of Eq. (80) for the degenerate case is then established by taking the limit φˆ→ 0.
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1 Introduction
Quantum scattering theory is concerned with the problem of a perturbation in a “reference”
system with continuous energy spectrum. In the most common form of the theory, the reference
system is the system of a beam of freely moving particles in space, while the perturbation is
a target that the beam hits and is scattered by. The scattered beam is detected by an apparatus
and conclusions on the structure of the target are drawn from the beam distribution in energy,
momentum, spin, etc. The central quantity that is measured is the scattering cross section and
this has to be related by scattering theory to the microscopic structure of the target.
In solid state physics one is often faced with a different kind of problem. The reference system
is a crystal with a periodic potential and with electron eigenstates obeying the Bloch theorem.
The Bloch states, forming a continuous spectrum given by the band structure, are scattered by
imperfections of the periodic potential. These imperfections can be impurity atoms, antisites,
self-interstitials, vacancies, etc., or can be excitations of the solid, such as phonons, magnons
or excited electrons. Here, there is no prepared beam and detector, while the measured quantity
is some material property. Such material properties influenced by scattering can be transport
coefficients, e.g., the electrical and heat conductivity, the thermopower, or the spin diffusion
length; or they can be equilibrium properties, such as the charge density or spin density in the
vicinity of an impurity atom, showing wavy oscillations because of the scattering of electrons
off the impurity.
The purpose of this manuscript is to give an introduction to the theory of Bloch electron scat-
tering in solids. We discuss the underlying physical assumptions, introduce the formalism and
derive some central results. One of the central quantities derived is the transition rate that can
be used in conjunction with the semiclassical Boltzmann transport equation in order to derive
transport-related quantities.
We treat the problem of scattering by a localized potential but do not discuss the scattering
by a target with internal structure where transitions can occur between the internal degrees of
freedom of the scatterer. For example, scattering off an impurity atom or a vacancy can be
treated within the formalism that is presented here, but an extension is needed to treat scattering
off phonons where one would need to account for exchange of energy and momentum between
the phonon and the electron.
In order to keep the manuscript at a reasonable length, the discussion of certain steps in the
formalism is avoided. Most important is the omission of the Møller operators that are used
for the derivation of some formulas. The presentation here is not mathematically rigorous,
since such a task would be a full course on its own right. For a more complete introduction to
scattering theory we refer to the literature, especially the books by Bohm [1] and Rodberg and
Thaler [2].
2 Green functions and time evolution2
Consider an electron under the influence of a potential V (r). The Hamiltonian is
H = −∇2 + V (r) = Hfree + V (r). (1)
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
2A large part of this section is adapted from Ref. [3].
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Here, and in the following, we use atomic units (~ = 1, me = 12 , e = −
√
2). The time-
dependent Schro¨dinger equation, determining the time evolution of the electron wavefunction
ψ(t), is
i
∂
∂t
ψ(t) = Hψ(t) (2)
with formal solution
ψ(t) = e−iHtψ(0), (3)
and with ψ(0) representing the wavepacket preparation as an initial condition. The quantity
U(t) = e−iHt is the time evolution operator in quantum mechanics.
Corresponding to the Schro¨dinger equation, we define now two propagators, the retarded Green
function G+(t) and the advanced Green function G−(t), as(
i
∂
∂t
−H
)
G+,−(t) = δ(t) (4)
with boundary conditions
G+(t) = 0 t < 0 (5)
G−(t) = 0 t > 0. (6)
The formal solution of these equations is
G+(t) =
{ −ie−iHt t > 0
0 t < 0
(7)
G−(t) =
{
0 t > 0
ie−iHt t < 0
(8)
Evidently, the Green functions coincide, up to a factor, with the time evolution operator; G+(t)
is used to propagate the wavefunction forward in time, andG−(t) to propagate the wavefunction
backward in time:
ψ(t) = iG+(t− t′)ψ(t′) t′ < t (9)
ψ(t) = −iG−(t− t′)ψ(t′) t < t′. (10)
In the following, unless explicitly stated, we shall restrict the discussion to the retarded Green
function G+ and drop the index +.
Given a perturbing potential ∆V (r) added to a Hamiltonian H˚ , it follows from equation (4)
that the Green function G corresponding to the new Hamiltonian H = H˚+ ∆V is related to the
Green function G˚ corresponding to H˚ via the Dyson integral equation
G(t) = G˚(t) +
∫ t
0
G˚(t− t′) ∆V G(t′) dt′. (11)
Furthermore, it can be proven that an incoming wavepacket ψ˚, which without the interaction
with ∆V would evolve as ψ˚(t), evolves into the wavefunction ψ(t) as
ψ(t) = ψ˚(t) +
∫ t
−∞
G˚(t− t′) ∆V ψ(t′) dt′ (12)
= ψ˚(t) +
∫ t
−∞
G(t− t′) ∆V ψ˚(t′) dt′ (13)
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These are two equivalent forms of the Lippmann-Schwinger equation; in the former, Eq. (12),
the reference Green function enters and the solution ψ appears on both sides of the equation; in
the latter, Eq. (13), the Green function of the full system enters and the solution appears only
on the left-hand side.
2.1 Energy-dependent Green functions
A Fourier transform of the Green function,
G(E) =
∫ ∞
−∞
G(t) ei(E+iη)t dt (14)
results in the formal solution
G(E) = (E + iη −H)−1. (15)
Here, η is a positive real number which ensures convergence of the integral in (14) for t→∞
and is to be taken in the end to the limit η → 0; this limit is implied by the notation E ± i0 that
we will use later. More generally, one may define the (time-independent) Green function as the
resolvent of the (time-independent) Schro¨dinger equation, via the operator equation
G(z) = (z −H)−1 (16)
for an arbitrary complex energy z (as long as (z−H) can be inverted). The singularities ofG(z)
along the real axis z = E determine the eigenvalue spectrum; in particular, G(E) has poles at
the eigenenergies of the bound states and a branch cut along the energies of the continuous
spectrum. For Imz > 0, G(z) is an analytical function of z. In terms of a complete set of
eigenfunctions ofH , |ψi〉, corresponding to eigenvalues i, the following spectral representation
can be obtained:
G(z) =
∑
i
|ψi〉〈ψi|
z − i . (17)
Represented in real space (and ignoring here for simplicity the spin variables), the above equa-
tion becomes
G(r, r′; z) =
∑
i
ψi(r)ψ
∗
i (r
′)
z − i (18)
representing, in the limit of Imz = η → 0+, an outgoing wave at r with a source term at
r′. From the above equation one can see that the imaginary part of G is directly related to the
spectrally- and space-resolved density of states n(r;E) (for real E):
n(r;E) = − 1
pi
ImG(r, r;E). (19)
This follows from the Dirac identity,∫ ∞
−∞
f(x)
x− x0 ± iηdx = P
(∫ ∞
−∞
f(x)
x− x0dx
)
∓ ipif(x0) (20)
where P stands for the Cauchy principal part of the integral. One can deduce from (19) an
expression for the spectral density of states,
n(E) = − 1
pi
Im
∫
G(r, r;E) d3r = − 1
pi
ImTrG(E), (21)
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where the last step stresses that the trace of the operatorG(E) can be taken in any basis, not just
in real-space representation. On the other hand, it can be seen from Eq. (19) after integrating
over all occupied states that the charge density is found as an integral of n(r;E) over the
energies convoluted with a Fermi function3 f0(E;T ) = 1/[1 + exp(E−EFkBT )]:
ρ(r) = − 1
pi
Im
∫ ∞
−∞
G(r, r;E) fT (E) dE = − 1
pi
Im
∫ ∞
−∞
Tr [PrrˆG(E)] f0(E;T ) dE (22)
where Prrˆ = |r〉δ(r − r′)〈r′| is the projection operator on the position r and the trace implies
an integration over r and r′, i.e., Tr [PrrˆG(E)] =
∫
d3r d3r′ δ(r − r′)G(r′, r;E). If a spin
degree of freedom is present, then the Green function is a matrix in spin space and the trace
must be taken also over spins.
In general, from the spectral representation (17) it follows that the expectation value (averaged
over all occupied electron states) of any physical quantity, represented by an operator Aˆ, can be
harvested via the relation
〈Aˆ〉 = − 1
pi
Im
∫ ∞
−∞
Tr
[
AˆG(E)
]
fT (E) dE. (23)
Therefore, the Green function contains all information which is given by the eigenfunctions. If
the Green function can be computed, then all physical properties of the system can be found.
2.2 Relation between perturbed and unperturbed system; the Dyson equa-
tion
The time-dependent Dyson equation (11) has its energy-dependent counterpart. Given from
(16) that for the reference system G˚−1(E) = E− H˚ , while for the perturbed system G−1(E) =
E − (H˚ + ∆V ), we conclude that the two Green functions are connected via
G−1(E) = G˚−1(E)− ∆V. (24)
The Dyson equation can be rewritten in the following forms (which can be directly verified by
substitution in (24)):
G(E) =
[
1− G˚(E) ∆V
]−1
G˚(E) (25)
= G˚(E)
[
1− ∆V G˚(E)
]−1
(26)
= G˚(E) + G˚(E) ∆V G(E). (27)
The last expression, although not in a closed form, reminds of expression (11) and allows for an
interpretation of the Dyson equation via multiple-scattering events by the perturbing potential
∆V if we expand G on the right-hand side (rhs):
G(E) = G˚(E) + G˚(E) ∆V G˚(E) + G˚(E) ∆V G˚(E) ∆V G˚(E) + · · · ; (28)
this is the analogue of a Born series expansion for the Green function.
3This is of course valid under the assumption that we have non-interacting electrons.
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Also the Lippmann-Schwinger equation (12) has a time-independent counterpart. Observing
that the Schro¨dinger equation for the perturbed system can be written as
(E −H) |ψ〉 = ∆V |ψ〉, (29)
we can verify by substitution that the solution |ψ〉 can be written in terms of the unperturbed
eigenstates |ψ˚〉 as
|ψ〉 = |ψ˚〉+ G˚(E) ∆V |ψ〉 (30)
where, loosely speaking, the first term on the rhs represents the incoming wave and the second
term the scattered wave, with the interference of the two producing the total wave |ψ〉. Eq. (30)
has the peculiarity that the solution |ψ〉 occurs on both sides of the equation. Expanding |ψ〉 on
the rhs of this Lippmann-Schwinger equation leads to the Born series
|ψ〉 = |ψ˚〉+ G˚(E) ∆V |ψ˚〉+ G˚(E) ∆V G˚(E) ∆V |ψ˚〉+ · · · . (31)
The Lippmann-Schwinger equation can be also written in terms of the perturbed Green function
G(E) instead of the unperturbed G˚(E) as:
|ψ〉 = |ψ˚〉+G(E) ∆V |ψ˚〉. (32)
where the unperturbed solution, |ψ˚〉, enters in the rhs instead of the perturbed |ψ〉 that enters in
the rhs of Eq. (32). The equivalence between Eq. (30) and Eq. (32) can be seen if one inserts the
expansion Eq. (28) in Eq. (32) and compares with Eq. (31); alternatively one can formally write
the solution of Eq. (30) as |ψ〉 = [1 − G˚(E) ∆V ]−1|ψ˚〉 and observe that [1 − G˚(E) ∆V ]−1 =
[1 + G(E) ∆V ] by virtue of the Dyson equation (27). The form Eq. (32) of the Lippmann-
Schwinger equation is used in practice when G(E) has already been found by means of the
Dyson equation.
In the case that E does not belong to the spectrum of the unperturbed Hamiltonian H , |ψ˚〉 = 0
and from Eq. (30) we obtain
|ψ〉 = G˚(E) ∆V |ψ〉. (33)
This expression can be used to obtain the discrete spectrum of H by e.g. an expansion in a basis
set {|n〉}, |ψ〉 = ∑n cn|n〉, leading to the homogeneous system of algebraic linear equations∑
n′(δnn′ − [G˚(E)∆V ]nn′)cn′(E) = 0. The real-valued energies E where the system has a
non-trivial solution form the discrete spectrum of the system. In this way one can e.g. locate the
bound states introduced by defects in the band gap of semiconductors.
The Dyson equation provides a straightforward way for the calculation of response functions.
Consider a small perturbation δV = α Vˆp, where Vˆp is a hermitian operator representing the
perturbing potential and α is a small parameter controlling the strength of the perturbation. We
seek the response, in the linear regime, of an observable Aˆ, δ〈Aˆ〉 := 〈Aˆ〉α−〈Aˆ〉0, where 〈Aˆ〉α is
the expectation value of Aˆ in the presence of the perturbation and 〈Aˆ〉0 is its expectation value
without the perturbation. For example, Vˆp could be a magnetic field acting at some position
r′ and Aˆ could be the change in magnetization at another position r, so that the sought-after
quantity is the magnetic susceptibility tensor χ(r, r′) with δm(r) = χ(r, r′)δB(r′). Since
the perturbation is small, it is convenient to use the expansion (28). From Eq. (23) (setting for
simplicity T = 0) we have
〈Aˆ〉α = − 1
pi
Im
∫ EF
Tr
[
Aˆ G˚(E)
]
dE − α 1
pi
Im
∫ EF
Tr
[
Aˆ G˚(E) Vˆp G˚(E)
]
dE
= 〈Aˆ〉0 − α 1
pi
Im
∫ EF
Tr
[
Aˆ G˚(E) Vˆp G˚(E)
]
dE, (34)
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i.e., we find that
d〈Aˆ〉
dα
∣∣∣∣∣
α=0
= − 1
pi
Im
∫ EF
Tr
[
Aˆ G˚(E) Vˆp G˚(E)
]
dE. (35)
As an application we consider the magnetic susceptibility. The observed quantity is then the
magnetizationm(r) = 〈σ Prr〉, i.e., Aˆ = σ Prr = σ |r〉δ(r− r1)〈r1|, while the perturbation
is a weak magnetic field at r′ coupled to the electron system via the operator4 αVˆp = B(r′) ·
σ Prr′ = B(r
′) · σ |r′〉δ(r′ − r2)〈r2|, where we have written explicitly the dependence on
two variables, (r, r1) and also (r′, r2), to stress the matrix-form of the two operators. Applying
Eq. (35) we obtain for the ith component of the magnetization and the jth component of the
field (i, j ∈ {x, y, z}):
mi(r) = − 1
pi
Im
∫ EF
Trs
[
σi G˚(r, r
′;E)σj G˚(r′, r;E)
]
dE Bj(r
′). (36)
with Trs the trace over the spin-degrees of freedom (the Green function G˚ is a 2 × 2 matrix in
spin space) while the trace over the spatial degrees of freedom, (r, r1) and (r′, r2), was taken
through respective integrations d3r1 and d3r2 that were lifted by the δ-functions. From Eq. (36)
we read out the susceptibility tensor
χij(r, r
′) = − 1
pi
Im
∫ EF
Trs
[
σi G˚(r, r
′;E)σj G˚(r′, r;E)
]
dE (37)
3 S-matrix and T -matrix
We proceed here by introducing a fundamental quantity of scattering theory, the S-matrix. It
contains the full information on the scattering properties of a system.
We start by introducing some notation details. We consider the scattering of Bloch electrons in
a crystal lattice off localized defects, e.g. impurity atoms, in the approximation of one-electron
theory, i.e., assuming that we have a single-electron wavefunction traveling in the crystal po-
tential V˚ . The defects produce a perturbation of the crystal potential, ∆V = V − V˚ , that has a
finite range including the perturbation of the neighbouring atoms. We denote the Bloch wave-
functions as |nk〉 where k is the crystal momentum and n is a band index including, whenever
necessary, quantum numbers that correspond to some degeneracy (e.g. the spin degeneracy in
non-magnetic systems).
In view of the need to chart constant-energy surfaces in reciprocal space (e.g. the Fermi surface),
defined by the relation Enk = E, we introduce a local coordinate (k⊥,k‖) on the surface with
a decomposition of the crystal momentum element d3k = dk⊥dk‖, where k⊥ is normal to the
constant-energy surface and k‖ is oriented in the surface. Thus k⊥ is in the direction of the
velocity,5 vnk := ∇kEnk. Using this notation the normalization between Bloch functions reads
〈n′k′|nk〉 = Ωrec δnn′δ(k − k′) = Ωrec δnn′ vnk δ(Enk − En′k′) δ(k‖ − k′‖) (38)
where Ωrec = ΩBZ/Ncr = (2pi)3/Ωcryst is the volume element of the reciprocal lattice with ΩBZ
is the Brillouin zone volume, Ωcryst the crystal volume and and Ncr the number of primitive
4The parameter α is absorbed inB(r′).
5We define the velocity in this way having in mind that, in the presence of spin-orbit coupling, there is an
additional “anomalous” contribution to the true velocity of a wavepacket.
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cells in the crystal. We denote the integration weight in the Brillouin zone by dk := Ω−1recd
3k
(with obvious adjustments in two dimensional systems such as crystalline thin films).
In a scattering process we consider a wavepacket that approaches a region that contains a
potential perturbation ∆V . In the beginning, at times long before the scattering takes place
(t → −∞), the wavepacket is evolving in time according to the unperturbed Hamiltonian H˚;
later it reaches the point of scattering where ∆V 6= 0, e.g. a defect in the crystal, and evolves
according to the perturbed Hamiltonian H = H˚ + ∆V ; and at much later times (t→∞) it has
left the region where ∆V 6= 0 and propagates again according to H˚ .
The mapping from the initial to the final form of the wavepacket is done by a unitary operator,
the S operator, that is represented in the basis of eigenstates of H˚ by the S-matrix. For a
definition of the S operator the limits t→ ±∞must be properly taken because of the oscillating
phase exp(−iEt) of the wavefunction. This is conveniently done, e.g. in the interaction picture
of quantum mechanics, or by taking a sharp distribution around an energy E and using the
scattering equations in the energy domain. We follow the latter course here.
3.1 In-states and out-states; S-matrix
Far away from the defect and at early times, before the scattering takes place, a wavepacket
ψ(t) with a finite but sharp distribution around the crystal momentum k at band n propagates
according to the crystal Hamiltonian:
ψ(t) =
∫
dqA(q − k)|nq〉e−iEnqt, t→ −∞ (39)
where A(q − k) is the amplitude of the wave packet at each q close to k (in the limit of a
very sharp distribution around k the squared amplitude |A(q − k)|2 will become a δ((q − k))
function). During and after the scattering takes place, the wave packet becomes
ψ(t) =
∫
dk′A(k′ − k)|nk′; +〉e−iEnk′ t (40)
where |n,k; +〉 are related to the Bloch waves |n,k〉 according to the Lipmann-Schwinger
equation Eq. (32) which in the present Bloch-wave notation reads
|n,k; +〉 = |nk〉+G+(Enk) ∆V |nk〉 = |nk〉+ [Enk −H + iη]−1 ∆V |nk〉 (41)
= |nk〉+ G˚+(Enk) ∆V |nk; +〉 = |nk〉+ [Enk − H˚ + iη]−1 ∆V |nk〉 (42)
where G+(Enk) is the retarded Green function of the perturbed system (crystal plus defect)
and ∆V the perturbation. Here, η denotes an infinitesimally small positive imaginary part of
the energy that is taken to zero at the end, as in Eq. (15), which basically ensures that we are
working with the retarded Green function. In the limit of early times, t → −∞, the term∫
dk′[Enk′ −H + iη]−1 ∆V |nk′〉e−iEnk′ t vanishes, as we show in the Appendix. Eq. (42) is the
equivalent form to Eq. (30) where the crystal Green function G˚+ and the perturbed wavefunction
appear on the rhs.
Equations (39-40) motivate us to define the set of in-states as all possible states of the form |nk〉
that propagate in the unperturbed system according to the unperturbed crystal Hamiltonian and
that are incoming towards the defect. Thus |nk; +〉 are states that in the remote past were in-
states but at the end have a complex form as superpositions of Bloch waves. The indices nk
here do not mean that |nk; +〉 is a state of crystal momentum k at band n (it is not), but only
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that it originates from such a states in the remote past; i.e., nk indicate the boundary condition
of the incoming wave.
In an analogous way we define the set of out-states as all possible states that have the form
of Bloch waves |n,k〉 and propagate according to the unperturbed crystal Hamiltonian in the
distant future. These are the result of propagation and interaction with the defect of states that
we symbolize as |nk;−〉, that had a complex form in the past, before and during the scattering,
the form being determined by the requirement that at t→∞ the superposition |nk;−〉 evolves
into a single Bloch wave |nk〉. Again, the indices nk in |nk;−〉 do not mean that the state is a
single Bloch wave, but that it evolves into one in the distant future. The states |nk;−〉 are again
the solution of the Lippmann-Schwinger equation, but with the advanced Green function:
|nk;−〉 = |nk〉+G−(Enk)∆V |nk〉 = |nk〉+ (Enk −H − i0)−1 ∆V |nk〉 (43)
= |nk〉+ G˚−(Enk)∆V |nk〉 = |nk〉+ (Enk − H˚ − i0)−1 ∆V |nk;−〉. (44)
The Hilbert spaces spanned by the in and out states in a crystal with a localized defect coincide
with each other and with the set of Bloch states, but the distinction is made because there can
occur cases in scattering theory when they in- and out-spaces are different. One such example
is a system of sample attached to two wires, where the in-states are the states of the leads
propagating towards the sample while the out-states are the states propagating away from the
wire.
The normalization properties of the states |nk;±〉 is the same as the one of the unperturbed
Bloch states Eq. (38) ([1], Chap. XIV.2 and XV.A):
〈n′k′; +|nk; +〉 = 〈n′k′;−|nk;−〉 = 〈n′k′|nk〉
= δn′nδk′k
= Ωrec vnk δn′n δ(k
′
‖ − k‖) δ(En′k′ − Enk) (45)
Using the identity that relates the Green function to the spectral function,
(E −H + i0)−1 − (E −H − i0)−1 = −2piiδ(E −H) (46)
we also obtain a relation between |nk; +〉 and |nk;−〉:
|nk; +〉 − |nk;−〉 = −2piiδ(Enk −H) ∆V |nk〉 (47)
that we will use later.
We are interested in the amplitude that an in-state |nk〉 at t → −∞ evolves into an out-state
|n′k′〉 at t → ∞. The operator mapping in-states to out-states is the S-operator and its repre-
sentation is given by the S-matrix with elements
Sn′k′;nk := 〈n′k′|S|nk〉 = 〈n′,k′;−|n,k; +〉. (48)
This is one of more possible equivalent definitions of the S-matrix. The S-matrix is unitary,
S−1 = S†, as required by the conservation of probability. One can thus view the S as a trans-
formation between the in and out Hilbert spaces.
The second part of Eq. (48) can be shown in the folllowing way. One considers the wavepacket
corresponding to the in-state, Eq. (40), and the analogous wavepacket corresponding to the
final, out-state, ψ′(t) =
∫
dq′A′(q′ − k′)|n′q′;−〉e−iEn′q′ t, where the distributions A and A′
are peaked around certain k and k′. The scalar product
(
ψ′(t), ψ(t)
)
represents the amplitude
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that a state prepared in the form (39) in the remote past, peaked around nk, is measured to be
the state ψ′(t) at time t. Taking t → ∞, the state ψ′ is nothing else but the out-state |n′k′〉 (in
the limit that the distribution A′ becomes a delta-function around k′), i.e., the desired S-matrix
element. But
(
ψ′(t), ψ(t)
)
=
∫
dq′
∫
dqA∗(q′ − k′)A(q − k)〈n′q′;−|nq; +〉e−i(Enq−En′q′ )t. It
can be shown ([1] Chap. XV.3) that this scalar product is independent of time, thus evaluating
it at any time, e.g. t = 0, and taking the limit of A and A′ to become δ-functions at the end, we
obtain
(
ψ′(t), ψ(t)
)
= 〈n′k′;−|nk; +〉, which is the expression in Eq. (48). In the following
section we will see that the S-matrix is energy-conserving.
3.2 T -matrix
The amount of S-matrix elements is larger than one is interested in in a scattering problem,
containing information about scattered but also unscattered states. It is convenient to restrict
the phase space of the problem to only the scattered states. This is done by introducing the
T -matrix. In order to introduce it we proceed by formally calculating the S-element according
to (48):
Sn′k′;nk = 〈n′k′;−|nk; +〉
=
[〈n′k′; +| − 2pii〈n′k′|∆V δ(En′k′ −H) ] |nk; +〉
= 〈n′k′; +|nk; +〉 − 2piiδ(En′k′ − Enk) 〈n′k′|∆V |nk; +〉
= δ(En′k′ − Enk)
[
Ωrec vnk δ(k
′
‖ − k‖)δn′n − 2pii〈n′k′|∆V |nk; +〉
]
=: δ(En′k′ − Enk)
[
Ωrec vnk δ(k
′
‖ − k‖)δn′n − 2pii Tn′k′;nk
]
(49)
Here, in the first step we used Eq. (47), in the third step we used the ortho-normalization Eq. (45)
while the final step defines the T -matrix element between states |nk〉 and |n′k′〉 as
Tn′k′;nk := 〈n′k′|∆V |nk; +〉
= 〈n′k′|[∆V + ∆V G+(Enk) ∆V ]|nk〉 (50)
where Eq. (41) was used. From the δ-function in Eq. (49) it is clear that the S-matrix is en-
ergy conserving which is expected since it is basically equivlent to the time-evolution operator
UI(∞,−∞) in the interaction picture (we have assumed from the outset that the crystal Hamil-
tonian and the perturbing potential ∆V are time-independent). However, while the S-matrix
elements vanish for Enk 6= En′k′ , the same is not necessarily true for T -matrix elements. This
poses no inconsistency with energy conservation, because only the on-energy-shell part of the
T -matrix (Enk = En′k′) leads to observable quantities; the off-shell part vanishes when convo-
luted with δ(En′k′ − Enk) in Eq. (49). Formally, Eq. (49) can be written in the more compact
form
S = 1− 2piiδ(E − H˚)T . (51)
with E the energy of the initial state.
In Eq. (49) we chose to eliminate 〈n′k′;−| by virtue of Eq. (47). We could equally well have
eliminated |nk; +〉, that would lead to Eq. (49) but with a different definition of the T -matrix,
T −n′k′;nk = 〈n′k′;−|∆V |nk〉 = 〈n′k′|
[
∆V + ∆V G−(Enk)∆V
]|nk〉, i.e., with the advanced
instead of the retarded Green function. The two definitions give identical matrix elements on
the energy shell (because they are both derived from 〈n′k′;−|nk; +〉), i.e., where these are
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physically meaningful. Thus we retain Eq. (50) as the definition of the T -matrix and define
more generally the T -operator as
T (E) = ∆V + ∆V G+(E) ∆V (52)
that, for practical purposes, can be conveniently evaluated as a finite-sized matrix in any local-
ized basis set with truncation of the number of local orbitals per atom. This follows from the
assumption that the perturbation ∆V is localized in space around the defect and from the fact
that ∆V multiplies the non-localized Green function G+(E) both from the right and from the
left. The real-space representation of T (assuming a local potential) is:
T (r, r′;E) = ∆V (r)δ(r − r′) + ∆V (r)G+(r, r′;E) ∆V (r′) (53)
that obviously vanishes wherever ∆V (r) = 0. The most usual form of non-local potential, the
spin-orbit coupling, is also approximated by a term that is localized on each atomic site with
zero inter-site contributions, again confining T in a finite number of sites.
As we will discuss later, knowledge of the T -matrix allows for a calculation of transition-
probability rates between states leading to a number of derived measurable properties in solids
such as relaxation times or transport properties. Also, the T -matrix is related to the integrated
density of states leading e.g. to the Friedel sum rule connecting the scattering phase shifts to the
total charge displaced by a defect in a crystal.
3.3 Expansion of the T -matrix; multiple scattering
Equation (52) together with Eq. (27) and Eq. (28) for the Green function suggest the following
expansion of the T -matrix:
T (E) = ∆V + ∆V G˚(E) T (E) (54)
= ∆V [1− G˚(E) ∆V ]−1 (55)
= ∆V + ∆V G˚(E) ∆V + ∆V G˚(E) ∆V G˚(E) ∆V + · · · (56)
Here we have simplified the notation by accepting that we refer to advanced Green function
omitting the superscript “+”. Keeping the 1st, 2nd, etc., term in Eq. (56) corresponds to treating
the scattered state |nk; +〉 to the 1st, 2nd, etc., order in the potential in the Born expansion series
of the Lippmann-Schwinger equation Eq. (31). This expansion proves useful if the potential
is weak enough to justify a truncation at some low order; if the expansion is not convergent
(which can be the case e.g. if the potential is too strong or if the energy is near a scattering
resonance causing T to vary too fast with energy), then Eq. (56) has no meaning, while Eq. (52)
and Eq. (54) are still valid. However, the concept of the Born expansion paves the way to a
perturbative treatment of multiple scattering.
Consider a set of M scatterers, e.g. a collection of impurity atoms, that induce potential per-
turbations ∆V1, ∆V2, . . . , ∆VM with the total perturbation ∆V =
∑
i ∆Vi producing a total
T -matrix denoted by T (E). Let ti(E) be the T -matrix that the i-th scatterer would have if only
the perturbation ∆Vi were present in the crystal. We seek an expansion formula of the total
T -matrix in terms of the individual ti. The answer is (omitting the energy dependence)
T =
∑
i
ti +
∑
ij
i6=j
tiG˚ tj +
∑
ijk
i 6=j
j 6=k
tiG˚ tjG˚ tk + · · · (57)
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which bears a multiple-scattering interpretation: the first term describes processes where the
electron is scattered once by one of the scatterers and then leaves the scattering area; the second
term describes scattering by successively two scatterers with an intermediate propagation deter-
mined by the crystal Hamiltonian; the third term describes three successive scattering events,
etc. Note that the sequential scattering events are such that the electron is not scattered twice
in a row by the same scatterer, i.e., no terms of the form ti G˚ ti appear since they are already
contained in the ti itself (although the electron can return to the scatterer i after intermediate
scattering by k, i.e., the term ti G˚ tk G˚ ti is present). This is secured by the requirement i 6= j,
j 6= k, etc., in the sums. This is in contrast to the expansion with respect to the potential,
Eq. (56), where terms of successive interaction with the same scatterer are present. All these
terms of the form ∆Vi G˚∆Vi of Eq. (56) are summed up in the ti of Eq. (57).
Since in Eq. (57) there appear no successive terms form the same scatterer, it is convenient to
express this by defining the off-site part of the Green function G˘ij(E) = (1 − δij)G˚(E). This
is to be interpreted in the following sense. We assume that the potential perturbations ∆Vi are
non-overlapping, e.g., situated at different atoms, and we also assume that we express the Green
function in a localized, site-dependent basis set iL where i is the atomic site and L denotes the
orbital. Then ∆Vi and ti are matrices in L in the sub-block defining site i and otherwise zero
(e.g. (ti)jL;j′L′ = (ti)LL′δijδjj′), G˚ is a full matrix, while G˘ij(E) is the same as G˚ but with the
i = j (on-site) sub-blocks set to zero. We also define the sum of all individual ti-matrices as
the first term in Eq. (57), t(E) =
∑
i ti(E); t(E) is thus a block-diagonal matrix. In this way,
Eq. (57) can be brought to a closed form:
T = t+ t G˘ t+ t G˘ t G˘t+ · · · (58)
= t+ t G˘ T (59)
The size of the matrices in this equation is truncated by the number of perturbed sites M where
∆Vi 6= 0 and by the truncation of the on-site local basis L. Eq. (59) bears analogy to Eq. (54)
and can be solved by T = t[1 − G˘ t ]−1. This point of view is the starting point of multiple
scattering theory, including the Korringa-Kohn-Rostoker (KKR) method, that is beyond the
scope of this manuscript.
When should one expect Eq. (57) or equivalently Eq. (58) to converge? If the single-site scatter-
ing matrix t is weak, then t is expected to be small and the series converges. However, even if t
is large, the off-site Green function G˘ is in many cases small enough that the series converges.
Intuitively one can understand that G˚(r, r′;E) will fall off with distance r = |r − r′| in three
dimensions: it describes a wave ψ originating at r′ and propagating in all directions that must
decay in amplitude as ψ ∼ r−1 to keep the probability current density j ∼ ψ2 ∼ r−2 integrated
over a sphere of surface-area 4pir2 constant, independent of r. The same argument tells us that
in two dimensions G˚(r, r′;E) falls off slower, proportionally to r−
1
2 , while in one dimension
there is no falloff. Thus the expansion Eq. (58) is expected to converge rapidly in the case of
scattering by a set of impurities in a crystal or less rapidly in the case of a thin film, especially
if the impurities are not clustered together. Contrary to this, the expansion Eq. (56) is more re-
stricted with respect to convergence because of the on-site multiple events ∆Vi(G˚∆Vi)n whose
convergence is subject to the weakness of ∆Vi. Finally, we note that the validity of the closed
expressions Eq. (56) and Eq. (59) does not depend on the convergence properties of the corre-
sponding series expansions.
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3.4 Phase shifts
In analyzing the scattering properties of the system, it is convenient to choose a representation
where the S-matrix is diagonal. Since the S-matrix is unitary, its eigenvalues will be in general
complex with modulus of 1. Since it is energy conserving, its eigenvalues and eigenvectors will
be characterized by the energy. Thus we may parametrize the S-matrix eigenvalues as
sλ(E) = exp[2iδλ(E)], (60)
where δλ(E) are real parameters (so that |sλ(E)| = 1) and λ is the set of quantum numbers other
than the energy that are conserved during scattering and characterize the eigenvalue (e.g. in
special cases λ could comprise the electron spin, orbital angular momentum or other symmetry
properties). The δλ are called phase shifts for reasons that we will discuss below.
Bringing the S-matrix in diagonal form means that we seek a superposition ψλ of in-states
|nk〉 ≡ |nk‖, E〉 at energy E that is mapped onto itself (up to a constant) by the scattering
process, i.e., we have
ψλ =
∑
nk
Rλ;nk(E) |nk‖, E〉 → sλ(E)ψλ = e2iδλ(E)ψλ (61)
where Rλ;nk(E) is the transformation matrix making S diagonal, RSR−1 = diag(sλ). If
Eq. (61) is satisfied, then the final state differs from the initial state only by a phase factor.
The term phase shift is justified when considering the case of a free-electron approximation
scattered off a spherical potential. Then |nk〉 = Ω−1/2cryst exp(−ik · r), and neglecting spin-orbit
coupling the quantum number λ corresponds to the orbital angular momentum number l (it is
independent of the magnetic quantum number m or the spin). Then the eigenvectors of the
S-matrix are spherical waves whose radial part takes, asymptotically (for r →∞ where r is the
distance from the scatterer), the form of free outgoing waves exp(ikr − 1
2
lpi) in the absence of
the potential. In the presence of the potential the waves are multiplied by the diagonal element
sl and take the form exp(2iδl) exp(ikr− 12 lpi) = exp[i(kr+2δl)− 12 lpi], appearing as free waves
but with their ampliude radially shifted shift by 2δl/k. From this aparent radial shift results the
term phase shift for δl (see e.g. Ref. [2], Chap. 3.1.) In the case of free electrons the S-matrix
and the T -matrix are diagonalized by the same transformation due to the high symmetry of
the problem and the diagonal T -matrix element becomes in the spherical-wave representation
tl(E) = pik
−1[1 − sl(E)]/2pii = k−1[1 − exp(2iδl)]/2i = −(1/k) sin δl(E) exp(iδl(E)) (the
prefactor k−1 comes from the transformation between the plane-wave and spherical-wave rep-
resentation).
3.5 Relation of T to the density of states. Friedel sum rule
The scattering properties of a system are directly related to the density of states. In the physics
of point defects in metals, this realization leads to the Friedel sum rule; and within multiple
scattering theory it leads to approximations to total energy difference and interaction parameters
by a perturbative expansion.
The starting point is the difference in the density of states between the perturbed and the unper-
turbed system n(E) and n˚(E) (see Eq. (21)):
∆n(E) := n(E)− n˚(E) = − 1
pi
ImTr[G(E)− G˚(E)]. (62)
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This expression can be further manipulated by observing that the definition of the Green func-
tion, Eq. (16), implies G(E) = ∂(lnG−1(E))/∂E (and analogously for G˚(E)) so that we
obtain
∆n(E) = − 1
pi
ImTr
∂
∂E
[lnG−1(E)− ln G˚−1(E)]
= − 1
pi
ImTr
∂
∂E
ln[G˚(E)G−1(E)]
= − 1
pi
Im
∂
∂E
Tr ln[1− G˚(E) ∆V ]]
= − 1
pi
Im
∂
∂E
Tr ln[T −1(E) ∆V ] (63)
In the first step we used the property Tr(lnA + lnB) = Tr ln(AB) for two matrices A and
B that is valid because of the trace even if they do not commute (as long as the logarithms
are defined).6 The second step follows from the Dyson equation, Eq. (25), while the third
step follows from Eq. (55). Integrating the latter expression, we obtain the difference in the
integrated density of states,
∆N(E) =
∫ E
−∞
∆n(E ′)dE ′ = − 1
pi
ImTr ln[T −1(E) ∆V ]E−∞
=
1
pi
ImTr ln T (E)|E−∞ −
1
pi
ImTr ln ∆V |E−∞. (64)
Since the potential is not energy dependent, the last term vanishes.7 Also the term ImTr ln T (−∞)
gives no contribution: since the Hamiltonian has a lower bound in its spectrum,8 G(−∞) van-
ishes T (−∞) = ∆V [see Eq. (52)]; and since ∆V is hermitian, Tr ln ∆V is real. Thus we
arrive at the following relation of the T -matrix to the difference in the integrated density of
states between the reference and perturbed system:
∆N(E) =
1
pi
ImTr ln T (E) = 1
pi
Im ln det T (E). (65)
Differentiation gives for the difference in the density of states:9
∆n(E) =
1
pi
ImTr
[
T −1(E)dT (E)
dE
]
. (66)
We should note that Eq. (65) gives ∆N(E) only up to an arbitrary integer. The reason is that
the logarithm is a multi-valued function in the complex plane. In calculations one has to follow
the value of ∆N(E) over a dense enough mesh of energies starting from the band minimum in
order to distinguish the correct integer part, because in a dense mesh a discontinuity of ∆N(E)
by an integer would be clearly seen.
In the case of an impurity in a free-electron host crystal, the T -matrix is l-dependent (see
discussion in Sec. 3.4) and Eq. (65) reads
∆N(E) =
2
pi
∑
lm
lnTl(E) =
2
pi
∑
l
(2l + 1)δl(E) (67)
6This can be shown by Tr(lnA+lnB) = ln detA+ln detB = ln(detA detB) = ln det(AB) = Tr ln(AB),
where det denotes the determinant.
7If the perturbation is energy-dependent, e.g., a self-energy, the term must be accounted for.
8Physically each atom has a finite number of bound states with energy > −∞.
9Even if T does not commute with dT /dE, the trace guarantees the validity of Eq. (66).
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giving the displaced charge at energy E due to the impurity (a factor 2 accounting for the spin
degeneracy and a factor has been introduced, since T is assumed to be spin independent in this
case). At the Fermi energy, for reasons of charge neutrality, the displaced charge should match
the difference of valence electrons between the impurity and host atoms ∆Z = Zimp − Zhost.
From this follows the Friedel sum rule, ∆Z = 2
pi
∑
lm lnTl(EF) =
2
pi
∑
l(2l + 1)δl(EF).
The formalism of the sum rule Eq. (65) allows us to calculate interaction parameters in a solid
under the assumption that the change in total energy, under a perturbation, is to a good approxi-
mation equal to the change in the single-particle energies when the perturbation is weak enough.
This assumption is known as forcce theorem. By the term interaction parameters we mean the
following. In many cases certain excitations in a solid are described by a model Hamiltonian,
e.g. magnetic excitations are described by a Heisenberg Hamiltonian H = −∑ij JijMi ·Mj
where i and j run over all atoms and Jij are the magnetic interaction parameters. In analogy
one may assume a model with interaction parameters for inter-atomic forces, charge excitations,
etc; or one may extend the model Hamiltonian to higher orders, e.g. considering bi-quadratic or
4-order terms among the moments in the magnetic excitations. We will discuss an application
of this theory related to the Heisenberg model in Chapter C1 of the present volume.
In certain cases it happens that the T -matrix, and thus value of the phase shift, change rapidly
with energy. Then in a short energy interval around some Eres the phase shift increases by
almost pi. This occurs when the defect potential almost traps an electron due to a barrier, forming
a virtual bound state or resonance. Then the Green function G(E) = [z −H]−1 has a pole z0
in the unphysical sheet, Im
√
z0 < 0, with Re z0 ≈ Eres in the continuous spectrum. This
particular pole is close to the real axis causing the density of states, −ImG(E)/pi, to increase
in the vicinity of Eres, as can be seen by inspecting Eq. (66) and assuming that dT /dE is
large. An example of resonance formation is the d state of a transition element embedded in a
free-electron-like metal, e.g. Fe in Au. In the vicinity of Eres the scattering strength and the
transition rate (defined below) increases, resulting e.g. in an increase of resistivity if Eres is at
the Fermi energy.
3.6 Transition rate and optical theorem
In scattering calculations we are often interested in the transition rate wn′k′;nk from an initial
state |nk〉 to a final state |n′k′〉. The concept of the transition rate is the following. Imagine
that we prepare our system at some initial state ψi(0) that propagates in time according to
the time evolution ψi(t) = eiHtψi(0) where H includes the perturbation ∆V that causes the
scattering; usually ψi(0) is a wavefunction propagating towards the perturbation region, but still
far away from it. We seek the probability Pfi(t) = |〈ψf |ψi(t)〉|2 that a measurement finds the
state ψf , where ψf is a given eigenfunction of the crystal Hamiltonian without the perturbation,
H˚ = H − ∆V , measured far away from the scattering region. The transition rate is defined as
the probability per unit time,
wfi =
dPfi(t)
dt
. (68)
If the initial state is a wavepacket that is sharply peaked around a Bloch state |nk〉 and the
final state is a single Bloch wavefunction |n′k′〉, then we obtain the transition rate wn′k′;nk. In
practice, knowledge of the scattering rate paves the way for electron-transport calculations e.g.
by means of a semi-classical Boltzmann transport equation.
The scattering rate wn′k′;nk can be formally expressed in terms of the T -matrix, Tn′k′;nk. To
arrive at this expression we follow the derivation by Bohm [1] (Chap. XIV) but with simplifi-
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cations because of the specific problem at hand (the derivation and the final formula by Bohm
is valid for the general case). Starting from Eq. (68) we observe
wfi = 〈ψf | d
dt
(|ψi(t)〉〈ψi(t)|) |ψf〉 = −i〈ψf | [H, |ψi(t)〉〈ψi(t)|] |ψf〉 (69)
where we used the time-evolution law dO(t)/dt = −i[H,O(t)] for the projection operator
O(t) = |ψi(t)〉〈ψi(t)|. SettingH = H˚+ ∆V we obtainwfi = −i〈ψf |
[
∆V, |ψi(t)〉〈ψi(t)|
] |ψf〉−
i〈ψf |
[
H˚, |ψi(t)〉〈ψi(t)|
] |ψf〉. Since ψf is by assumption an eigenfunction of H˚ , the Hamilto-
nian H˚ in the last term is replaced by the eigenenergy Ef of ψf and the commutator vanishes.
For the remaining first term, −i〈ψf |
[
∆V, |ψi(t)〉〈ψi(t)|
] |ψf〉 := −iC, we use the fact that the
commutator of two hermitian operators (here ∆V and |ψi(t)〉〈ψi(t)|) is purely anti-hermitian
and that the expectation value of an anti-hermitian operator (ψ,Cψ) is purely imaginary.10 Thus
we find
wfi = 2Im
[〈ψf |∆V |ψi(t)〉〈ψi(t)|ψf〉]. (70)
Now we consider that ψi(t) approaches asymptotically an incident wave |nk〉 that evolves to
|nk; +〉, i.e., we employ the form Eq. (40) for ψi(t). In the limit that ψi(t) becomes a monochro-
matic wave we can set ψi(t) = |nk; +〉e−iEnk . We also accept that the final state is a Bloch
eigenstate of H˚ , ψf = |n′k′〉. Then the terms on the rhs of Eq. (70) may be rewritten as follows:
〈ψf |∆V |ψi(t)〉 = 〈n′k′|∆V |nk; +〉 e−iEnkt = Tn′k′;nk e−iEnkt (71)
by the definition of the T -matrix (50) and
〈ψi(t)|ψf〉 = 〈nk; +|n′k′〉e+iEnkt
=
( 〈nk|n′k′〉+ 〈nk; +| ∆V [Enk − H˚ − i0]−1|n′k′〉 )eiEnkt
=
(
Ωrec vnk δn′n δ(k
′
‖ − k‖) δ(En′k′ − Enk)
+ 〈nk; +| ∆V |n′k′〉[Enk − En′k′ − i0]−1
)
eiEnkt
=
(
Ωrec vnk δn′n δ(k
′
‖ − k‖) δ(En′k′ − Enk)
+ T ∗nk;n′k′ [Enk − En′k′ − i0]−1
)
eiEnkt (72)
where in the first step we used the Lippmann-Schwinger equation in the form (42), in the sec-
ond step we used the orthonormality condition (38) and we exploited the fact that |n′k′〉 is an
eigenstate of H˚ , and in the third step we used the definition of the T -matrix (50). Inserting
Eq. (71) and Eq. (72) into Eq. (70), and using the identity limη→0 Im(E − iη)−1 = piδ(E), we
arrive at the central result of this section11
wn′k′;nk = 2pi |Tn′k′;nk|2 δ(En′k′ −Enk) + 2ImTnk;nk Ωrec vnk δn′nδ(k′‖ − k‖) δ(En′k′ −Enk).
(73)
This result is one of the forms of Fermi’s Golden Rule. From Eq. (73) it is immediately clear
that the transition rate is energy-conserving. This is a result of the implicit assumption that
the scattering target is merely a potential perturbation and not an object with internal degrees
of freedom, as e.g. would be the case of scattering by phonons. In that case the total energy
10If A and B are hermitian then C† := [A,B]† = B†A† − A†B† = BA − AB = −[A,B] = −C, i.e., C is
anti-hermitian. Then, for any state ψ, (ψ,Cψ) = (C†ψ,ψ) = −(Cψ,ψ) = −(ψ,Cψ)∗, i.e., (ψ,Cψ) is purely
imaginary.
11If one does not use atomic units with ~ = 1, then the rhs of Eq. (73) must obtain a factor 1/~.
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would be conserved, but the energy transition of the target would have to be accounted for. We
also see that only the T -matrix, and not the full S-matrix, is sufficient to describe the scattering
transition rate.
The result (73) is also given by Rodberg and Thaler (Ref. [2], Sec. 8.4.) who arrive at it
by a different route, using time-dependent scattering theory. Following their argumentation,
an additional result is derived. Since the set of all states {|nk〉} forms a complete basis, the
probability for a transition to all of them together must be constant in time (and unity): the
electron must be found in some state. This means that the sum of the transition rates over all
possible final states, being the time derivative of the probability, must vanish. Thus we have,
setting
∑
n′
∫
dk′wn′k′;nk = 0 and using Eq. (73):
ImTnk;nk = − pi
Ωrec
∑
n′
∫
En′k′=Enk
dk′‖
vn′k′‖
|Tn′k′;nk|2 (74)
This formula is known as the optical theorem. It expresses conservation of probability during
scattering and it can be derived independently from the unitarity of the S-matrix (which also
expresses conservation of probability). The relation SS† = 1 is written, using also the fact that
the unit matrix is represented by δnk;n′k′ → Ωrecδ(k − k′)δnn′ and inserting Eq. (49),
Ωrec δ(k − k′)δnn′ =
∑
m
∫
dq Snk;mqS∗n′k′;mq
=
∑
m
1
Ωrec
∫
dq‖
vmq
∫
dE
×δ(E − Enk)
[
Ωrec vnk δ(q‖ − k‖)δmn − 2pii Tnk;mq
]
×δ(E − En′k′)
[
Ωrec vnk′ δ(q‖ − k′‖)δmn′ + 2pii T ∗n′k′;mq
]
= Ωrec vnk δ(Enk − En′k′) δ(k‖ − k′‖) δnn′
−2pii(Tnk;n′k′ − T ∗nk;n′k′) δ(Enk − En′k′)
+4pi2
∑
m
1
Ωrec
∫
dq‖
vmq
Tnk;mqT ∗n′k′;mq δ(Enk − En′k′) (75)
The first term on the rhs cancels exactly the left-hand side (lhs) (applying Eq. (38)). The re-
maining terms are written as
1
2i
(Tnk;n′k′ − T ∗nk;n′k′) = pi
∑
m
1
Ωrec
∫
dq‖
vmq
Tnk;mqT ∗n′k′;mq (76)
or in short
1
2i
(T − T †) = pi T T †, (77)
valid for matrix elements between states on the same energy shell as implied by the energy-δ-
function in the last term of Eq. (75). The expression (77) (or equivalently ((76)) is known as the
generalized optical theorem. Setting k = k′ and n = n′ in Eq. (76), the optical theorem (74)
follows.
4 Time reversal and space inversion symmetries
Among the possible symmetry operations obeyed by the crystal Hamiltonian, one may distin-
guish the special role of the time reversal and space inversion symmetries, as they play a role
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in the degeneracy of the bands and the possibility for back-scattering. Additionally, due to the
recent advances in the field of spin-orbit physics on surfaces [5, 6] and topologically protected
surface states [7] there is increased interest in these two symmetries (and their braking).
4.1 General properties
The space-inversion operation J is the coordinate transformation r → −r around some fixed
point in space. Thus, for any wavefunction ψ(r),
Jψ(r) = ψ(−r). (78)
Obviously the space inversion operator is its own inverse,J 2 = 1. It follows that the momentum
operator transforms as pˆ = −i∇r → J pˆJ −1 = −pˆ, while the kinetic energy operator −∇2
remains unchanged. The orbital angular momentum Lˆ = r × pˆ and the spin 1
2
σ, however,
remain unchanged. If the crystal potential possesses space inversion symmetry around some
point,12 then the full Hamiltonian possesses space inversion symmetry. In particular, even in the
presence of spin-orbit coupling13
Hsoc =
1
4m2c20
∇rV (r)× pˆ · σ
=
1
4m2rc
2
0
1
r
dV (r)
dr
Lˆ · σ (79)
the space-inversion symmetry is not lifted if J V J −1 = V , since J Lˆ · σJ −1 = Lˆ · σ.
Assuming that the full crystal Hamiltonian −∇2 + V + Hsoc is invariant under space inver-
sion, i.e., [H,J ] = 0, the Bloch eigenfunctions ψnk(r) = unk(r)eik·r (where unk is the pe-
riodic part of ψnk) must be transformed to other Bloch eigenfunctions of H with the same
energy: H(Jψnk) = J (Hψnk) = Enk(Jψnk). The transformed eigenfunction Jψnk(r) =
unk(−r)e−ik·r obviously belongs to the band-structure point−k (this is obvious from the phase
e−ik·r), so we may write unk(−r) = um,−k(r) for some band m at −k (there can be more than
one bands at −k in case of a degeneracy; in particular we will examine the case of spin degen-
eracy below). Thus the space inversion maps in a sense ks → −ks and conserves the spin (or
spin expectation value, if the spin is not a good quantum number due to spin-orbit coupling).
The time reversal operator K maps a wavefunction ψ to another in such a way that Kψ has
the same density but opposite expectation value of the velocity, orbital angular momentum
and spin. It must thus satisfy (Kψ, pˆKψ) = −(ψ, pˆψ), (Kψ, LˆKψ) = −(ψ, Lˆψ), and
(Kψ,σKψ) = −(ψ,σ ψ), while it keeps the position unchanged, (Kψ, rˆKψ) = (ψ, rˆ ψ).
The term time reversal arises from the intuitive picture that a particle in the state Kψ would
momentarily appear to be moving backward in time compared to a particle at state ψ. It can be
shown that an operator with these properties cannot be unitary (see e.g. Ref. [1]). It is, however,
12This point should be either a nuclear position, as e.g. in monoatomic crystals or a position between two nuclei,
as e.g. in the diamond structure.
13The spin-orbit coupling is inherent in the Dirac Hamiltonian and must be defined via the non-relativistic limit
in the Schro¨dinger Hamiltonian. The first of Eq. (79) is the general form in the Schro¨dinger case while the second
is an approximate form with r the distance from the closest atomic nucleus, taking into account that Hsoc becomes
non-negligible only very close to the nucleus. In the denominator, mr = me + [E − V (r)]/2c20 indicates the
r-dependent relativistic mass that partly cancels the unphysical divergence r−3 of (1/r)dV/dr so thatHsoc ∼ r−1
at r → 0.
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anti-unitary, i.e., it conserves probability but is anti-linear: K(αψ1 + βψ2) = α∗Kψ1 + β∗Kψ2,
where α, β are complex numbers. A number of useful properties of the matrix elements of K is
given by Yafet [4]. Here we delve into some of them that are needed below.
The demand that the velocity is reversed by K is met if we set Kψ = ψ∗, i.e., K contains the
complex conjugation that we call K0. This is easily seen by examining that the matrix element
(ψ∗, pˆψ∗) = −(ψ, pˆψ). Since Lˆ = r × pˆ, reversing the velocity automatically reverses the
orbital angular momentum. In order to reverse also the spin expectation value, K must include
an interchange the up and down spin components. Demanding that this results in a reversal
of the spin in all three directions, and including the complex conjugation it is found that the
appropriate action of K is given by
K
(
a
b
)
=
( −b∗
a∗
)
(80)
This is satisfied if we set
K =
(
0 −1
1 0
)
K0 ≡ −iσyK0 (81)
The fact that K is anti-unitary means that it cannot be represented by a matrix (a matrix always
represents a linear transformation and e.g. cannot perform the action of complex conjugation).
Thus some commonly used manipulation rules do not apply, in particular the “action to a bra-
vector on the left,” i.e., we cannot write the adjoint of K |ψ〉 as 〈ψ| K† and interpret K† by the
usual transposition and complex-conjugation of K.14 The anti-unitarity also implies, for any
two wavefunctions ψ1 and ψ2,
(ψ1, ψ2) = (Kψ1,Kψ2)∗ = (Kψ2,Kψ1). (82)
The K operator satisfies K2 = −1, from where it follows that K−1 = −K. By acting on
a spinor function
(
a
b
)
it can be directly verified that K pˆK−1 = −pˆ, from where it also
follows that K LˆK−1 = −Lˆ. Additionally it can be straightforwardly verified that the spin
operator transforms as KσK−1 = −σ. The time-reversal operator commutes with the space-
inversion operator, [K,J ] = 0, as can be again verified directly by acting on a spinor function.
A Hamiltonian with no internal or external magnetic fields is invariant under the action of K
even in the presence of spin-orbit coupling: the kinetic energy is invariant because K pˆ2K−1 =
K pˆK−1K pˆK−1 = pˆ2, the potential can be written in a purely spin-diagonal, real representa-
tion V (r), andHsoc is also invariant becauseK Lˆ·σK−1 = K LˆK−1 ·KσK−1 = −Lˆ·(−σ) =
Lˆ · σ.
This invariance leads to a specific kind of degeneracy. If KHK−1 = H , and ψ is an eigen-
function of H with H ψ = E ψ, then H (Kψ) = KK−1H Kψ = KH ψ = E (Kψ), i.e.,
Kψ is also an eigenfunction of H , degenerate to ψ. Additionally, Kψ is also orthogonal to
ψ, since (ψ,Kψ) = (K2ψ,Kψ) = −(ψ,Kψ), where we used Eq. (82) and K2 = −1. This
means that in the presence of time-reversal invariance, the Hamiltonian eigenstates appear in
orthogonal, degenerate pairs, ψ and Kψ, named Kramers pairs and the two states are called
Kramers congugate to one another; the degeneracy is named Kramers degeneracy.
14There is a meaningful definition of K† preserving the anti-liner property, but we avoid using it as it can lead
to confusion in the manupulation of expressions.
A5.20 Phivos Mavropoulos
For the crystal Bloch eigenfunctions, the Kramers degenerate of ψnk = unk(r)eik·r is Kψnk =
u∗nk(r)e
−ik·r that is again a Bloch function belonging to the band-structure point −k (by the
phase factor e−ik·r). It cannot, however, be the same as J ψnk, since J preserves the spin
while K reverses it: (J ψnk,σ J ψnk) = (ψnk,σ ψnk) = −(Kψnk,σKψnk). The two
are, in fact, orthogonal to each other: (J ψ,Kψ) = (KJ ψ,K2ψ)∗ = −(KJ ψ, ψ)∗ =
−(KJ 2ψ,J ψ∗) = −(Kψ,J ψ)∗ = −(J ψ,Kψ) = 0, where we used Eq. (82), K2 = 1,
[K,J ] = 0, and J 2 = −1. This means that, starting from a state ψnk and acting with JK
we obtain a Bloch eigenstate orthogonal to ψnk but at the same k. This combined action of
C := JK is called conjugation and obviously reverses the spin expectation value of ψnk due to
the action of K. In short,
H C ψnk := HJ Kψnk = Enk C ψnk (83)
(C ψnk, ψnk) = 0 (84)
(C ψnk,σ C ψnk) = −(ψnk,σ ψnk) (85)
An immediate consequence of the above is that in the presence of space-inversion and time-
reversal symmetries, the band structure energies Enk are at least twofold degenerate. This is
reflected e.g. in the single-sheet Fermi surfaces of the alkali or noble metals. Conversely, if
e.g. space inversion is not a symmetry of the system, the energy bands appear normally in
non-degenerate, but close, pairs. This happens e.g. in the well-known cases of the conduction
band of semiconductors in the zinc-blend structure, e.g. GaAs, or in the surface states of noble
metals (where the presence of the surface breaks the inversion symmetry). It is worthwhile to
note that this lifting of degeneracy by absence of space inversion happens because of spin-orbit
coupling. Otherwise (and in the absence of magnetic fields) it is trivial to see that the two spins
fully decouple and the same Hamiltonian is used for each spin separately, hence the exact same
band structure occurs for each spin and the degeneracy is restored; in reality, however, the spin-
orbit coupling is always present, even if it is very weak for light elements. To summarise, the
absence of magnetic fields leads to a Kramers degeneracy between k and −k by time-reversal
invariance, and the additional presence of space-inversion symmetry leads to a conjugation-
degeneracy at k of two Bloch wavefunctions that have opposite spin expectation values.
An additional property of time-reversal symmetry that will be used below is the following [4]:
Let Aˆ be an operator that transforms under time reversal to its hermitian conjugate. Then its
matrix element between any two Kramers-conjugate states vanishes. I.e.,
K AˆK−1 = Aˆ† ⇒ (ψ, AˆKψ) = 0. (86)
To prove this we use Eq. (82) and K−1 = −K and observe (ψ, AˆKψ) = (K AˆKψ,Kψ) =
−(K AˆK−1 ψ,Kψ) = −(Aˆ†ψ,Kψ) = −(ψ, AˆKψ) = 0.
4.2 Consequences of time-reversal and space-inversion in scattering
We now turn to certain consequences of the time-reversal and space-inversion symmetries and
their braking in scattering properties. In particular, these symmetries affect the back-scattering
amplitude, i.e. from k to −k. We denote the Kramers conjugate of a Bloch state |nk〉 by an
overline, i.e., |nk〉 := K |nk〉. Since (in the presence of time-reversal symmetry) this state
belongs to the point −k of the band-structure, we denote the band that it belongs to also by an
overline, so we write |n,−k〉 := |nk〉. The adjoint of the state vector |nk〉 is symbolized by
〈nk| or 〈n,−k|.
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The first observation is that in the presence of time-reversal symmetry of both the crystal Hamil-
tonian H˚ and the impurity perturbation ∆V , i.e., if K H˚ K−1 = H˚ K ∆V K−1 = ∆V , and
consequently KH K−1 = H , the scattering between Kramers conjugate states vanishes:
〈nk| T |n,−k〉 ≡ 〈n,k| T |nk〉 = 0. (87)
This can be shown by a direct application of Theorem (86) and use of the expression (50)
for the T -matrix. From the form of the Green function, G(E) = [E − H + i0]−1 it follows
that KG(E)K−1 = [E − KHK−1 − i0]−1 = [E − H + i0]−1 = G†(E) (since H† = H).
Thus KT K = K [ ∆V + ∆V G(E) ∆V ]K−1 = ∆V + ∆V KG(E)K−1 ∆V = ∆V +
∆V G†(E) ∆V = T †, since ∆V is hermitian. Applying Theorem (50) leads to Eq. (87).
From this we infer that, in a non-magnetic crystal, a non-magnetic defect in a non-magnetic
crystal will not cause transitions between time-reverse states, while a magnetic defect will.
A magnetic defect is characterized by the fact that ∆V contains a part with an exchange-
correlation inducedB-field, i.e.,
∆V = ∆V0 +B · σ. (88)
But the B · σ part does not commute with the operator K. Thus the proof of Eq. (87) does not
hold in this case, and Tnk,n−k 6= 0. In particular, using Eq. (81) and the relationKσK−1 = −σ,
we have KB ·σK−1 = −B ·σ (sinceB(r) is a real function of the coordinates only, it is not
affected by the action of K).
We may now see what is the effect of only a weak magnetic part of the impurity potential, i.e.,
expand the T -matrix between Kramers-conjugate states to lowest order in B. In doing this
we must account for the effect of B on ∆V and on the impurity Green function G(E) that
enter the T -matrix expression (50). For the Green function at B 6= 0, GB(E), we may use the
Dyson equation with the system of the impurity withB = 0 as a reference with Green function
G0(E) = [E − H˚ − ∆V0 + i0]−1. We have thus an expansion of the Green function:
GB(E) = G0(E) +B · σG0(E)B · σ + · · · , (89)
where we employed Eq. (28) withG0(E) in the place of G˚ andB ·σ in the place of ∆V . Using
this expansion in the expression for the T -matrix, Eq. (50), together with Eq. (88), we have
T = ∆V0 +B · σ +
[
∆V0 +B · σ
][
G0(E) +B · σG0(E)B · σ + · · ·
][
∆V0 +B · σ
]
= ∆V0 + ∆V0G0(E) ∆V0 +B · σ + ∆V0G0(E)B · σ +B · σG0(E) ∆V0 +O(B2)
≈ T0 +B · σ + ∆V0G0(E)B · σ +B · σG0(E) ∆V0 (90)
at low B, where T0 is the T -matrix with only ∆V0 as a perturbation. Thus we see that a
weakB-field enters linearly in the T -matrix expression and quadratically in the transition rate,
Eq. (73). For back-scattering between Kramers pairs the contribution by T0 vanishes, i.e., we
obtain
Tnk;n,−k ≈ 〈nk|
[
B · σ + ∆V0G0(E)B · σ +B · σG0(E) ∆V0
] |n,−k〉 ∝ B (91)
wnk;n,−k ∝ B2 (92)
to lowest order in B.
A consequence of Eq. (87) (or Eq. (92)) is that in the absence of space-inversion symmetry
in the crystal Hamiltonian there is no back-scattering from k to −k unless there are magnetic
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impurities. This happens because without space-inversion symmetry there is no degeneracy in
general at k, except of course for certain high-symmetry lines in the Brillouin zone or points
of accidental degeneracy that have, however, zero measure. The absence of back-scattering is
indeed observed in systems of broken inversion symmetry and leads e.g. to absence of local-
ization in the surface states of topological insulators [7]. There is, however, the possibility of
back-scattering from k to −k + δk for an arbitrarily small δk in the vicinity of −k. This may
be treated perturbatively with the k · p method.
The idea behind the k ·pmethod is to find an approximation to the Bloch wavefunction at some
(nk) if the wavefunction at some close-by (nk0) is known. Here we stress that both states must
belong to the same band n for the method to work. The Schro¨dinger equation for the Bloch
states ψnk(r) = eik·runk(r) can be rewritten with only the periodic part unk(r) as an unknown
in the form [8] [
(pˆ+ k)2 + V (r)
]
unk(r) = Enk unk(r). (93)
Setting k = k0 + δk and expanding unk in the basis set of periodic functions15 {un′k0} as
unk =
∑
n′ an′un′k0 , we obtain[
(pˆ+ k0 + δk)
2 + V (r)
]∑
n′
an′un′k0(r) = Enk
∑
n′
an′un′k0(r). (94)
Expanding to first order in δk we have (pˆ + k0 + δk)2 ≈ (pˆ + k0)2 + 2δk · (pˆ + k0) and
projecting onto umk0 we get∑
n′
an′〈umk0|
[
(pˆ+ k0)
2 + 2δk · (pˆ+ k0) + V (r)
]|un′k0〉 = Enk am
which, realising that 〈umk0|
[
(pˆ+ k0)
2 + V (r)
]
= En′k0〈umk0|, is rewritten as∑
n′
an′〈umk0|2δk · (pˆ+ k0) + Emk0δmn′
]|un′k0〉 = Enk am.
Setting pˆmn′ = 〈umk0|pˆ|un′k0〉 ≡ −i〈umk0 |∇r|un′k0〉 we arrive at∑
n′
2δk · pˆmn′an′ + Emk0am = (Enk − 2δk · k0)am (95)
as an algebraic eigenvalue equation for the coefficients an′ determining unk(r) and the eigenen-
rgy Enk (remember that the an′ depend on n). As a cross-check we observe that for δk = 0 we
obtain (Enk0 − Emk0)am = 0 which is satisfied if am = δmn as expected.
Returning to the scattering problem, since we want to see how the T -matrix T (E) changes in
the vicinity of some nk0 we may set Enk = Enk0 = E because we need to stay on the energy
shell. Then Eq. (95) becomes∑
n′
2δk · pˆmn′an′ + Emk0am = (Enk0 − 2δk · k0)am (96)
Assuming that the anunk0 will dominate the expansion of unk, which is reasonable since δk is
assumed to be very small, we proceed by approximating the sum in Eq. (96) by only the n-th
15For any k, the set {unk(r)}, n = 1, 2, . . . forms a complete orthonormal system in the space of periodic
functions in the primitive cell
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term, i.e., just in the summation we set an′ = δnn′ . Then we obtain δk · pˆmn + Emk0am =
(Enk0 − 2δk · k0)am which gives the approximate result
am ≈
{
δk·pˆmn
Enk0−Emk0
, m 6= n
1, m = n
(97)
neglecting the term 2δk ·k0 in the denominator. The dependence on nk0 is implicit in the matrix
elements pˆmp in addition to the denominator. The result of this whole k · pˆ-maneuver is that we
may write the Bloch wavefunction at k0 + δk as
|n,k0 + δk〉 ≈ |nk0〉+ δk ·
∑
m 6=n
pˆmn
Enk0 − Emk0
|mk0〉 (98)
which is valid on the energy shell Enk0 = En,k0+δk. Thus we see that the deviation of |n,k0 +
δk〉 from |n,k0〉 is linear in δk.
Returning to the back-scattering T -matrix element between Kramers conjugate pairs |nk〉 and
|n,−k〉, in the case of time-reversal symmetry, we arrive at the result that back-scattering in the
immediate vicinity of −k is possible with the T -matrix element behaving linear in δk:
Tn,−k+δk ;nk ≈ δk ·
∑
n′ 6=n
pˆnn′
Enk − En′k 〈n
′k|[∆V + ∆V G(Enk) ∆V ]|nk〉
∝ δk (99)
where the T -matrix is explicitly written as ∆V + ∆V G(Enk) ∆V in order to stress that these
matrix elements are not any more between states of the same energy, i.e., they are not physical
T -matrix elements. The bottom line, however, is the linear behavior in δk, which yields a
quadratic increase of the transition rate around the forbidden Kramers-conjugate back-scattering
point:
wn,−k+δk ;nk ∝ δk2. (100)
The expressions (99) and (100) are derived under the assumption that a single band n has the
major contribution for small δk that led to the expansion coefficients (97) that breaks down
close to degeneracy points.
5 Boltzmann transport equation
The transition rate wfi, defined in Eq. (68) and given in Eq. (73), is one of the most useful
quantities in scattering theory. In scattering experiments it is directly related to the scattering
cross section, i.e., the scattered-particle flow measured by a detector at a certain direction nor-
malized to the incident particle flow on the target. Since such experiments cannot be performed
in the interior of a crystal, the cross section is not a directly measurable quantity. However, the
transition rate paves the way to describe finite-lifetime effects and transport phenomena such
as the electrical resistivity or the thermoelectric effect. A very fruitful theoretical approach for
such phenomena is the semiclassical dynamics described by the Boltzmann equation. Within
this approach, the crystal electrons are viewed as wavepackets that are sufficiently localized in
space so that they form particles but also sufficiently localized in crystal-momentum to assign
them with a single Bloch-state |nk〉 neglecting their dispersion. Under these conditions their
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motion in the crystal follows the classical equations suggested by the Ehrenfest dynamics under
external forces (electric and magnetic fields); during this motion, the internal forces (in partic-
ular the atomic potentials) are implicitly included in the band-structure via the group velocity
and effective mass of the wavepackets. The motion is interrupted by collisions that re-destribute
the electrons according to the transition rate wn′k′;nk; after each collision the wavepacket is sup-
posed to occupy a new state |n′k′〉 and continue its motion under the external forces until the
next collision, etc. In this way, one obtains a distribution function of the electrons on the Bloch
states, f(nk;T ) = f0(Enk;T ) + g(nk;T ) where f0 is the (equilibrium) Fermi function and
g(nk;T ) is the deviation due to the external forces. Note that while f0 depends on |nk〉 only
through the energy Enk, f(nk;T ) will normally depend on |nk〉 explicitly.
The phase space of the semiclassical dynamics is the classical, in a sense, space of position and
momentum, {r,p}, with a minimal phase-space element compatible with the uncertainty rela-
tion for a wavepacket, ∆3r∆3p ∼ (2pi)3, which, however, is usually considered small enough
so that continuum equations describe the electron trajectory in the phase space. (At some point
the momentum is substituted by the crystal momentum.) The distribution function is therefore
also r dependent with the implicit assumption that its spatial variation is significant at a length
scale much larger than the wavepacket spread. The Boltzmann equation is a continuity equation
in the phase space, describing the flow of the distribution function f(r,p;T ):
∂f(r,p;T )
∂t
+∇r(f r˙) +∇p(f p˙) = ∂f(r,p;T )
∂t
∣∣∣∣
sc
. (101)
The lhs of the equation describes the flow of the distribution function in phase space, with
the first term giving the rate of change at (vr, nk), the second term giving the diffusion in r
(containing the velocity r˙) and the third the diffusion in k. In the absence of scattering the sum
of the three terms is zero by the conservation of the number of electrons in the crystal. The
right-hand side gives the rate of change of the distribution at (vr,p) due to scattering processes.
Expanding the divergence terms as
∇r(f r˙) +∇p(f p˙) = f(∇rr˙ +∇pp˙) + r˙ ·∇rf + p˙ ·∇pf
and using the Hamilton equations r˙ = ∇pHc and p˙ = −∇rHc (where Hc is an assumed
classical Hamiltonian, since we are still at the classical level), we see that the term f(∇rr˙ +
∇pp˙) vanishes and we arrive at the form
∂f
∂t
+ r˙ ·∇r(f) + p˙ ·∇p(f) = ∂f
∂t
∣∣∣∣
sc
(102)
At this point the connection to the quantum mechanical description of the electrons is done.
We substitute in Eq. (102) the velocity by the group velocity, r˙ → vnk = ∇kEnk, and the
momentum by the crystal momentum, p → k (using units with ~ = 1). The semiclassical
equation of motion of an electron in an external electric field E and magnetic field B is then
given in terms of the Lorentz force
k˙ = e(E + 1
c0
vnk ×B). (103)
In addition, if we are interested in the description of a steady state, we set ∂f
∂t
= 0. Fur-
thermore we allow for a temperature gradient in the crystal that is expressed through the term
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∇rf(r,k;T ) if we account for the dependence of f on T and the dependence of the Fermi
energy or chemical potential µ on r via T or otherwise. Then the Fermi function becomes
position dependent reading
f0(r, nk;T ) =
[
1 + exp
Enk − µ(r)
kBT (r)
]−1
. (104)
Dropping terms of second or higher order in the electric field or in the temperature and chemical
potential gradients,16 we arrive at the linearized Boltzmann equation that has the form:17(
∂f0
∂Enk
)
vnk ·
[
e(E − 1
e
∇rµ) + Enk − µ
T
(−∇rT )
]
+
e
c0
(vnk ×B) ·∇kg = ∂f
∂t
∣∣∣∣
sc
. (105)
The derivative ∂f0/∂E arises by application of the chain rule when taking the gradients ∇rf0
and ∇k. Since ∂f0/∂E is a peaked function around the Fermi energy, in the limit of low
temperatures it acts as a δ-function and pins the whole transport process in the vicinity of EF.
The rhs of Eq. (105) is now treated by using the quantum-mechanical transition rate wn′k′;nk
(73). The rate of change of the distribution at (nk) is built up of two terms, one reducing the
value of f for the electrons that are scattered out from this state to all others and one increasing
the value of f for the electrons that are scattered from all other states into this one. Accounting
for Fermi statistics, it is only possible to scatter an electron out of the state |nk〉 if it is previously
filled, therefore the transition rate wn′k′;nk is multiplied by the distribution function. We should
also avoid the diagonal term wnk;nk because it does not contribute to an exchange of electrons
between different states; we denote this by a prime over the integral. We have:
∂f
∂t
∣∣∣∣
sc
=
∑
n′
∫ ′
dk′
[
f(r, n′k′;T )wnk;n′k′ − f(r, nk;T )wn′k′;nk
]
(106)
=
2pi
Ωrec
∑
n′
∫ ′
En′k′=Enk
dk′‖
vn′k′
[
g(r, n′k′;T ) |Tnk;n′k′ |2 − g(r, nk;T ) |Tn′k′;nk|2
]
Here we set f = f0 + g, we used the (energy-conserving) Eq. (73) for (nk) 6= (n′k′), and
we took advantage of the property that f0 depends on (nk) only through the energy Enk so
that it can be pulled out of the constant-energy integral. Additionally we used the property∑
n′
∫ ′
dk′wnk;n′k′ =
∑
n′
∫ ′
dk′wn′k′;nk to cancel the terms containing f0. The latter property
is justified by the following heuristic argument. The lhs of the equation gives the total rate of
scattering into the state |nk〉 from all other states, while the rhs gives the total rate of scattering
out of the state |nk〉 into all other states, independent of any occupation function f . If the two
sides were different, then the weight of the state |nk〉 should either increase or decrease with
time even at equilibrium, which is unphysical.
It has been often suggested that there should be additional factors in Eq. (106) taking into
account that an electron cannot be scattered into a state |nk〉 if it is already filled. In this respect
one would expect an expression of the form
[
fn′k′(1− fnk)wnk;n′k′ − fnk(1− fn′k′)wn′k′;nk
]
.
However, it has been shown by Kohn and Luttinger (Appendix of Ref. [9]) that this is not the
case. If one drops terms of order g2, the two expressions are identical in case that the system
obeys the detailed balance condition, wnk;n′k′ = wn′k′;nk, and the discrepancy does not show.
16We assume that terms of the form gE , g∇rµ, or g∇rT are of higher order and can be dropped.
17Note that the equation is not linearized with respect to the magnetic field.
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However, the detailed balance condition does not necessarily hold in the presence of the spin-
orbit interaction. Thus one should maintain the form without the (1 − fn′k′) and (1 − fnk) for
calculations in systems with spin-orbit coupling.
The transition ratewn′k′;nk given by Eq. (73) corresponds to the case of a single defect. In a crys-
talline solid there is a concentration of defects that, within the Boltzmann-equation approach,
are assumed to be randomly distributed. It is also assumed that the phase of the wavefunction
is randomized after each scattering process, so that one may add the transition rates of all scat-
tering processes instead of the transition amplitudes. Then the factor wn′k′;nk should be scaled
by the number of defects in the crystal (assuming that all defects are of the same type), xcNcr,
where xc is the defect concentration and Ncr the number of atoms (or primitive cells) in the
crystal; i.e., we set wn′k′;nk → xcNcrwn′k′;nk.
We can further manipulate Eq. (106) by defining the (concentration-normalized) relaxation time
τnk of state |nk〉 by summing up the rate of transition to any other state via the expression18
xcNcr
1
τnk
= xcNcr
2pi
Ωrec
∑
n′
∫ ′
En′k′=Enk
dk′‖
vn′k′
|Tn′k′;nk|2 (107)
By inserting Eq. (107) and Eq. (106) into Eq. (105), and accounting for the number of defects
xcNcr, we obtain the following form of the Boltzmann equation:
gnk xcNcr τ
−1
nk = −
(
∂f0
∂Enk
)
vnk ·
[
e(E − 1
e
∇rµ) + Enk − µ
T
(−∇rT )
]
(108)
− e
c0
(vnk ×B) ·∇kgnk + xcNcr 2pi
Ωrec
∑
n′
∫ ′
En′k′=Enk
dk′‖
vn′k′
gn′k′ |Tnk;n′k′|2
with the obvious abbreviation gnk. Eq. (108) provides a self-consistent way of calculating the
distribution function g. The lhs gives the rate of loss of electrons from the phase-space point
(r, nk) due to scattering; the first and second term of the rhs give the rate of gain due to flow
induced by the fields and temperature gradients; and the last term on the rhs gives the gain due
to scattering in from all other states.
In order to arrive at a self-consistent solution of Eq. (108), an Ansatz is made on the form of
g. We motivate this by an expansion of the distribution function f around the equilibrium f0 in
powers of the electric field:
f(r,k;T ) = f0(r,k;T ) + E · ∇Ef(r,k;T ) + · · · (109)
The Ansatz is that to first order the electric field shifts the band energies, so that we may set
E · ∇Ef = ∂f∂EnkE · ∇EEnk ≈
∂f0
∂Enk
E · ∇EEnk, dropping again the higher-order term gE . Thus
we have
g(r,k;T ) = f(r,k;T )− f0(r,k;T ) = ∂f0
∂Enk
E · ∇EEnk
=: −e ∂f0
∂Enk
E ·Λnk. (110)
where we have introduced the mean free pathΛnk. The result of the Ansatz is that we managed
to write g in a linear form with respect to E but also that we obtained a pre-factor ∂f0
∂Enk
that
18Eq. (107) contains a prefactor of Ncr/Ωrec that diverges as N2cr. This divergence is cancelled by the term
|Tn′k′;nk|2 because each |nk〉 contains a normalization prefactor 1/
√
Ncr.
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restricts g in a region of a few kBT the vicinity of the Fermi level, which is physically expected
since the deeper occupied levels are banned from contributing to the transport due to the Pauli
exclusion principle, while the higher levels are unoccupied. The prefactor is also convenient for
further manipulation of Eq. (108) where it already accompanies the term that does not depend
on g.
The mean free path defined in Eq. (110) has also a physical interpretation as the average dis-
tance travelled between scattering events. During this “collisionless flight,” the electron is ac-
celerated by the electric field gaining energy eE ·Λ, thus the electron energy changes from Enk
to Enk − eE · Λnk.19 This picture is consistent with the Ansatz leading to Eq. (110) and with
the expression ∇EEnk = −eΛnk. Intuitively, the Fermi surface is displaced in the direction of
eE by an amount proportional to eE . The displacement does not increase indefinitely because
scattering processes redistribute the electrons moving in the direction eE to all other directions
according to the stochastic process determined by the transition rate.
Substituting g from Eq. (110) into Eq. (108) we obtain an integro-differential equation for the
mean free path. In the simpler case where the temperature and chemical-potential gradients
vanish, the equation reads
(xcΛnk · nˆE)Ncr τ−1nk = (vnk · nˆE)−
e
c0
(
vnk × B
xc
)
·∇k(xcΛnk · nˆE)
+
2piNcr
Ωrec
∑
n′
∫ ′
En′k′=Enk
dk′‖
vn′k′
|Tnk;n′k′ |2 (xcΛnk′ · nˆE). (111)
The equation depends only on the direction of E , nˆE , and not on its magnitude, which is ex-
pected since we are only seeking the linear response of the system to the electric field. By
choosing nˆE along the three spatial directions we obtain three independent equations, one for
each component of the vectorΛnk. We also see that the impurity concentration can be included
as a scaling constant of Λ, as long as the magnetic field is also normalized to the concentration.
This scaling is known as Kohler’s rule [10] and has the following interpretation. A magnetic
field causes the electron to travel on a continuous trajectory perpendicular to B on the Fermi
surface until it is interrupted by a scattering event. Higher fields cause a proportionally faster
motion on the trajectory, while higher defect concentrations cause proportionally more frequent
scattering events. Thus, scaling up the defect concentration has the same effect as scaling down
the magnetic field.
In the absence of a magnetic field, Eq. (111) can be fairly easily solved with iterations, while for
B 6= 0 the solution is more complicated because of the derivative term∇kΛ. We should further
note that the mean free path is a function of the magnetic field, Λnk(B), and Eq. (111) must be
solved explicitly for any value of B. However, at low fields an expansion of Λnk(B) in powers
of |B| is possible, leading to a hierarchy of equations that give the expansion parameters [11].
Once the mean free path has been found, the current density can be calculated by means of the
19The negative sign arises because a constant electric field E acting on a charge e corresponds to a potential
−eE · r. Substituting Λ for r we arrive at Eq. (110). In other words, the states with group velocity parallel to eE
should decrease their energy and increase their occupation.
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distribution function:
j(r) =
e
Ωcryst
∑
n
∫
dk vnk f(r, nk;T )
=
e
ΩcrystΩrec
∑
n
∫
dE
∫
Enk=E
dk‖
vnk
vnk g(r, nk;T )
= xc
e2
8pi3
∑
n
∫
dE
(
−∂f0
∂E
)∫
Enk=E
dk‖
vnk
vnk(Λnk · E) (112)
with Ωcryst = Ncr8pi3/ΩBZ the crystal volume. In the first step we substituted f = f0 + g and
we used the fact that the equilibrium distribution does not contribute to the current. From here,
the conductivity tensor is readily obtained as the prefactor to the electric field:
σij = xc
e2
8pi3
∑
n
∫
dE
(
−∂f0
∂E
)∫
Enk=E
dk‖
vnk
(vnk)i (Λnk)j (113)
with i, j = x, y, z. At low temperatures, −∂f0/∂E → δ(E − EF), confining the transport
properties to the Fermi energy. From the diagonal elements of the tensor σij one obtains the
resistivity and magneto-resistance, while from the off-diagonal elements one obtains the Hall
conductivity.
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Appendix
Reduction of the wavepacket to the free wavepacket at t →
−∞
Here we show that the second term of the Lippmann-Schwinger equation for a wavepacket
vanishes at very early times [see the discussion following Eq. (41)]. The term that has to vanish
is (II) = limη→0
∫
dkA(k−k′)[Enk−H+iη]−1 ∆V |nk〉e−iEt, so that the wavepacket Eq. (40)
reduces to the free wavefunction Eq. (39) at t→ −∞.
We follow arguments given by Bohm (Ref. [1], Chap. XV). We first make a transformation
from k = (k‖,k⊥) to (k‖, E) to obtain the energy as an integration variable. We also assume
that the wavepacket amplitude A can be separated in a k‖-part A‖(k‖ − k′‖) and in a k⊥-part
A⊥(k⊥ − k′⊥) = AE(E − E ′), where E is the energy corresponding to k⊥ and E ′ the energy
corresponding to k′⊥. The subscript E in AE is used to distinguish it from the function A.
Making the transformation to the (k‖, E) variables we obtain
(II) = lim
η→0
∫
dk‖A⊥(k⊥ − k′⊥)
∫
dEAE(E − E ′)[E −H + iη]−1 ∆V |nk‖, E〉e−iEt (114)
where we used the renotation |nk‖, E〉 = |n(k‖,k⊥)〉 =: |nk〉. We examine the time evolution
of a wavepacket that is formed by the states |nk; +〉, use the Lippmann-Schwinger equation to
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substitute |nk; +〉, and see that there remains a free-wave part and a scattered wave part that
vanishes for t → −∞. Basically this procedure leads from the energy-dependent Lippmann-
Schwinger equation, Eq. (32), to the time-dependent Lippmann-Schwinger equation, Eq. (13).
In a brief outline, consider a wavepacket of the form (40)
ψ(t) =
∫
dkA(k − k′) |nk; +〉 e−iEnkt
=
∫
dk‖A‖(k‖ − k′‖)
∫
dE AE(E − E ′) |nk‖E; +〉 e−iEt (115)
where the conventions of the previous paragraph were used in the notation, i.e., |nk‖E; +〉 =
|nk‖k⊥; +〉 = |nk; +〉 with E = Enk. By virtue of the Lippmann-Schwinger equation (41) the
above expression becomes
ψ(t) =
∫
dk‖A‖(k‖ − k′‖)
∫
dE AE(E − E ′) |nk‖E〉 e−iEt (116)
+
∫
dk‖A‖(k‖ − k′‖)
∫
dE AE(E − E ′) [E −H + iη]−1 ∆V |nk‖E〉 e−iEt.
The first term on the rhs expresses just the time-evolution of the free wave-packet ψ˚(t) and is
identical to Eq. (39). The second part of the rhs contains a Fourier transform from the energy
domain to the time domain of a product of two functions, f(E) = [E − H + iη]−1 ∆V and
g(E) = AE(E − E ′)|nk‖E〉. Each of them has its individual Fourier transform, in particu-
lar20 f˜(t) =
∫
dE[E − H + iη]−1 ∆V e−iEt = −iθ(t)e−iHt and g˜(t) = ∫ dE f(E)e−iEt =
AE(E − E ′) |nk‖E〉 e−iEt which is basically just the free wavepacket ψ˚(t) (implying the dk‖-
integration). But the Fourier transform of a product of functions f and g is the convolution
of the individual Fourier transforms:
∫
f(E)g(E)e−iEt =
∫
dt′f˜(t − t′)g˜(t′) = ∫ dt′iθ(t −
t′)e−iH(t−t
′)ψ˚(t′) which is just the second part of the rhs in Eq. (13).
At very early times (t→ −∞), the latter term, ∫ dt′iθ(t−t′)e−iH(t−t′)ψ˚(t′), vanishes because of
the θ step function, under the condition that the product ∆V ψ˚(t′) also vanishes for t′ → −∞.
This is the case if the potential perturbation ∆V is localized in space and the wavepacket ψ˚ is
prepared far away from the region of ∆V as is usually the case in a scattering situation, or if
∆V is switched on slowly with time so that it vanishes in the remote past, irrespective of its
range; otherwise the wavepacket is never far enough from the perturbation to be considered as
a free incoming wave. It is worthwhile to note that the Coulomb potential, falling off as 1/r, is
not localized enough to meet these conditions, therefore the description scattering off charged
defects in solids is a challenge. However, at the end there is always some degree of screening
of the charge by mobile carriers in metals or semiconductors or by the dielectric function in
insulators allowing for the use of standard theory.
20The Fourier transform of limη→0(E − E′ ± iη)−1 with respect to E is ∓ieiE′tθ(±t).
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1 Introduction
Since the beginning of the eighties, and especially since the seminal work by Berry [1], the
mathematical concepts of geometry, topology, geometric phase and topological characterization
of so-called fibre bundles, rapidly entered various aspects of condensed matter physics such as,
among others, electric polarization, Hall effect in insulators and metals, transport properties at
surfaces and magnetization dynamics. Especially recently, triggered by discovery of topological
and spontaneous Chern insulators, the topological classification of solids based on quantities
derived from their geometrical properties has become a very common tool in characterization
of physical properties of metals and insulators. Moreover, interplay of complex magnetism with
topological properties of solids is being studied very intensively nowadays.
It is impossible to review all of the issues listed above with a descent degree of depth within the
format of comparatively short lecture notes. We have thus decided to focus on selected aspects
of the geometry-related topics in condensed matter physics, trying to keep our manuscript as
concise and as self-contained as possible. An interested reader should be able to follow our
notes from the beginning to the end with minimal reference to other sources. We start by dis-
cussing the mathematical foundations of the Berry, or, geometric phase, formulate the adiabatic
approximation for quantum dynamics and introduce fundamental concepts such as Berry con-
nection, Berry curvature, gauge freedom, parallel transport and first Chern number. The physi-
cal examples we choose to apply the introduced concepts to are the Aharonov-Bohn effect and
spin-1
2
in magnetic field, which prove to be of great importance for understanding the material in
the rest of the notes. We further show in detail the geometrical and topological nature of electric
polarization in insulators, bringing to attention its relation to the Chern number. In a separate
chapter we discuss, referring to simple arguments, the emergence of the Chern insulators in
two-dimensional reciprocal space, and the interplay between various versions of, quantized and
not, Hall effects taking place in metals and insualtors. We derive the expression for the velocity
of a state due to time-evolution of the quantum system and express it in geometrical terms, and
use it to arrive at the equations of motion which govern the dynamics of electrons in a solid in
response to electro-magnetic fields and general perturbations. We discuss the consequences of
these equations for such properties as Hall conductance and orbital magnetization. Finally, as
an example of a system with properties dependent on a parameter slowly varying in real space
we choose a solid with spatially varying magnetization direction. We show how reformulation
of the problem in geometrical terms can be used to explain the rise of emergent magnetic field
in such systems, and the emergence of the topological Hall effect. We conclude with the purely
geometric semiclassical derivation of the Dzyaloshinskii-Moriya interaction.
There is a number of books and reviews in which most of the aspects presented here can be
found, and in these sources an interested reader can find more details and more profound dis-
cussions. Namely, we refer to the books by Bohm [2] and Nakahara [3] for a mathematically
rigorous discussion of geometric phase, fibre bundle theory and dynamics of quantum systems,
briefly outlined in section 2. The subject of electric polarization presented in section 3.2 has
been discussed in depth in [4]. Various aspects of topological and Chern insulators are con-
cisely and transparently presented and discussed in [5]. The best review of the issues of Berry
phase related electron dynamics in external perturbations can be found in Ref. [6]. A good in-
troduction to the topological Hall effect is given in [7]. Overall, we are also grateful to Hongbin
Zhang, Robert Bamler, Achim Rosch, Gustav Bihlmayer and Stefan Blu¨gel for multiple discus-
sions on the subject, which helped in streaming the manuscript and making many things more
transparent.
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Finally, we remark that, for reasons of simplification, in the following we assume that me =
~ = e = c = 1. Most of the expressions which include the prefactors and which should be used
for practical evaluation of the quantities, can be found in the sources listed above.
2 General Theory
2.1 Berry phase and adiabatic evolution
The origins of the Berry phase lie in the dynamics of a quantum system described by a Hamilto-
nian H(λ) which bares a parametric dependence on a parameter λ. It is normally assumed that
λ lies on a certain differentiable manifold M , λ ∈M . We assume that the Hamitonian H(λ) as
well as its descrete eigenspectrum {εn(λ)} are smooth and unique functions of λ everywhere
on M . For each λ we denote by {|nλ〉 ∈ H} a set of “instantaneous” solutions of
H(λ) |nλ〉 = εn(λ) |nλ〉 . (1)
It is important to realize that, in contrast to Hamiltonian and eigenvalues, each function |nλ〉 :
M → H can be chosen to be smooth only over certain parts of M (called patches), but not
necessarily over the whole of M . Imagine two patches O1 and O2 in M , O1 ∩ O2 6= ∅, with
two sets of smooth functions {|nλ〉} and {|nλ〉′} on them. Then for any λ ∈ O1 ∩O2 we know
that |nλ〉 and |nλ〉′ can differ only by a complex phase which is the element of group U(1):
|nλ〉′ = eiζn(λ) |nλ〉 . (2)
Also on the patches themselves we can always switch from {|nλ〉} to the “alternative” func-
tions {|nλ〉′} via the gauge transformation given by (2) with arbitrary functions {ζn(λ)} being
smooth on corresponding patches. Indeed, both {|nλ〉} and {|nλ〉′} constitute a possible set of
instantaneous solutions of (1) and the freedom in choice of either one or another manifests the
gauge freedom. The corresponding group which is used to formulate the condition of the gauge
freedom is called the gauge group. In our case the gauge group is U(1).
The time evolution which we want to consider is realized via a certain time-dependence of λ,
which goes along a given curve C inM : t ∈ [0, T ]→ λ(t) ∈ C. We will assume in the following
that T is the period of H(t) = H(λ(t)), i.e. λ(0) = λ(T ), H(0) = H(T ), εn(0) = εn(T ). We
will also assume for simplicity that closed path C completely lies in a single patch, i.e. we can
choose |nλ〉 smoothly and uniquely on C, |nλ(0)〉 = |nλ(T )〉. We seek for solutions of the
Schro¨dinger equation:
i
∂ψ(t)
∂t
= H(λ(t))ψ(t), ψ(t) ∈ H. (3)
Let us also assume that at time t = 0, ψ(0) = |nλ(0)〉 for certain n. We are also particularly
interested in solutions of (3) which are periodic in time in the sense that for a certain τ
|ψ(0)〉 〈ψ(0)| = |ψ(τ)〉 〈ψ(τ)| . (4)
Generally speaking, depending on the speed with which λ is changed in time, τ can be arbitrary.
Since the problem of finding solutions of Schro¨dinger equation for arbitrary τ is very broad, we
restrict ourselves to the case of τ = T .
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Consider first the case when [H(t), H(t′)] = 0 everywhere on path C. Constant in time Hamilto-
nian obviously belongs to this class. Using the spectral resolution of the time-evolution operator
in this case [2], we can show that
ψ(t) = e−i
R t
0 εn(τ) dτψ(0) = e−iαdyn(t)ψ(0) = e−iαdyn(t) |nλ(0)〉 , (5)
where with αdyn(t) we denoted the dynamical phase: αdyn(t) =
∫ t
0
εn(τ) dτ . The solution ψ(t)
from above is obviously stationary:
W (t) = |ψ(t)〉 〈ψ(t)| = |ψ(0)〉 〈ψ(0)| = W (0) = Λn(0), (6)
where Λn(λ) = |nλ〉 〈nλ|.
Next we introduce an important less stringent assumption which is called adiabatic approxima-
tion. Within this approximation we assume that:
W (t) = Λn(t) ⇐⇒ |ψ(t)〉 = e−iαψ(t) |nλ(t)〉 , t ∈ [0, T ]. (7)
Let us see how reasonable this assumption for adiabatic time-evolution is. For this we rewrite
the general solution of the Schro¨dinger equation in the following form:
|ψ(t)〉 =
∑
n
cn(t) |nλ(t)〉 , (8)
and substitute it into (3). This gives the following equations for the coefficients:
∂tcn(t) = −iεn(t)cn(t)−
∑
m
cm(t) 〈nλ(t)|∂t|mλ(t)〉 . (9)
Thus, if we start with a certain cn(0) = 1, cm(0) = 0,m 6= n, the adiabatic assumption is
approximately fulfilled when 〈nλ(t) | ∂t |mλ(t)〉 are small for m 6= n. One can use Eq. (1) to
show that the latter matrix element can be expressed like this:
〈nλ(t)|∂t|mλ(t)〉 = 〈nλ(t)| ∂tH(t) |mλ(t)〉
εm(t)− εn(t) = T
−1
mn, (10)
which corresponds to the frequency of transition between the states |nλ(t)〉 and |mλ(t)〉. It
is therefore for the states which are well-separated from each other in energy and for slowly
varying (slower than the intrinsic time-scale of quantum transitions between states) in time
Hamiltonians that the adiabatic approximation is more valid. It is important to remember, how-
ever, that the adiabatic wavefunction given by Eq. (7) can never be a solution of the Eq. (3) and
can serve only as an approximation to it.
Under adiabatic assumption we can directly solve Eq. (9) for cn(t) by integration:
cn(t) = e
−i R t0 εn(τ) dτ ei R t0 i〈nλ(τ)|∂τ |nλ(τ)〉 dτ = e−iαdyn eiγn(t), (11)
ψ(t) = e−iαdyn(t) eiγn(t) |nλ(t)〉 , (12)
where in addition to the dynamical phase the wavefunction acquires the so-called geometric, or,
Berry phase factor with the geometric phase γn:
γn(t) =
∫ t
0
i 〈nλ(τ)|∂τ |nλ(τ)〉 dτ mod 2pi. (13)
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2.2 Connection and curvature
The expression for the geometric phase (13) can be easily recast into a time-independent purely
geometrical representation:
γn(t) =
∫ t
0
i 〈nλ(τ)|∂τ |nλ(τ)〉 dτ =
∫ λ(t)
λ(0)
i 〈nλ(τ)|∂λi |nλ(τ)〉 dλi =
∫ λ(t)
λ(0)
An, (14)
where An is the so-called Berry connection = connection = connection form:
An = i 〈nλ|∂λi |nλ〉 dλi = An dλ, Ani = i 〈nλ|∂λi |nλ〉 . (15)
It can be easily shown that An, and so is the geometric phase, are purely real quantities. Since
function |nλ〉 is smooth and unique on a given patch, An is also a smooth and unique function
on the corresponding patch of M . At the boundary between two patches where |nλ〉 and |nλ〉′
are related by a gauge transformation (2), the corresponding connections are related via the
gauge transformation:
A′n = An − dζn, A′n = An −∇ζn. (16)
Also upon a change in the gauge of the |nλ〉 on the patch itself the connection transforms
according to (16). Mathematically [3], the family of patches {O} from M , together with the
corresponding family of connections {An} and U1-gauge transformations between the patches
{ζn} endows M with the geometric structure suitable for studies of many problems in quantum
physics. The mathematical name of this structure is a U1 principle fibre bundle. The quantum
theory formulated in terms of a principle fibre bundle theory with a certain group G of gauge
transformations is often called a G gauge theory. For example, theory of electromagnetism can
be elegantly recast in terms of the fibre bundle theory, with the role of connection played by
the electro-magnetic vector potential A [3]. As we shall see, the analogy between the Berry
phase theory and electromagnetism goes much deeper than sharing the name for corresponding
geometrical structure.
We now consider a closed path C with λ(0) = λ(T ) and γn(C) := γn(T ). Let us trace how
γn(C) changes upon an arbitrary smooth and unique change of gauge in the patch in which C
lies:
γ′n(C) = i
∮
C
A′n = i
∮
C
An − i
∮
C
dζn = i
∮
C
An = γn(C), (17)
since ζn(0) = ζn(T ). This means that the Berry phase of closed path C is an intrinsically
gauge-invariant property, which is another manifestation of its purely geometrical meaning.
One can show that γn(C) remains constant even under action of a more general class of gauge
transformation, and cannot be “gauged away”. While it cannot be done for the whole path,
on a part of C the Berry phase can be indeed gauged away by choosing the so-called parallel
transport gauge realized by smooth and unique functions ζPTn , defined only on the part of C
which we denote as C˜. Given the initial choice of {|nλ〉}, ζPTn functions satisfy the following
condition:
APT,n = An −∇ζPTn = 0, (18)
equivalent to the condition that
〈nλPT|∇λ|nλPT〉 = 0, γPTn (C˜) := i
∫
C˜
APT,n = 0. (19)
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Besides being very convenient, the parallel transport gauge is also easy to constuct. Namely,
given a certain starting point λ and a set of starting {|nλ〉PT} at this point, a set of “parallel
transported” instantaneous states at an infinitesimally to λ close point λ +  can be constucted
using perturbation theory:
|n, λ+ 〉PT = |nλ〉PT +
∑
m 6=n
〈mλPT|H(λ+ )−H(λ)|nλPT〉
εn(λ)− εm(λ)
∣∣mλPT〉 . (20)
It can be easily checked that such constructed instantaneous solutions are indeed “parallel trans-
ported”. It is common to use the parallel transport gauge for evaluation of the quantities which
are gauge-invariant locally for each point λ on M . A most important example of such quantity
is the (Berry) curvature.
(Berry) curvature is defined as a rank-2 antisymmetric tensor with the components given by:
Ωnij := ∂λiAnj − ∂λjAni = −2Im
〈
∂
∂λi
nλ
∣∣∣∣ ∂∂λj nλ
〉
. (21)
It is easy to see that the components of Ωn are locally gauge-invariant with respect to the gauge
transformations (16). In the language of differential forms, Ωn is a 2-form given by Ωn = dAn.
Using the Stokes’ theorem the expression for the Berry phase (14) can be rewritten as:
γn(C) = i
∮
C
An =
∫
S
Ωn, (22)
where S is a “surface” in M which C encompasses: ∂S = C. The Berry phase thus equals to
the flux of the Berry curvature through S. A very useful expression for the curvature can be
obtained within the parallel transport gauge (20), in which the perturbation theory expression
for the derivative of the |nλ〉 entering (21) can be written down (we omit the ”PT” label for
simplicity):
∂λi |nλ〉 =
∑
m6=n
〈mλ|∂λiH(λ)|nλ〉
εn(λ)− εm(λ) |mλ〉 , (23)
which gives the following gauge-invariant expression for the curvature:
Ωnij(λ) = −2Im
∑
m 6=n
〈mλ|∂λiH(λ)|nλ〉 〈nλ|∂λjH(λ)|mλ〉
[εn(λ)− εm(λ)]2 . (24)
The latter expression is not only useful practically, but it is also rather instructive since it under-
lines the role of the band degeneracies as the sources of the Berry curvature around them. We
will see several examples of connection between the band degeneracies and the curvature in the
course of this manuscript.
In case of M being a part of R3 the curvature tensor can be seen as a vector Ωn in R3, with
components given by:
Ωni := (1/2)ijkΩ
n
jk, (25)
and the relation (21) between the connection and curvature becomes:
Ωn = curlAn. (26)
There can be cases when the connection is the so-called “pure gauge” connection, i.e., there
exists a smooth and unique vector field f on M , so that An = ∇f . Clearly, in this case the
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Berry curvature equals zero identically on M and the Berry phase is vanishing for any given
closed path in M . In the rest of the manuscript we are particularly interested in situations for
which this does not happen.
Finally, we would like to remark on the occurrence of the so-called non-Abelian Berry phase.
It differs from the Abelian case considered above in that one has to deal with an N -fold degen-
eracy of eigenvalue εn at any point λ from M . Given a certain set of instantaneous solutions
{|nαλ〉}Nα=1 which correspond to εn for each λ we can construct corresponding eigenprojec-
tors Λn(λ) =
∑N
α=1 |nαλ〉 〈nαλ|. The eigenprojectors are constant with respect to the gauge
transformations realized by the unitary transformations UN from U(N):
~|nαλ〉′ = UN ~|nαλ〉, (27)
where ~|nαλ〉 is a vector consisting of ordered instantaneous solutions. The adiabatic assumption
for the non-Abelian case can be formulated in analogy to the Abelian case: the solution of the
Schro¨dinger equation has to reside in n’th eigenspace, |ψ(t)〉 〈ψ(t)| = Λn(λ(t)). The most
general shape of the wavefunction which solves (3) under the adiabatic assumption reads:
|ψ(t)〉 =
∑
α
cnα(t) |nαλ(t)〉 . (28)
Substituting the latter expression into (3) gives us a system of equations for the c-coefficients,
which can be solved in analogy to the Abelian case yielding:
~cn(t) = T exp
(∫ t
0
dτ {−iεnI+ iAnN(τ)}
)
~cn(0), (29)
where T is the time-ordering operator, I is the N ×N identity matrix, and AnN is a Hermitian-
matrix valued 1-form, given by components:
[AnN(λ(t))]αβ := i 〈nαλ(t)|∂t|nβλ(t)〉 dt. (30)
The form AnN is called the non-Abelian (Berry) connection, in analogy to the Abelian connec-
tion. The gauge transformation of the non-Abelian connection can be deduced from (27):
A′nN = (UN)−1AnN UN + i(UN)−1dUN . (31)
Obviously this relation reduces to (16) if N = 1. Equation (29) allows us to calculate the total
“phase” a wavefunction acquires during adiabatic evolution with the period T along a closed
path C, i.e., ψ(T ) = Uψψ(0), with the “phase” Uψ given by:
Uψ = exp
(
−i
∫ T
0
εn(λ(t))dt
)
P exp
(
i
∮
C
AnN
)
, (32)
where the first factor is the analogon of the Abelian dynamical phase, while the second matrix
is the non-Abelian Berry phase. While having most of the geometric “niceties” of the Abelian
Berry phase, the non-Abelian phase is a matrix with elements which are not separately gauge-
invariant. Most relevant are thus the trace (also known as the Wilson loop) and the eigenvalues
of the non-Abelian Berry phase, which are indeed gauge-invariant quantities. The expression
for the matrix valued non-Abelian Berry curvature reads:
ΩnN,ij := ∂λiAnN,j − ∂λjAnN,i + [AnN,i,AnN,j], (33)
which reduces to (21) for N = 1.
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2.3 Topological phase: Aharonov-Bohm effect
The Berry phase which we introduced is geometric in nature, i.e., it depends on the local geom-
etry of the path C. This also means that when the path C is changed, the geometric phase will
change as well. There can be situations, however, when the Berry phase is not modified when
the path C is subject to smooth transformations, in which case the Berry phase is topological
in nature. A very prominent example of a topological phase arises within the Aharonov-Bohm
effect (AB-effect).
Imagine an infinitesimally small cylinder D with the axis along z and cutting through the center
of coordinates in R3. Inside the cylinder only we generate a constant magnetic field B along
the cylinder axis and a magnetic flux through the cylinder’s cross section of Φ. Consider an
electron confined to a box which is positioned at point R which lies very far away from the
cylinder. The Hamiltonian of our electron with respect to the center of the box reads:
H = H(p−A(x),x−R), (34)
where A is the electromagnetic vector potential with curlA = B. We can thus look at the
dependence of the Hamitonian on R as a parametric dependence considered previously with
λ = R. According to the theory above, we have to find the eigenvalues and eigenvectors of H:
H(p−A(x),x−R) |nR〉 = εn(R) |nR〉 . (35)
It is easy to see that to find {|nR〉} we can use the eigenvalues εn(R) and eigenfunctions ψ0n of
the free Hamiltonian H0 = H(p,x−R):
〈x |nR〉 = ei
R x
RA dl ψ0n(x−R), (36)
where the path between x and R cannot pass through D. We can thus readily show that the
Berry connectionAn is given by:
An = i 〈nR | ∇R |nR〉 = i
∫
R3
dxψ0∗n (x−R)
{−iA(R)ψ0n(x−R) +∇Rψ0n(x−R)}
= A.
In turn the curvature is given by:
Ωn = curlA = curlA = B. (37)
This means that for our problem the Berry phase γn(C) acquired during adiabatic motion of our
electron box around the cylinder with the magnetic field along a path C is given by:
γn(C) =
∮
C
A dl = −Φ. (38)
Note that γn does not depend neither on the “band” index n nor on the path C, as long as
the cylinder is encircled the same number of times. This presents an elegant example of the
topological phase which does not change upon smooth transformations of C. What is very
important for us is that the results of Eq. (37) can be generalized to the case of electrons not
necessarily confined to a box, with the magnetic field B present everywhere in R3 and possibly
having non-trivial spatial distribution. This will result in the Berry phase restoring back its
geometrical rather than topological meaning, since in the latter case:
γn(C) =
∮
C
A dl = −Φ(C), (39)
with Φ(C) as the C-dependent flux of the magnetic field through the area enclosed by C.
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2.4 Dirac monopole and spin-12 problem
As an example of the adiabatic dynamics we want to study the Hamiltonian of a spin-1
2
particle
in magnetic field B = B ·n inR3, with the unit vector n along B, described by the Hamiltonian:
H(n) = b0σ ·B = bσ · n, (40)
where b = b0B is a constant which we would like to keep unspecified, and σ is the vec-
tor of Pauli matrices. The parameter space of our problem is the 2-sphere S2 embedded in
R3, with the parameter n playing the role of λ. We parametrize n in spherical coordinates:
n = (sin θ cosϕ, sin θ cosϕ, cos θ), where θ and ϕ run between 0 and pi, and 0 and 2pi, respec-
tively, see Fig. 1. For each of the values of n we have to find the instantaneous eigenstates and
eigenvalues of bσ · n. There are two eigenvalues for each n: ε+ = +b and ε− = −b, and two
corresponding eigenstates of the projection of σ onto n: |+n〉 and |−n〉, or, alternatively:
H(n) |σn〉 = bσ |σn〉 , (41)
where σ takes values of +/− or +1/− 1 depending on the situation. Note that the eigenvalues
do not depend on n. More generally, the operator σ in (40) can be replaced with 2J, where J is
the angular momentum operator of our quantum system. In this case σ is not anymore restricted
to take only two values, and the problem can be reduced to more than two copies of the problem
for spin-up and spin-down states only. Nevertheless the conclusions and derived expressions
remain basically the same as those for the spin-1
2
problem, which we are to consider below.
Our task now is to choose as smooth a gauge of |+n〉 and |−n〉 as we can. We note that the vec-
tor n can be obtained from e3 via the following SO(3) rotation: R(θ, φ) = R3(ϕ)R2(θ)R3(−ϕ),
where R3(ϕ) performs rotation around e3 by angle ϕ, and R2(θ) is a rotation around e2 by θ.
The corresponding rotation of the spinor wavefunction is an element of SU(2) and is given by:
U(θ, ϕ) = U3(ϕ)U2(θ)U3(−ϕ) = e−iϕσz/2 e−iθσy/2 eiϕσz/2. (42)
We thus define:
|+n〉 = U(θ, ϕ) |+e3〉 , |−n〉 = U(θ, ϕ) |−e3〉 ⇔ |σn〉 = U(θ, ϕ) |σe3〉 . (43)
It can be easily shown that such choice for |+n〉 and |−n〉 is smooth everywhere on S2 except
for the south pole S corresponding to vector −e3. To achieve smoothness at S, we need to
perform a gauge transformation into a new basis:
|σn〉′ = |σn′〉 = e−iσϕ |σn〉 , ζσ(n) = −σϕ (44)
and it can be shown that the primed instantaneous eigenstates are smooth everywhere on S2
except for the north pole N which corresponds to e3. It is a property of the spin-12 system in
magnetic field that enforces us to introduce at least two patches on S2 where the instantaneous
eigenstates are smooth, and a phase “twist” = gauge transformation between two smooth fam-
ilies at the overlap between the two patches. We denote these patches by O1 = S2 − S and
O2 = S
2 − N. Note that we could also freely choose for O1 and O2 the northern and southern
hemispheres including the equator. In this case the gauge transformation would act only at the
equator (to be rigorous, since the patches have to be open sets, by equator here we mean an
infinitesimally small open “belt” which includes the equator).
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Fig. 1: Top: geometry of spin-1
2
in magnetic field. Bottom: skyrmion distribution of vector
field d(k) as a function of the Bloch vector k in Eq. (112); or of the magnetization field M(R)
as a function of real-space coordinate R for magnetic texture as given by Eq. (154). The
transformation from the k(R)-space into the space of the magnetic field from spin-1
2
problem
is realized by a map χ, which allows to relate the Berry phase of path C in the lower figure to
the Berry phase of the corresponding path C in the upper figure. The direction of d(R) in the
lower plot spans the whole sphere in the upper plot once. The artist’s view of the skyrmion is
by Ju¨rgen Weischenberg.
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We are now ready to define the connections on O1 and O2. They are given by corresponding
components:
Aσθ (θ, ϕ) = 〈σn | ∂θ |σn〉 = 0, Aσϕ(θ, ϕ) = 〈σn | ∂ϕ |σn〉 = −(1/2)σ(1− cos θ), (45)
A′σθ (θ, ϕ) = 〈σn′ | ∂θ |σn′〉 = 0, A′σϕ (θ, ϕ) = 〈σn′ | ∂ϕ |σn′〉 = (1/2)σ(1 + cos θ). (46)
Indeed, according to the gauge transformation rule, Aσϕ−A′σϕ = −σ = ∂ϕζσ. The only compo-
nent of the curvature can be also readily evaluated:
Ωσθϕ(θ, ϕ) = −σ sin θ/2. (47)
Since our sphere S2 is naturally embedded into R3, the connection and curvature can be recast
as vectors in R3:
Aσ = Aˆσrer + Aˆσθeθ + Aˆσϕeϕ = Aˆσϕeϕ, A′σ = Aˆ′σϕ eϕ, Ωσ = Ωσr er, (48)
where the components read:
Aˆσϕ =
σ(cos θ − 1)
2r sin θ
, Aˆ′σϕ =
σ(cos θ + 1)
2r sin θ
, Ωσr = −
σ
2r2
. (49)
The latter expressions are remarkable in that they present a realization of so-called Dirac
monopole. Dirac monopole corresponds to a problem of a single monopole magnetic charge
of magnitude g at the origin which provides the source of the magnetic field Bm:
divBm = 4pig δ
3(r), (50)
with the solution of this equation being
Bm =
g
r2
er, (51)
which is exactly the expression for the curvature with g = −σ/2. The flux of this magnetic field
through S2 is 4pig. Obviously, the magnetic field Bm and Ωσ have a singularity at r = 0. As
discussed previously, this singularity in the Berry curvature is due to a degeneracy between ε+
and ε− at the origin. In this sense, we can say that such degeneracy points in the spectrum serve
as “sources” of the Berry curvature everywhere around them, in the same way that the magnetic
monopole g serves as a source of the magnetic field Bm. It is important to remember that it is
the Hamiltonian which we started with which serves as a source of non-trivial geometry of our
problem, i.e., the fact that σ 6= 0 gives rise to the non-trivial gauge transformation which in turn
leads to the non-zero monopole charge at the origin. However, as we shall see, the geometry
of the problem can also have important consequences for the Hamiltonian and we will show
that σ has to be quantized, even though such assumption was not necessary to make from the
beginning.
To show this, lets evaluate the Berry phase of a certain path C which our spin “draws” on S2 as
it follows the adiabatically slow magnetic field. If we suppose that C does not include the south
pole, then we can easily write the Berry phase as:
γσ(C) =
∮
C
Aσ dl =
∫
S
Ωσ dS = −σf(S)/2 mod 2pi, (52)
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where C = ∂S, f(S) is the solid angle of surface S, and the orientations of dl and dS are shown
in Fig. 1. On the other hand, we can use surface S ′ = S2 − S to perform the integral of the
curvature:
γσ(C) = −σf(S)/2 = −
∫
S′
Ωσ dS = σf(S ′)/2 = σ(4pi − f(S))/2 mod 2pi, (53)
and thus we independently arrive at the quantization of σ:
σ ∈ Z, (54)
which is the sole property of the geometry of our problem. This quantization condition leads us
to the definition of the (first) Chern number:
Cσ =
1
2pi
∫
S2
Ωσ dS = −σ, (55)
which stands for the flux of the Berry curvature through the whole sphere. It can be shown
that for “well-behaved” two-dimensional compact manifolds for which we will also assume
that they have no boundary (e.g. sphere, torus) the Chern number is a topological invariant
of the manifold with the geometry on it specified by a family of connections {A} and gauge
transformations {ζ} belonging to the gauge group (i.e. of the so-called mathematically fibre
bundle), and that C ∈ Z. Intuitively, it is clear why the manifold has to have no boundary, i.e.
to be closed. Imagine that instead of S2 we have only a part of it. Then we can easily imagine
how by a smooth deformation we could “pull out” the Dirac monopole out of the sphere, thus
continuously changing the flux of the curvature through the part of S2. On the other hand,
smooth transformations can only change the position of the monopole inside the whole sphere
while keeping the value of the flux quantized. Our example of spin-1
2
particle in magnetic field
and proof of quantization of Cσ is a particular example of this general mathematical fact. As
we have also seen, the non-zeroness of the Chern number is intrinsically related to our inability
of choosing a smooth gauge over the entire manifold. We refer to [3] for further discussions on
higher-dimensional manifolds, theory of Chern numbers and characteristic classes.
3 Selected Applications of Geometric Phase in Condensed
Matter
3.1 Berry curvature for Bloch electrons
For electrons in a periodic solid the eigenstates ψnk of the Hamiltonian can be classified by
quantum numbers (k, n), where k lies in the so-called Brillouin zone (BZ), and n is a discrete
index numbering the bands. The eigenfunctions can be written in the following form:
ψnk(r) = e
ik·runk(r), (56)
where unk has the periodicity of the lattice. It then follows that instead of writing
Hψnk(r) = εnkψnk(r) (57)
we can write
H(k)unk(r) = εnkunk(r), (58)
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where
H(k) ≡ Hk ≡ e−ik·r ·H · eik·r. (59)
We were thus able to rewrite the problem (57) in terms of an eigenvalue problem of a k-
dependent Hamiltonian, acting on the same Hilbert space of periodic functions for every k.
This is exactly the setup suitable for studies of the Berry phase effects, if we identify the param-
eter λ from general mathematical theory with the Bloch vector k. The corresponding (Berry)
connection of non-degenerate band n according to (15) then reads:
An(k) = i 〈unk | ∂kunk〉 , (60)
and the components of the Berry curvature tensor of band n are given by:
Ωnij(k) = −2Im
〈
∂kiunk
∣∣ ∂kjunk〉 . (61)
The components of the Berry curvature itself are sometimes written as a vector
Ωni (k) := Ω
n
i (k) = (1/2)lmiΩ
n
lm(k) = −Im 〈∂kunk | × | ∂kunk〉 . (62)
The driving force behind the dynamics of an electron residing at a certain k-point and band
n could be an external electric or magnetic field as well as dependence of the Hamiltonian on
another parameter, which, in a localized picture, cause the motion of an electron along certain
orbits in k-space and r-space, as we shall see in detail in the following. The perturbation theory
expression for the k-space Berry curvature, looking at Eq. (24), can be written as:
Ωnij(k) = −2 Im
∑
m 6=n
〈unk | ∂kiHk |umk〉
〈
umk
∣∣ ∂kjHk ∣∣unk〉
(εnk − εmk)2 . (63)
We will also consider a situation, in which, besides the dependence on k, the Hamiltonian
of the system depends at the same time on another (multi-dimensional) parameter λ, that is,
H = H(k, λ). Generally speaking, the Berry curvature form in this extended (λ,k) space has
components, which we call Ωnkk ≡ Ωnk and Ωnλλ ≡ Ωnλ and which are expressed in terms of
derivatives of uλnk with respect to only k or λ, respectively, according to (21). However, there is
also the component of the Berry curvature form, which involves both λ- and k-derivatives:
Ωnλk = −2Im
〈
∂ku
λ
nk
∣∣ ∂λuλnk〉 = −2 Im∑
m6=n
〈unk | ∂kHk |umk〉 〈umk | ∂λHk |unk〉
(εnk − εmk)2 . (64)
We call this part of the Berry curvature the mixed Berry curvature, and we will discuss it in
detail in different contexts in the following sections.
3.2 Electric polarization
The example of the electric polarization, besides being of great importance in solid state physics,
will allow us to delve into the concept of extended parameter space of reciprocal k-vectors
as well as external parameter λ, with the generic (k, λ)-dependence of the Hamitonian and
extension of the Berry curvature to higher dimensions.
Within the Born-Oppenheimer approximation, which assumes that the motion of electrons is
much faster than the slow motion of the ions, we can separate the ionic and electronic terms
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in the charge density. The ionic charge density is simply given by sum of point charges at
the positions of the atoms, while we concentrate further on the electronic contribution to the
polarization. Within the single-particle picture the electronic part of the charge density is given
by:
ρλ(r) =
∑
n≤M
|ψλn(r)|2, (65)
where λ is an external parameter which for example specifies the atomic displacements, M is
the highest occupied level and ψλn are the single-particle states of the finite crystal:(
−∇
2
2
+ V λ(r)
)
ψλn(r) = ε
λ
nψ
λ
n(r). (66)
For a finite sample with the volume Vc the electronic part of the electric polarization is given by
Pλ =
1
Vc
∫
R3
rρλ(r) dr =
1
Vc
∫
sample
rρλ(r) dr, (67)
while its derivative with respect to λ expressed in terms of the matrix elements of the r-operator
is well-defined:
∂λP
λ =
1
Vc
∑
n≤M
(〈
∂λψ
λ
n
∣∣ r ∣∣ψλn〉+ 〈ψλn ∣∣ r ∣∣ ∂λψλn〉) = 1Vc 2 Re ∑
n≤M
〈
∂λψ
λ
n
∣∣ r ∣∣ψλn〉 . (68)
Consider now such a small change in λ so that the change in the potential can be treated within
the perturbation theory. In this case the derivative of the wave function ∂λψλn in terms of other
states within the first order perturbation theory is given by Eq. (23) (we will soon see that ∂λPλ
is a gauge-invariant quantity and thus we can safely choose the parallel transport gauge), which
leads to the following result:
∂λP
λ =
1
Vc
2 Re
∑
n≤M
∞∑
m 6=n
〈
ψλn
∣∣ r ∣∣ψλm〉 〈ψλm ∣∣ ∂λHλ ∣∣ψλn〉
ελn − ελm
. (69)
In case of a finite crystal the regions where the wavefunctions and the potential are non-zero can
be considered finite, thus the matrix elements of the position operator in the expression above
are well-defined. We will rewrite them now, however, using the identity valid for m 6= n (again
properly defined only for finite samples)
〈
ψλn
∣∣ r ∣∣ψλm〉 = −i〈ψλn ∣∣p ∣∣ψλm〉ελn − ελm , (70)
arriving at an alternative expression for the derivative of the polarization in a finite crystal:
∂λP
λ =
1
Vc
2 Im
∑
n≤M
∞∑
m 6=n
〈
ψλn
∣∣p ∣∣ψλm〉 〈ψλm ∣∣ ∂λHλ ∣∣ψλn〉
(ελn − ελm)2
. (71)
This expression is also well-defined in an infinite periodic crystal in terms of the Bloch orbitals
meaning that the derivative of the polarization represents a pure bulk property, free from the
dependence on the termination of the crystal and physics at the surfaces. The expression for
Geometric Phases and Topological effects A6.15
the ∂λPλ given as a sum of the matrix elements over occupied and unoccupied states integrated
over the Brillouin zone constitutes a key result of the modern theory of electric polarization [8]:
∂λP
λ =
1
(2pi)3
∑
n≤M
∞∑
m>M
2 Im
∫
BZ
dk
〈ψλnk|p|ψλmk〉〈ψλmk|∂λHλ|ψλnk〉
(ελnk − ελmk)2
. (72)
Using the latter expression, one can show the Berry phase nature of the electric polarization.
Let us rewrite Eq. (72) in terms of the periodic functions uλnk, rather that ψ
λ
nk, by noticing that:〈
ψλnk
∣∣p ∣∣ψλmk〉 = 〈uλnk ∣∣ [∂k, Hλk] ∣∣uλmk〉 = 〈uλnk ∣∣ ∂kHλk ∣∣uλmk〉 , (73)〈
ψλnk
∣∣ ∂λHλ ∣∣ψλmk〉 = 〈uλnk ∣∣ [∂λ, Hλ(k)] ∣∣uλmk〉 = 〈uλnk ∣∣ ∂λHλk ∣∣uλmk〉 . (74)
In turn, 〈
uλnk
∣∣ ∂kHλk ∣∣uλmk〉 = (ελnk − ελmk) 〈∂kuλnk ∣∣uλmk〉 , (75)〈
uλnk
∣∣ ∂λHλk ∣∣uλmk〉 = (ελnk − ελmk) 〈∂λuλnk ∣∣uλmk〉 . (76)
We can use these relations to reduce the band summation in Eq. (72) to occupied states only [9]:
∂λP
λ =
1
(2pi)3
2 Im
∑
n≤M
∫
BZ
dk
〈
∂ku
λ
nk
∣∣ ∂λuλnk〉 = − 1(2pi)3 ∑
n≤M
∫
BZ
dk Ωnλk. (77)
Thus, the derivative of the polarization with respect to λ, Eq. (77), is the Brillouin zone integral
of the mixed Berry curvature with respect to k and λ in the (λ,k)-space summed over all
occupied bands. Since for a non-degenerate band all components of the curvature form are
gauge invariant, we conclude that ∂λPλ is a gauge invariant quantity.
We can now consider the change in Pλ as λ is varied between, say, 0 and 1, under the condition
that at each point along this interval our system stays insulating. This change of the polarization
during the λ-evolution of the system can be expressed as:
∆P =
∫ 1
0
∂λP
λdλ, (78)
where we can substitute now equation (77) and get:
∆P =
1
(2pi)3
2Im
∑
n≤M
∫ 1
0
∫
BZ
dkdλ
〈
∂ku
λ
nk
∣∣ ∂λuλnk〉 (79)
In the special case of a one-dimensional lattice with a lattice constant a and BZ= [−pi
a
, pi
a
] we
rewrite the change in polarization as:
∆P =
1
pi
Im
∑
n≤M
∫ pi
a
−pi
a
∫ 1
0
dk dλ
〈
∂ku
λ
nk
∣∣ ∂λuλnk〉 . (80)
Topological meaning of electric polarization.
While the geometrical meaning of ∆P as a property related to the Berry curvature in k-space
has been clarified, a way of looking at the ∆P as a topological property of the occupied states
requires to make a compact topological manifold without boundary out of the Brillouin zone.
An intuitive way of doing so would be to glue the edges of the BZ which differ by a reciprocal G
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Fig. 2: Left: torus of states uλnk where λ runs from 0 to 1 with Hλ=0k = Hλ=1k , and k runs in the
first Brillouin zone. Right: cutting the torus on the left into a square avoiding going through the
equators of the torus. This allows to choose smooth and unique gauge everywhere in the square
and at its boundaries. For details see text.
vector, together, i.e., to identify unk with unk+G. This however cannot be done by just putting
unk = unk+G, since the Hamiltonians at k and k + G are not the same, but are related as
follows:
Hk+G = e
−iGrHk eiGr. (81)
From the latter relation we can conclude that the set of instantaneous solutions of Hk+G can be
always chosen to be as follows:
{unk+G} = e−iGr{eiθnunk}, (82)
where θn are band-dependent constants which stand for the obvious U(1) gauge freedom which
we considered previously. It can be shown straightforwardly that the Berry phase γn computed
along a path which connects the k and k + G points is a gauge-invariant quantity, without the
path of integration being formally closed, and the whole geometrical machinery we presented
in section 2 can be also applied here. Indeed, imagine two families of Hamiltonians, H(λ) and
H ′(λ), which differ by a constant λ-independent unitary transformation:
H ′(λ) = UH(λ)U †, (83)
with U and H(λ) not necessarily commuting. Then it is clear that if at a point λ the set of
instantaneous solutions of H(λ) is {|nλ〉}, then the set {|nλ〉′} = {U |nλ〉} presents a set
of instantaneous solutions of H ′(λ). If in the vicinity of certain λ function |nλ〉 is smooth,
so will be |nλ〉′. In terms of a gauge transformation, the two sets are connected by a trivial,
λ-independent gauge transformation. The connections of H and H ′ can be also compared:
A′n = i 〈nλ′|∂λ|nλ′〉 dλ = i 〈Unλ|∂λ|Unλ〉 dλ = i 〈nλ|∂λ|nλ〉 dλ = An. (84)
This means that the Berry phase of any closed path C for both Hamiltonians is the same. This
is actually true even for any path C which is not closed. In case of Bloch electrons, the role of
U is played by e−iGr.
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The most convenient way to deal with the topological properties of the BZ is to consider what
we call the folded BZ. At each point k in the first BZ we consider the equivalence classes of
lattice periodic functions which differ from each other by eiGr, where G is a reciprocal lattice
vector. The equivalence class which corresponds to a certain unk is given by:
uˆnk = {e−iGrunk, ∀G}. (85)
Physically, uˆnk is an object which accumulates all instantaneous solutions at points k+G in the
reciprocal space and folds them into the first BZ. unk is called the representative of this class.
Respectively, we can consider the equivalence classes of the Hamiltonians,
Hˆk = {e−iGrHk eiGr, ∀G}, (86)
for which corresponding uˆnk are the instantaneous solutions:
Hˆkuˆnk = εnkuˆnk. (87)
Importantly, as opposed to Hk, the corresponding equivalence class Hˆk is periodic in reciprocal
space, since Hˆk+G = Hˆk. It is easy to show that the Berry phase theory from above can be
transparently formulated in terms of uˆnk’s rather then unk’s. If the gauge freedom in the choice
of uˆnk’s is introduced as
uˆ′nk = e
iθn(k)uˆnk := {eiθn(k)e−iGrunk, ∀G}, (88)
then we can show, using (84), that the Berry connection Aˆn can be defined uniquely for uˆnk as
Aˆn = i 〈uˆnk|∂k|uˆnk〉 dk := i 〈unk|∂k|unk〉 dk, (89)
with gauge transformation reading in analogy to (16):
Aˆ′n = Aˆn − dθn. (90)
Finally, in our construction of the folded BZ we identify the BZ zone boundaries which differ
from each other by any G, which can be done since Hˆk is a periodic function in reciprocal space.
In case of a 2D BZ this looks like a torus, see Fig. 2, and results in a topological construction
of a closed compact manifold. As we remember from the example of spin-1
2
in magnetic field
the Chern number was ultimately related to our inability of constructing a global smooth and
unique gauge on S2. The same is true for our folded BZ, as we shall see below. If, starting from
a point k in a folded BZ, we could go around our torus along one of the diameters smoothly and
uniquely on the whole closed path, obviously, we would arrive at the condition that:
uˆnk −→ uˆnk ⇔ unk+G = e−iGrunk, ∀G. (91)
The choice of such a gauge in the whole folded BZ, if it is possible to make, is called the
periodic gauge. If the Chern number of our manifold is non-zero, such a choice is impossible
to make, and, generally speaking:
uˆnk −→ eiθnuˆnk, (92)
where (generally k-dependent) θn is not necessarily a multiple of 2pi. Next, lets analyze in detail
the relation between the Chern number and the phase θn for the case of electric polarization (80).
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Chern number and the 2-point formula.
Let us consider the case of H(λ = 0) = H(λ = 1). For the (λ, k) situation of Eq. (80) the
general relation between the instantaneous solutions at the opposite sides of the square read,
analogously to (92):
uλ=1k = e
iθkuλ=0k , (93)
uλpi
a
= e−iGx eiθλuλ−pi
a
, (94)
where we skip for simplicity the band index n. Let us now try to evaluate the ∆P . Following
Fig. 2 we can cut the torus such that on the boundaries of the square AA′B′B we have a smooth
choice of the uλk . This is equivalent to the reasonable assumption that all the “non-smoothness”
has been restricted to the infinitesimally small “belts” around the two equators of the torus,
which are analogous to an infinitesimally small “belt” around the equator of the S2 in case of
spin-1
2
in magnetic field. Then the integral of the mixed Berry curvature over the torus, given by
Eq. (80), can be rewritten as an integral of the Berry connection along the path C = AA′B′B,
Fig. 2:
∆P =
1
2pi
(∫ 1
0
dλ
[
Aλ(λ,−pi
a
)−Aλ(λ, pi
a
)
]
+
∫ pi/a
−pi/a
dk [Ak(1, k)−Ak(0, k)]
)
, (95)
where Aλ = i
〈
uλnk
∣∣ ∂λuλnk〉 and Ak = i 〈uλnk ∣∣ ∂kuλnk〉 are the components of the Berry con-
nection. Using Eqs. (93) and (94), it is easy to see that the expression for ∆P is reduced to:
∆P =
1
2pi
(∫ 1
0
∂θλ
∂λ
dλ−
∫ pi/a
−pi/a
∂θk
∂k
dk
)
. (96)
Since the functions θ are smooth along the boundary, we come to the conclusion that
∆P =
θλ(1)− θλ(0)− θk(pi/a) + θk(−pi/a)
2pi
. (97)
On the other hand, according to Eqs. (93) and (94), upon the A → A′ → B′ → B evolution
the wavefunction uλ=0−pi/a is returned into the wavefunction e
i(θλ(1)−θλ(0)−θk(pi/a)+θk(−pi/a))uλ=0−pi/a.
Since we chose our gauge smoothly along this path,
uλ=0−pi/a = e
i(θλ(1)−θλ(0)−θk(pi/a)+θk(−pi/a))uλ=0−pi/a, (98)
meaning that θλ(1) − θλ(0) − θk(pi/a) + θk(−pi/a) has to be a multiple of 2pi, and ∆P has to
be an integer. In fact, it is the first Chern number of the system, as we have seen in the previous
section:
∆P = C −→ ∆P =
∑
n
Cn, (99)
where Cn is the first Chern number of band n in the (λ, k) space and the arguments above
present the proof of the quantization of the Chern number for this particular situation. This proof
is however more general than the one we provided for the spin-1
2
in magnetic field, since it does
not rely on the precise expressions for the Berry connection (49). Depending on the Hamiltonian
of the system, Hλk , the Chern number of the system, which uniquely in mathematical sense
depends on the system, can be either zero, or it can be non-zero. In the latter case we say that
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we encounter a situation of a Chern insulator, as opposed to the trivial insulator with the Chern
number zero. In the previous section we provided an example of a Hamiltonian which is a
Chern insulator, namely, a spin-1
2
particle in magnetic field, in which case the sphere S2 played
the role of the (λ, k) space. In case when the system is not a Chern insulator the smooth and
unique choice of the wavefunction can be found everywhere on the torus, which corresponds to
the case of θk ≡ θλ ≡ 0 and uλ=1k = uλ=0k , uλpi/a = e−iGxuλ−pi/a, as discussed above. In the next
section we elaborate in more detail on Chern insulators in two-dimensional reciprocal space.
Let us assume that we can choose the periodic gauge in the reciprocal space for each λ. In this
case θλ ≡ 0 and the change of the polarization is given by:
∆P =
θk(−pi/a)− θk(pi/a)
2pi
= −
∫ pi/a
−pi/a
∂θk
∂k
dk. (100)
We can even go further back to write the so-called 2-point formula for the change of polariza-
tion:
∆P = P1 − P0 = i
2pi
∫ pi/a
−pi/a
dk
〈
uλk
∣∣ ∂kuλk〉λ=1 − i2pi
∫ pi/a
−pi/a
dk
〈
uλk
∣∣ ∂kuλk〉λ=0 . (101)
The latter equation absolutely correctly gives the value of ∆P , if we remember that we started
from Eq. (100). What is meant is that very often, especially in practical calculations of the
polarization, the expresion (101) is considered separately without its reference to Eq. (100).
This means that the sets of {uλ=0nk } and {uλ=1nk }wavefunctions are calculated separately omitting
the λ-evolution, and the value of ∆P is then calculated as in (101). In this way we do not
built explicitly a unique smooth function θk and it can in principal take any values. Applying
expression (101) properly would mean, given a certain set of unk in the BZ for λ = 0, to go
smoothly by hand from uλ=0nk across u
λ
nk to construct u
λ=1
nk , and to use such constructed u
λ=1
nk
in (101). If we do not do this, then the only thing we know is that due to periodic boundary
conditions eiθk(pi/a) = eiθk(−pi/a), meaning that the difference of θk(−pi/a)− θk(pi/a) is defined
up to a multiple of 2pi, with ∆P as an integer, but undetermined in value. The quantity (general
to multi-dimensional λ and k)
Pλ =
i
(2pi)3
∑
n≤M
∫
BZ
dk
〈
uλnk
∣∣ ∂kuλnk〉 (102)
is called the electric polarization and the two-point formula for ∆P can be generalized in exact
analogy to Eq. (101) to higher dimensions. It is straightforward to show that if H(λ = 0) 6=
H(λ = 1), Eq. (95) is still valid. This means, that although θk cannot be appropriately defined
anymore, given the possibility of a periodic gauge in k-space for each λ, and a smooth connec-
tion between uλ=0nk and u
λ=1
nk , the two-point formula can be also applied, although the value of
∆P is not anymore quantized.
Adiabatic pumping and velocity of Bloch electrons.
Evaluation of the velocity of electronic states requires going beyond the adiabatic approxima-
tion for the evoluted wavefunction (11-12). Up to first order in transition frequencies (10)
equations (9) can be solved to yield:
|ψ(t)〉 = e−i
R t
0 εn(τ)dτ
[
|nλ(t)〉 − i
∑
m 6=n
〈mλ(t)|∂t|nλ(t)〉
εn(t)− εm(t) |mλ(t)〉
]
. (103)
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The latter expression goes beyond the adiabatic approximation in that it also includes the
“smearing” of the wavefunction which was initially in state n, over other eigenstates of the
Hamiltonian during the time-propagation. In deriving (103) the parallel transport gauge (19)
was used, which locally eliminates the geometric phase contribution to the evolution of ψ. This
is fine, however, since the final expression will be locally gauge-invariant. Let us now try to
evaluate the velocity of electronic states in a crystal during time-evolution given by change in
parameter λ, which could be time itself. Namely, at time t = 0 at a certain k we start with a
wavefunction ψλ(t=0)nk which is analogous to state |nλ(0)〉 from above, and we evaluate the ve-
locity of the evoluted wavefunction at infinitesimally small time t > 0. It is most convenient to
assume at the moment that λ enters the Hamiltonian according to (66) via the crystal potential,
in which case k stays constant as λ is changed. To distinguish the properly evoluted states from
the instantaneous states ψλ(t)nk and u
λ(t)
nk (playing the role of |nλ(t)〉 above), we denote them by
ψ˜λnk and u˜
λ
nk. Then the average velocity of state ψ˜
λ
nk at point λ = λ(t) is given by (using also
(73)):
vλnk =
〈
ψ˜λnk
∣∣∣ i [Hλ, r] ∣∣∣ ψ˜λnk〉 = 〈u˜λnk ∣∣ ∂kHλk ∣∣ u˜λnk〉 . (104)
On the other hand from (103) it follows that:
|u˜λnk〉 = e−i
R t
0 ε
λ(τ)
nk dτ
[
|uλnk〉 − i
∑
m6=n
|uλmk〉
〈
uλmk
∣∣ ∂λuλnk〉
ελnk − ελmk
λ˙
]
, (105)
where λ˙ = ∂tλ(t). Then,
vλnk = ∂kε
λ
nk + 2Im
∑
m6=n
〈
uλnk
∣∣ ∂kHλk ∣∣uλmk〉 〈uλmk ∣∣ ∂λuλnk〉ελnk − ελmk λ˙. (106)
Using Eqs. (75) from before, we arrive at the following two equivalent expressions for the
velocity of the state
vλnk = ∂kε
λ
nk + 2Im
∑
m6=n
〈
uλnk
∣∣ ∂kHλk ∣∣uλmk〉 〈uλmk ∣∣ ∂λHλk ∣∣uλnk〉
(ελnk − ελmk)2
λ˙, (107)
or, according to (24),
vλnk = ∂kε
λ
nk − Ωnλk λ˙. (108)
In this expression the first term of the right hand side is the group velocity, which is present also
when λ is constant and the stationary state ψλnk evolves in time according to (5). The change
in λ gives, on the other hand, rise to the so-called anomalous velocity, which is expressed in
terms of the mixed Berry curvature Ωnλk. Clearly, the anomalous velocity of a state depends on
how fast the parameter λ is changed in time. We can now evaluate the current density due to all
occupied states changing of λ in time induces. It is given by:
Jλ = − 1
(2pi)d
λ˙
∑
n≤M
∫
BZ
Ωnλk dk, (109)
while the contribution due to the group velocity of the states clearly vanishes, since the band
energies are periodic functions of k. The polarization charge pumped during the evolution from
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λ1 to λ2 is given by the time integral of the current density from above from t1 to t2 with
λ(t1) = λ1 and λ(t2) = λ2, which amounts to:
∆P =
∫ t2
t1
Jλ(t) dt = − 1
(2pi)d
∑
n≤M
∫ λ2
λ1
∫
BZ
Ωnλk dkdλ, (110)
which gives us exactly the change in the polarization as given by Eq. (79). This expression
presents a theoretical justification for the interpretation of electric polarization in terms of ex-
perimentally measured charge current. In the special case of one dimension, as we have seen
previously, the transported through the system charge during cyclic adiabatic evolution is thus
quantized, which leads to the phenomenon of adiabatic pumping.
Symmetry properties of the Berry curvature.
Based on general symmetry arguments, it is straightforward to show that the Berry curvature in
k-space obeys the following symmetry properties: (i) in the presence of time-reversal symmetry,
Ωn(−k) = −Ωn(k), while (ii) in the presence of the space inversion symmetry, Ωn(−k) =
Ωn(k). This means that when both space and time inversion symmetry are present in a solid,
the Berry curvature at each k is identically zero. In case of materials, which display non-
zero electric polarization, the Berry curvature is non-trivial owing to the breaking of inversion
symmetry. On the other hand, in materials which exhibit spontaneous magnetization, such as
ferromagnets and antiferromagnets, the non-trivial Berry curvature is due to breaking of time-
inversion symmetry. We will focus on the latter case in the next sections.
3.3 Chern insulators and (quantum) anomalous Hall effect
In the remainder of these notes we will call the Chern insulator a two-dimensional (2D) insu-
lating solid with Hamitonian H(k) whose first Chern number, determined as an integral of the
k-space Berry curvature over the Brillouin zone, is an integer non-zero number. The proof of
the fact that the Chern number is integer for a two-dimensional insulator we have provided in
the previous section, where one has to replace k with kx and λ with ky. The condition of the
periodicity of the Hamiltonian with respect to λ which we used to glue the square in Fig. 2
into a torus can be satisfied in reciprocal space in ky-direction following the folding procedure
we decribed above, which allows us to look at the 2D Brillouin zone as a torus. The condition
that the Chern number is non-zero means that the topological properties of our system are non-
trivial, and that the wavefunction unk acquires a “twist” as we cross at least one of the equators,
which manifests in the non-zeroness of θkx or θky . Chern insulators present an example of a
system for which the periodic gauge in both k-directions cannot be found.
One of the most remarkable properties of Chern insulators is the quantization of their transverse
Hall conductance. From the general linear response formalism as well as from the semiclassical
electron dynamics which we consider later, it follows that Hall conductance of a 2D system is
given by:
σxy =
1
2pi
∫
BZ
dk Ωxy(k) =
1
2pi
∫
BZ
dk Ωk =
∑
n
Cn, (111)
where Cn is the first Chern number of the occupied band n. From the point of view of adia-
batic pumping we considered previously, the quantization of the Hall conductance is due to the
quantized charge which is pumped through the one-dimensional system along x described by
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Hamiltonian H(kx, ky) as the parameter ky is varied from one side of the BZ to the other. This
corresponds to the situation of varying λ between 0 and 1 in Eq. (80).
Let us take a look at the mechanisms which can lead to appearance of Chern insulators. For
this purpose we consider first the case of only two bands in k-space (keeping in mind for fu-
ture reference that the role of k can be replaced by any parameter). Neglecting the constant
term, which does not change the topological properties and just shifts the energy, a generic 2D
Hamiltonian reads:
H(k) = d(k) · σ, (112)
where σ is the vector of Pauli matrices. At each point in k the energetic spectum is given by
two eigenvalues ε+ and ε− which are given by ±|d(k)| = ±d(k). Since the Berry curvature
summed over both bands is always zero, we will consider only lowest of the bands, ε−. We also
suppose that both bands are separated from each other by a gap. By comparing the Hamiltonian
(112) to that of spin-1
2
in magnetic field, it is clear that the physics of the problem is governed
by the Dirac monopole. Indeed, the Berry phase which is accumulated when going along a
closed loop C in k-space can be easily related to that picked up when going along a loop χ(C)
on a unit sphere S2, where χ maps k to the point d/d on S2, see Fig. 1:
χ : k −→ n = d/d, n ∈ S2. (113)
The Berry curvature of the problem on S2 is given by a field of the Dirac monopole with
quantized charge at the origin, where the two bands touch each other and ε+ = ε−. As we
remember from the considerations of S2, for a given spin we cannot choose the smooth gauge
of our wavefunctions in the BZ and we have to “glue” them together at the diameter of the
sphere. The Berry curvature in the k-space is readily obtained from the Berry curvature of the
Dirac monopole multiplied with the Jacobian of χ:
Ωxy(k) = −n ·
(
∂kxn× ∂kyn
)
/2 = Ωσn ·
(
∂kxd× ∂kyd
)
, (114)
where Ωσn is that given by Eq. (49) for σ = −1. As we learned from mathematics, the first
Chern number obtained as an integral of the Berry curvature over a compact manifold such as
a 2D BZ, has to be an integer. For (114) it is called the winding number and it stands for the
number of times that the field d(k) winds around the S2 as k is varied, as can be intuitively
understood and computed explicitly.
A good example when the integer quantization is violated is the massive Dirac Hamiltonian, for
which dx = kx, dy = ky and dz = m:
H(k) = kxσx + kyσy +mσz. (115)
This Hamiltonian both with zero and non-zerom is of great importance for studying topological
properties of solids. The Berry curvature can be evaluated analytically:
Ωxy(k) = m/[2(m
2 + k2)3/2], (116)
which leads to the following Hall conductance when integrated over the whole infinite BZ:
σxy = sgn(m)/2, leading thus to half-integer-quantized values. This seems to be in contra-
diction with our expectation of integer quantization. The reason for this is that we have here
a situation of a non-compact manifold for k-space, namely, R2. By looking at the distribution
of d over R2 we realize that for a given m the sign of dz remains constant and the vector d
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spans only half of the S2, leading to the so-called meron situation. This results in half-integer
conductance. In a realistic situation of a lattice which provides a periodic lattice potential and
finite band width, the BZ is compact, and the sign of dz changes at other points of the BZ, where
the bands bend down in order to assure a finite band width. Such regions provide the other half
of the conductance, vector d spans the other half of the sphere and the resulting conductance
indeed becomes integer. The moral of this story is that in order to determine the Chern number
of a material, it is not enough to concentrate only on the Dirac-like localized points in the BZ
which can provide very large contribution to the Berry curvature, and the whole band structure
of the crystal has to be considered.
At the point m = 0 in the Hamiltonian (115) there is a point of degeneracy in the spectrum
at kx = ky = 0 and the transition between two Chern insulator phases for m < 0 and m > 0
occurs. Such situation is rather typical and can be generalized to the case of a 2D+1 Hamiltonian
H(kx, ky, λ) = H(κ), where κ = (kx, ky, λ) and λ is a certain parameter, such as m in the
Dirac model, values of hoppings in the lattice Hamiltonian, value of the spin-orbit strength,
exchange field, etc. According to the theorem by Bellisard [10], the change of the (kx, ky)
Chern number when going through a point of degeneracy at a certain value of κ∗ (such as
(0, 0, 0) in the Dirac model) is given by the so-called Berry index:
IndxB =
1
2pi
∫
S2
Ωk(κ)dκ , (117)
where S2 is an infinitesimally small sphere which encloses κ∗. Interestingly, the Berry index
determines the change in the 2D Hall conductance irrespective of the compactness of the k-
space. E.g. for the massive Dirac Hamitonian (115) the Berry index can be evaluated to be
+1 at the point (kx = 0, ky = 0,m = 0). Moreover, it can be shown that the value of the
Berry index is pre-determined by the band dispersion in the vicinity of κ∗ [11]. Infinitesimally
closely to κ∗ we can approximate our two-band Hamiltonian as (omitting again the constant
energy term):
H(κ) = h(κ − κ∗) · σ. (118)
If the dispersion of h(κ −κ∗) is linear, then the Berry index assumes the values of±1, while if
it is quadratic, IndxB is±2. For the massive Dirac model (115) Hamiltonian h(κ−κ∗) is linear
in κ−κ∗ which results in the change of Hall conductance by +1 as the massm changes sign. It
is probably worthy to note here that when the role of the parameter λ is played by the kz Bloch
vector of a 3D Hamiltonian H(kx, ky, kz), such points of degeneracy κ∗ = k∗ will be called
here Weyl points. If such points happen to be present at the Fermi energy of a material with
no other bands crossing it, such material is called a topological metal, or Weyl semimetal. The
physics of topological metals is an exciting emerging field of topological solid state physics.
Historically, Thouless and co-workers [12] were the first to demonstrate that Chern insulators
can arise for periodic 2D solids exposed to an external magnetic field. Obtained in such a way
Chern insulator can be named the quantum Hall insulator, since the quantization of Hall con-
ductance in such Chern insulators was observed in measurements of the integer quantum Hall
effect. The quantum Hall insulators are to be distinguished from spontaneous Chern insula-
tors, for which the Chern insulator state is realized without external fields, and the breaking
of time-reversal symmetry (necessary for non-zero Berry curvature) is the intrinsic property of
the material due to e.g. formation of local spin moments. We will refer to spontaneous Chern
insulators as quantum anomalous Hall insulators (QAH insulators), since the quantization of
conductance in QAH insulators is observed by measuring the anomalous Hall effect (AHE) for
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Fig. 3: Left: Real-space schematic representation of the Haldane model. Right: The phase
diagram of the Bi(111) bilayer with respect to the strength of atomic SOC and magnitude of
exchange field B. Numbers denote the Chern number in the quantum anomalous Hall phase,
TI stands for the topological insulator phase, while TRBTI stands for the time-reversal broken
topological insulator phase. For more details see text and Ref. [15].
which external magnetic field plays a secondary role [13]. The corresponding effect is called
the QAH effect.
Although the non-zero Chern number is due to non-trivial distribution of the Berry curvature in
k-space, a fruitful analysis of QAH phases can be achieved in real space by considering various
mechanisms of electron hopping and interactions on a lattice, and corresponding tight-binding
Hamiltonians. The first lattice model for a QAH insulator was given by Haldane [14]. The
Hamiltonian on the honeycomb lattice within the spinless Haldane model looks very simple:
H = t1
∑
〈i,j〉
c†icj + t2
∑
〈〈i,j〉〉
e−iσφc†icj, (119)
where the first term corresponds to the hopping between the nearest neighbors, while the second
term corresponds to the hopping between the next-nearest neighbors. The key feature of the
Haldane model is that the next-nearest neighbor hopping t2 acquires a complex phase e−iσφ,
where σ = +1 for the hopping on the A-sublattice, while σ = −1 for the hopping within the
B-sublattice. The effect of aquiring a complex phase during electron hopping can be seen as a
result of a fictitious magnetic field with the vector potential A(r): e−iφ = e−i
R
drA(r), where the
integral in taken along the shortest path which connect the next-nearest neighbor sites. As the
electron completes a closed path when hopping on the corresponding sublattice (see triangles
in Fig. 3), it accumulates a phase which is proportional to the flux of the magnetic field through
the corresponding triangle, in analogy to the AB-effect we considered before.2 Since this phase
is opposite for electrons of two sublattices, the total field acting on electrons averages to zero
within the unit cell.3 Haldane showed by Fourier transforming the lattice Hamiltonian to the k-
2The AB-effect with magnetic field opposite for electrons of different spin, and not sublattice, will re-appear
again in the context of the topological Hall effect.
3That is why the Haldane model is often called a model for a quantum Hall effect with zero magnetic field.
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space that the Chern number of this model equals +1 for −pi < φ < 0, and −1 for 0 < φ < pi.
The point φ = 0 thus gives rise to Weyl points in (k, φ)-space. Conceptually, the suggestion of
his model by Haldane in 1988 stands at the origin of the tremendous advances in topological
condensed matter physics which followed.
One of the reasons for this is that the mechanism which gives non-zero Chern number within
the Haldane model can be realized in actual materials, with intrinsic spin-orbit interaction (SOI)
(discussed in detail by Gustav Bihlmayer in manuscript A10 of this book) playing the role of
the source of “fictitious” magnetic field which provides non-trivial band topology. To briefly
demonstrate how this comes about we focus here on one of the many possible examples con-
sidered by now in the literature [5]. Namely, we will consider the pz orbitals on a strongly
buckled honeycomb lattice of space-inversion symmetric (111) bilayer of Bismuth, see Fig. 4.
The nearest-neighbor tight-binding multi-orbital lattice Hamiltonian of this system reads:
H =
∑
ij
tijc
†
icj +
∑
i
c†i (εiI+Bσz)ci +HSOC, (120)
where the first term is the kinetic nearest-neighbor hopping between generally different multiple
s and p (and d or f in transition and rare-earth metals) orbitals. The second term stands for an
orbital on-site energy εi and the interaction with the Zeeman exchange field B directed along
the z-axis, with I (σz) as the identity (Pauli) matrix. The third term in Hamiltonian (120) is the
on-site SOI Hamiltonian. Without the presence ofB the system has time-reversal symmetry and
its bands are degenerate in spin throughout the whole BZ. We use the exchange field to break
the time-reversal symmetry and induce a non-zero QAH effect. To identify different origins of
the Chern insulator phase, the spin-orbit interaction is further decomposed into spin-conserving
and spin-flip parts:
HSOI = ξl · s = ξlzsz + ξ(l+s− + l−s+)/2, (121)
where l (s) is the orbital (spin) angular momentum operator, and ξ is the atomic SOI strength.
Since in this work we choose the direction of the spin-polarization to be aligned along z direc-
tion, the spin conserving part of the SOI, ξlzsz, couples {px, py} orbitals, while the spin-flip
part of Eq. (73), ξ(l+s− + l−s+)/2, couples pz and {px, py} orbitals via a flip of spin and a ±1
change in the orbital quantum number.
We concentrate here only on the case of the pz orbitals present around the Fermi energy, with
other states being pushed away much higher in energy. This case is particularly relevant for
graphene physics. For the values of the spin-orbit strength and hopping parameters we choose
those of Bi from Ref. [15]. First, consider the case when only spin-conserving SOI is present.
On a buckled honeycomb lattice, such as Bi bilayer or silicine, pz orbitals can hybridize di-
rectly with the {px, py} orbitals on the neighbring site, and complex hoppings within the sub-
lattice can be induced via the spin-conserving part of SOC which acts between px and py states.
As illustrated with a sketch in Fig. 4, in this mechanism the corresponding virtual transitions
read: |pAz ↑〉 tNN→ |pBx,y ↑〉 ξlzsz→ |pBx,y ↑〉 tNN→ |pAz ↑〉, where tNN indicates the direct hopping between
pz and px,y orbitals on the neighboring sites, while superscripts A and B denote the nearest
neighbor atomic sites in sublattice A and B. The SOI here acts as a magnetic field which is re-
sponsible for the generation of phase φ within the Haldane model. If we consider only one spin,
we can indeed show that effective SOI induced next-nearest-neighbor (NNN) hopping leads to
the opening of the gap at the Fermi energy (of the size ∆1 in Fig. 4(a)) and the Chern number
of the spin-up bands acquires a value of +1. Since the SOI coefficients are complex conjugate
for spin-up and spin-down electrons, the φ of the complex hoppings for spin-down electrons is
A6.26 Yuriy Mokrousov and Frank Freimuth
opposite in sign to spin-up electrons and same holds for the Chern numbers. Since the bands are
spin-degenerate with B = 0 (we apply as small exchange field in Fig. 4 to artificially separate
bands of opposite spin for visibility), this results in a zero total Chern number, and the system
resides in a topological insulator phase (see here also manuscript A10 by Gustav Bihlmayer).
On-site spin-flip SOI can give rise to complex next nearest neighbor hopping too, even if there
is no direct hybridization between pz and {px, py} orbitals, Fig. 4(b). In this case, the corre-
sponding virtual transitions are: |pAz ↑〉
ξflip→ |pAx,y ↓〉 tNN→ |pBx,y ↓〉 tNN→ |pAx,y ↓〉
ξflip→ |pAz ↑〉 where
ξflip = ξ(l
+s− + l−s+)/2, and tNN stands for the direct hybridization between px,y orbitals on
neighboring A and B sites. The corresponding NNN hopping is again between electrons of the
same spin, owing to two spin-flip processes which take place in between. In analogy to the
case with spin-conserving SOI considered previously, the effective hoppings within A and B
sublattices for fixed spin are of opposite sign and the resulting gap ∆2 which opens due to latter
virtual transitions is again topologically nontrivial. The resulting non-zero Chern numbers of
the degenerate without B spin-up and spin-down bands are exactly the same as previously. As
in the previous case, the coupling between the spin-up and spin-down pz bands does not occur,
and without an exchange field, Fig. 4(b) corresponds exactly to the topological insulator phase
in graphene [16].
How do we make Chern insulators out of systems above? In principle, if we could apply a very
strong exchange field which would shift the bands of a certain spin very high up in energy, we
would readily obtain a QAH insulator. In real materials this is however seldomly achievable,
since the magnitudes of typical exchange fields are normally smaller than the typical band
width. Thus, the only way would be in breaking the time-reversal symmetry with a finite B,
and ensuring that a topologically non-trivial band gap opens at the Fermi energy where bands
of opposite spin meet. For example, we could start with a situation depicted in Fig. 4(a) with a
small B, and add an admixture of the spin-flip SOI to the Hamiltonian. This will open a gap at
the points where the spin-up and spin-down bands were degenerate, see Fig. 4. In the vicinity of
such a point the distribution of spin becomes non-trivial, as we can see in Fig. 4, namely, e.g. at
the K-point the spin-distribution of the occupied band has a skyrmion structure. At this point, we
can relate the distribution of spin to the distribution of vector d and, according to the two-band
analysis presented above, we can explain the fact that the Chern number of the occupied band
changes. The spin distribution of the corresponding conduction band is also a skyrmion, but
with an opposite winding number, which results in the opposite change of the Chern number of
this band. What we have just achieved is the exchange of the Chern number between the bands
of opposite spin at the points at the Fermi energy where bands of opposite spin hybridize. We
call such points spin-mixing points. In this particular example the spin-mixing point is the Weyl
point in the space of (kx, ky, ξflip), where ξflip is the strength of the spin-flip SOI. We have two
spin-mixing Weyl points in our 3D space: (K, ξflip = 0) and (K′, ξflip = 0). The change in the
Chern number upon going through these Weyl points can be computed based on the dispersion
of the bands, and the total Chern number of all occupied states can be calculated to be −2 for a
realistic situation of ξflip > 0. We have thus achieved a QAH state.
We remark here, that Hamiltonians of real materials can be very complicated with many states
present at the Fermi energy and various structural, spin-orbit and magnetic effects taking place.
The phase diagrams of such materials as a function of parameters in the Hamiltonian can be
studied from first principles methods. See for example the phase diagram of Bi(111) bilayer as
a function of an exchange field and SOI strength calculated from ab initio in Fig. 3.
We would like to comment on the relation between Chern numbers and transport properties
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Fig. 4: Topological analysis of pz bands in a buckled honeycomb bilayer. A small exchange field
has been applied in all cases, yielding a QAH state in lower right figure. Without an exchange
field, systems in (a) and (b) would be in a topological insulator state. Left up and right up figures
correspond to the case with only spin-conserving SOC, and only spin-flip SOC included, while
the full SOC is considered in the lower right figure. Red (blue) stands for the spin-down (spin-
up) states. Dashed horizontal lines indicate the Fermi energy. In the case of isolated bands,
numbers denote the Chern number for each individual band, while for overlapping bands, num-
bers stand for the Chern numbers of nonhybridizing spin-up (red) and spin-down (blue) bands.
Insets display the electronic structure of the Dirac point at the Fermi energy, and sketches illus-
trate different channels for complex nearest-neighbor hopping [red circles denote pz orbitals,
while px,y orbitals are indicated by blue ellipsoids; black (red) arrows depicts the nearest-
neighbor hoppings (SOC hybridization), respectively]. Lower left: top and side view of the
Bi(111) bilayer. For more details see text and Ref. [15].
of 2D insulators. We have learned by now that a Chern insulator has a quantized transverse
charge conductance, proportional to the value of the Chern number. This means that e.g. for
the case of Fig. 4(a) the transverse charge conductance vanishes. The carriers of each spin
separately, however, possess a quantized charge conductance. In an applied electric field the
carriers of opposite spin will move in opposite directions, which will lead to the generation of
the transverse spin current. Thus obtained spin conductance is quantized since the conductance
for each spin is quantized, and it is proportional to the difference between the Chern numbers
for each spin. This number is called the spin Chern number. The system of Fig. 4(a) is a
simple example of a quantum spin Hall (QSH) insulator, or, equivalently, a 2D topological
insulator. The concept of the spin Chern number can be generalized to the cases where spin
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is not conserved, and even to the case of broken time-reversal symmetry. For 2D insulators
with time-inversion the spin Chern number can be used alternatively to the Z2 index in order to
classify topological phases [5].
In metals, the Chern number can be formally calculated but it is not quantized, since for bands
which cross the Fermi energy the integral of the Berry curvature goes only along the patches
of the BZ where the band is occupied. Nevertheless, the so-calculated integral of the Berry
curvature over all occupied states gives the value of the intrinsic anomalous Hall effect (AHE).
In contrast to insulators, the presence of Fermi surface in metals also leads to promotion of the
Hall current which comes from impurity scattering − this is the so-called extrinsic AHE. The
relation between the magnitudes of the intrinsic and extrinsic currents strongly depends on the
details of the electronic structure and disorder [13]. The theory of impurity scattering will be
considered in detail by Phivos Mavropoulos in manuscript A5 of this book. In analogy to the
relation between the Chern and spin Chern numbers, if the spin is conserved, the anomalous
Hall conductivity can be decomposed into a sum of contributions coming from spin-up and
spin-down bands. The difference between the two is proportional to the value of the spin Hall
conductivity, that is, it is related to the magnitude of the transverse spin current caused by an
electric field. This effect is called the spin Hall effect (SHE).
3.4 Dynamics of wavepackets in solids
A very powerful approach to study the properties of solids lies in rewriting the problem in
terms of so-called wavepackets. The general description of the electron dynamics in external
fields and perturbations can be rigorously provided referring to semiclassical dynamics of such
wavepackets. The wavepackets are obtained by a convolution of Bloch states with the envelope
function which is centered around a certain k-vector. The wavepackets are made such that they
are localized both in reciprocal and real space, and the evolution of their center of mass in both
spaces can be directly related to the transport chracteristics of a solid. The quantum mechanical
description of wavepackets is an intricate science on its own, and here, we will only provide
intuitive arguments which can be used to understand how the exact equations of wavepacket
motion are obtained [6].
Uniform electric field.
For simplicity, let us first consider the effect of an electric field E present in a solid. Let us say
that without the field the unperturbed Hamiltonian of the system looks like
H(t = 0) =
p2
2
+ V (r), (122)
with corresponding Bloch vectors q and the crystal momentum representationHq of the Hamil-
tonian. To model the effect of the uniform electric field, we apply a constant in space, but vary-
ing in time vector potential A(t) such that−∂A(t)
∂t
= E. This modifies the corresponding lattice
Hamiltonian as follows:
H(t > 0) =
1
2
(p + A(t))2 + V (r). (123)
Since the constant in space vector potential does not break the periodicity of the crystal, it cannot
couple the unperturbed wavefunctions with different values of q and it changes the energy of the
states with an overall constant, which can be ignored as we shall see later. Therefore, once we
are looking at a state labeled with a certain value of q, during the evolution of this state q˙ = 0.
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Nevertheless, we can also number our state in terms of the k vector, which is the “proper”
Bloch vector of the Hamiltonian Hk(t > 0), and which is called gauge-invariant momentum.
The relation between the k and q reads as follows:
k = q + A(t) = k(t), (124)
that is, the wavefunction at k(t) which solves the Schro¨dinger equation for H(t), is identical
to the wavefunction which solves the Schro¨dinger equation for H(t = 0) but at a wavevector
q = k−A(t). From the latter equation, it follows that
k˙ = −E. (125)
In order to employ the expression for the velocity of a certain state, we write the time-dependence
of the Hamiltonian as follows: H tk = Hk(t), which leads to ∂tH
t
k = ∂kHk ·∂tk(t) = −E ·∂kHk.
Substituting the latter into the expression for the velocity (107) with t playing the role of λ, we
get:
r˙ := vnk = ∂kεnk − E×Ωn(k). (126)
From these equations we can easily understand the Berry phase origin of the intrinsic anoma-
lous Hall effect in ferromagnets, as well as the expression for the Hall conductance in terms of
the Berry curvature given by Eq. (111), taking into account that the contribution from the group
velocity when integrated over the BZ, vanishes.
Uniform magnetic field.
Let us assume now a situation in which we have applied an external uniform magnetic field
B = curlA(r). This situation is analogous to the previously considered case only with A(r)
replacing the A(t), but the way of treating the two situations is quite different. Namely, gen-
erally speaking, the vector potential A breaks the periodicity of the lattice. This obstacle can
be overcome by assuming that the vector potential varies very slowly in space, so that locally
at a given point R in space the periodicity of the lattice is preserved and the “local” Bloch
momentum k is well-defined. Seen from point R, the presence of the vector potential is then
just a constant shift of the momentum operator, analogously to the case of the electric field.
The time-dependent process associated with this assumption is the propagation of an electron
wavepacket, with the center in real space at R(t), through a slowly varying medium with the
Hamiltonian H = H(k(R(t)), where the gauge-invariant momentum k is given by:
k = q + A(R) = k(t) = k(R(t)). (127)
Following the same logic as previously, that is that q˙ = 0, we derive the equation of propagation
in the reciprocal space:
k˙ = B× R˙ = ΩR × R˙, (128)
where ΩR is real space Berry curvature (37), which corresponds to the magnetic field, as we
saw from the consideration of the AB-effect. On the other hand, since ∂tH tk = ∂kHk · k˙, the
equation of motion of the wavepacket generalizes to
R˙ = ∂kεnk + Ωn(k)× k˙. (129)
Explicit dependence on R.
Imagine now that the dependence of the local Hamiltonian on the slowly varying spatial co-
ordinate R is not only via the vector potential, but also via the crystal potential V (R), or
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(R-dependent) exchange coupling of the spin of a propagating electron to the (R-dependent)
magnetic texture (the case we will consider in detail in the next section). Namely, let us suppose
that the Hamiltonian assumes a more general dependence H = H(k(R(t)),R(t)). In this case
the time-derivative of the Hamiltonian
∂tH(k(R(t)),R(t)) = ∂kHkR · k˙ + ∂RHkR · R˙. (130)
This leads to the fact that the velocity of a wavepacket through the R-texture acquires an ad-
ditional contribution due to the mixed Berry curvature ΩkR, which can be expressed in terms
of the derivatives of ukR with respect to k and with respect to R. This can be intuitively un-
derstood by looking at Eq. (107), into which both of these derivatives will enter upon the time
evolution of the states. We previously defined the mixed Berry curvature in the context of elec-
tric polarization, for which R was replaced with λ.
General case.
While the hand-waving arguments we provided to derive the expression for the velocity of a
wavepacket propagating through an R-texture are qualitatively correct, the rigorous quantum
mechanical derivation of the equations of motion of the center of a wavepacket in the (R,k, t)
phase space has been given by Sundaram and Niu in Ref. [17]. If we have an explicit time-
dependence of the Hamiltonian (e.g. via a moving magnetic texture), we should assume the
general dependence of the Hamiltonian H = H(k,R, t), given that the texture varies very
slowly in space and in time. In the latter expression for the Hamiltonian, k stands for the
“local” Bloch vector, which is a good quantum number under the assumption that locally around
the point R in space the texture can be approximated as a constant and the lattice periodicity
is preserved. In terms of preceeding subsections k plays the role of q. Correspondingly, all
wavefunctions acquire additional dependence on R and t: unk −→ utnkR. In accordance to this
additional dependence, we can introduce the following gauge potentials:
Ant = i
〈
utnkR
∣∣ ∂tutnkR〉 , Ank = i 〈utnkR ∣∣ ∂kutnkR〉 , AnR = i 〈utnkR ∣∣ ∂RutnkR〉 , (131)
which can be all seen as one gauge potential An on the (R,k, t)-manifold with components
given above. The corresponding curvature of our phase space Ωnij = ∂iAnj − ∂jAni has then
corresponding components:
Ωnkikj = −2Im
〈
∂kiu
t
nkR
∣∣ ∂kjutnkR〉 , ΩnRiRj = −2Im 〈∂RiutnkR ∣∣ ∂RjutnkR〉 , (132)
and the mixed curvature:
ΩnkiRj = −2Im
〈
∂kiu
t
nkR
∣∣ ∂RjutnkR〉 . (133)
The expressions for the time-involving components of the curvature can be written analogously.
The equations of motion of the center of the wavepacket which is centered at points R and k in
real and reciprocal space, respectively, then read:
R˙ = ∂kE tnRk −
(
ΩnkR · R˙ + Ωnkk · k˙
)
− Ωnkt, (134)
k˙ = −∂RE tnRk +
(
ΩnRR · R˙ + ΩnRk · k˙
)
− ΩnRt. (135)
Note that the band energy εtnkR acquires an additional contribution:
E tnRk = εtnkR + δεtnkR = εtnkR − Im
∑
i
〈
∂Riu
t
nkR
∣∣ εtnkR −H(k,R, t) ∣∣ ∂kiutnkR〉 . (136)
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In the context of situations considered previously, it is clear that the ΩnRR curvature plays the
role of the real-space magnetic field, while the Ωnkk is the curvature in reciprocal space which
gives rise to the anomalous Hall effect. When the system is subject to constant electric and
magnetic fields, the mixed Berry curvature is zero, and equations of motion for the wavepackets
are reduced to:
R˙ = ∂kEnk − k˙×Ωnkk (137)
k˙ = −E− R˙×B, (138)
where k stands now for gauge-invariant momentum from before: k = q+A(R). If we use now
that ∂R = (∂RA)∂k, we can write down the contribution to the energy in terms of k-derivatives
only:
Enk = εnk −B · Im 〈∂kunk | ×[εnk −H(k, t)] | ∂kunk〉 = εnk −B ·m(k). (139)
In the last equation, m(k) is given by:
m(k) = Im 〈∂kunk | ×[εnk −H(k, t)] | ∂kunk〉 , (140)
and it stands for the orbital moment of the wavepacket corresponding to the “internal” degree
of freedom with respect to the rotation around its own axis. The last term in Eq. (139) thus
corresponds to the interaction of the magnetic field with the orbital moment of the wavepacket
due to rotation around its own axis.
Geometrical meaning.
Let us for simplicity drop the explicit time dependence in Eqs. (134-135). Then the equations
which govern the dynamics in the phase space x = (k,R) can be written in the following form:
(Ωn − J)x˙ = ∂xEn ⇐⇒ ωnαβx˙β = ∂xαEn (141)
where for simplicity we dropped R and k indices, ωn = (Ωn − J) and J =
(
0 I
−I 0
)
. These
equations are nothing else but the equations of the classical Hamiltonian dynamics written in
terms of non-canonical variables x for the Hamiltonian of the form h(x) = En(x). If we
introduce the Poisson bracket between two functions f(x) and g(x) as follows:
{f, g} := ∂xfT · (ωn)−1 · ∂xg, (142)
the Hamilton equations acquire the standard form:
x˙ = {x, h}. (143)
The fact that the position and momentum of the wavepacket are non-canonical variables comes
with a price. Namely, the canonical Hamilton equations, obtained with ω = −J , satisfy the
property called the Liouville’s theorem, which states that during the Hamiltonian dynamics the
volume of a certain region in phase space, say, dkdR, is preserved. It is very easy to check,
that, taking initially an infinitesimal volume dkdR and evoluting it in accordance to (141) will
violate the Liouville’s theorem. The reason for this lies in the fact that k and R are non-
canonical variables, when the curvature form is non-zero. Mathematically speaking, we endow
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our phase space with a non-canonical simplectic two-form ωn = (1/2)ωnαβdkα ∧ dRβ , which
influences the measure of our x-space. It is straightforward to see that the infinitesimal volume
dkdR multiplied with the function, called modified density of states,
Dn(x) =
1
(2pi)d
√
detωn (144)
satisfies the Liouville’s theorem. In case of canonical variables the modified density of states
(DOS),D(x) = 1/(2pi)d (multiplied with the Fermi distribution function). Let us take a detailed
look at the explicit expression for the case of the (generally R-dependent) magnetic field in the
system. The Poisson brackets between the R and k coordinates in this case read:
{Ri,Rj} =
εijlΩ
n
kk,l
1 + B ·Ωnkk
, {ki,kj} = − εijlBl
1 + B ·Ωnkk
, {Ri,kj} =
δij + BiΩ
n
kk,j
1 + B ·Ωnkk
, (145)
while the determinant of ω gives:
√
detωn = 1 + B ·Ωkk =⇒ Dn(x) = 1
(2pi)d
(1 + B ·Ωkk) (146)
The volume element Dn(x)dkdR has constant density of quantum states and it has to be used
for computing the expectation values of the observables obtained by an integration over the
phase space. We have to understand that, of course, coordinates k and R can be made canon-
ical, although possibly less appealing physically. For such canonical variables, say, k˜ and R˜,
the modified DOS reads Dn(x˜) = 1 and the very same expectation values can be obtained by a
direct evaluation of the integral with the volume element measure dk˜dR˜. The situation here is
analogous to switching between integrals of a function inR3 performed for example in cartesian
and spherical coordinates. The modified DOS for the non-canonical variables is thus analogous
to the Jacobian of the transformation between cartesian and spherical coordinates. Below we
briefly outline the consequences of the non-canonicity of the R and k coordinates for a selected
number of physical properties of the system.
Fermi volume.
The change in the density of electronic states in the (R,k) space inevitably changes the expec-
tation values of quantum operators which are obtained as integrals over (R,k) space. Consider
the Fermi volume which a given number of electrons occupies. The number of occupied elec-
trons, Ne, is given by:
Ne =
∫ EF
−∞
dk
(2pi)d
(1 + B ·Ωkk). (147)
In case of a small magnetic field, keeping the number of electrons in an insulator constant, we
come to the change in the Fermi volume by:
∆VF = −
∫
BZ
dk
(2pi)d
B ·Ωkk. (148)
In case of two dimensions, we therefore get that ∆VF = σxy ·B.
Quantum Hall conductance.
Thermodynamically, the change in the free energy of the system can be written as:
dF = −ML dB−Ne dµ− S dT, (149)
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where ML is the magnetization induced by the magnetic field B, µ is the chemical potential,
S is entropy and T is temperature. Streda formula states that the Hall conductivity of a two-
dimensional finite sample is the derivative of the electron number at a certain chemical potential
and temperature with respect to an applied field:
σxy = − (∂Ne/∂B)µ,T . (150)
Using the expression derived previously for Ne, we obtain the known expresion for the σxy in
therms of the Berry curvature in k-space. The Streda formula can be understood intuitively by
thinking in terms of a time dependent rise of the magnetic field in some region, which will gen-
erate an electric field along the boundary of this region. This in turn will cause the “leakage” of
the charge from the region due to the anomalous Hall effect.
Orbital magnetization.
The correction to the density of states allows us also to derive an explicit expression for the
orbital magnetization from (149), since it is defined as ML = −(∂F/∂B)µ,T . The expression
for ML can be derived referring to the explicit expression for F (β = 1/kBT , and we drop the
summation over bands for simplicity):
F = − 1
β(2pi)d
∫
dk (1 + B ·Ωkk) ln
(
1 + e−β(Enk−µ)
)
. (151)
By differentiating this expression with respect to the magnetic field, we obtain:
ML =
∫
BZ
dk
(2pi)d
f(k)m(k) +
∫
BZ
dk
(2pi)d
Ωkk ln
(
1 + e−β(εnk−µ)
)
, (152)
where f is the Fermi occupation function. From this expression it is clear that two effects
contribute to the total orbital magnetization in a solid. The first one comes from the m(k)
correction to the energy, which can be identified with the orbital moment of a wavepacket as
it rotates around its axis. The second contribution comes from the center-of-mass motion of
the wavepackets, and can be expressed in terms of the anomalous Hall conductivity. This latter
contribution is thus a direct consequence of the modification in the density of states in the phase
space due to its non-trivial structure as expressed in terms of the curvature. At zero temperature,
the expression for the orbital magnetization thus reads:
ML =
∑
n
∫
BZ
dk
(2pi)d
fnk [mn(k) + (εnk − µ)Ωnkk] . (153)
The expression for the quantized Hall conductivity in an insulator can be rederived using the
Maxwell relation (∂ML/∂µ)B,T = (∂Ne/∂B)µ,T . The latter expression suggests that in a
Chern insulator the orbital magnetization varies linearly with the chemical potential. The mech-
anism for this effect lies in the presence of metallic states at the boundary of a Chern insulator.
3.5 Topological Hall effect
Emergent field and topological Hall effect.
The term topological Hall effect (THE) is normally referred to in the context of a magnetic
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material which exhibits a spatial variation of the magnetization M(r). The simplest possible
Hamiltonian in this case, which gives rise to non-trivial effects, reads:
H =
p2
2
− Jσ ·M(r), (154)
where J is the coupling constant, σ is the vector of Pauli matrices, and we shall assume that
the magnitude of the magnetization is constant, that is, M(r) = Mn(r), |n(r)| = 1. How do
we attack the problem of finding the transport properties of such a system? The brute force
method suggests that we take a finite sample, diagonalize the Hamiltonian, find the spectrum
and wavefunctions, and calculate the required properties. If the magnetization texture exhibits a
periodic lattice structure, we can even apply the Bloch apparatus to arrive at the spectrum Enκ
and wavefunctions Ψnκ , where κ is the Bloch vector from the reciprocal space. How does the
Berry phase enter into this picture?
Practically, the Berry phase viewpoint at the problem is motivated by the consideration that
very often the typical scale of the variation of the texture in real space is very large, which
makes the brute force approach cumbersome. In this way we assume that locally around a
point R in real space the magnetization direction is constant, resulting in a set of eigenvalues
and wavefunctions of the “local” Hamiltonian, εnR and ψnR, respectively. The properties of
the system are then related to the dynamics of electrons as they move through the texture, or,
in other terms, as parameter R is varied − the Hamiltonian is then seen as a parametrized
Hamiltonian H(R). This is the typical setup in which Berry phase physics arises.
Let us analyze the situation of Eq. (154) from the standpoint of sections 2.4 and 3.3. We
introduce a mapping (113), χ : R3 → S2, which maps the direction of n at point R ∈ R3 to a
point on S2, which can be ascribed angles θ and ϕ. This mapping is analogous to that given by
(113), where the k-space is replaced with R-space. We are now to study the adiabatic dynamics
of a wavefunction which solves Eq. (154) as it follows a certain trajectory C in real space, or,
equivalently, a corresponding trajectory χ(C) on S2, see Fig. 1. In spin space, at each point on
S2, as in the case of sections 2.4 and 3.3, we have two eigenenergies ε↑(↓) = ∓JM (assuming
for simplicity that kinetic energy is zero), and wavefunctions ψ↑(↓)(R) which solve (154) for
corresponding R. The condition of the adiabaticity, as we defined it previously, requires that
the time scale of the evolution of the wavefunction along C is much smaller than the typical
time-scale of the transitions which cause spin-flip events. This corresponds to the situation of
remaining within the same spin-up or spin-down subband during the dynamics. In this case
the situation considered here can be made conceptually and technically analogous to that we
considered for Chern insulators in section 3.3 by replacing R with k.
As we recall from section 2.4, the problem posed on S2 accounts to two independent copies of
the Dirac monopole with the charge +1 and −1 for spin-up and spin-down electrons, respec-
tively. Each spin σ endows S2 with the Berry connection Aσn defined on northern and southern
hemispheres. The corresponding curvature Ωσn has components which correspond to the field
of a magnetic monopole at the origin, according to (49), and has opposite sign for up and down
electrons, so that summed up over both states it gives zero. Then the Berry phase γ(C) an
electron of certain σ picks up when it travels along C can be computed from the corresponding
Berry phase of the path χ(C). The connection between the two Berry phases can be computed
by writing down the relation between the Berry curvatures in both spaces. Namely, Ωσn and
ΩσR ≡ Ωij,σRR = −2Im 〈∂Riψσ(R)|∂Rjψσ(R)〉 (155)
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are connected in a way similar to that we considered for Chern insulators, Eq. (114):
Ωij,σR = σ n ·
(
∂Rin× ∂Rjn
)
/2 = Ωσn ·
(
∂RiM× ∂RjM
)
. (156)
According to Eqs. (134)-(135) the ΩσR curvature will insert a Lorentz force on a moving through
the texture electron leading to transverse current, in complete analogy to the ordinary Hall effect
in presence of an external magnetic field. It thus makes sense to think of ΩσR as an emergent
magnetic field Bσe . In contrast to the ordinary Hall effect, the Hall effect due to B
σ
e is opposite
for opposite spins, and it is called the topological Hall effect. The topological Hall effect is a
purely geometrical phenomenon in that it is driven by (adiabatically slow) modulation of the
magnetic texture in space, and in that it can be written in terms of Berry curvature of spin-up
and spin-down electrons, which sums up to zero when both spins are occupied.
The magnitude of the emergent magnetic field at given point R directly depends on how quickly
the texture changes in real space, according to Eq. (156). In case of a texture which exhibits a
periodic modulation in space, such as e.g. in the case of a skyrmion lattice in MnSi, it is useful
to define the averaged over the magnetic unit cell emergent magnetic field. From the analogy
between the real-space Berry curvature and curvature of the Dirac monopole in n-space, we
can see that the integral of the emergent field over the unit cell is proportional to the solid angle
which the vector n “draws” on a sphere as R is varied in the unit cell. If the texture is such
that n covers the sphere completely, then the integral emergent field is proportional to 4pi, and
the constant of proportionality is the integer number of times that n winds around the sphere.
This is the so-called winding number we also mentioned previosly for Chern insulators. For
example, in case of a skyrmionic lattice in MnSi, the winding number is −1. Since in MnSi
the skryrmion lattice constant is approximately 165 A˚, the magnitude of the emergent magnetic
field B↓e can be estimated to be −13 T [18].
Topological Hall effect in terms of a ferromagnetic medium.
Let us now try to rewrite everything from the point of view of an electron which follows the
direction of the magnetization of the texture but in the reference frame of the magnetization.
In adiabatic approximation, the expectation value of σ evaluated on the wavefunction ψσ(R) is
aligned along M(R). We can thus apply the transformation U †(R), inverse to the one given by
Eq. (42): ψσ(R) −→ U †(R)ψσ(R) = ψ′σ(R), which is proportional to |σe3〉 from (43), i.e.,
the spin part of ψ′σ(R) is either parallel or antiparallel to z-axis depending on the spin. We want
to ask a question: if ψσ(R) solves the Shro¨dinger equation (3) with H(R) given by (154), what
is the Hamiltonian H ′(R) for which ψ′σ(R) is the solution of the corresponding Schro¨dinger
equation? The answer can be simply obtained by substituting the U(R)ψ′σ(R) = ψσ(R) into
the Schro¨dinger equation for ψσ(R), yielding:
i
∂ψ′σ(t)
∂t
=
[
U †(t)H(t)U(t)− iU †(t)∂U(t)
∂t
]
ψ′σ(t) = H
′(t)ψ′σ(t). (157)
The Hamiltonian H ′ consists of two parts. The first part is neither t nor R dependent, since it
is obviously given by:
H0 =
p2
2
− JMσz, (158)
and it provides thus a uniform ferromagnetic background on top of which the evolution of ψ′σ
takes place. The second part of the Hamiltonian H ′ is the one which leads to the non-trivial
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Berry phase. How does it happen? Within the adiabatic approximation, the wavefunction ψ′σ
can be represented as:
ψ′σ(t) = ψ
′
σ(R(t)) = cσ(t) |σe3〉 . (159)
The cσ(t) coefficient thus gives us the phase of the time-evolution, which consists of the part due
to local collinear Hamiltonian H0 (159), and of the second part due to the −iU † ∂U∂t term of H ′.
This can be seen by substituting the ansatz for ψ′ into the corresponding Schro¨dinger equation.
Generally speaking, U and U † are matrices in spin space, which will lead to coupling between
the two spin channels. Within the adiabatic approximation we are going to neglect this coupling,
which allows us to consider the scalar quantities −iU †σ ∂Uσ∂t , given by the diagonal components
of−iU † ∂U
∂t
, and opposite in sign for opposite σ. The contribution of the magnetization chirality
to cσ(t), which we denote by cUσ (t), is given by:
cUσ (t) = exp
(
i
∫ t
0
iU †σ(τ)
∂Uσ(τ)
∂τ
dτ
)
. (160)
From the latter expression it follows that if we start our evolution from some point R0 at t = 0
and move our function to R(t), which is connected with R0 by path C, the spin part of the
evoluted wavefunction, with the direction of spin being at all time either parallel or antiparallel
to the z-axis, can be written as:
ψ′σ(R) = exp
(
i
∫ t
0
iU †σ(τ)
∂Uσ(τ)
∂τ
dτ
)
ψ′σ(R0) = exp
(
i
∫ R
R0
Aσ(R) dR
)
ψ′σ(R0), (161)
which is equivalent to a situation of the AB-effect from section 2.3, with the vector potential
given by:
Aσ(R) = iU †σ(R)∇RUσ(R). (162)
Written explicitly by referring to (42) the vector potential reads:
Aσ(R) = −σ
2
(1− cos θ(R))∇ϕ(R), (163)
while its curl gives rise to the effective magnetic field. Both the vector potential given by the
latter relation and the corresponding magnetic field are given by exactly the same expressions
as the Berry connection and Berry curvature = emergent magnetic field from before. Moreover,
analogously to the case of AB-effect, given the instantaneous eigenstates of H0, |σe3〉0, we can
construct the wavefunctions |Rσe3〉 according to equation (36) where A should be replaced
withAσ, and this will give us the Berry connection identical to (163). It can be readily shown,
be referring to the apparatus of section 2.3, that |Rσe3〉 is the instantaneous eigenstate of the
following Hamiltonian:
Hσeff =
1
2
(p +Aσ)2 − JMσ (164)
We have thus explicitly shown that the Berry phase problem of Hamiltonian (154) can be also
recast as an Aharonov-Bohm Berry phase problem of an effective ferromagnetic medium sub-
ject to a magnetic field, opposite for electrons of opposite spin. This field is identical to the
emergent magnetic field, and gives rise to the topological Hall effect.
General case.
While a detailed analysis of the model Hamiltonian given by (154) is extremely insightful, the
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realistic Hamiltonian of a solid which exhibits a spatially varying magnetic texture is more com-
plex, in particular, it includes the crystal potential and spin-orbit interaction. From the viewpoint
of the previous section, the Hamiltonian of our system can be written as H = H(k,R), where
we take the k as the “local” Bloch vector at point R, we exclude explicit dependence of the
Hamiltonian on time (due to e.g. moving spin-texture), and we assume that the crystal potential
does not depend on R, so that the R-dependence appears only due to magnetic texture. For
each band the components of the connection An and curvature Ωn forms in (R,k) space are
given by Eqs. (131), (132) and (133).
Let us first consider the case without spin-orbit coupling. In this case the spin part and the
orbital part of the wavefunctions are decoupled from each other. For a locally ferromagnetic
crystal at point R without spin-orbit interaction Ωnkk ≡ 0. It is also clear that without spin-orbit
coupling ΩnkR = ∂RAnk − ∂kAnR ≡ 0, since without spin-orbit Ank does not depend on R, and
AnR does not depend on k. Thus, the only non-vanishing component of the curvature is the ΩnRR.
In this case the only effect of the varying spin-texture is the spin-rotation of the wavefunctions
for each band and at each k into the local spin-quantization axis, specified by R. Since without
spin-orbit coupling rotation of the spin-quantization axis does not lead to any changes in the
spectrum or orbital parts of the wavefunctions, the problem can be effectively re-written in the
spin-space, and the apparatus we developed before can be employed to the full extent. Namely,
the ΩnRR corresponds to the Ω
n
R from before, and it is exactly given by Eq. (156).
Without spin-orbit interaction, the relation between the topological and ordinary Hall effects
is essentially the same as that between the AHE and SHE (without spin-flip SOC): while one
is the sum, the other is the difference of the intrinsic Hall (ordinary Hall in case of THE and
OHE) effects for spin-up and spin-down electrons separately. Since the texture varies in space
slowly, the electrons experience a sufficient amount of disorder-driven momentum-scattering on
the scale of a texture, so that the relaxation approximation to the Boltzmann equation could be
used, leading to the following expression for the topological Hall conductivity (for the texture
in-plane and emergent field out of plane) [18]:
σTHExy ≈
∑
σ
σ|Bσe |
∑
n
∫
BZ
τ 2σn
(
(vxkn)
2
myykn
− v
x
knv
y
kn
mxykn
)
∂f0(ε
σ
kn)
∂ε
d3k
(2pi)3
, (165)
where mkn is the mass tensor, and τσn are the relaxation times. The ordinary Hall conductivity
obtained within the same approximations in the orbital magnetic field |Bσe | would read the same
as the expression above, but without σ explicitly in the sum.
Mixed Berry curvature, Dzyaloshinskii-Moriya interaction and charging of skyrmions.
In the presence of spin-orbit coupling the Ωnkk part of the Berry curvature tensor is different from
zero, and this leads to the co-existence of the anomalous Hall and topological Hall contributions
to the transverse conductivity, as seen experimentally. Another manifestation of the spin-orbit
interaction is the fact that the mixed Berry curvature ΩnkR is not anymore vanishing. A profound
consequence of this fact is that the modified density of states in (k,R)-space, given by (144),
neglecting second and higher order terms, is given by [19]:
Dn(k,R) =
1
(2pi)d
(
1−
∑
i
ΩnkR,ii
)
. (166)
We can now write again the expression (151) for the free energy at a certain point R, as we did
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for deriving the orbital magnetization, but now with a different modified density of states:
F (R) = − 1
β(2pi)d
∑
n
∫
dk
(
1−
∑
i
ΩnkR,ii
)
ln
(
1 + e−β(EnkR−µ)
)
, (167)
where, as previously, EnkR is given by (136) and contains a correction δεnkR due to the texture
in addition to the band energy. In the case of the constant magnetic field we were able to
reduce the expression for δεnkR to k-derivatives only. This cannot be done for the spin textures
however, since the dependence of the wavefunctions on R is not only via the k-vector:
δεnkR = −Im 〈∂RunkR | εnkR −HkR | ∂kunkR〉 (168)
We can now extract the contribution to the free energy which comes from the chirality of the
magnetization. To first order in gradients of the magnetization, it reads:
δF (R) =
1
(2pi)d
∑
n
∫
dk
(
fkn δεnkR +
∑
i Ω
n
kR,ii
β
ln
(
1 + e−β(εnkR−µ)
))
, (169)
where fkn is the Fermi occupation function. The correction due to the chirality can be expanded
in terms of the gradient of the magnetization as:
δF (R) = Dij(R) eˆi ·
(
nˆ× ∂Rj nˆ
)
, (170)
whereDij correspond to the Dzyaloshinskii-Moriya interaction (DMI) [20], which energetically
favors the chirality of magnetization and which is discussed in detail by Stefan Blu¨gel in his
manuscript C4 of the current book. From (169) we can derive that
Dij(R) =
1
(2pi)d
∑
n
∫
dk
(
fknA
ij
nkR +
BijnkR
β
ln
(
1 + e−β(εnkR−µ)
))
, (171)
with
AijnkR = − ei · eϕ Im 〈∂θunkR|εnkR −HkR|∂kjunkR〉 (172)
− (ei · eθ/ sin θ) Im 〈∂ϕunkR|εnkR −HkR|∂kjunkR〉 , (173)
and
BijnkR = −2ei ·
[
eϕ Im 〈∂θunkR|∂kjunkR〉 − (eθ/ sin θ) Im 〈∂ϕunkR|∂kjunkR〉
]
, (174)
where ei are the cartesian unit vectors, while eθ = ∂n/∂θ and eϕ = (1/ sin θ)∂n/∂ϕ are the
unit vectors on the sphere, Fig. 1. At zero temperature the DMI can be written as:
Dij(R) =
1
(2pi)d
∑
n
∫
dk fkn
[
AijnkR − (εnkR − µ)BijnkR
]
. (175)
This expression has a one-to-one resemblance to the formula for the orbital magnetization in
ferromagnets, Eq. (153), which leads to naming Dij the DMI spiralization [20]. The quantity
AijnkR is called the twist torque moment of state n and it corresponds to the local orbital moment
of a wavepacket in case of the orbital magnetiation. Obviously, theBijnkR presents the correction
to the DMI spiralization due to the mixed Berry curvature, playing the same role the k-space
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Berry curvature plays for the orbital magnetization [20]. Besides fundamental importance, the
Berry phase expression (175) can be used to compute the DMI spiralization from the electronic
structure of the collinear system with the magnetization pointing along the direction which
corresponds to R. This presents a great simplification as compared to current approaches, used
to calculate the DMI in solids by explicitly incorporating the chirality of the magnetization into
the calculations. For example, in left handed crystal structure of MnSi the Dij = −D δij and
the D can be calculated to be −4.1 meV per A˚ and per 8-atom unit cell, in good agreement to
experiment [19].
Analogously to the case of the change in the Fermi volume due to modified density of states we
calculated before, we can also consider the change in the charge density due to chirality, which
comes from the change in the energy of the states and modified density of states:
δρ(R) =
∑
n
1
(2pi)d
∫
dk
(
∂fnk
∂ε
δεnkR − fnk
∑
i
ΩnkR,ii.
)
(176)
The change of the charge density consists of two terms, of which the first one is the Fermi
surface and the second one is the Fermi see contribution. Formally, the Fermi see term cor-
responds to expression (77) for the derivative of the electric polarization of an insulator with
respect to λ = R. In the latter case the integral of this derivative over λ would give the change
of polarization upon varying λ. Similarly, the integral of (176) over the R-texture gives the
additional electric charge δρ of the skyrmion due to the Berry phase effect. There are two im-
portant differences between the two situations, however. The first is that in insulating skyrmions
the integral of the mixed Berry curvature over k and R spaces vanishes [19]. The second one
is that in metals there is also a Fermi surface contribution to the charge, which also vanishes
for insulating textures. Thus, to linear order, the charge of insulating skyrmions is zero and
the charging effects in this case occur due to higher-order terms, which can be recast in terms
related to the Chern numbers. In metals, on the other hand, the charge evaluated according to
(176) will be screened by conduction electrons and its value will be significantly reduced. So,
in MnSi for example, the computed unscreened value of δρ is about 0.25 electrons, while the
screened charge is reduced by orders of magnitude with the distribution of δρ over the skyrmion
still significant [19].
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1 Introduction
Time-dependent density functional theory (TDDFT) extends the density functional formalism
to include time-dependent external potentials which frequently occur for example if the system
is exposed to an external laser field. TDDFT allows for the calculation of the the excitation
energies of the system which can be compared to experimental photo-absorption spectra. As
in static DFT there are approximations involved and the results depend on the quality of these
approximations. In this chapter we give a short introduction into the subject starting from the
Runge-Gross theorem, the time-dependent equivalent of the Hohenberg-Kohn theorem. We in-
troduce the time-dependent Kohn-Sham (KS) system and discuss the linear response scheme
which is used in most applications today. We emphasize, however, that TDDFT is not restricted
to small perturbations, the fundamental theory covers almost any kind of time-dependent exter-
nal potential of interest. We conclude the chapter with two examples for very basic applications.
In order to keep the notation simple and accessible for non-experts, we only consider the spin-
independent version of TDDFT. The theory can be extended to include the spin degrees of
freedom in the same way as static DFT. Obviously, this chapter cannot provide a complete
introduction into TDDFT or discuss the more subtle points of the theory. A more detailed and
extended overview of TDDFT can be found in [1, 2].
The behavior of a many-body system exposed to a time-dependent external potential is de-
scribed by the time-dependent Schro¨dinger equation
Hˆ(t)Ψ(r1, ...rN , t) = i∂tΨ(r1, ...rN , t) (1)
with (we are using atomic units throughout this chapter unless explicitly stated otherwise)
Hˆ(t) =
N∑
j=1
(
−
∇2j
2
+ V (rj, t)
)
+
1
2
N∑
j,k=1
j 6=k
1
|rj − rk|
. (2)
As the Schro¨dinger equation is a first order differential equation in time the wave function
Ψ(r1, ...rN , t) is fully determined once we specify an initial state Ψ(r1, ...rN , t0) at some initial
time t0. Hamiltonians of the form (2) allow, for example, for the treatment of external laser
fields which are commonly included in the dipole approximation as v(r, t) = rE(t) with E(t)
being the electric field of the laser.
The foundation of TDDFT lies in the Runge-Gross theorem [3], a time-dependent version of the
Hohenberg-Kohn theorem, which establishes a one-to-one correspondence between the time-
dependent potential V (r, t) and the time-dependent density
n(r, t) = N
∫
d3r2...d
3rN |Ψ(r, r2...rN , t)|
2 (3)
for the evolution of a system starting from a given initial state Ψ(r1, ...rN , t0) at t0 as long as the
potential V (r, t) is Taylor-expandable around the initial time t0. Unfortunately, this excludes all
processes where a field is switched on adiabatically starting at t → −∞. The extension of the
theorem to non-analytic potentials is an ongoing effort in the TDDFT community at present, see
for example [4]. Here, we review the original proof by Runge and Gross before introducing the
time-dependent Kohn-Sham system and discussing the approximations that need to be made in
time-dependent DFT which go beyond those of its static counterpart.
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Ψ(t0), n(t)
Ψ(t0), n˜(t)
Ψ˜(t0), n(t)
V1(t)
V2(t)
V3(t)
Fig. 1: One-to-one correspondence between elements of the set of pairs of initial states
Ψ(r1 . . . rN , t0) and densities n(r, t) (on the left) and elements of the set Taylor-expandable
potentials V (r, t) (on the right). Changing only the initial state already corresponds to a dif-
ferent potential even if the density remains unchanged. The three potentials V1, V2 and V3 differ
by more than a purely time-dependent function. (All spatial variables have been suppressed for
clarity in the picture.)
2 Formalism
The goal of TDDFT is to avoid the calculation of the time-dependent wave function of inter-
acting electrons, Ψ(r, r2...rN , t), and replace it with the calculation of only the density n(r, t).
Hence, we first need to prove that this density uniquely determines all properties of the sys-
tem which implies that it uniquely determines the potential V (r, t) in Eq. (2). In analogy to
static DFT we would then like to introduce an effective system of non-interacting electrons
with the same time-dependent density as the many-body system, in other words, we would
like to construct a time-dependent Kohn-Sham (KS) system. All properties of the interacting
many-body system are then calculated as functionals of n(r, t) which is determined from the
KS system. The task of solving the time-dependent Schro¨dinger equation for the interacting
system is hence replaced by the task of finding the functional dependence of an observable of
interest on the time-dependent density.
2.1 Runge-Gross Theorem
The Runge-Gross theorem [3] states that two densities n(r, t) and n′(r, t) evolving from a com-
mon initial state Ψ(r1...rN , t0) under the influence of two potentials V (r, t) and V ′(r, t) which
are both Taylor-expandable about the initial time t0, eventually differ if the potentials differ
by more than a purely time-dependent function, i.e. if V (r, t) − V ′(r, t) 6= c(t). In other
words, the initial state and the time-dependent density together determine the potential up to
a purely time-dependent function. Therefore, using two different initial states, Ψ(r1...rN , t0)
and Ψ˜(r1...rN , t0), with the same initial density n(r, t0), and require the density to remain also
for t > t0 we need to use a different potential. A graphical representation of the Runge-Gross
theorem is given in Fig. 1 where it is understood that all three potentials differ by more than a
purely time-dependent function. The opposite direction, that the potential determines the den-
sity uniquely for a given initial state, is an obvious consequence of the unique solution of the
time-dependent Schro¨dinger equation and the definition of the density.
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Since the two potentials V (r, t) and V ′(r, t) are required to be analytical around t0 we can
expand them as
V (r, t) =
∞∑
k=0
1
k!
Vk(r)(t− t0)
k, (4)
V ′(r, t) =
∞∑
k=0
1
k!
V ′k(r)(t− t0)
k. (5)
The fact that the two potentials differ by more than a purely time-dependent function then
implies that there exists a k for which
Vk(r)− V
′
k(r) =
∂k
∂tk
[V (r, t)− V ′(r, t)]t=t0 6= const. (6)
In other words, there exists an order k in the Taylor expansion with a difference in the expansion
coefficients of V and V ′ that is space dependent.
Following the original proof [3] we first establish a one-to-one correspondence between the
current density
j(r, t) =
1
2i
∫
d3r2 . . .
∫
d3rN (7)
[Ψ∗(r, r2...rN , t)∇Ψ(r, r2...rN , t)− (∇Ψ
∗(r, r2...rN , t))Ψ(r, r2...rN , t)]
and the potential V (r, t) before using the continuity equation to go from the current density to
the density in a second step.
Step 1: The equations of motion for the current densities j and j′ read as
∂
∂t
j(r, t) =
∂
∂t
〈Ψ(t)|ˆj(r)|Ψ(t)〉 = −i〈Ψ(t)|[ˆj(r), Hˆ(t)]|Ψ(t)〉, (8)
∂
∂t
j′(r, t) =
∂
∂t
〈Ψ′(t)|ˆj(r)|Ψ′(t)〉 = −i〈Ψ′(t)|[ˆj(r), Hˆ ′(t)]|Ψ′(t)〉. (9)
The time-derivative of the operator which appears in the general equation is zero here
since jˆ is not explicitly time-dependent. Taking the difference of Eqs. (8) and (9) at t = t0
we obtain
∂
∂t
[j(r, t)− j′(r, t)]
∣∣∣∣
t=t0
= −i〈Ψ(t0)|[ˆj(r), Hˆ(t0)− Hˆ
′(t0)]|Ψ(t0)〉. (10)
The only difference between the two Hamiltonians Hˆ and Hˆ ′ is in the potentials V and
V ′, which allows us to write
∂
∂t
[j(r, t)− j′(r, t)]
∣∣∣∣
t=t0
= −i〈Ψ(t0)|[ˆj(r), V (r, t0)− V
′(r, t0)]|Ψ(t0)〉
= −n(r, t0)∇ (V (r, t0)− V
′(r, t0)) . (11)
If Eq. (6) holds for k = 0, i.e. the difference of the two potentials at t = t0 is not constant
over space, then the right-hand-side in Eq. (11) does not vanish and j and j′ become
different infinitesimally later than t = t0. If the smallest k for which Eq. (6) holds is
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non-zero we calculate the corresponding (k + 1)th time derivative of the current which
involves k nested commutators of jˆ and Hˆ (or the corresponding primed quantities) and
leads to
∂k+1
∂tk+1
[j(r, t)− j′(r, t)]
∣∣∣∣
t=t0
= −n(r, t0)∇wk(r) 6= 0 (12)
which is non-zero due to
wk(r) =
∂k
∂tk
[V (r, t)− V ′(r, t)]
∣∣∣∣
t=t0
= Vk(r)− V
′
k(r) 6= const. (13)
being different from a constant. Again, due to the right-hand-side in Eq. (12) being non-
zero the two currents j and j′ differ infinitesimally later than the initial time t0. Therefore,
we have succeeded in proving a one-to-one correspondence between the potential V (r, t)
and the current density j(r, t) provided that we use the same initial state for both the
primed and the unprimed system.
Step 2: We now use the continuity equation
∂n(r, t)
∂t
= −∇j(r, t) (14)
to prove the one-to-one correspondence between the potential and the density. Applying
(k + 1) time derivatives to the continuity equation for both n(r, t) and n′(r, t) and using
Eq. (12) we obtain
∂k+2
∂tk+2
[n(r, t)− n′(r, t)]
∣∣∣∣
t=t0
= −∇
∂k+1
∂tk+1
[j(r, t)− j′(r, t)]
∣∣∣∣
t=t0
= ∇ [n(r, t0)∇wk(r)] . (15)
Without the divergence operator in the last line of Eq. (15) our task would be complete
since the term in the square brackets is non-zero. However, now we have to ensure in
addition that the square bracket is not some non-zero constant. To this end we consider
the integral∫
d3r n(r, t0) [∇wk(r)]
2 = −
∫
d3r wk(r)∇ [n(r, t0)∇wk(r)]
+
∮
dS [n(r, t0)wk(r)∇wk(r)] . (16)
For finite systems, where the potential arises from a finite normalizable charge distribu-
tion, one can show that the potential decays at least as fast as 1/r. Therefore, by choosing
the surface to be at r → ∞ the surface term vanishes. The integrand on the left of Eq.
(16) is strictly non-negative and only zero on isolated points in space where either the
density or wk(r) are zero. Hence, the whole integral cannot vanish which implies that
the integrand in the first term on the right-hand-side cannot be zero at all points in space.
Hence, the divergence appearing in Eq. (15) is non-zero. Using the same argument as
before for the current density we can conclude that the two densities n(r, t) and n′(r, t)
differ infinitesimally later than the initial time t0. This concludes the proof of the one-
to-one correspondence between the potential V (r, t) and the density n(r, t) for a given
initial state Ψ(r1 . . . rN , t0).
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As we have seen, the original Runge-Gross proof relies on the surface integral in Eq. (16)
to vanish. While this is satisfied for finite systems the situation is more difficult for periodic
systems. If one can find a periodicity, possibly with a larger unit cell than the periodic system
without the time-dependent part of the external potential, the integrand in the surface term is
identical on two opposite sites of this (larger) unit cell such that the contributions to the integral
cancel. This excludes the case where one switches on a uniform electric field [5]. However,
even if the surface term does not vanish the first step of the proof remains valid. Therefore, one
can use the current density as the basic variable which is included in time-dependent current
density functional theory which, however, additionally allows for external vector potentials [6].
2.2 Time-dependent Kohn-Sham equations
In analogy to static DFT we would like to construct an effective system of non-interacting
electrons which reproduces the density of the interacting electrons. In the whole proof of
the Runge-Gross theorem it is not specified whether the Hamiltonians Hˆ and Hˆ ′ contain any
electron-electron interaction or not. Therefore, the proof simultaneously shows that the ex-
ternal potential in an interacting system is uniquely given by the density and the initial state
and that the effective potential of a non-interacting system is a unique potential of the same
time-dependent density and the non-interacting initial state. However, just as the Hohenberg-
Kohn theorem [9] in static DFT, the Runge-Gross theorem does not provide insight into the
existence of a non-interacting system which has a specific time-dependent density. This proof
was provided by van Leeuwen [7] who showed that for a given many-body initial state and
a given time-dependent density there exists an effective potential in a non-interacting system
which yields the same density at all times provided one can find a non-interacting initial state,
i.e. a Slater determinant, which yields both the correct density as well as the correct first time
derivative of the density at the initial time. In case the first time derivative at the initial time is
zero one can always construct a Slater determinant for a given initial density by the Harriman
construction [8].
The time-dependent Kohn-Sham (KS) system is constructed such that it reproduces the density
of the many-body system at all times t starting from the initial time t0. The time evolution of
the Kohn-Sham orbitals ϕj(r, t) then follows from the single-particle Schro¨dinger equation
i
∂
∂t
ϕj(r, t) =
[
−
∇2
2
+ Vs(r, t)
]
ϕj(r, t), (17)
where the KS potential Vs(r, t) is the effective single-particle potential. The Runge-Gross
proof then states that Vs(r, t) is unique for a given initial state. For the non-interacting KS
system the initial state is a Slater determinant built from the KS orbitals which we denote as
Φ(r1 . . . rN , t0). Due to the many-body system being uniquely described by the density n(r, t)
and the many-body initial state Ψ(r1 . . . rN , t0) the potential Vs(r, t) is a functional of the time-
dependent density n(r, t), the initial many-body state Ψ(r1 . . . rN , t0) and the initial KS Slater
determinant Φ(r1 . . . rN , t0), i.e.
Vs(r, t) = Vs [n,Ψ(t0),Φ(t0)] (r, t), (18)
where we suppressed all arguments except the initial time to simplify the notation. If we choose
the initial states to be the ground states of the many-body system and the KS system we can
employ the Hohenberg-Kohn [9] theorem which ensures that these two states are functionals
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of the ground-state density which is identical to the density at t = t0. Hence, the effective
potential Vs(r, t) becomes a functional of the time-dependent density alone. In all other cases,
the functional has to depend on both initial states.
We choose to write the KS potential, in analogy to static DFT, as
Vs(r, t) = V0(r, t) + VH(r, t) + Vxc(r, t) (19)
with V0(r, t) being the external potential and the Hartree potential being given as
VH(r, t) =
∫
d3r′
n(r′, t)
|r− r′|
. (20)
The remaining unknown part of Vs we denote as the exchange-correlation potential Vxc. While
in static DFT the form of the KS potential is determined by the condition that the interacting and
the KS systems have the same ground-state density, i.e. their energy is minimized by the same
density, there is no such condition in time-dependent DFT. Eq. (19) can, therefore, be regarded
as a definition of the exchange-correlation potential Vxc(r, t). Due to the effective potential
Vs(r, t) being a functional of the time-dependent density and the two initial states, also Vxc(r, t)
is a functional of all three quantities unless we start in the ground states at t = t0.
The KS scheme discussed up to this point is in principle exact, if we had the exact functional
Vxc and the correct initial states we would obtain the correct time-dependent density from the
propagation of the KS equations. However, in practise those things are unknown leading to the
calculations being performed in several steps each connected to its own approximations
• Perform a static DFT calculation to obtain the ground-state of the system as an initial state
for the subsequent time propagation. This requires an approximation to the exchange-
correlation energy from which the static exchange-correlation potential can be derived.
The result is a set of occupied KS orbitals.
• Perform a time-dependent DFT calculation to propagate the occupied KS orbitals. This
requires an approximation to the time-dependent exchange-correlation potential Vxc(r, t).
The fact that this potential not only depends on the time-dependent density but also on
the initial KS state and the initial many-body state of course complicates the search for
appropriate approximations. An additional complication lies in the fact that in order to
calculate the potential at a given time t not only the density at that time enters but the
whole history of the evolution of the density since the initial time t0 is necessary to obtain
a unique answer. In order not to violate causality, the potential Vxc(r, t) obviously cannot
depend on densities at times later than t.
• For practical calculations we need an algorithm for the numerical time propagation which
does not violate time-reversal symmetry if the Hamiltonian has that symmetry. For a
discussion of possible propagation schemes see Ref. [12].
2.3 Approximations to Vxc(r, t)
As discussed in the previous section, the exchange-correlation potential Vxc(r, t), i.e. the part of
the KS potential that needs to be approximated, is generally a functional of the time-dependent
density n(r, t), the initial many-body state Ψ(r1, . . . rN , t0) and the initial KS Slater determi-
nant Φ(r1, . . . rN , t0). If the many-body and the KS systems are in their respective ground states
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at t0 we can employ the Hohenberg-Kohn theorem [9] which shows that Ψ(r1, . . . rN , t0) and
Φ(r1, . . . rN , t0) are functionals of the density n(r, t0). Hence, the KS potential Vs and conse-
quently also Vxc are functionals of the density alone. However, the dependence on the history
of the propagation remains. In other words, the potential at time t depends on all densities in
the time interval [t0, t] from the initial time to the time for which the potential is calculated. The
search for truly history-dependent approximations is ongoing [10, 11]. In most applications it
is simply neglected and one uses a so-called adiabatic approximation which we discuss in the
following.
Adiabatic approximations
The simplest way to construct an approximation for the time-dependent exchange-correlation
potential uses an approximation to the exchange-correlation potential from static DFT and eval-
uates it at the time-dependent density, i.e.
Vxc(r, t) =
δEstaticxc
δn(r)
∣∣∣∣
n(r,t)
. (21)
For example, using the local density approximation to the exchange energy
ELDAx = −
3
4
(
3
π
)1/3 ∫
d3r n(r)4/3 (22)
the adiabatic LDA (ALDA) approximation to the time-dependent exchange potential reads
V ALDAx (r, t) = −
(
3
π
)1/3
n(r, t)1/3. (23)
As we can see, the potential at time t only depends on the density at this time, neglecting all
dependence on the history of the time evolution. This property is shared by all adiabatic func-
tionals, they do not contain any memory of the time evolution. Also, since the approximation
is borrowed from static DFT, there is no dependence on the initial states in adiabatic approx-
imations. Nevertheless, the large majority of calculations in TDDFT are performed using the
adiabatic local density approximation to Vxc(r, t).
2.4 Time-dependent observables
In quantum mechanics observables are calculated by evaluating the appropriate operator with
respect to the wave function, i.e. at time t we evaluate
〈Oˆ〉 = 〈Ψ(t)|Oˆ|Ψ(t)〉. (24)
Due to the Runge-Gross theorem the wave function Ψ(t) is a functional of the time-dependent
density and the initial state. Hence, if we had the exact exchange-correlation potential we could
propagate the KS equations exactly and obtain the correct time-dependent density of the many-
body system. If we knew in addition the functional dependence of the many-body wave function
Ψ(t) on the density we could calculate all observables that we might ever become interested
in. Unfortunately, both the exact functional for the potential and for the wave function are
generally unknown. Therefore, our results will almost always be approximate. In addition,
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due to Ψ[n,Ψ(t0)](t) being unknown, we have to separately find the functional dependence on
the density and the initial state of each observable that we are interested in. Depending on the
observable this can be trivial or nearly impossible. One important example for an observable
with a trivial dependence on the density is the dipole moment d(t) of the system which is given
as
d(t) =
∫
d3r rn(r, t). (25)
For the non-trivial cases one often uses the expectation value of the operator evaluated with the
KS Slater determinant as an approximation. Since the KS Slater determinant is not supposed to
be considered an approximation to the interacting wave function the quality of this approximate
functional varies from observable to observable.
3 Linear Response
Many applications of time-dependent DFT rely on a situation where a system described by a
static Hamiltonian Hˆ0 is perturbed with a time-dependent potential δV0(r, t). In addition one
only considers cases in which the system is in an eigenstate of Hˆ0, most often the ground state,
when the perturbation is applied at time t′, i.e. δV0(r, t) = 0 for t < t′. If the perturbation
is sufficiently small the properties of the system at t > t′ can be calculated from first order
perturbation theory, i.e. in linear response. This situation corresponds to a typical photo-electron
experiment where one uses a laser field to determine the excitation energies of the system. The
laser field has to be sufficiently weak in order for the excitation energies to remain unchanged
by the laser.
As one maps the interacting system onto the KS system, the small change in the density due
to the external perturbation can be obtained from the response of the KS system to the same
external perturbation. Of course, due to the change in the density not only the external potential
in the KS potential changes but also the Hartree and exchange-correlation contributions.
3.1 Response functions
In the following we very briefly discuss the basics of response functions mostly to introduce
the notation. We assume that the system is originally in its ground state before the perturbation.
A detailed introduction into response functions can be found in many books on many-body
physics, e.g. [13].
The linear response functions of the interacting and the KS systems are defined as
χ(r, r′, t− t′) =
δn(r, t)
δV0(r′, t′)
∣∣∣∣
n0
, (26)
χs(r, r
′, t− t′) =
δn(r, t)
δVs(r′, t′)
∣∣∣∣
n0
, (27)
where the derivatives are evaluated at the ground state density n0. Both response functions
depend only on the time that passes between the application of the perturbation at t′ and the
measurement of the change in the density at time t because the system is originally in its ground
state Ψ0 and Φ0 for the many-body and the KS systems, respectively. Hence, the wave function
only picks up an irrelevant total phase leaving the density unchanged until the perturbation is
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applied. Applying a Fourier transformation with respect to t − t′ we obtain the corresponding
response functions in frequency space which are given in their Lehmann representation as
χ(r, r′, ω) =
∑
J
〈Ψ0|nˆ(r)|ΨJ〉〈ΨJ |nˆ(r)|Ψ0〉
ω − (E0 − EJ) + i0+
−
〈Ψ0|nˆ(r)|ΨJ〉〈ΨJ |nˆ(r)|Ψ0〉
ω + (E0 − EJ) + i0+
, (28)
χs(r, r
′, ω) =
∑
J
〈Φ0|nˆ(r)|ΦJ〉〈ΦJ |nˆ(r)|Φ0〉
ω − (E0 − EJ) + i0+
−
〈Φ0|nˆ(r)|ΦJ〉〈ΦJ |nˆ(r)|Φ0〉
ω + (E0 − EJ) + i0+
= lim
η→0+
∑
j,k
(fk − fj)
ϕ∗k(r)ϕj(r)ϕ
∗
j(r
′)ϕk(r
′)
ω − (ǫj − ǫk) + iη
, (29)
where EJ , EJ and ǫj denote the many-body eigenenergies, the eigenenergies of the KS Slater
determinants and the KS energy eigenvalues, respectively. The density operator is written as
nˆ(r) and the occupations of the KS orbitals ϕj(r) before the perturbation are given by fj .
As we can see, the response functions have a pole whenever ω equals the difference between
two energy eigenvalues. Therefore, the many-body response function has its poles at the many-
body excitation energies while the KS response function has poles at the difference of KS energy
eigenvalues. As we will see in the following the two do not coincide showing that the KS energy
differences should not be taken as excitation energies of a many-body system. We also note that
the calculation of the response function involves an infinite sum over excited many-body states
or unoccupied KS orbitals which hinders their numerical evaluation.
3.2 Dyson equation
Starting from the interacting response function we can use the fact that the KS system repro-
duces the change in the density of the interacting system. Therefore, this change can be calcu-
lated from the change in the KS potential leading to
χ(r, r′, t− t′) =
∫
dτ
∫
d3x
δn(r, t)
δVs(x, τ)
δVs(x, τ)
δV0(r′, t′)
=
∫
dτ
∫
d3x χs(r,x, t− τ)
×
[
δ(x− r′)δ(τ − t′) +
δVH(x, τ)
δV0(r′, t′)
+
δVxc(x, τ)
δV0(r′, t′)
]
, (30)
where we used the decomposition of Vs, Eq. (19). Employing a further chain rule to evaluate
the remaining derivatives with respect to V0 we obtain
χ(r, r′, t− t′) = χs(r, r
′, t− t′) +
∫∫
dτ dτ ′
∫∫
d3x d3x′ χs(r,x, t− τ)
×
[
δVH(x, τ)
δn(x′, τ ′)
δn(x′, τ ′)
δV0(r′, t′)
+
δVxc(x, τ)
δn(x′, τ ′)
δn(x′, τ ′)
δV0(r′, t′)
]
, (31)
which ultimately leads to the Dyson equation for the response function
χ(r, r′, t− t′) = χs(r, r
′, t− t′) (32)
+
∫∫
dτ dτ ′
∫∫
d3x d3x′ χs(r,x, t− τ)
[
δ(τ − τ ′)
|x− x′|
+ fxc(x,x
′, τ − τ ′)
]
χ(x′, r′, τ ′ − t′),
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where we used the definition of the time-dependent Hartree potential, Eq. (20) and defined the
exchange-correlation kernel
fxc(x,x
′, τ − τ ′) =
δVxc(x, τ)
δn(x′, τ ′)
∣∣∣∣
n0
. (33)
A Fourier transformation of Eq. (32) with respect to t − t′ transforms the equation into the
corresponding Dyson equation for the response function in frequency space
χ(r, r′, ω) = χs(r, r
′, ω)
+
∫∫
d3x d3x′ χs(r,x, ω)
[
1
|x− x′|
+ fxc(x,x
′, ω)
]
χ(x′, r′, ω). (34)
The response functions χ and χs have poles at the excitation energies of the interacting and
the KS systems, respectively. From Eq. (34) we can see that the KS excitation energies, which
appear in the first term on the right-hand side, are corrected by a term that depends on the
Coulomb potential and the exchange-correlation kernel in order to shift them to the excitation
energies of the interacting system. Therefore, calculating excitation energies by simply taking
differences of the KS energy eigenvalues corresponds to setting the second term in Eq. (34) to
zero.
Equation (34) was derived for the exact KS system, in practice we need to employ an approx-
imation to the exchange-correlation potential in order to calculate χs and fxc. Hence, linear
response improves upon the excitation energies obtained from static DFT but, depending on the
approximation that one uses, some errors remain. Especially the commonly used adiabatic ap-
proximations, Eq. (21), yield an exchange-correlation kernel that is independent of frequency.
As a consequence, double excitations cannot be described in linear response by an adiabatic
approximation [14]. We discuss this in more detail in section 3.4.
3.3 Calculating excitation energies by propagating in time
Instead of extracting spectral information from the frequency-dependent response function via
the Dyson equation one can obtain the excitation energies from propagating the system in time
and calculating the induced dipole moment. For a small perturbation the change in the dipole
moment is given by
δd(t) =
∫
d3r r δn(r, t) =
∫
dt′
∫∫
d3r d3r′ rχ(r, r′, t− t′)δV (r′, t′). (35)
For the calculation of optical spectra, i.e. the response of the system to an external laser, the
perturbation is given as an electric field in dipole approximation and is of the form
δV (r, t) = r E(t) (36)
with E(t) being the electric field of the laser. Introducing the dynamical polarization tensor
αij(t− t
′) = −
∫∫
d3rd3r′ rirj χ(r, r
′, t− t′) (37)
we can write the change in a component of the dipole moment for a perturbation of the form
(36) as
δdi(t) = −
3∑
j=1
∫
dt′αij(t− t
′)Ej(t
′). (38)
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As for the response function we can Fourier transform this equation to frequency space and
obtain
δdi(ω) = −
3∑
j=1
αij(ω)Ej(ω). (39)
The optical absorption cross section is proportional to the imaginary part of the dynamical
polarizability α.
From the definition of αij we see that it has the same dependence on time or frequency as the
response function itself. In other words, αij(ω) has the same poles as the response function
with the exception of those excitations with zero oscillator strength in the dipole approximation
because the integrals in Eq. (37) then yield zero. Hence, if a transition is dipole forbidden due
to some selection rules it will not appear as a pole in αij . Using Eq. (39) we can obtain the
dynamical polarization tensor by running three separate calculations, one with an electric field
in each of the three spatial directions, and computing the change in the dipole moment using
Eq. (35). Hence, we just have to keep track of the change in the density in each of the three
calculations. Equation (39) gives the impression that we have to run a separate calculation
for each frequency. However, as we discuss in section 4, by choosing a specific form of the
time dependence of the electric field E(t) we can treat all frequencies simultaneously in one
calculation.
3.4 Calculating excitation energies from the Casida equation
The Casida equation [15] is an alternative way to formulate linear response as an eigenvalue
problem of a frequency dependent operator. Since it is often used to calculate the excitation
energies we briefly review the derivation of the equation as it is implemented in many codes.
We start from the change in the density δn(r, t) given by
δn(r, ω) =
∫
d3r′χs(r, r
′, ω)δVs(r
′, ω) (40)
with
δVs(r
′, ω) = δV0(r
′, ω) +
∫
d3x
[
1
|r′ − x|
+ fxc(r,x, ω)
]
δn(x, ω). (41)
Writing δVs in this form contains the same information as the Dyson equation (34). This equa-
tion remains valid even if δV0(r′, ω) = 0. We then obtain for the change of the density
δn(r, ω) =
∫
d3r′χs(r, r
′, ω)
∫
d3x
[
1
|r′ − x|
+ fxc(r,x, ω)
]
δn(x, ω). (42)
Eq. (42) can be regarded as an eigenvalue equation for the eigenvalue 1 and eigenfunction
δn(r, ω) with a frequency dependent integral operator. Hence, the excitation frequencies that
we are looking for are those frequencies for which the integral operator has an eigenvalue equal
to 1. In order to solve this eigenvalue equation we first apply some algebraic manipulations to
simplify the equation further.
Multiplying Eq. (42) with
fHxc(x, r, ω) =
1
|x− r|
+ fxc(x, r, ω) (43)
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and integrating over d3r we arrive at
g(x, ω) =
∫
d3rfHxc(x, r, ω)
∫
d3r′χs(r, r
′, ω)g(r′, ω), (44)
where we introduced the abbreviation
g(r, ω) =
∫
d3r′fHxc(r, r
′, ω)δn(r′, ω). (45)
We now expand g(r, ω) in the basis of product states of the static KS orbitals
gjk(ω) =
∫
d3r ϕ∗j(r)ϕk(r)g(r, ω). (46)
Using the form of the KS response function, Eq. (29), we can rewrite Eq. (44) as an equation
for the elements gjk as
gjk(ω) =
∑
j′,k′
fk′ − fj′
ω − (ǫj′ − ǫk′) + iη
Kjk,j′k′(ω)gj′k′(ω), (47)
where the matrix elements Kjk,j′k′ are given by
Kjk,j′k′(ω) =
∫∫
d3x d3r ϕ∗j(x)ϕk(x)fHxc(x, r, ω)ϕj′(r)ϕ
∗
k′(r). (48)
Eq. (47) is only meaningful if fk′ − fj′ 6= 0, i.e. if we consider transitions between an occupied
and an unoccupied KS orbital. In the following we drop the infinitesimal η since the true
excitations ω will generally not coincide with the Kohn-Sham energy differences ǫj′ − ǫk′ .
Hence, we are solving the eigenvalue equation (47) for frequencies ω where the denominator is
non-zero even without adding the infinitesimal. We can further simplify Eq. (47) by introducing
βjk(ω) =
gjk(ω)
ω − (ǫj − ǫk)
(49)
which yields
ωβjk(ω) =
∑
j′k′
[δjj′δkk′(ǫj′ − ǫk′) + (fk′ − fj′)Kjk,j′k′(ω)] βj′k′(ω). (50)
This equation contains two different contributions: excitations where state j′ is occupied and
state k′ is empty and those where j′ is empty and k′ is occupied. In order to separate those
contributions we label all occupied states with j and j′ and all empty states with a and a′ and
introduce
Xja(ω) = −βja(ω), Yja(ω) = βaj(ω). (51)
If the static KS orbitals are real, in other words if the static KS Hamiltonian has time-reversal
symmetry, we can write Eq. (50) in the very compact form which is commonly referred to as
the Casida equation [15](
A B
B A
)(
X
Y
)
= ω
(
−1 0
0 1
)(
X
Y
)
(52)
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with
Ajaj′a′(ω) = δjj′δaa′(ǫa′ − ǫj′) +Kja,j′a′(ω), (53)
Bjaj′a′(ω) = Kja,j′a′(ω). (54)
For a frequency independent kernel fxc the matrix elements Kja,j′a′ become real which allows
for a further simplification into
∑
j′a′
[
δjj′δaa′(ǫa′ − ǫj′)
2 + 2
√
(ǫa − ǫj)(ǫa′ − ǫj′)Kja,j′a′
]
Zj′a′(ω) = ω
2Zja(ω) (55)
with
Zja(ω) =
√
ǫa − ǫj (Xja − Yja) . (56)
This alternative form significantly reduces the size of the matrix compared to the original one
in Eq. (52). Therefore, this equation is implemented in computer codes rather than Eq. (52) for
all adiabatic approximations.
Equation (55) reveals one important piece of information: an adiabatic approximation for
Vxc(r, t) corrects the KS energy differences but does not introduce any additional excitations.
For adiabatic approximations, the operator on the left-hand-side of Eq. (55) is independent of
ω which turns the equation into a normal matrix eigenvalue problem. The dimension of the
matrix is the number M of pairs of KS orbitals with one occupied and one unoccupied orbital.
Hence, we obtain exactly M eigenvalues ω2 leading to 2M eigenvalues ±ω corresponding to
the absorption and emission of a photon with frequency ω. At the same time, the number of KS
energy differences (ǫa′ − ǫj′) that enter the equation is M as well. Therefore, if we are using
an adiabatic approximation in linear response we are only shifting the position of the excita-
tion energies but we are not introducing additional excitations. This has dramatic consequences
for excitations with double excitation character. Loosely speaking these excitations involve the
change of two orbitals when going from the ground state to the excited state, although the con-
cept of an orbital is strictly only defined for non-interacting electrons. The matrix element of
the perturbation (36) between two Slater determinants, representing the KS ground and excited
states, is zero if those determinants differ by more than one orbital. Hence, the KS response
function does not contain any double excitations. This is also reflected in the fact that the KS
energy differences ǫj′ − ǫk′ are differences between two orbital energies only, there are no con-
tributions of the form ǫj + ǫj′ − ǫk − ǫk′ corresponding to a change of orbitals j and j′ to k
and k′. As a result, double excitations can only be included in linear response if the exchange-
correlation kernel is frequency dependent but they do appear in the higher order KS response
functions.
3.5 Comparison between time propagation and Casida equation
There is no clear advantage to calculating the excitation energies from the time propagation
or the Casida equation. The time propagation includes a Fourier transformation from time to
frequency space to obtain Eq. (39). In principle this transformation is done over an infinite
time interval which in practice is replaced by a finite interval. In order to obtain correct results
this interval needs to be chosen sufficiently large. Hence, one needs rather long propagation
times in order to obtain converged results when using this method. In comparison solving the
Casida equation does not need any time propagation, all quantities can directly be calculated
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from the results of a static DFT calculation. However, the equation includes the summation
over infinitely many unoccupied KS states, see Eq. (55). In practice this summation is truncated
at some large but finite number of unoccupied states. The time propagation, however, does not
need the inclusion of any unoccupied states in the calculation. Therefore, one trades the com-
putational cost of a long time propagation for the cost of the inclusion of the unoccupied states.
Depending on the specifics of the treated system one or the other method can be advantageous.
4 Applications
One of the most common applications of time-dependent DFT is the calculation of optical
spectra, i.e. the information of which frequencies are absorbed by a system if it is exposed to
light usually in the form of a laser. The system is originally in its ground state and the perturbing
laser field is described in dipole approximation as
δVj(r, t) = E0rjδ(t− t0), (57)
where we run three separate calculations for the three spatial directions, i.e. j = 1, 2, 3. Using
this type of perturbation is equivalent to multiplying each KS orbital with the same space de-
pendent phase factor at t0 which gives the system an initial current without changing the initial
density. The perturbation excites all possible frequencies with equal intensity due to the Fourier
transform to frequency space of the δ-function being a constant, i.e. Ej(ω) = E0 in Eq. (39) for
all three directions. The dynamical polarization for the perturbation (57) therefore reads as
αjk(ω) = −
1
E0
∫ ∞
t0
dt δdj(t)e
iωt. (58)
While the index k does not explicitly appear on the right-hand side of this equation the induced
dipole moment δdj depends on the polarization of the applied laser field, hence, the need for
three separate calculations. Of course, in a practical calculation the Fourier transformation of
the dipole moment needs to be done over a finite time interval.
In the following we discuss the application of linear response TDDFT in two examples. The
first is a one-dimensional 2 electron model system which has the advantage that one can solve
the exact time-dependent Schro¨dinger equation. Hence, we can obtain the exact excitation
energies for comparison. In the second application we calculate the optical spectrum of the
benzene molecule. We have chosen these simple systems for pedagogical reasons only, they do
not represent the capabilities of modern TDDFT calculations. In fact, TDDFT has been applied
to systems as large as chromophores [16].
All the results presented in this section were obtained using the octopus computer code [17],
a real-space pseudopotential code which can be used for both ground-state and time-dependent
DFT calculations.
4.1 One-dimensional model system
In order to show the quality of a linear response TDDFT calculation we compare the excitation
energies from an adiabatic LDA approximation with the exact excitations. In order to have
access to the latter, we choose a one-dimensional two electron model system described by the
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Fig. 2: Comparison of the linear response spectrum from LDA with the exact spectrum for a
one-dimensional Be2+ ion. Both spectra were calculated using a time propagation scheme.
Hamiltonian
Hˆ =
2∑
j=1

− d2
2dx2j
−
4√
x2j + 1

+ 1√
(x1 − x2)2 + 1
. (59)
One can think about this model system as a one-dimensional Be2+ ion. For the Coulomb inter-
action, the last term in Eq. (59), we use the soft Coulomb interaction since the usual 1/|x1−x2|
introduces a singularity that is non-integrable in one dimension. For large distances between
the electrons the two interactions are identical but for x1 = x2 the soft Coulomb interaction
remains finite. For a detailed discussion of how to solve model systems with reduced dimen-
sionality exactly see Ref. [18].
As we discussed in section 2.2, before running a time propagation we need to calculate the
ground state of our system in order to find the initial Kohn-Sham state. We use a one-dimensional
local density approximation for these calculations [19]. We then proceed using the same func-
tional as an adiabatic approximation for the time-dependent exchange-correlation potential.
For the calculation of the spectrum we apply a δ-type perturbation, Eq. (57), with E0 =
10−4 Ha/bohr and propagate for a total propagation time of 103 a.u. The resulting spectrum,
is shown in Fig. 2. As a guide to the eye we have also included a line for the energy ǫHOMO
of the highest occupied Kohn-Sham level and the IP, the exact ionization potential. They both
mark the onset of the continuum part of the spectra. In the discrete part of the spectrum, we
can clearly identify 7 peaks in the exact spectrum from which only 5 are visible in the LDA
spectrum. This is a well-known failure of the LDA approximation, it does not yield the Ryd-
berg series in the spectrum due to the exchange-correlation potential decaying exponentially in
LDA rather than with the correct −1/r behavior for r → ∞. This failure is also an example
where the approximation to the static exchange-correlation potential influences the quality of
the spectrum. The adiabatic exact exchange functional, for example, does yield a Rydberg se-
ries and produces all 7 peaks [19]. The almost equally spaced excitations in the LDA spectrum
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ω1 ω2 ω3 ω4 ω5 ω6 ω7
LDA 1.10 1.74 1.90 1.96 2.00 - -
exact 1.12 1.81 2.08 2.19 2.26 2.29 2.32
∆ǫij 1.02 1.73 1.89 1.96 2.00 - -
Table 1: Excitation energies from linear response of the 1D Be2+ atom corresponding to the
spectra in Fig. 2. For the LDA excitations we also list the corresponding Kohn-Sham energy
differences ∆ǫij = ǫi − ǫj . All numbers are given in Hartree.
above 2.1 Ha represent excitations to the continuum. Since we are performing our calculations
in a large but still finite box our continuum states are represented as box states, i.e. with zero
boundary conditions at the box edge. In the time-dependent calculation we need to include
absorbing boundary conditions in order to avoid the reflection of parts of the density that reach
the boundary during the propagation. The continuum part of the spectrum is influenced by the
details of those absorbing boundary conditions. The small dip at 2.8 Ha that is visible in the
exact spectrum but missing from the LDA one corresponds to a Fano resonance, i.e. a decay of
a localized excited state to a continuum state. Since the localized excited state in this case is a
double excitation it cannot be reproduced by any adiabatic functional as we discussed in section
3.4.
The excitation energies extracted from Fig. 2 are given in table 1. For the LDA excitations we
also list the corresponding differences of the Kohn-Sham energy eigenvalues, i.e. the excitations
that are given by χs. As we can see, the corrections from fHxc in the Dyson equation (34) are
positive for all excitations and larger for the lower lying excitations than for the higher ones.
4.2 Benzene
For the calculation of the benzene molecule we employ the LDA functional of Perdew and
Zunger [20] modified to improve the matching between the high and low density regime. We
then use the same functional in an adiabatic fashion for the time-dependent calculation. We
run three separate calculations with the polarization of the electric field in the δ-kick pointing
in one of the three spatial directions for each calculation. From the resulting change in the
dipole moment, we construct the whole tensor for the dynamical polarizability. The trace of
the imaginary part of this tensor yields the average cross section for the absorption of a photon,
i.e. it yields the excitation energies of the system. We plot this cross section in Fig. 4.2. The
excitation at 6.9 eV corresponds to a π − π∗ transition and agrees perfectly with experiment
[21]. All other excitations that are visible in the figure lie in the continuum. They are not well
represented because we run the calculation in a finite box with absorbing boundary conditions.
These are, as in the one-dimensional example before, necessary to avoid a reflection of those
parts of the density that reach the edge of the box in the time-dependent calculation. The
continuum part of the spectrum is modified by the details of the absorbing boundary conditions,
hence, it is not representative for the benzene molecule.
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Fig. 3: Spectrum of a benzene molecule obtained from a time propagation. The excitations
above 8 eV lie in the continuum, the peak at 6.9 eV agrees very well with experiment [21].
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1 Introduction
One of the main goals of condensed matter physics is the solution of the many-body Schro¨dinger
equation,Hψ = ϵψ, with the Hamiltonian
Hˆ = −1
2
∑
i
∇2i +
1
2
∑
i ̸=j
1
|ri − rj| −
∑
i,α
Zα
|ri −Rα| −
∑
α
1
2Mα
∇2α +
1
2
∑
α̸=β
ZαZβ
|Rα −Rβ| , (1)
where ri (Rα) are the coordinates of the Ne electrons (Nn nuclei), Zα is the atomic number
of the nuclei, and Mα the corresponding nuclear masses. The Born-Oppenheimer approxima-
tion allows a decoupling of the motion of the electrons from that of the nuclei resulting in an
electronic Hamiltonian of the form
Hˆe = −1
2
∑
i
∇2i +
1
2
∑
i ̸=j
1
|ri − rj | −
∑
i,α
Zα
|ri −Rα|
= Tˆe + Vˆee + Vˆen , (2)
where Tˆe is the kinetic energy operator, Vˆee is the electron-electron interaction operator, and
the last term, i.e., the periodic attractive lattice potential Vˆen is often denoted as Vˆext to empha-
size the pure electronic character. The remaining lattice part, which will not be covered here,
describes the motion of the nuclei and gives rise to phonons.
The Schro¨dinger equation for the electrons, Heψ = ϵψ, can be solved exactly in the non-
interacting limit, i.e., for Vˆee = 0. On the other hand, the electron-electron interaction Vˆee makes
the problem extremely complicated. Except for small systems, e.g., for atoms and molecules,
various simplifications and approximations are needed in order to treat the problem. In solid
state theory there are two main approaches: i) Many-body model Hamiltonians such as Hubbard
model, Anderson s-d model etc., which are all based on a set of adjustable parameters and take
into account a restricted number of electronic states in a small energy window around the Fermi
level (see Fig. 1). ii) Ab-initio electronic structure methods for which the only input parameters
are the atomic numbers, positions of atoms, and the number of electrons in the system. The
most widely used ab-initio method is based on density functional theory (DFT) [1, 2], which
maps the many-electron problem onto a one-electron one.
The scope of this lecture is to combine DFT andmany-bodymethods like the Hubbard model. In
Section 2, we will briefly discuss DFT and its limits. Section 3 focuses on combining DFT and
many-body model Hamiltonians, in particular the DFT+U method will be presented. As a very
efficient scheme to estimate Coulomb interaction parameter U we introduce in Section 4 the
constrained random-phase approximation (cRPA). Applications of cRPA to various materials
will be presented in Section 5.
2 DFT in a nutshell
Density functional theory is described in detail in the lecture A2 by M. Lezˇaic´. Here, we
will briefly overview DFT to make the present chapter self-contained. DFT is based on the
Hohenberg-Kohn theorem [3], which states that there is a one-to-one correspondence between
the ground-state electron density n(r) of the inhomogeneous interacting electron system and
the external potential vext(r) acting on it. Thus, for any material the ground state total energy
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can be regarded as a functional of the electron density, E[n], which can be minimized by the
ground-state density. The total energy E[n] can be partitioned into
E[n] = F [n] +
∫
drn(r) vext(r) , (3)
where F [n] = Te[n] + Eee[n] is the sum of the kinetic and electron-electron interaction energy.
The latter is an unknown universal functional. The difficulty lies in the fact that the determina-
tion of n(r) requires, in principle, the solution of the many-body problem. However, Kohn and
Sham [4] have shown that n(r) can be obtained from the solution of the Schro¨dinger equation
of a fictitious non-interacting electron system moving in an effective potential veff(r). The ef-
fective potential veff(r) is chosen in such a way that the ground-state density n0(r) equals the
ground-state density, n(r) of the interacting system
n(r) = n0(r) =
occ∑
n
|ψn(r)|2 . (4)
The universal functional F [n] can be now written as
F [n] = T0[n] + EH[n] + Exc[n]
= T0[n] +
∫∫
drdr′
n(r)n(r′)
|r− r′| + Exc[n] , (5)
where T0[n] is the kinetic energy of the non-interacting auxiliary system, EH the classical elec-
trostatic Hartree energy, and Exc[n] is the so-called exchange-correlation energy,
Exc = Eee[n]− EH[n] + Te[n]− T0[n] . (6)
The exchange-correlation energy Exc[n] comprise in principle all complicated many electron
effects. It has to describe the reduction of the Coulomb interaction between the electrons in
the same spin state due to the Pauli exclusion principle (so-called exchange interaction) and
correlation effects stemming from the correlated movement of the electrons.
The Kohn-Sham equation can be obtained by minimizing the total energy with respect to ψn
using the constraint ⟨ψn|ψn′⟩ = δn,n′
H0e (r)ψn(r) =
[− 1
2
∇2 + veff(r)
]
ψn(r)
= ϵnψn(r) , (7)
where the eigenvalues ϵn are strictly speaking the Lagrange multipliers, which guarantees the
orthogonality of the orbitals and the effective potential veff(r) is given by
veff(r) = −
∑
α
Zα
|r−Rα| +
∫
dr′
n(r′)
|r− r′| +
δExc[n]
δn
= vext(r) + vH(r) + vxc(r) . (8)
The ground-state electron density n(r) can be obtained by solving Eq. (7) self-consistently. In
conclusion, in DFT the interacting many-electron problem is reduced to a non-interacting single
electron problem. The non-interacting electrons move in an effective potential veff(r) (mean-
field) created by the nuclei vext(r), electro-static Hartree potential vH(r) created by the charge
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of the electrons, and the exchange-correlation potential vxc(r). DFT would be an exact theory
if Exc[n] was known. However, the exchange-correlation functional Exc[n] is an unknown.
In practice, it is therefore necessary to use approximate forms. The most popular exchange-
correlation functional is the local-density approximation (LDA) [5] and its extensions such as
the generalized gradient approximation (GGA), meta-GGA, etc [6]. In LDA the Exc[n] depends
locally on the value of the electronic density at each point in space
Exc[n] =
∫
drn(r)εLDAxc (n(r)) , (9)
where εLDAxc (n(r)) is the contribution of the exchange and correlation effects to the total energy
of the homogenous interacting electron gas with a constant density that is identical to the local
density n(r) of the inhomogeneous system. For spin-polarized systems one uses the local spin
density approximation (LSDA) [7]
Exc[n
↑, n↓] =
∫
drn(r)εLDAxc (n
↑(r), n↓(r)) , (10)
where εLDAxc (n↑(r), n↓(r)) is the spin-dependent exchange correlation energy in a spin-polarized
electron gas having densities n↑(r) and n↓(r) for spin-up and spin-down projections, respec-
tively. Then the exchange-correlation potential becomes spin dependent,
vσxc(r) =
δExc[n↑, n↓]
δnσ(r)
. (11)
The L(S)DA is justified for systems with a slowly varying spatial electron density n(r). Many
successes of modern condensed-matter physics are related to the development of the DFT-
L(S)DA. Through the years DFT have provided insight not only in condensed-matter physics
but also in chemistry, materials science, and even in biology. Because of this the DFT has be-
come the standard model for electronic structure calculations [1, 2]. Despite the great success of
DFT in the description of the electronic and magnetic structure of weakly correlated materials,
it however fails for strongly correlated materials as will be discussed in the following sections.
2.1 Strength of electronic correlations in solids
The electrons lying energetically close to the Fermi level play a decisive role in determining the
properties of a solid such as the crystal structure, magnetism, conductivity, optical absorbtion,
etc. As a simple example we present in Fig. 1 the electronic band structure of SrVO3. As
seen the states around the Fermi level correspond to the vanadium 3d orbitals with t2g character,
which are isolated from the rest of the bands and are mainly responsible for electronic properties
of the material. The correlation strength for the electrons around the Fermi level appears to be
an important parameter in classification of the materials and thus the choice of the methods
to study their electronic structure. Correlation strength in solids is defined as the ratio of the
average Coulomb interaction (Hubbard U parameter) between localized electrons and the band
width W (or average kinetic energy), i.e., U/W . Solids can be divided into three categories
depending on their U/W ratio.
• UW < 1 : Weak correlations
• UW ∼ 1 : Intermediate correlations
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Fig. 1: Band structure of the SrVO3. The red bands correspond to the vanadium 3d orbitals
with t2g character, which are isolated from the rest of the bands and are mainly responsible for
electronic properties of the material. The W denotes the band width of correlated states around
the Fermi energy
• UW > 1 : Strong correlations
Materials with U/W < 1 shows free electron-like behavior, i.,e, valence electrons are itinerant
while those with U/W > 1 posses atomic-like features, i.e., valence electrons are localized in
atomic sites. Very rich physics appears in between, e.g., for systems with U/W ∼ 1, in which
kinetic energy and Coulomb potential energy compete making these systems sensitive to ex-
ternal perturbations. For instance, applied pressure can induce metal-insulator phase transition
in such materials. Magnetic phase transition, orbital order, superconductivity, etc, are among
the other examples of emergent phenomena in correlated materials. In Fig. 2 we present some
selected materials ranging from from weak to strong correlations. As seen the 3d transition
metals (TMs) and their compounds are positioned on both sides of U/W ∼ 1 value, which
means that these materials show diverse electronic and magnetic properties. The U/W values
are also important in the choice of the methods to study electronic structure of the corresponding
systems [8, 9, 10]. The two main approaches in solid state theory mentioned at the beginning
are best appropriate for distinctive correlation strengths. While ab-initio electronic structure
methods such as DFT-LDA is generally used for materials from weak to intermediate corre-
lations, model Hamiltonians such as Hubbard model is much more suitable for systems from
intermediate to strong correlations.
2.2 Limits of the DFT method
As mentioned above, despite the great success of DFT-L(S)DA in the description of the elec-
tronic and magnetic structure of weakly correlated materials, i.e., for systems with U/W < 1,
the exchange-correlation functional [see Eq. (9)] based on the homogenous electron gas is not
adequate for materials with narrow energy bands i.e., for systems ranging from intermediate to
strong correlations (see Fig. 2). In such materials valence electrons preserve a significant de-
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Alkali Metals        Transition Metals (TMs)       Semiconductors            TMïOxides                 Rear Earths
Li, Na, K, ...              Fe, Co, Ni, FePd, CoPt, ...           Si, GaAs, GaN, ...            FeO, MnO, NiO, ...           Gd, Eu, EuO, ...
0.1 1 10 U/W
DFTïLDA
GW
Hubbard Model
Anderson Model
LDA+U, LDA+DMFT
Fig. 2: Correlation strength U/W for selected materials. Note that a logarithmic scale is used
for U/W . Also shown are the different approaches in solid state theory and their range of
applicability in terms of U/W value.
gree of their atomic orbital nature and thus DFT-L(S)DA might give qualitatively wrong results.
Classical examples of this failure are Mott insulators [11] such as TM-oxides (NiO, MnO, etc.)
The insulating state stems from the strong Coulomb repulsion between electrons residing in par-
tially filled d orbitals. When the kinetic energy gain due to the hopping of d (f ) electrons from
site to site is smaller than the energy loss due to the Coulomb repulsion between two electrons
on the same site, i.e., for U/W > 1, electron localization takes place leading to an insulating
state, which cannot be described properly by L(S)DA.
In DFT-L(S)DA the electron moves in an effective field created by all the other electrons in the
system including itself, which gives rise to the self-interaction problem. This self-interaction
is partially taken care of by the exchange correlation functional in L(S)DA, but not completely
like in the GW approximation or the Hartree-Fock method. As a consequence of this residual
self-interaction the L(S)DA underestimates the band gaps of semiconductors and insulators
[12]. Another consequence of the self-interaction error is that DFT-L(S)DA is not able to treat
charge ordering effects in correlated materials [13, 14, 15]. For instance, for Fe3O4 the DFT
calculations within L(S)DA [14] give rise to a metallic state without charge ordering in contrast
to the experimentally observed charge ordered insulating ground state. However, the DFT+U
method as will be introduced below, which takes into account correlation effects, gives the
correct ground state [15].
3 Combining DFT and many-body methods
For a long time, DFT and many-body model Hamiltonian approaches have been separate and
complementary methods. This has drastically changed with the advent of the LDA+U and
LDA+DMFT methods, where the DMFT stands for the dynamical mean-field theory [16, 17,
18]. The former approach, i.e., the LDA+U method [18], an early attempt to correct the LDA
functional by introducing a simple mean-field-like Hubbard U term for localized d or f states,
and today routinely applied to a broad spectrum of systems, can be regarded as the static limit
of LDA+DMFT approach. Both LDA+U and LDA+DMFT have in common that they rely on
the Coulomb interaction U as an input parameter. Frequently the exact value of U is unknown
which impedes the predictive power of these approaches.
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Fig. 3: Schematic representation of the strongly correlated l-subspace and weakly correlated r-
subspace. The Pl and Pr denote polarization functions for the l-subspace and the rest. Although
the Pl is confined to the transitions within the l-subspace, Pr may contain transitions between
the l- and r-subspaces.
In order to combine DFT and many-body methods it is necessary to define an optimum Hamil-
tonian for the system under study and determine its parameters from DFT. To this end we divide
the Hilbert space of the crystal electronic states into two subspaces as depicted schematically
in Fig. 3: i) weakly correlated subspace (r-subspace) for which U/W < 1, i.e, L(S)DA is
good approximation and ii) strongly correlated subspace (l-subspace) for which U/W > 1, i.e,
L(S)DA fails completely. For the strongly correlated subspace the Coulomb interaction term of
the Hamiltonian should be written in full form, while the one-particle part can be described by
the L(S)DA. Another important issue is the definition of atomic-like orbitals for the electrons in
the strongly correlated subspace. The suitable choice for such orbitals are the maximally local-
ized Wannier functions (MLWFs) [19, 20], which resemble atomic orbitals, i.e., being centered
on atoms and decay with increasing distance from the nuclei. Furthermore, they form an or-
thonormal basis set. The MLWFs wσin(r) with orbital index n and spin σ at site i are defined as
Fourier transforms of the Bloch states ϕσkm(r) according to
wσin(r) =
1
N
∑
k
e−ik·Ri
∑
m
T σ(k)i,mnϕ
σ
km(r) , (12)
where N is the number of discrete k points in the full Brillouin zone and T σ(k)i,mn denotes the
transformation matrices. The latter are determined by minimizing the spread
Ω =
∑
i,n,σ
(⟨wσin|r2|wσin⟩ − ⟨wσin|r|wσin⟩2) , (13)
where the sum runs over all Wannier functions. An efficient algorithm for minimizing the spread
Ω was proposed by Marzari and Vanderbilt [19] for isolated groups of bands and later extended
to entangled energy bands [20].
The many-body Hamiltonian (or generalized Hubbard model) for the strongly correlated sub-
space is given by
Hˆe = Hˆ
DFT + Uˆ l − Hˆ lDC , (14)
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where HˆDFT is the DFT part of the Hamiltonian, Uˆ l the effective Coulomb interaction, and HˆDC
is the double counting term. The HˆDC is necessary in order to avoid the double counting of the
Coulomb and exchange interactions which are included in the L(S)DA energy functional. The
DFT part of the Hamiltonian can be expressed as
HˆDFT = −
∑
σ
∑
in,i′n′
ti,i
′
n,n′c
†
inσci′n′σ , (15)
where c†inσ (cinσ) creates (destroys) and electron with spin σ in orbital n at site i, and
ti,i
′
n,n′ = −
∫
drwσ∗in (r)
[− 1
2
∇2 + veff(r)
]
wσi′n′(r) . (16)
The on-site terms (i = i′) give rise to crystal-field matrix while the off-site terms (i ̸= i′) are
the hopping integrals. The on-site Coulomb interaction (i = i′ = i′′ = i′′′) Uˆ is given by
Uˆ l =
1
2
∑
i
∑
σ,σ′
∑
n,n′,n′′,n′′′
U ln,n′′;n′,n′′′c
†
inσc
†
in′′σ′cin′′′σ′cin′σ (17)
with
U ln,n′′;n′,n′′′ =
∫∫
drdr′wσ∗in (r)w
σ′∗
in′′(r
′)U(r, r′)wσ
′
in′′′(r
′)wσin′(r) , (18)
where U(r, r′) is the partially screened Coulomb interaction, which is screened by the electrons
of the weakly correlated subspace. Despite the restriction to on-site Coulomb interaction the
Hamiltonian still describes the many-body problem. However, as will be seen later such a
problem can be solved by DFT+U method, which treats correlations on a mean-field level, or
by more sophisticated methods like LDA+DMFT approach, which will not be considered here.
3.1 Double counting problem
The double counting problem stems from the fact that two different approaches are employed
for the calculation of the Coulomb interaction energy in DFT and model Hamiltonian methods.
When the Coulomb interaction term is added to the one-electron DFT-L(S)DA Hamiltonian
[see Eq. (14)] then it is necessary to subtract the part of the Coulomb energy that has already
been taken into account by DFT-L(S)DA. Unfortunately, there is no rigorous way to take this
correction into account because the Coulomb interaction energy in DFT-L(S)DA is calculated
as functional of the charge density distribution, however in model Hamiltonian approaches this
energy is expressed in terms of sum of pair interactions for the electrons on atomic orbitals.
To define HˆDC we have to express the Coulomb interaction energy in DFT-L(S)DA in the for-
malism of many-body model Hamiltonian. In DFT-L(S)DA this energy is a functional of elec-
tron density, which is defined by total number of localized electrons N l in strongly correlated
subspace. Then it is reasonable to assume that in DFT-L(S)DA the double counting Coulomb
interaction energy is simply a function of N l. Neglecting the exchange contribution for a while
the double counting energy ElDC can be written as
ElDC =
1
2
UavN
l(N l − 1) , (19)
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where N l = N l↑ + N l↓ =
∑
m,σ nˆimσ is the number of localized electrons per site and Uav is
the average on-site Coulomb interaction parameter (or Hubbard U). Including the Coulomb ex-
change term Jav one gets the following expression for the double counting Coulomb interaction
energy
ElDC =
1
2
UavN
l(N l − 1)− 1
2
Jav
∑
σ
N lσ(N
l
σ − 1) . (20)
This is known as the fully localized limit since orbitals are assumed to be fully occupied. Ac-
cording to Janak’s theorem [21] the correction to the atomic orbital energies ϵσDC is given by
the derivative of the double counting energy with respect to the corresponding state occupancy
nˆimσ
ϵσDC =
δElDC
δnˆimσ
= Uav
(
N l − 1
2
)− Jav(N lσ − 12) , (21)
thus the term in the many-body Hamiltonian responsible for the double counting correction Hˆ lDC
can be written as
Hˆ lDC =
∑
imσ
ϵσDCnˆimσ . (22)
The difference Uˆ l − Hˆ lDC gives the short-range (on-site) many body correction to the DFT-
L(S)DA for the strongly correlated subspace.
3.2 Coulomb interaction
Coulomb interaction plays a central role in the construction of the model Hamiltonians and the
study of the strongly correlated materials. Calculation of the Coulomb interaction between the
localized electrons in the strongly correlated subspace is a difficult task because this interaction
is substantially screened thorough the transitions between two subspaces (see Fig. 3). Thus,
here we will first consider the Coulomb interaction full Hilbert space, which is unscreened and
renormalization (screening) of the Coulomb interaction in strongly correlated subspace will be
discussed in Section 4. It is worth to note that the screened Coulomb interaction has the same
form as bare one. It is advantageous to use atomic orbitals ψnlm(r) = Rnl(r)Y lm(θ,φ) instead of
Wannier functions since in the former basis the bare Coulomb interaction can be parameterized
in terms of Slater integrals [22].
In the atomic limit one can express bare Coulomb interaction U via complex spherical harmon-
ics and Slater integral parameters F k [22]. Using the spherical coordinates
ri = ri(sin θi cosφi, sin θi sin φi, cos θi) (23)
one can express the bare Coulomb interaction as
1
|r− r′| =
∞∑
k=0
rk<
rk>
4π
2k + 1
k∑
q=−k
Y k∗q (θ,φ)Y
k
q (θ
′,φ′) , (24)
where r< = r, r> = r′ if r′ > r and vice versa. Using Eq. (24) one can write the bare Coulomb
matrix as
Um,m′′;m′,m′′′ =
2l∑
k=0
ak(m,m
′′;m′, m′′′)F k . (25)
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In Eq. (25) ak are the Clebsch-Gordon coefficients
ak(m,m
′′;m′, m′′′) =
4π
2k + 1
k∑
q=−k
⟨lm|Y kq |lm′⟩⟨lm′′|Y k∗q |lm′′′⟩ , (26)
where ⟨lm|Y kq |lm′⟩ can be expressed via the integrals over the product of three spherical har-
monics
⟨lm|Y kq |lm′⟩ =
∫
dr Y ml (r)Y
k
q (r)Y
m′
l (r) , (27)
which could be calculated analytically [23] and F k are the radial Slater integrals with k = 0, 2, 4
for d states and k = 0, 2, 4, 6 for f states. For a given n and l the F k is given by
F k =
∫ ∞
0
drr2
∫ ∞
0
dr′r′2R2nl(r)
rk<
rk+1>
R2nl . (28)
In Eq. (25) the two-index terms, i.e., m = m′ and m′′ = m′′′ (m = m′′′ and m′ = m′′) are
the most important Coulomb integrals. The rest of matrix elements vanishes due to symmetry
reasons in the atomic limit. The two-index direct (Um,m′) and exchange (Jm,m′) Coulombmatrix
elements are given by
Um,m′ = U
b
m,m′;m,m′ =
2l∑
k=0
ak(m,m;m
′, m′)F k ,
Jm,m′ = U
b
m,m′;m′,m =
2l∑
k=0
ak(m,m
′;m′, m)F k . (29)
Using the properties of the Clebsch-Gordon coefficients the following relation can be found
between the Slater integrals F k and the average Coulomb interaction parameters Uav and Jav
[23]
Uav =
1
(2l + 1)2
∑
m,m′
Um,m′ = F
0 , (30)
Uav − Jav = 1
2l(2l + 1)
∑
m̸=m′
(Um,m′ − Jm,m′) (31)
with
Jav =
1
2l(2l + 1)
∑
m̸=m′
Jm,m′ . (32)
Then in terms of the Slater parameters the Jav for 3d and 4f orbitals are given by
Jav =
1
14
(F 2 + F 4) for l = 2 ,
Jav =
1
6435
(286F 2 + 195F 4 + 250F 6) for l = 3 . (33)
Slater integrals represent the radial part of the Coulomb interaction, which is mostly affected
by the screening effects. The F k are usually calculated from the Coulomb interaction parame-
ters Uav and Jav that are obtained either from experiments or DFT calculations. The simplest
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case is the integral F 0 = U . Other Slater integrals with k ̸= 0 are calculated via the ex-
change parameter. For hydrogen-like 3d orbitals F 4/F 2 = 15/23 [24], while for 4f orbitals
F 4/F 2 = 451/675 and F 6/F 2 = 1001/2025 [25]. For atomic d orbitals the Uav is very large
(15-25 eV), however screening effects reduce it drastically as will be seen in Section 4.
If we neglect all terms in Coulomb matrix except the direct and exchange contributions, i.e.,
only density-density terms remain, the Coulomb interaction term in many-body Hamiltonian
[see Eq. (14)] takes a simple form
Uˆ l =
1
2
∑
i,σ
∑
m,m′
Um,m′ nˆimσnˆim′−σ +
1
2
∑
i,σ
∑
m̸=m′
(Um,m′ − Jm,m′)nˆimσnˆim′σ , (34)
where nˆimσ = c†imσcimσ is the particle number operator. The neglected terms in the Coulomb
matrix (terms with more than two different orbital indices, i.e., the spin-flip exchange and corre-
lated pair hopping terms ) can significantly complicate the solution of the problem, in particular
they give rise to a sign problem in LDA+DMFT calculations based on quantum Monte Carlo
(QMC) solvers.
3.3 DFT+U method
The DFT+U method (also known as LDA+U or GGA+U) was the first attempt to combine
many-bodymodel Hamiltonian approaches and DFT [18, 26]. In the DFT+U method a Coulomb
interaction term U is introduced as a phenomenological parameter to mimic correlation of the
localized electrons. Since in the DFT+U method the Coulomb interaction term is treated on a
static mean-field (unrestricted Hartree-Fock) level the true many-body effects are lost. Despite
the different treatment of the U term in DFT+U the construction of the many-body Hamiltonian
for the strongly correlated subspace is the same as the one we have discussed in the preced-
ing section. To proceed let us consider the following simplified Hamiltonian, neglecting the
Coulomb exchange term for a while
HˆDFT+U = HˆDFT +
1
2
U
∑
i
∑
mσ ̸=m′σ′
nˆimσnˆim′σ′ − Hˆ lDC , (35)
where the double counting term is given by the expression
Hˆ lDC =
1
2
U
∑
i
∑
mσ ̸=m′σ′
⟨nˆimσ⟩⟨nˆim′σ′⟩ , (36)
which can be approximated by 12UN
l(N l − 1), where N l = N l↑ + N l↓ =
∑
mσ⟨nˆimσ⟩ is the
number of localized electrons per site in the strongly correlated subspace. We will treat the
Coulomb interaction on static mean-field Hartree level. To this end we first write the particle
number operator as
nˆimσ = ⟨nˆimσ⟩+ δnˆimσ , (37)
where the fist part, i.e., ⟨nˆimσ⟩ corresponds to the expectation value and the second part δnˆimσ
contains quantum fluctuations. Then the Coulomb interaction term in the Hamiltonian takes the
form
1
2
U
∑
i
∑
mσ ̸=m′σ′
nˆimσnˆim′σ′ =
1
2
U
∑
i
∑
mσ ̸=m′σ′
[nˆimσ⟨nˆim′σ′⟩+ ⟨nˆimσ⟩nˆim′σ′
−⟨nˆimσ⟩⟨nˆim′σ′⟩+✭✭✭✭✭✭✭❤❤❤❤❤❤❤δnˆimσδnˆim′σ′ ] , (38)
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where the last term, i.e., correlation of fluctuations are neglected in mean-field approximation
and the third term ⟨nˆimσ⟩⟨nˆim′σ′⟩ is approximated by 12UN l(N l−1). With these approximations
the mean-field DFT+U Hamiltonian can be written as
HˆDFT+U = HˆDFT +
∑
imσ
V σmnˆimσ , (39)
where V σm = U
(
1
2 − ⟨nˆimσ⟩
)
. The levels of the localized electrons in strongly correlated sub-
space are shifted−U/2 (U/2) if occupied (unoccupied). A total energy functional, which shifts
the orbital energies is given by
EDFT+U [n] = EDFT[n] +
∑
i
[
1
2
∑
mσ ̸=m′σ′
⟨nˆimσ⟩⟨nˆim′σ′⟩ − EDC
]
, (40)
where EDC = 12N
l(N l − 1) is the double counting Coulomb energy and EDFT[n] is the total
energy obtained from the spin-polarized DFT calculation. The correction to the atomic orbital
energies due to the Coulomb interaction U is given by
ϵDFT+Uimσ =
∂EDFT+U
∂⟨nˆimσ⟩ = ϵ
DFT
imσ + U
(1
2
− ⟨nˆimσ⟩
)
. (41)
For a rotationally invariant Coulomb matrix [see Eq. (17)] the DFT+U total energy functional
can be written as
EDFT+U [n] = EDFT[n] +
1
2
∑
iσ
∑
mm′m′′m′′′
Um,m′′;m′,m′′′⟨nˆσimm′⟩⟨nˆ−σim′′m′′′⟩
+
1
2
∑
iσ
∑
mm′m′′m′′′
[Um,m′′;m′,m′′′ − Um,m′′;m′′′,m′]⟨nˆσimm′⟩⟨nˆσim′′m′′′⟩
−EDC , (42)
where ⟨nˆσimm′⟩ is the density matrix and the double counting term EDC in fully localized limit is
given by
ElDC =
1
2
UavN
l(N l − 1)− 1
2
Jav
∑
σ
N lσ(N
l
σ − 1) . (43)
The corresponding one-electron mean-field DFT+U Hamiltonian in general form is
HˆDFT+U = HˆDFT +
∑
imm′σ
V σmm′c
†
imσcim′σ , (44)
where the one-electron potential including the double counting correction is defined by the
expression
V σmm′ =
∑
im′′m′′′
Um,m′′;m′,m′′′⟨nˆ−σim′′m′′′⟩
+
∑
im′′m′′′
[Um,m′′;m′,m′′′ − Um,m′′;m′′′,m′]⟨nˆσim′′m′′′⟩
−
[
Uav
(
N l − 1
2
)− Jav(N lσ − 12)
]
δm,m′ . (45)
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Eqs. (42) and (44) are invariant with respect to orbital basis transformation. Note that the
DFT+U method equations can be derived also in a variational way from the DFT+U functional
as shown in Ref. [18]. An orbital dependent potential enters now the Kohn-Sham equation via[− 1
2
∇2 + vσDFT(r)
]
ψσn(r) +
∑
i,m,m′
V σmm′
δ⟨nˆσimm′⟩
δψσn(r)
= ϵnψn(r) . (46)
Thus, a Hartree-Fock like potential term is introduced that acts on the orbitals of the strongly
correlated subspace. Eq. (46) should be solved self-consistently, until both density matrix and
density are converged. The results of the DFT+U calculations will depend to some extend on
the choice of the basis set because such calculations are usually not performed using Wannier
functions, a basis set, which is used for the calculation of Coulomb interaction parameters (see
Section 4). They are typically based on the identification of the atomic spheres, a region where
it is assumed that correlated electrons keep their atomic character and thus can be described
by the atomic orbitals. Then the DFT+U corrections are determined by projection onto such
atomic orbitals. However, if correlated electrons are well localized inside the atomic spheres
the results do not depend on the choice of the basis set as confirmed by calculations based on
different electronic structure methods. Apart from this, the results of the DFT+U calculations
depend also on the treatment of the double counting problem. As discussed in preceding section
there is no rigorous way to construct a HˆDC term. The usual approaches include i) the fully
localized limit [18] as discussed above, ii) around mean-field method [27], and iii) interpolations
between these two [28]. Therefore the DFT+U method can not be considered as a first principles
method even if Coulomb interaction parameters are obtained from DFT calculations. Above we
have presented the most complete formulation of the DFT+U method with orbital dependent
electronic interactions. A simplified formulation is proposed by Dudarev et al., in Ref. [29],
which can be deduced from the full formulation by retaining only the lowest Slater integral F 0
(U) and neglecting the higher order ones, i.e., F 2 = F 4 = F 6 = 0 (J = 0).
Although DFT+U is a mean-field like approach it has been shown to be able to reproduce a
correct band structure for the Mott insulators. The band gap in these materials originates from
the strong on-site Coulomb interaction U, which splits the d (f ) bands in a lower and upper
Hubbard band, which is captured by the DFT+U method. Bands with d (f ) character are shifted
to lower energies if nˆσimm > 0.5 and higher energies if nˆσimm < 0.5. The value of U determines
the magnitude of the energy shift. By increasing the Coulomb repulsion U the bands around
Fermi energy are shifted either up or down so that the gap opens. As a simple example we
consider ferromagnetic bcc Eu and employ the LDA+U method to correct the position of the
4f states. The calculated density of states and band structure is presented in Fig. 4. As seen
the Coulomb correction U has almost no effect on the energy levels of the electrons of the
weakly correlated subspace, i.e., s and p sates, but occupied (unoccupied) 4f states are shifted
down (up) energies. Furthermore, an enhanced localization of the 4f states can be seen from
the narrowing of the peaks in the density of states. Not only bcc Eu, but also other 4f metals
and their compounds are studied with the DFT+U method. In particular, one of the problems of
DFT-L(S)DA, the prediction of an antiferromagnetic ground state for hcp Gd, is resolved when
the DFT+U method is employed [30].
More complicated physical phenomena, such as charge order, orbital order, etc. can be de-
scribed by the DFT+U method. A collection of applications of the DFT+U method can be
found in reference [26]. Although DFT+U method overcomes some major deficiencies of the
DFT-LDA, it completely fails for strongly correlated systems, in which electrons simultane-
ously possess itinerant and localized character. In Green function language DFT+U method
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Fig. 4: Left: Density of states (DOS) of ferromagnetic bcc Eu calculated with LSDA (dashed
line) and the LSDA+U (full line) method. A Hubbard U value of about 6 eV is used to correct
the position of the 4f states. The local partial DOS as obtained in LSDA is shown as grey
shaded area, the LSDA+U result in black. Right: The band structure of bcc Eu obtained in the
LSDA+U method. Majority (minority) spin stats is shown with full (broken) lines.
possess a self energy, which is spin, orbital, and site dependent, but has no frequency depen-
dence and thus can not capture the subtle correlation effects. For such materials one has to
go beyond the one-electron picture and include correlations explicitly like in LDA+DMFT ap-
proach.
4 Ab-initio determination of the Coulomb interaction
parameter U
The problem of calculating Coulomb interaction parameters for solids from first principles, has
been addressed by several authors [31, 32, 33, 34, 35, 36, 37, 38], and a number of different ap-
proaches have been proposed. Among them, constrained local-density approximation (cLDA)
[31, 32, 33], one of the earliest approach, is the most popular one. The cLDA is based on the
fact that the energy of the system with increased or reduced electron number is in principle
accessible within the DFT. The Hubbard U in cLDA is then defined as the derivative of the total
energy with respect to the constrained occupation number in a given shell. A further improve-
ment of this method was recently proposed [32]. The cLDA approach has been implemented
in several electronic structure codes. However, cLDA is known to give unreasonably large U
values for late transition metals and their compounds due to difficulties in compensating the
self-screening error of the localized electrons [36]. Furthermore, the frequency dependence of
the Coulomb interaction U is unattainable. A detailed discussion of the cLDA method can be
found in reference [39]. On the other hand, the recently proposed constrained random-phase ap-
proximation (cRPA) [35, 36], though numerically much more demanding, does not suffer from
these difficulties. It also allows to access individual Coulomb matrix elements, e.g., on-site,
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off-site, intra-orbital, inter-orbital, and exchange as well as their frequency dependence. In this
section we will describe the cRPA method.
4.1 Screened Coulomb interaction
The calculation of a Coulomb interaction between two electrons in vacuum is rather straight-
forward. However, the same can not be said for the interaction between two electrons in a
solid, which is far from being trivial as the electronic polarization screens the Coulomb po-
tential, giving rise to a renormalized repulsion strength. In solid state physics the concept of
Coulomb screening is crucial to understand physical properties of materials, especially for met-
als. For instance, within Hartree-Fock approach, which does not take into account screening of
the Coulomb interaction the density of states at the Fermi energy of metals vanishes [40]. When
an electronic system is perturbed by an external static (or dynamic) potential the electrons will
react to this potential in such a way that they minimize the total energy. If a positive charge is
introduced to the electronic system, then the electrons will be attracted to this charge so as to re-
duce the total energy, i.e., the negative Coulomb potential energy will compensate the increase
in the kinetic energy due to the localization of electrons around the positive test charge. As a
consequence of the electron accumulation around the positive test charge the effective attrac-
tion between the positive charge and an electron far from it will be much weaker than the bare
Coulomb interaction. In other words, Coulomb interaction will be screened by the motion of
the other electrons. In the case of a negative test charge the other electrons will be repelled from
it and a screening hole around the test charge will be created, which in a similar way screens the
bare Coulomb interaction. For a general time dependent (dynamic) external field the screening
will be also time dependent resulting in frequency dependent retarded interaction, which might
become negative at finite frequencies.
Dynamically screened Coulomb interaction within the random-phase approximation (RPA) (see
Lectrue A4 by C. Friedrich for a detailed discussion) is given by
U˜(r, r′;ω) =
∫
d3r′′ε−1(r, r′′;ω)v(r′′, r′) , (47)
where ε(r, r′′;ω) is the dielectric function and v(r′′, r′) being the bare Coulomb potential. The
U˜(r, r′;ω) can be regarded as the effective potential at point r′ induced by the electron at point
r. In RPA the dielectric function is expressed by
ε(r, r′;ω) = δ(r− r′)−
∫
d3r′′v(r, r′′)P (r′′, r′;ω) , (48)
where P (r, r′;ω) is the polarization function, which is given by
P (r, r′;ω) =
∑
σ
occ∑
k,m
unocc∑
k′,m′
ϕσkm(r)ϕ
σ∗
k′m′(r)ϕ
σ∗
km(r
′)ϕσk′m′(r
′)
×
[
1
ω −∆σkm,k′m′
− 1
ω +∆σkm,k′m′
]
(49)
with∆σkm,k′m′ = ϵσk′m′−ϵσkm−iδ, the Kohn-Sham eigenvalues ϵσkm, and a positive infinitesimal δ.
ϕσkm(r) are single-particle Kohn-Sham states of spin σ and band indexm. The σ runs over both
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spin channels. In matrix notation the frequency dependent fully screened Coulomb interaction
takes the form
U˜(ω) = [1− vP (ω)]−1v . (50)
For metals and narrow band gap semiconductors the fully screened Coulomb interaction U˜
is almost independent of the bare interaction v, i.e., v|P | ≫ 1 and thus U˜ ∝ −1/P . The
polarization function P and as a consequence the U˜ is determined by the electronic structure of
the screening electrons as will be discussed in Section 5.
4.2 Constrained random-phase approximation
The basic idea of the constrained random-phase approximation (cRPA) is to define an effective
interaction U between the localized d (or f ) electrons in the strongly correlated subspace by
restricting the screening processes to the electrons of the weakly correlated subspace, which
are not explicitly treated in the effective model Hamiltonian [36] (see also Section 3). As an
example let us consider SrVO3, whose band structure is shown in Fig. 1. We divide the one-
particle Hilbert space into two parts, which are called l- and r-subspaces (see Fig. 3). The former
contains the localized states of strongly correlated electrons, for which Coulomb interaction pa-
rameters are to be calculated, while the latter contains the states of weakly correlated electrons.
The total polarization matrix P can now be separated into two parts
P = Pl + Pr, (51)
where Pl includes only transitions between localized states, and Pr is the remainder. Then, the
frequency-dependent effective Coulomb interaction between localized electrons in l-subspace
is given by the matrix equation
U(ω) = [1 − vPr(ω)]−1v . (52)
When this effective interaction U(ω) is screened further by the electrons in the strongly corre-
lated l-subspace one obtains fully screened Coulomb interaction
U˜(ω) = [1− U(ω)Pl(ω)]−1U(ω) . (53)
Note that in model Hamiltonian studies the U(ω) can be regarded as the bare Coulomb inter-
action for the strongly correlated l-subspace. The U is nonlocal in space and inherits a fre-
quency dependence from Pr(r, r′;ω). We consider matrix elements of U in the MLWF basis
[see Eq. (12)]
Uσ1σ2i,n1n3;n2n4(ω) =
∫∫
wσ1∗in1 (r)w
σ2∗
in3 (r
′)U(r, r′;ω)wσ2in4(r
′)wσ1in2(r) d
3r d3r′. (54)
For the definition of the Hubbard U different conventions exist in the literature (for a detailed
discussion see Ref. [41]). Historically, the Hubbard U was introduced as a Coulomb repulsion
parameter between electrons in the single-orbital Hubbard-Kanamori-Gutzwiller model [42].
Note, that there is no Hund exchange J for a single orbital. For multi-orbital systems, the
Hubbard U is defined as the static limit of the average intra-orbital and inter-orbital Coulomb
matrix elements, i.e., Slater integral F 0 [see Eq. (30)]. Here, we follow the convention used in
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Ref. [43] and denote the Hubbard U as UDFT+U and the Hund exchange interaction as J , which
are given by
UDFT+U =
1
L2
∑
m,n
Uσ1σ2i,mn;mn(ω = 0) , (55)
J =
1
L(L− 1)
∑
m̸=n
Uσ1σ2i,mn;nm(ω = 0) , (56)
where L is the number of localized orbitals. We note that for magnetic systems although the
matrix elements of the Coulomb potential U are formally spin dependent due to the spin de-
pendence of the MLWFs, this dependence is however negligible in practice. In DFT+U cal-
culations the UDFT+U and J are used as the Hubbard U and Hund exchange J parameters,
respectively, while for model Hamiltonian studies it is necessary to introduce the so-called
Hubbard-Kanamori parametrization of the Coulomb matrix given by Eq. (54), in which for the
same orbitals (m = n)
U =
1
L
∑
m
Uσ1σ2i,mm;mm(ω = 0) (57)
and for different orbitals (m ̸= n)
U ′ =
1
L(L− 1)
∑
m̸=n
Uσ1σ2i,mn;mn(ω = 0) . (58)
If the crystal field has a cubic symmetry, then the U ′ is given by U ′ = U − 2J . In this case,
only two among U , U ′ and J are independent parameters. In multi-orbital systems, the Hund
exchange J favors spin polarization. Similar to U , U ′, and J , we can also define the so-called
fully screened U˜ , U˜ ′, and J˜ . Although the fully screened Coulomb interaction matrix elements
are not used in model Hamiltonians, they provide an idea about the correlation strength of the
considered electrons.
4.3 cRPA for entangled bands
Although, cRPA is a general approach, its application to materials with entangled bands is not
straightforward. In these materials the localized d (or f ) states that span the strongly correlated
subspace mix with extended s and p states, and there is no unique identification of the d-d (or
f -f ) transitions for constructing Pl. Several procedures have been proposed in the literature to
overcome this problem. Aryasetiawan et al. suggested to use an energy window or a range
of band indices to define the l-subspace [36]. However, the results depend strongly on the
chosen window or band indices. An alternative approach [37], in which the hybridization of
the localized d (or f ) states is switched off, is not burdened by additional parameters, but the
U values turned out to be unphysically large for materials with strong sp-d mixing, e.g., early
transition metals. Furthermore, the unphysical suppression of hybridization is unsatisfactory.
In a recent work [38], we propose a new parameter-free procedure where Pl is directly con-
structed from the definition of the l-subspace. The latter is spanned by a set of MLWFs. We
now define Pl as the polarization function that is generated by all transitions that take place
within the l-subspace. First we determine the probability of finding a d (or f electron) electron
at statem with wave vector k within the l-subspace, which is given by
cσkm =
∑
i,n
|T σ(k)i,mn |2 , (59)
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Fig. 5: Band structure of non-magnetic fcc Ni. The probability factors cσkm for 3d electrons (or
3d character of the bands) are shown by filled circles.
where T σ(k)i,mn is the unitary transformation matrix defined in Eq. (12). For entangled bands 0 <
cσkm < 1, while for disentangled (isolated) bands cσkm = 1. Then, the probability of a given
transition between extended Bloch eigenstates ϕσkm → ϕσk′m′ is given by
pσkm→k′m′ = c
σ
kmc
σ
k′m′ . (60)
For isolated bands the factor pσkm→k′m′ is simply 1, but for the general case of entangled bands,
one has 0 < pσkm→k′m′ < 1. As an example of entangled bands we consider non-magnetic fcc
Ni and in Fig. 5 we present the band structure together with probability factors cσkm. As seen the
flat bands around the Fermi energy are of almost 3d character i.e., cσkm ≃ 1, however a strong
s-d mixing can be seen for the lower and higher bands leading to 0 < cσkm < 1. Thus, the Pl is
constructed from summing over all transitions in the Lehmann representation multiplied with
these probabilities
Pl(r, r
′;ω) =
∑
σ
occ∑
k,m
unocc∑
k′,m′
(pσkm→k′m′)
2ϕσkm(r)ϕ
σ∗
k′m′(r)
×ϕσ∗km(r′)ϕσk′m′(r′)
[
1
ω −∆σkm,k′m′
− 1
ω +∆σkm,k′m′
]
. (61)
In this way, the resulting effective interaction U(ω) only depends on the MLWFs that span
the strongly correlated l-subspace and is basically independent of the used electronic structure
method.
In a more formal approach, one can define Pl as the density correlation function
Pl(rt, r
′t′) = −i⟨Ψ0|Tˆ [nˆl(rt), nˆl(r′t′)]|Ψ0⟩ (62)
with the Kohn-Sham determinant Ψ0, the time-ordering operator Tˆ , and the Heisenberg density
operator
nˆ(rt) = nˆl(rt) + nˆr(rt) (63)
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Fig. 6: Average bare on-site direct Coulomb matrix elements between the d orbitals for 3d TMs.
In the inset we show the results for exchange Coulomb matrix elements.
decomposed according to the strongly correlated l-subspace and the rest. Without time-dependent
external fields, Pl only depends on the time difference t − t′. A Fourier transformation then
yields the Lehmann representation described above.
5 Applications
Employing the new cRPA method the Coulomb interaction parameters for different classes of
materials are calculated [38, 44, 45, 46, 47, 48]. In this section, we will present Coulomb
interaction parameters for 3d transition metals (TMs) and some prototype insulators. Both bulk
phase and surfaces are considered. The ground-state calculations are carried out using the full-
potential linearized augmented-plane-wave (FLAPW) method as implemented in the FLEUR
code [50] with the GGA exchange-correlation potential as parameterized by Perdew et al. [51].
The MLWFs are constructed with the Wannier90 code [49, 52]. The effective Coulomb
interaction parameters are calculated within the recently developed cRPA method implemented
in the SPEX code [53].
5.1 3d transition metals
As mentioned above cRPA calculation of Coulomb interaction parameters for systems with
entangled bands like 3d TMs is not straightforward, since in these materials the correlated
subspace formed by the 3d states can not be uniquely defined due to strong 3d-sp mixing.
Previous cRPA studies of the Coulomb interaction U in 3d TMs have shown that the results
strongly depend on the parameters used in the cRPA schemes [36, 37]. Below we will present
results calculated with new cRPA method.
We start with the discussion of the unscreened (bare) Coulomb interaction. Figure 6 shows the
average bare on-site direct (Ub) Coulomb matrix elements for the 3d TM series in the non-
magnetic (NM) state. In the inset we show the results for the exchange (Jb) Coulomb matrix
elements. Note that among the 3d series Fe, Co, and Ni are ferromagnetic (FM) while Cr orders
antiferromagnetically. Also Mn is FM in the bcc structure with a = 2.91 A˚. For these elements
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Fig. 7: a) U and U˜ for the 3d TM series. With open and filled diamonds we show U and U˜ for
the magnetic state of 3d TMs. b) The same for J and J˜ .
we find that matrix elements of the bare Coulomb potential for magnetic and NM states are
nearly identical. As seen both Ub and Jb increase monotonically with the d electron number.
This can be explained by the fact that, as one moves from the left to the right within one row
of the periodic table, the nuclear charge increases and causes the d-wave functions to contract,
which gives rise to the observed trend for Ub and Jb.
Efficient sp screening in 3d TMs significantly reduces the bare Coulomb interaction Ub. Calcu-
lated U and J parameters for the NM state of the 3d TMs are presented in Fig. 7. Results for
the magnetic states are also included. For comparison, matrix elements of the fully screened
Coulomb interaction (U˜ , J˜) are given. As seen in Fig. 7, in contrast to the bare direct Coulomb
interaction Ub, the partially screened U shows a non-monotonic behavior, i.e., it increases from
the early 3d TMs and reaches a plateau-like behavior around half-filling, whereas U˜ is almost
constant across the 3d TM series, except for the elements with completely filled d shells like
Cu. This behavior of the U reflects a substantial contribution of the d-d transitions to the
fully screened Coulomb interaction U˜ , especially around half-filling. In difference to the bare
Coulomb Ub, the partially screened U parameter is very sensitive to the d electron number and
d orbital filing. In metals we are in the strong coupling limit, v|Pr| ≫ 1, and thus U ∝ −1/Pr.
Since Pr depends mostly on the electronic structure of the screening electrons. This explains
the observed trend for U values. Furthermore, by constrained NM and proper spin-polarized
treatments of the magnetic elements, we show that spin polarization has a strong influence on U
and U˜ . Our calculated U parameters for the 3d series are in good agreement with recent cRPA
studies of Miyake et al. [37] for late TMs as well as cLDA calculations of Nakamura et al. [33]
for early TMs.
In contrast to U and U ′, renormalization of the J is rather small, i.e., J is close to the atomic
value Jb. However, the d-d transitions substantially reduce J˜ , especially for late 3d TMs. It
should also be noted that while the bare Ub has a long-range behavior, the U shows much faster
damping. The calculated nearest-neighbor U values lie between 0.1 and 0.4 eV being maximal
for TMs with half-filled d bands.
5.2 Effective Coulomb interaction at surfaces of metals and insulators
The effective on-site Coulomb interaction U between localized electrons at surfaces of solids
is expected to be enhanced since the effective screening volume of the surface is reduced with
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Fig. 8: (a) Upper panel: layer dependence of the U parameter for fcc Al. The S denotes the
surface layer in the slab model. Lower panel: Total density of states (DOS) for the (100) and
(110) surface of fcc Al. For comparison, the bulk DOS (shaded area) is included; (b) and (c)
the same for bcc Cr and rock-salt NaCl.
respect to the bulk . As a consequence, the electron polarization decreases at the surface, which
reduces the effect of screening and gives rise to a larger U value. Neither experimental nor
theoretical works have been reported so far that would address the strength of the surface U
parameter explicitly. However, a large number of phenomena observed in solids indicates an
enhancement of the U at surfaces. For instance, the metal-insulator transition at the surface of
correlated materials [54], the appearance of magnetism at the surface of paramagnetic transition
metals [55], and the enhanced exchange splitting at the surface of 3d ferromagnets [56] have
been attributed to an increase of the correlation strength U/W . In the theoretical description
of surfaces, the U is usually assumed to be unchanged [57, 58, 59] so that the enhancement
of correlation at the surface (S) with respect to the bulk (B) is provided by the effective band
narrowing, i.e., WS < WB. In principle, depending on the relative values of the surface U
and the bandwidth W , the correlation strength can further increase or decrease even below
the bulk value. However, the latter case is considered to be unlikely because it is believed
that U always increases at surfaces. In Ref. [46] we have shown by means of first-principles
calculations that this is not always the case. It decreases at many TM surfaces and insulator
surfaces with pronounced surface states, as a result of additional screening channels that open
up due to surface-related changes in the electronic structure.
We model the metal and insulator surfaces with slabs of 11 atomic layers. Such slabs form
a superlattice with 20 A˚ of vacuum separating them, with each slab possessing two (100) or
(110) symmetric surfaces. Additional modifications, such as surface reconstruction and surface
relaxation are not taken into account. We consider the 3d TMs in their respective ground-state
crystal structures except Sc, Ti, and Co (Mn), which are treated in the fcc (bcc) structure
In Fig. 8 we present the calculated layer dependence of the Coulomb interaction parameter U
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Table 1: Bulk and surface U and J values for simple metals and insulators. The corresponding
orbitals for which the U and J are calculated are given in parenthesis.
Bulk 100 Surface 110 Surface
UB JB US JS US JS
Na [3s] 1.39 1.50 1.47
Al [3p] 2.18 0.36 2.46 0.39 2.36 0.38
MgO [O-2p] 7.10 0.63 7.23 0.62 6.38 0.59
NaCl [Cl-3p] 7.13 0.55 7.60 0.54 7.53 0.55
SrTiO3 [Ti-3d] 3.34 0.37 3.62 0.39
SrTiO3 [O-2p] 4.42 0.56 4.79 0.55
for three different systems: (i) the simple metal fcc Al, (ii) the transition metal bcc Cr, and (iii)
the insulator NaCl in the rock-salt structure. As seen in cases (i) and (iii), the U increases from
the middle layer, where it is close to the bulk value, to the surface layer as expected. However,
we find an unexpected behavior in the case of bcc Cr, where U is substantially reduced at the
surface. This reduction is 30% for the open (100) and 20% for the (110) surface. For simplicity
– the magnetism of bcc Cr is quite complicated – we only consider the non-magnetic state here.
Furthermore, the layer dependence of U is quite different in metals and insulators. Because
of the short screening length in metals, the U quickly assumes the bulk value in the former,
as we go from the surface toward the middle of the slab, while in the latter the layer-by-layer
convergence to the bulk value is much slower. On the other hand, the surface J values, which are
listed in Table 1 for various materials, only differ slightly from the corresponding bulk values.
It has been shown that the surface electronic polarization and, as a consequence, the Coulomb
interaction U is determined by two competing effects: (i) the so-called dimensionality effect,
which is due to the reduced coordination number and hence the decrease of the effective screen-
ing volume at the surface region. From the point of view of classical electrostatics, this effect
reduces the electronic polarization at the surface leading to largerU values. (ii) Electronic struc-
ture effects, i.e., the appearance of surface states and the effective band narrowing. This second
effect gives rise to an enhancement of the electronic polarization and, hence, to a decrease of
U . Depending on the strength of the two competing effects, the effective Coulomb interaction
at the surface can be enhanced as well as reduced with respect to the bulk value. Qualitative
information on the influence of the surface electronic structure on the interaction parameter U ,
leading to the second effect, can be deduced from the polarization function given in Eq. (49).
For zero frequency (ω = 0) the main contribution to the polarization function comes from the
states around the Fermi energy. The smaller the energy difference between occupied and unoc-
cupied states the larger the contribution. The effective band narrowing in TMs tends to reduce
∆Smm′ with respect to ∆
B
mm′ , which has the effect of increasing the polarization. Additionally,
the presence of surface states close to the Fermi level at the TM bcc (100) surface makes ∆Smm′
effectively smaller resulting in a more efficient electronic polarization and, as a result, in sub-
stantially reduced U and U˜ values as shown in Fig. 9 for the 3d series. As seen in Fig. 8, the
density of states (DOS) of the (100) surface of bcc Cr exhibits a pronounced peak that is caused
by a surface state just below the Fermi level, which is also found in previous first-principles
calculations [60]. This surface state contributes substantially to the polarization function and
is mainly responsible for the stronger reduction of the U value compared to the corresponding
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Fig. 9: (a) The difference between the bulk and surface U values. Open [filled] diamonds show
UB − US for the (100) [(110)] surface of ferromagnetic Fe, Co, and Ni. (b) The same as (b) for
the fully screened Coulomb interaction U˜ .
value for the (110) surface, where such a peak in the DOS is missing. On the other hand, in
simple metals the surface electronic structure turns out to be very similar to that of the bulk
so that the dimensionality effect (i) wins over the electron-structure effect (ii), giving rise to
enhanced Coulomb interaction parameters.
For most other 3dmetals, the interaction parameter U is reduced at the surface, too, but less than
in the case of bcc Cr, and for the late TMs the surface U exceeds that of the bulk U . The U and
U˜ values for the bulk phase of 3d TMs are already presented in Fig. 7 The difference between
the bulk and surface U and U˜ values, i.e., UB − US and U˜B − U˜S, is presented in Fig. 9(a) and
(b) for the (100) and (110) surface. As seen, from Sc to Fe the U is reduced at both surfaces,
and Co is at the border, in which the U assumes similar values in the bulk (see Fig. 7) and at the
surface. Only at the Ni and Cu surface the U is slightly larger. As for the difference of the fully
screened Coulomb interaction, i.e., U˜B − U˜S, we obtain a qualitatively similar behavior, but the
relative reduction of U˜ with respect to the bulk value is significantly larger. This is attributed to
the fact that, in contrast to the partially screened U , screening effects stemming from 3d → 3d
transitions contribute to the effective interaction, too. At the surface these virtual transitions
take place within the surface states, which leads to very effective screening effects that give rise
to the observed reduction of the U˜ . It is important to point out that the variations of U seen in
Fig. 9 are not caused by different spreads of the Wannier function across the series. We note
that the U values depend only little on the bare Coulomb interaction because in metals we are
in the strong coupling limit, i.e., v|Pl| ≫ 1, and thus U ≃ −P−1l . As for the surface U of the
ferromagnets Fe, Co, and Ni the same discussion holds.
In contrast to metals, the U at insulator surfaces is much more strongly affected by the presence
of surface states than the band narrowing. For example, the NaCl (100) surface does not exhibit
any surface states [61], and the U is enhanced. The slight changes in the electronic structure of
the (110) surface (the gap is smaller, see Fig. 8) reduces the surface U only very little so that it
is still larger than the bulk value. The situation is similar for the SrTiO3 surface, for which the
results are presented in Table 1. InMgO, on the other hand, both (100) and (110) surfaces exhibit
surface states, which effectively reduce the band gap. For the (100) surface this gap reduction
is around 0.6 eV [63], while for the (110) surface we obtain a much stronger reduction, the
surface states lie 3.3 eV below the conduction-band minimum, i.e., close to the middle of the
bulk band gap, which amounts to 4.97 eV. The presence of the surface state strongly affects the
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Fig. 10: (a) Frequency dependence of the bulk and surface Coulomb interaction parameter U
for bcc Cr. In the inset we expand the low frequency region. (b) The same for fcc Ni.
screening properties with the consequence that the U parameter is considerably reduced at the
(110) surface, while it remains slightly above the bulk value in the case of the (100) surface.
Finally we discuss the frequency dependence of the surface U(ω) considering the non-magnetic
state of bcc Cr and fcc Ni. The obtained results are presented in Fig. 10 and compared with the
bulk calculations. We see that, apart from the substantial reduction of the static U at the Cr
surface, its frequency dependence is quite different from that of the bulk: US(ω) increases
monotonically with frequency, and at about 2 eV it crosses the UB(ω) curve towards larger val-
ues, while UB(ω) stays almost constant between 0 and 4 eV. For frequencies up to the plasmon
frequency, US(ω) is mostly larger than UB(ω). This behavior is not surprising because in the
TMs the 3d states close to the Fermi level are much more affected by the presence of the surface
than the states at higher energies. Hence, with increasing frequency the polarization function
becomes less sensitive to subtleties of the surface electronic structure, and at high frequencies
the surface U(ω) tends to be larger than the bulk value due to the dimensionality effect.
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1 Introduction
Since the title of this contribution is very general and it is obviously not possible to discuss in
two hours the field of “relativistic effects” in full depth, I will present a selection of what is
interesting and useful in the context of “computing solids”. Most prominently it is devoted to
spin-orbit coupling (SOC) as it appears in different phenomena, in magnetic and non-magnetic
materials. But we will encounter also other “relativistic terms” that can be derived from the
(single-particle) Dirac equation and some “relativistic physics” in the context of graphene and
topological insulators.
Typically, as a student we encounter the term “spin-orbit coupling” first in context of atomic
physics: After we learn how to solve the Scho¨dinger equation for a hydrogenic atom, where all
the energy levels can be labeled with a single (principal) quantum number, we are confronted
with the fact that these levels have additional structure caused by a relativistic effect. This effect,
SOC, splits the p-levels into p 1
2
and p 3
2
, causing the fine-structure of the hydrogen atom, one of
the first evidences for a property called “spin” of the electron. Spin is an attribute of the electron
that emerges naturally from an relativistic single particle theory, the Dirac equation, and SOC
is also naturally described in this framework.
Not only historically the spin and spin-orbit coupling are of relevance, we encounter these
concepts nowadays in information technology, in particular for storage and manipulation of data
encoded in the spin or the electron. The control of individual spins is at the heart of this process
and for the success of what is called “magnetoelectronics” or “spintronics” it is mandatory to
understand the underlying physical principles in the solid state. Like the charge state of a device
can not only be used to store, but also to process data, it can be envisaged that here also the spin
degrees of freedom are utilized for these purposes. In contrast to the charge, which is scalar, the
spin is a vector quantity and, therefore, not only the magnitude but also the direction of a spin
can be manipulated. Thus, at least in principle, spin-based electronics (spintronics) allows for
new concepts which have no analogon in charge based devices.
But how can we control or manipulate the spin? On the level of a non-relativistic (Schro¨dinger)
theory spin appears just as an additional quantum number, a label to introduce the Pauli exclu-
sion principle for indistinguishable particles like electrons. On the other hand, we know that
there is a angular momentum connected with the electrons spin, leading to a magnetic moment
that can couple to external magnetic fields (Stern-Gerlach experiment). But for practical appli-
cations on the nanoscale magnetic fields are cumbersome as they are hard to confine. So, how
can we connected the electrons spin with a non-magnetic “outside world”, e.g. the lattice of
a crystal? On a single-particle level it turns out that SOC provides the first term that couples
the spin direction to potential variations of the real space, i.e. local electrical fields that arise
naturally or are controlled externally.
Finally, spin-orbit coupling has recently gained a lot of attention in the context of topological
insulators (TIs). There, SOC acts as a kind of ’built-in magnetic field’ of a non-magnetic solid,
that plays a role similar to the external magnetic field in the quantum Hall effect (QHE). Like
in the QHE it creates a state of matter that is characterized by a topological number and unique
signatures in electronic transport with precise quantization. However, this analogy is only true
if just one type of spin is considered, on particles with the other spin SOC acts as magnetic field
of opposite direction. Nevertheless, the effects do not cancel but lead to a new phenomenon,
the quantum spin-Hall effect in TIs. Like in the QHE, “topologically protected” transport arises
and holds promise for future spintronic applications or quantum computing.
Although this list of SOC-related phenomena, that will be covered in this lecture, is already
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quite long, there are aspects of spin-orbit coupling that will not be included here: Several im-
portant scattering effects that gain their spin-selectivity from SOC will be treated in the lecture
on scattering theory by Ph. Mavropoulos (A5). More insight in SOC-related topics in magnetic
systems can be obtained from the lecture on complex magnetism by S. Blu¨gel (C4), here we
will just cover the basic interactions arising from SOC. For this propose, we start with a discus-
sion of the Dirac equation and one-electron atoms, before we go over to the nonmagnetic solids
and relativistic effects therein and finally study the influence of exchange interactions on these
phenomena.
2 Spin-orbit coupling in atoms
2.1 The Dirac equation
The relativistic theory for an electron (of charge −e and massm) in an external scalar potential
V and a vector potentialA is given by the Dirac equation
HˆΨ = +i~
∂
∂t
Ψ = E ′Ψ; Hˆ = −eV (r) + βmc2 +α · (cp+ eA(r)). (1)
Here, α is a vector of 4× 4 matrices that can be written in terms of the Pauli spin-matrices, σ,
while β is a matrix of same rank, expressible in terms of the 2× 2 unit matrix I2:
α =
(
0 σ
σ 0
)
, β =
(
I2 0
0 −I2
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
(2)
The Hamiltonian acts on a four-component (bi-spinor) wavefunction Ψ that describes parti-
cles with the total energy E ′ (the rest mass energy mc2 included). Discussions of the Dirac
equation are available in most textbooks, here we follow Ref. [1]. To extract a ’spin-orbit cou-
pling’ from this theory, it is useful to make contact with the Schro¨dinger equation again. The
four-component wavefunction can be written as a 2-vector of the so-called large and small com-
ponents, ψ and χ. For these components the Dirac equation can be written as
(E ′ −mc2 + eV (r))ψ = σ · (cp+ eA(r))χ (3)
(E ′ +mc2 + eV (r))χ = σ · (cp+ eA(r))ψ . (4)
In the non-relativistic limit, we can assume that the energy is close to the rest mass energy and
neglect eV (r) << E ′ + mc2 ≈ 2mc2 . Within this assumption, we can use equation (4) to
approximate χ and insert into equation (3). Writing E = E ′−mc2 these equations reduce then
to a single equation for the large component:[
E + eV (r)−
1
2m
(
p(r) +
e
c
A(r)
)2]
ψ = 0 (5)
which is a minimal extension of the Schro¨dinger equation for a particle in a vector potential.
Substituting the expression for the momentum operator, p(r) = −i~∇ and neglecting A(r)
gives back the usual presentation of the Schro¨dinger equation. We see that the large component
is, in this approximation, equivalent to the wavefunction of the Schro¨dinger equation. The Pauli
spin-matrices dropped out from the equation and only the fact that ψ is a spinor reminds us of
the electron’s spin.
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electron in an atom
E
B
σ
p
potential
 near the
 nucleus Fig. 1: Schematic illustration of an
electron moving in the potential gradi-
ent near a nucleus. The electric field
E resulting from the potential gradi-
ent is Lorentz-transformed into a B
field by the orbital motion of the elec-
tron. The electron’s spin, σ couples to
the resulting B field.
To obtain terms that explicitly involve the spin-matrices, we have to refine our approximation
to the Dirac equation. In principle, this can be done by obtaining with the above equations an
approximation for χ substituting in (3) and retaining terms up to order (v/c)2. It is possible to
formulate an equation (sometimes termed Pauli equation, see [1]) for the large component only:
[
E + eV (r)−
1
2m
(
p(r) +
e
c
A(r)
)2
+
1
2mc2
(E + eV (r))2 +
i
e~
(2mc)2
E(r) · p−
e~
(2mc)2
σ · (E(r)× p)−
e~
2mc
σ ·B(r)
]
ψ = 0 (6)
where the gradient of V and the curl ofA have been written explicitly as electric (E) and mag-
netic (B) fields. In the non-relativistic limit the first three terms give the ordinary Schro¨dinger
equation. The fourth term gives the relativistic correction due to the change of the mass with ve-
locity (mass-velocity term), while the E(r) ·p term has no classical analogon and is sometimes
called Darwin term. Also these two expressions contain no spin-matrices, therefore they are
called scalar-relativistic terms. Note, that the mass-velocity term adds an additional complica-
tion to the Schro¨dinger equation, as it contains explicitly the energy. As an approximation, the
non-relativistic energy can be substituted here, or a suitably chosen energy parameter. Scalar-
relativistic terms are important for heavy elements, e.g. the different color of silver and gold is
caused by a shift of the d-band due to scalar-relativistic effects.
In the second line of eq.(6), the last two terms describe the interaction of the spin of the electron
with magnetic fields. The last term obviously gives the coupling to an external magnetic field.
Introducing the Bohr magneton, µB =
e~
2mc
as the unit of magnetic moment, this term can be
written as a Zeeman energy µBσ · B. Let us finally consider the term containing the vector
product in eq.(6). If we rewrite it as
−
µB
2mc
σ · (E(r)× p) = −
µB
2
σ · (
1
c
E(r)× v) = −
µB
2
σ ·B0 (7)
we see that, apart from a factor 1
2
, this term has also the form of a Zeeman term.2 This is the
interaction of the electron’s spin with the magnetic field that arises in its local frame due to
its own motion through an electric field (e.g. from the nuclear potential). In an atom this term
couples the electrons spin to its orbital motion and is, therefore, called the spin-orbit interaction
term.
2This factor 1
2
is called Thomas factor [2], it is frequently discussed for the orbital motion of the electron around
the nucleus, see e.g. ref. [3]. However, we have to keep in mind that we are mainly interested in the motion of the
electron through a crystal, i.e. also in linearly moving electrons, where this factor is also present.
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n l s j ENR[
Z2
2
] ESOC[
α2Z4
2
]
1 0 1/2 1/2 1 1/4
2 0 1/2 1/2 1/4 5/64
2 1 -1/2 1/2 1/4 5/64
2 1 1/2 3/2 1/4 1/64
3 0 1/2 1/2 1/9 9/324
3 1 -1/2 1/2 1/9 9/324
3 1 1/2 3/2 1/9 3/324
3 2 -1/2 3/2 1/9 3/324
3 2 1/2 5/2 1/9 1/324
0
1S1/2
2P3/22S1/2,2P1/2
n = 1
n = 2 3S1/2,3P1/2
3P3/2,3D3/2
3D5/2n = 3
Fig. 2: Left: table of the non-relativistic (NR) and spin-orbit coupling (SOC) contribution to
the energy of an electron in a central potential. Note, that the energy depends just on n and j.
Right: illustration of the splittings without SOC contribution (only dependent on n) and with
SOC effects (right) in the limit of large Z. The total angular momentum is included in the term
symbol as a subscript, e.g. 3P 1
2
means that n = 3, l = 1 and j = 1
2
.
2.2 The hydrogenic atom
To investigate the term discussed in eq. (7) in more detail, it is useful to study its effect for
a single electron in a central potential, the so-called hydrogenic atom. If we assume that the
electric field is derived from a spherically symmetric potential, V (r), (as occurs in the vicinity
of an atomic nucleus) we can transform this expression
σ · (E(r)× p) = σ · (∇V (r)× p) =
1
r
dV (r)
dr
σ · (r× p) =
1
r
dV (r)
dr
(σ · L) = ξσ · L, (8)
with the spin-orbit coupling constant ξ. Note here, that the magnetic field, B = 1
c
(E × v), is
parallel to the orbital momentum, L. Therefore, the spin- and orbital momentum are coupled
antiparallel (fig. 1), a fact that is sometimes called third Hund’s rule. However, that in contrast
to the first and second Hund’s rules, which are empirical observations [4] that can be motivated
by quantum-mechanical arguments, but not generally proved, this rule is a direct consequence
of relativistic quantum-mechanics, at least in the single particle case.
Since the radial derivative of the potential in a crystal will be largest in the vicinity of a nucleus,
we can expect that the major contribution to the spin-orbit interaction will come from this
region. For small r the potential in an atom will be Coulomb-like (V (r) = −Z
r
), its derivative
∂V
∂r
is proportional to the nuclear number of the atom, Z. We thus expect that ξ will be large
for heavy atoms, but small for lighter ones. Since also the shape of the wavefunction depends
on Z, spin-orbit coupling effects that are proportional to ξ¯ = 〈ψ|ξ|ψ〉 grow roughly with the
square of Z. E.g. we find for two atoms in the same column of the periodic table, W (Z = 74)
and Mo (Z = 42) that ξ¯W/ξ¯Mo = 3.6 (data from Ref. [5]).
Suppose we have only one electron characterized (without SOC) by quantum numbers n, l and
s, the latter two as given by the eigenvalues of the operators of the orbital angular momentum,
L, and the spin S = 1
2
σ. The operator of the total angular momentum is J = L+ S . It can be
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shown that J 2 commutes with a Hamiltonian including a spin-orbit coupling term of form (8)
since
σ · L = 2S · L = J 2 − L2 − S2 (9)
and that the eigenvalue of J is j(j + 1). Thus j is a good quantum number for an electron in
a central potential including spin-orbit coupling and for an hydrogenic atom in the Pauli theory
the eigenvalues are given by [1]
E = ENR + ESOC = −
1
2
Z2
n2
−
α2Z4
2n3
(
1
j + 1
2
−
3
4n
)
(10)
where n is the principal quantum number and α is the finestructure constant. We further split the
energy in a non-relativistic (NR) and spin-orbit coupling (SOC) part. For a single electron we
find that j can assume the values l± 1
2
(for l > 0, otherwise j = 1
2
), so that the energy spectrum
is determined by n, l, s and j as illustrated in figure 2. We see that the total energy depends just
on n and j. From this analysis we also find that the energy contribution from SOC scales with
the fourth power of the nuclear number, Z, indicating that spin-orbit coupling effects will be
more important for heavy atoms.
Let us now consider the case of an atom in a magnetic field, B: In the presence of a magnetic
field the levels split according to spin (ms) and orbital momentum (ml) and j is no longer a good
quantum number. Therefore, we are left with l, s and mj = ml +ms to characterize the atom.
From the splitting that results from the interaction of the magnetic moment with an applied field
B it is possible to characterize the electronic state of an atom experimentally. Assume we probe
a 2P 3
2
state: possible values for mj are
3
2
, 1
2
,−1
2
and −3
2
. Since the interaction energy with the
B field is EB = µBmjB, the state will split in four equally spaced levels (Zeeman effect). This
situation will hold, if the magnetic field is weak compared to the coupling between the spin and
the orbital moment (fig. 3, left). If, on the other hand, the magnetic field is much stronger than
the coupling between spin- and orbital moment, ms and ml will couple individually to the B
field and the interaction energy is given by EB = µB(ml + 2ms)B. In the 2P 3
2
state, where
available (ml,ms) combinations are (1,
1
2
), (0, 1
2
), (0,−1
2
) and (−1,−1
2
) this leads to a level
splitting with energy separations different from the Zeeman effect. In the considered example
the separations show a ratio 1 : 2 : 1 and this strong-field case is called Paschen-Beck effect
(fig. 3, right)
If there are more than one electrons involved, in absence of relativistic effects, the electronic
structure of an atom is described by the Schro¨dinger equation with a radially symmetric poten-
tial: ∑
i
{
−
1
2
∇
2
i −
Z
ri
+
1
2
∑
j 6=i
1
rij
}
Ψ(r1, r2, . . . ) = EΨ(r1, r2, . . . ) (11)
where ri is the distance of electron i from the nucleus and rij is the mutual distance between
electron i and j. For simplicity we use here again atomic units where the mass and the charge
of the electron are unity and ~ = 1. Since all parts of the Hamiltonian are rotationally invari-
ant, the Hamiltonian commutes with the operator of the orbital momentum, L, and one of it’s
components, e.g. Lz. Therefore, we can characterize all eigenfunctions of the Hamiltonian (11)
by quantum numbers L and ML, irrespective of whether we have a single electron or a multi-
electron wavefunction. In addition we have, in a nonrelativistic theory, quantum numbers for
the total spin, S, and it’s projection on an axis,MS .
In the limit of small spin orbit coupling it is possible to combine first the spin- and orbital
momenta to S =
∑
i si and L =
∑
i li, and then work with J , L and S as outlined above
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strong SOC, weak magnetic field
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mJ
B
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weak SOC, strong magnetic field
Fig. 3: Schematic illustration of a B field interaction with an electron of orbital momenta L, S
and J: if the field is weak, L and S couple to a total moment J that precesses around the
magnetic field (Zeeman effect). In the Paschen-Beck effect (right) the magnetic field is so strong
that L and S couple individually to B giving rise to a different splitting in the field.
(Russell-Saunders or ls-coupling scheme). In the case of strong spin orbit coupling the ls-
coupling scheme is no longer valid and the spin- and orbital momenta will first couple to a
angular momentum j, then the j’s will combine to form a total momentum J for the multi-
electron system (jj-coupling).
When spin orbit coupling is included, we find that MS and ML are no longer constants of
motion. From the values of S and L we can deduce the spin-, orbital- and and total magnetic
moment
µorb = −µBL ; µspin = −2µBS ; µtot = µorb + µspin = −µB(L+ 2S) . (12)
From this, it is clear that the total moment is not collinear to J and can be thought as precessing
around J. The component parallel to J is then [6]
|µtot‖| = gJµB
√
J(J + 1) ; gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)
2J(J + 1)
(13)
where gJ is called the Lande´ splitting factor. For the z-component of the total moment we get
(µtot‖)z = −gJµBMJ . (14)
Again, the quantum numbers L, S and MJ characterizing a particular state can be seen from
the magnetic field dependence of the splitting in the Zeeman or Paschen-Beck effect as outlined
above.
3 Spin-orbit effects in non-magnetic solids
In contrast to the atomic case, the valence electrons in a solid will arrange to optimize the
chemical bonding, e.g. in a simple cubic lattice px, py and pz states will form. The level splitting
is then determined by the crystal field. Partially, spin-orbit coupling will interfere and lead
to additional level splittings as can be observed e.g. in semiconductors at the center of the
Brillouin-zone (Γ-point): In Ge without SOC included in the calculation (cf. figure 4, left), we
A10.8 G. Bihlmayer
X K Γ L W X Γ
-5
-4
-3
-2
-1
0
1
E 
- E
F 
(eV
)
X K Γ L W X Γ
-5
-4
-3
-2
-1
0
1
Fig. 4: Bandstructure of Ge around the Fermi level without spin-orbit coupling (left) and with
spin-orbit coupling included (right). Notice, that the three-fold degeneracy of the highest occu-
pied state at the Γ point is split by spin-orbit coupling, as well as the doubly degenerate band
along the lines ΓL and ΓX . The calculation is performed at the experimental lattice constant
using the generalized gradient approximation to density functional theory (DFT). Note, that the
experimentally observed bandgap of 0.75 eV almost closes in a DFT calculation.
see a three-fold degenerate state directly below the Fermi-level that splits, once SOC is included,
into a doubly degenerate and a singly degenerate one. The former one, closer to the Fermi level,
in turn consists of two bands with different dispersions, the highly dispersive state is called the
light-hole band, the other one is termed heavy hole band. The singly degenerate state at Γ
forms the spin-orbit split-off band. In a non-relativistic calculation these bands are degenerate
in some high symmetry directions, but when spin-orbit coupling is included a splitting can be
observed. As expected, this splitting is smaller in Si, but larger in the isoelectronic but heavier
Ge (figure 4, right).
While at the Γ-point, where the crystal momentum is zero, the effect of SOC in solids resembles
qualitatively the situation in atoms (quantitatively the effects are smaller, as discussed above),
away from the Γ-point new SOC effects arise from the momentum of the electron. These depend
strongly on the symmetry of the crystal and we will analyze the “easy” case in detail, while for
some cases only the results will be indicated.
3.1 The Rashba- and Dresselhaus effect
In a system without internal or external magnetic field time-reversal symmetry holds, i.e. chang-
ing the direction of the arrow of time will not alter the properties of the system. The transfor-
mation t → −t exchanges a particle moving with momentum k with a particle moving in −k.
Time reversal will also invert the precessional motion of the electron and, therefore, its spin.
As a consequence, the energy of a right-moving spin-up particle will equal the energy of a left
moving spin-down particle,
ε(k, ↑) = ε(−k, ↓) . (15)
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Fig. 5: Crystal structure of GaAs (zinc blende, left) and ZnO (wurzite, right). Both structures
possess no center of inversion, the local symmetry of the atoms in zinc blende structure is
nevertheless higher than for the atoms in the wurzite. This leads to different k-dependent spin-
orbit splittings, i.e. third-order for the former (Dresselhaus effect) and first order for the latter
(Rashba effect).
In a crystal with inversion symmetry, additionally ε(k) = ε(−k) holds, both for spin-up and
spin-down electrons. This means, that the bandstructure is symmetric around the center of
the Brillouin-zone, k = 0, and all bands are doubly degenerate. E.g. in the bandstructures in
figure 4 show this degeneracy.
In contrast, in crystals without inversion symmetry (for example GaAs) the degeneracy of the
bands can be lifted as a consequence of spin-orbit coupling and only eq. (15) holds. This can
be understood if we realize that a lack of inversion symmetry, V (r) 6= V (−r), will result in
a non-vanishing potential gradient or electric field, E(r). As we have seen in the last section
an electron moving in an electric field will experience this field Lorentz-transformed as B-field
and
ε(k, ↑) 6= ε(k, ↓) . (16)
This will, depending on symmetry, result in different consequences for the bandstructures.
That spin-orbit coupling may have important consequences for the one-electron energy levels in
bulk semiconductors was first emphasized by Dresselhaus et al. [7] already in 1955. Unlike the
diamond structure of Si and Ge, the zinc blende structure (figure 5, left), in which for example
the III-V semiconductor crystallize, exhibit a bulk inversion asymmetry (BIA), i.e. this crystal
structure lacks a center of inversion, so that we can have a spin splitting of the electron and hole
states at nonzero wave vectors k even ifB = 0. This is called the Dresselhaus effect. In general,
the expressions for the BIA splitting depend on the bands and are quite complicated, e.g. for the
lowest conduction band (denoted Γc6) we find a corresponding Dresselhaus Hamiltonian [8]
HˆD = αD [σxpx (p
2
y − p
2
z) + σypy (p
2
z − p
2
x) + σzpz (p
2
x − p
2
y)] (17)
with a Dresselhaus constant αD that is small if lighter elements are present in the semiconductor
(e.g. for GaAs it amounts to 27.6 eV/A˚3) while heavier elements show larger values (760.1
eV/A˚3 for InSb). Since this Dresselhaus term produces a spin splitting which is proportional to
k3, εD ∝ k
3, it is rather small in the relevant region around Γ.
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Fig. 6: Cut through the parabolic energy dis-
persions of a two-dimensional electron gas in
a structure inversion asymmetric (SIA) environ-
ment. Indicated are the vector fields of the spin-
quantization axes (or the patterns of the spin)
at the Fermi surface. As the opposite spins have
different energies, the Fermi surface becomes
two concentric circles with opposite spins. The
effective B-field,Beff is always perpendicular to
the propagation direction defined by k
‖
.
While the zinc blende structure thus allows mainly for spin-splitting effects that are third-order
in k, in crystals with wurzite structure (figure 5, right) also terms linear in k are allowed. The
symmetry of these crystals was analyzed by Rashba in 1959 [9], the paper focusing on the
analysis including spin-orbit effects was unfortunately never translated [10]. Nevertheless, we
can see from the wurzite lattice that it consists of bi-layers different atoms that locally create
electric fields in z-direction, leading to the spin splitting linear in k, εR ∝ k, analogously to
the situation on surfaces. Therefore, we will focus on this term in the next section. Recently,
this “bulk Rashba-effect” created a lot of interest again, leading to very large spin splittings in
compounds of BiTeI type [11].
3.2 Surfaces: the Rashba-Bychkov effect
Performing a Taylor expansion of the potential V (r), V (r) = V0 + eE(r) · r + · · · , in lowest
order the inversion asymmetry of the potential V (r) is characterized by an electric field E(r).
When electrons with an effective mass m∗ propagate with a velocity v = dε/dp = 1
m∗
k in
an external electric field E defined in a global frame of reference, then the relativistic Lorentz
transformation gives rise to magnetic field B = 1
c
(v × E) = 1
m∗c
(k × E) in local frame of the
moving electron. The interaction of the spin with thisB field leads then to the so-called Rashba
or Bychkov-Rashba Hamiltonian [12, 13]
HˆR = αRσ·(p×E) or HˆR = αR σ·(k×E) or HˆR = αR(|E|)σ·(k×eˆ) (18)
describing the Rashba spin-orbit coupling as additional contribution to the kinetic energy. σ =
(σx, σy, σz) are the Pauli matrices, eq.(2). The latter two terms are strictly correct only for plane
wave eigenstates as, e.g. for a two-dimensional electron gas (2DEG). An important realization
of a 2DEGs are electrons in doped semiconductor heterostuctures, that support an electron
gas at the interface between two materials, e.g. (InGa)As and InP [14]. Another possibility
to study the Rashba-effect in 2DEGs is provided by angle-resolved photoemission on surfaces
which support a surface state, e.g. in Au(111) [15]: The electrons of the surface state move in
a potential gradient that is provided by the surface itself (but can also be modified slightly by
external electric fields [16]).
The general features of the Rashba-model are studied for the 2DEG in a potential with structural
inversion asymmetry (SIA) and the corresponding bandstructure are displayed schematically in
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figure 6. For electrons propagating in the 2DEG extended in the (x, y) plane subject to an
electric field normal to the 2DEG, eˆz = (0, 0, 1), the Hamiltonian takes the form
Hˆ = Hˆkin + HˆR =
p2
‖
2m∗
+ αR (σ × p‖)|z =
p2
‖
2m∗
+ αR (σxpy − σypx) , (19)
which can be solved analytically. For a Bloch vector in the plane of the 2DEG, k
‖
= (kx, ky, 0) =
k
‖
(cosϕ, sinϕ, 0), the eigenstates written as a product of plane wave in space and two-component
spinor are
ψ±k
‖
(r
‖
) =
eik‖·r‖
2π
1
√
2
(
ie−iϕ/2
±eiϕ/2
)
(20)
with eigenenergies
ε±(k‖) =
k2
‖
2m∗
+ αR (σ × k‖) =
k2
‖
2m∗
± αR|k‖| =
1
2m∗
(k
‖
± kSO)
2 −∆SO , (21)
where ± denotes the spin-up and -down states with respect to a spin orientation axis nˆ(k
‖
),
local in k
‖
space. With the exception of the high-symmetry state k
‖
= 0, we find that the
original two-fold degenerate energy paraboloid of the 2DEG in a constant potential is indeed
spin-split. This splitting ε+(k‖) − ε−(k‖) = 2αRk‖ is linear in k‖. Due to the presence of
the SIA potential and the spin-orbit interaction, the origin of the degenerate parabola is shifted
by kSO = m
∗αR, but in opposite directions for up- and down-spins with in overall spin-orbit
lowering of ∆SO = m
∗αR/2. The orientation axis is given by the expectation value
nˆ±(k‖) = 〈ψ±k
‖
|σ|ψ±k
‖
|〉 = ±

 sinϕ− cosϕ
0

 ⊥ k
‖
= k
‖

 cosϕsinϕ
0

 . (22)
We find that the orientation axis is independent of the magnitude k
‖
and depends only on the
direction of the k
‖
vector. In fact, it is in the plane of the 2DEG and the orientation axis is
perpendicular to the propagation direction of the electron. Considering k
‖
→ −k
‖
, ϕ changes
to ϕ+ π, we find that the spin orientation axis reverses as indicated in figure 6. Thus for k
‖
and
−k
‖
the spin-up and -down states refer to opposite orientations. Defining a global quantization
axis along the line (−k
‖
,k
‖
), e.g. according to nˆ±(+k‖), then a spin-up state appears as spin-
down state if k
‖
changes sign. Together with the eigenvalue spectrum given in equation (21)
the Kramer degeneracy ε↑(k‖) = ε↓(−k‖) holds. In all, the magnetic moment is zero when
averaged over all states k
‖
. This is consistent with the absence of an B field.
The Rashba spin-orbit splitting may be observed either by electron photoemission or transport
experiments. Transport experiments work typically on a shell of constant energy ε. Here we
expect at a given energy two different wave vectors for up- and down-electrons, which will be
exploited in the Datta-Das proposal of a spin-transistor [17].
4 Topological Insulators
Let us start with a simple, not very accurate analogy: if we consider a bulk ferroelectric ma-
terial, e.g. BaTiO3, it is at first sight just an insulator in a crystal structure without inversion
symmetry. Conceptually, the ions in the crystal can be grouped to dipoles, but otherwise this
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has no direct consequence. However, when we introduce a boundary (e.g. a surface or an inter-
face to a non-ferroelectric material or a ferroelectric with opposite polarization) a charged layer
at this boundary appears and the (bulk) polarization, P , determines the amount of charge. If we
consider a head-to-head domain wall in a ferroelectric material the plane, where P changes to
−P , forms a two-dimensional metallic boundary between two insulators.
Of course there only a few ferroelectrics among all insulators. More fundamentally, insulators
with time-reversal symmetry (i.e. nonmagnetic ones without external magnetic field) can be
characterized by a topological number, ν, that bears consequences that a very similar to our
example of the ferroelectric polarization: At the boundary between two materials with different
ν a metallic interface has to form. In contrast to the charged layer in ferroelectrics, which is
easily destroyed by defects, this metallic layer is robust and protected as long as time-reversal
symmetry is not broken.
This topological description of matter had of course a predecessor, most notably the description
of the quantum Hall effect (QHE) by Thouless et al. [18]. There, the conductivity at the edge of
two-dimensional electron gas in a strong magnetic field is given by the so called Chern number.
As we will see below, in a non-magnetic insulator the spin-orbit coupling can take now the role
of the external magnetic field and it is the topological number ν that characterizes the state of
matter [19].
After its discovery in the year 2005 the field of topological insulators (TIs) experienced an enor-
mous expansion and created unforeseen activity in the solid-state physics community and be-
yond. Although nowadays the focus is on heavy materials with strong SOC effects, like bismuth
and mercury compounds, the field started conceptually on the other end of the periodic table,
with graphene. To introduce some basic concepts, like the quantum spin Hall effect (QSHE) we
will start our discussion with this material, before we turn to popular 2- and 3-dimensional TIs.
A careful comparison between graphene and TIs shows that there are some special properties
of graphene that have no analog in other TIs (and vice-versa), therefore graphene is sometimes
called a marginal topological insulator [20].
4.1 Graphene - a marginal topological insulator
The simplicity of the electronic structure of graphene, a single layer of carbon forming a hon-
eycomb lattice, makes it attractive to discuss TIs first on this example, although practically the
effects are much too small to be detected experimentally. The Fermi-surface of graphene con-
sists just of two points, K and K’ (see fig. 7). DiVincenzo and Mele realized, that the electronic
structure in the vicinity of these points can be described rather simply [21]: There are two atom
types (A, B) in the honeycomb lattice and at the K-point the pz wavefunctions on these atoms
are independent from each other. Therefore, orbitals at A and B can be taken as a basis that
be written in spinor form. This so-called pseudo-spin is in the graphene community usually
denoted σ, while s is the spin. Here, we have to adapt the opposite convention so that in that
basis, the Hamiltonian takes the simple form:[
W
i
s · ∇+ U(r)− E
]
Ψ(r) = 0 (23)
whereW is related to the bandwidth and U(r) can be some external potential. The the compo-
nents of s are Pauli matrices, here for the pseudo-spin. If we take U(r) as a staggered potential,
acting oppositely on sites A and B, we can see that this equation has the same structure as the
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A
B
Fig. 7: Bandstructure of graphene (left) and the Brillouin-zone (upper right) indicating the
position of the K and K’ points. Graphene has a bipartite lattice with atom types labeled A and
B (lower right). Hopping processes for electrons with momentum K and K’ are indicated by
arrows.
two-dimensional Dirac equation with the Hamiltonian
Hˆ2D = cσ · p+mc2σz; where σ = (σx, σy) and p = (px, py) . (24)
In total there are now eight states available at the Fermi level, EF: each combination of spin,
pseudo-spin, and the so-called valley (K or K’) characterizes one level. Possible hoppings for
electrons in these states are shown on the lower right of fig. 7.
Now let us consider the effect of SOC on these electronic states: We distinguish in fig. 7 two
types of hoppings: for an electron that hops among the A-sites with momentum K the nearest
B-site is on the left of its path. Similarly, for hopping on the B-site with momentum K’ [in short
(B, K’)] the nearest A-site is on the left. For the other states (A, K’) and (B, K) the nearest
neighbor sites are on the right. If we think of the influence of the potential gradient of the
nearest neighbor atom (electric field E) on an electron moving with momentum k as a Rashba-
field ∝ E × k, it is clear that SOC will lower the energy for one type of states, (A, K) or (B,
K’), for one spin direction (+), for the other states, (A, K’) or (B, K), the other spin direction
(−) will be preferred. Kane and Mele [22] cast this into the Hamiltonian:
HˆSOC = ∆SOτzσzsz (25)
where τz is a Pauli matrix that refers to the valley (K, K’), σ to the spin and s to the pseudo-spin,
while ∆SO gives the spin-orbit coupling strength. Actually, the SOC splitting of graphene at
the K-point is tiny (24µeV, see e.g. [23] or fig. 8, left) and the reason will become clear later.
As next, most subtle point we have to consider the actual hopping process: analysis with a
tight-binding model shows, that the direct next-nearest-neighbor hopping does not contribute
significantly. There are rather two nearest-neighbor (NN) hops, tNN, involved. As the NN
hopping from a pz to a pz orbital is forbidden due to the different phases of the orbitals, more
complex processes have to be involved. Let us consider a hopping via d-orbitals at the NN
site [24]:
|pAz
〉
→ |dBxz
〉
→ |dByz
〉
→ |pA
′
z
〉
. (26)
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Fig. 8: Bandstructure of graphene near the K-point calculated in DFT with SOC included
(left). The intrinsic spin-orbit splitting λI is 24µ eV. Model bandstructure of a (H-terminated)
graphene ribbon with spin-polarized edge states (red and blue indicate the spin-direction)
crossing the gap (adapted from [22]).
While the first and the last arrow in this transition indicates simple pdπ NN hopping, for the
transition from dxz to dyz we have to involve SOC again. It is a spin-conserving process, but
〈dxz|HSOC|dyz〉 = −iσz introduces a complex phase in the hopping process. This complex
phase is actually a key ingredient to the famous Haldane model, proposed to realize a ”‘Quan-
tum Hall Effect without Landau Levels”’ in a solid [25]. It is exactly this phase that leads in
his model to a quantized edge conductivity σxy. For more details refer to the lecture on Berry
phases by Y. Mokrousov (A6) and next subsection.
For our proposes it is sufficient to highlight the role of SOC, causing a kind of intrinsic rotation
of the electron via the hopping process. The sense of rotation is of particular importance: all
electrons of one spin direction pick up one sense of rotation, all electrons of the other spin
direction rotate in the opposite way. This results in a total orbital current, that is opposite for the
two spin channels. In the bulk of the material, this current is (like the ferroelectric polarization)
hard to grasp, but it can be cast into a topological number (a spin Chern number). On the
boundary, however, it results in quantized spin conductivity, the Quantum Spin Hall Effect
(QSHE). The states that bridges the tiny spin-orbit gap of graphene that carry this spin-current
are shown in fig. 8, right.
Many basic features of TIs can already be derived from the bandstructure of the edge-states of
graphene:
• The bands cross a spin-orbit gap, that is usually small (despite the name “insulator”).
• They are spin-polarized bands, the splitting is basically Rashba-like, but
• for a given energy there is only one band per spin available.
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Fig. 9: Bandstructure of a H-terminated graphene nanoribbon with Tl adatoms calculated in
DFT with SOC included (left). The size of the red and blue symbols indicates the localization
of electrons of opposite spin-direction at the edge of the ribbon, leading to edge transport. The
Tl atoms are distributed equally above and below the ribbon as indicated in the right figure.
The latter fact leads to the robustness of these edge-states, in first approximation we can say
that the scattering from k to −k is prohibited since this would involve a reversal of the spin of
the electron. More strictly, it can be shown that scattering is prohibited between time-reversal
partner (k, ↑) and (−k, ↓) [26]. In contrast to other TIs, the edge state in graphene is also present
without SOC and was already discovered for H-terminated graphene ribbons by Fujita et al. in
tight-binding calculations [27].
We should note that many of the features listed above, that characterize a TI, can also be present
in a Rashba-type SOC system. E.g. in an external magnetic field perpendicular to the surface,
the band crossing at the origin (kx = ky = 0 in fig. 6) opens and if the Fermi level falls
into that gap, only one band per spin is available for transport. This is a scenario often dis-
cussed in the context of coupling to superconductors for the realization of states called Majo-
rana fermions [28]. Nevertheless, these states are not robust against perturbations at the edge
of the sample, in that sense they differ from the characteristics of a TI. Therefore, one has to
be careful: absence of backscattering, spin-momentum locking etc. are no sufficient proof for
topological behavior in an investigated system.
Before we continue the discussion of two- and three-dimensional TIs, let us shortly comment
on the possibility to enhance SOC effects in graphene. In principle, the vicinity of heavy el-
ements (e.g. when they are used as substrate) is known to enhance SOC effects in graphene.
Graphene deposited on Au(111) shows a splitting of the pz bands of 10 meV [29], additional
adatoms can enhance this value to about 100 meV [30]. This value was measured using spin-
and angle-resolved photoemission spectroscopy (SP-ARPES) slightly off the K-point in the ex-
perimentally accessible energy range. On the other hand, on a light substrate, like SiC, only
about 50 µeV splitting are found [31]. However, the induced SOC effects from a substrate
are of Rashba-type, i.e. the spin-orbit field is in-plane, while the intrinsic SOC induces a spin-
polarization of the bands that is oriented perpendicular to the graphene plane. This interplay of
intrinsic and Rashba-type SOC does not split the Dirac cone if the latter interaction is larger than
the former, leading to a complex pattern of spin-polarized bands [23]. Only a careful balance
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of SOC-inducing neighboring elements can restore the right symmetry for a QSHE in graphene
with larger bandgap (see fig. 9 or [32]).
Finally, we want to point out the similarity of graphene and the bismuth (111) bilayer: the
latter one can be seen as a corrugated honeycomb lattice, like graphene but with atoms A and B
displaced perpendicular to the layer. The SOC effects in Bi (nuclear number 83) are much larger
than in carbon, so we can expect a sizable effect here. Indeed, the Bi bilayer was proposed
as a TI already one year after the discovery of the QSHE in graphene [33]. But it turns out
that these bilayers are structurally not stable and transform into a black-phosphorous structure
that is topologically trivial [34]. However, recently progress has been made to stabilize these
hexagonal layers by epitaxial growth on the closed-packed surface of Bi2Te3, another TI that
will be discussed below [35].
On the other hand, there are also significant differences between the Bi (111) bilayer and the
graphene sheet: (i) The flatness of graphene restricts the possible hopping mechanisms for the
p-orbitals, e.g. between pz and the px,y orbitals involved in bonding. The corrugation of the Bi
bilayer allows all p-orbitals to contribute to hopping and electronic transport. This additional
flexibility is not directly visible in the QSHE, but in the presence of a magnetic (exchange)
field, where the quantum anomalous Hall effect (QAHE) can appear, it offers a larger variety of
quantized conductive states [36]. (ii) While graphene is a semimetall (i.e. although the density
of states vanishes at the Fermi level, the size of the bandgap is also zero) and shows a “mass-
inversion” between the K and the K’-point, the Bi bilayer is a “real” insulator (0.2 eV band
gap) and the band order is inverted with respect to a normal (trivial) insulator. (We will discuss
these different inversions of the mass in the next subsection.) E.g. a (111) bilayer of Sb, which
is chemically equivalent but has a smaller spin-orbit coupling strength, is topologically trivial
and at the interface between such Sb and Bi bilayers topologically protected edge-states appear.
While the Sb bilayer is the topologically trivial equivalent of the Bi bilayer, there is no “trivial
equivalent” to graphene.
4.2 Band inversion and topology in 2D topological insulators
Shortly after the prediction of the QSHE in graphene another realization of this effect was pro-
posed where SOC effects (and, hereby, the energy scales) are considerably larger: HgTe/CdTe
quantum wells [37]. The choice of this particular material system was motivated by experi-
ments, therefore it was also the first system where the QSHE was demonstrated by measure-
ments of the edge conductance [38].
To show the similarities with the physics discussed in the last chapter, let us briefly recall the
graphene Hamiltonian with SOC in the following form:
Hˆ = νF (sxτzpx + sypy) + ∆SOτzσzsz . (27)
In the language of the 2D Dirac equation (24) we can say that the spin-orbit term gives a mass
to our particles. For a given spin and valley the Hamiltonian can be written:
HˆK =
(
+∆SO νF (px − ipy)
νF (px + ipy) −∆SO
)
; HˆK′(k) =
(
−∆SO −νF (px + ipy)
−νF (px − ipy) +∆SO
)
(28)
We see that, going from K to K’, the mass-term changes sign, causing an inversion of the gap.
For the edge state this means that one spin channel connects the valence band at K with the
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conduction band at K’, the other spin channel crosses from the conduction to the valence band
(fig. 8).
The Hamiltonian (28) describes two spin-degenerate bands near the Fermi level separated by a
gap. If we compare to the situation in semiconductors like Ge (fig. 4), we see that it is slightly
more complicated there: apart from the already discussed heavy- and light hole bands and the
split-off band in the valence states, there is a steeply dispersing empty state in the conduction
band. There is a long tradition to describe these bands (sometimes labeled HH, LH, SO, and E,
respectively) in k · p perturbation theory, e.g. the eight-band Kane model [39] or the Luttinger-
Kohn Model [40].
Here, we will look at a much simpler Hamiltonian, taking only the heavy-hole (HH) and empty
state (E) into account. In II-VI semiconductors, like CdTe, the E state is mainly derived from
the group II (Cd) s-level (so called Γ6 state), the HH state comes from the group IV (Te) p
states that are spin-orbit split into the doubly degenerate Γ8 and singly degenerate Γ7 level.
In CdTe the Γ6 state is above the Γ8, the bandgap is about 1.6 eV [41]. In HgTe, the larger
nuclear number of Hg as compared to Cd mainly affects the Γ6 state: although the Darwin term
increases the energy of that level in the heavier element, the mass-velocity term (eq. (6)) more
than compensates this increase and finally the energy is 0.3 eV lower than the Γ8 level [42]. This
is a band-inversion driven by relativistic effects, notably not SOC in this case. DFT calculations
in scalar-relativistic approximation already show this band inversion and even overestimate it
due to the underestimation of the band gap in DFT [41].
When we describe the two bands, Γ6 and the “heavy” part of Γ8 now in the basis (
∣∣E,mj = 12〉 ,∣∣HH,mj = 32〉 , ∣∣E,mj = −12〉 , ∣∣HH,mj = −32〉) the effective Hamiltonian reads [37]:
Hˆeff(kx, ky) =
(
Hˆ(k) 0
0 Hˆ∗(−k)
)
with Hˆ(k) = ε(k)I2 + d(k) · σ (29)
ε(k) = C −D(k2x + k
2
y) and d(k) =

 AkxAky
M −B(k2x + k
2
y)

 (30)
where A,B,C,D, andM are material-dependent parameters. Obviously, C defines the valence
band offset and M relates to the gap-size. The parameter A is equivalent to the velocity, νF,
in graphene, compare eq. (27). Finally B and D define the quadratic terms of the bands. How
these parameters relate to the six-band Kane model is described in detail in the supplement of
Ref. [37].
From our description of HgTe and CdTe above, it is clear that the major difference between the
Hamiltonians describing these two systems is the sign of M : HgTe has an inverted gap, CdTe
has not. Consider now the interface between these two materials. In principle one could simply
try to calculate the electronic structure by some method, however topology (cf. contribution
A6) offers a more elegant solution.
Many properties of a Hamiltonian can be derived from its topological properties, in our case
it is the topology in momentum space [20]. When the Hamiltonian can be written as Hˆ =
ε(k) + d(k) · σ, a topological number c can be defined
c =
1
4π
∫
d2kdˆ ·
(
∂dˆ
∂kx
×
∂dˆ
∂kx
)
(31)
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Fig. 10: Illustration of the unit vector field dˆ(k) for A = B = 1 andM = 0.1 (left) that gives a
topologically non-trivial solution (c=1), while the trivial solution is obtained for A = −B = 1
and M = 0.1 (middle). While dˆ in the left picture maps on the full unit sphere (skyrmion), on
the right only half the unit sphere is covered (meron). In the plots kx and ky range from −1 to
1.
with dˆ = d/|d|. It defines the mapping from reciprocal space kx, ky to the unit vector field dˆ.
This number can be seen as a Chern number, in real space (magnetic systems) it is sometimes
called winding number. A few examples are shown in fig. 10: In case the M and B term have
the same sign (left figure), dˆ changes from +z direction for kx = ky = 0 to −z at large k
values. The vector field has the topology of a sphere, c = 1, the structure is sometimes called
a skyrmion. In contrast, ifM changes sign, the vector has the same direction at the origin as at
the boundaries. In between it tilts a bit, but topologically this does not matter: since only a part
of the unit sphere is covered, the topological number is zero. Finally, we show the case for one
K point of graphene (right): dˆ covers half the unit sphere, the other half is covered at the K’
point. The resulting structures are sometimes called merons (cf. the contribution on complex
magnetism, C4).
Of course our Hamiltonian, eq. (29), contains two spin sectors HˆS(k) and HˆS′(k) = Hˆ
∗
S(−k)
and the topological numbers of the two sectors have to be opposite. In total, the topological
number c = cS + cS′ = 0 as required for a time-reversal invariant system (see eq. 29). But
we can define a quantity cs =
1
2
(cS − cS′) that casts the differences of the band-topology of a
system with and without band inversion into a single number.
Let us note one peculiarity of winding numbers characterizing topological insulators, i.e. topo-
logical structures induced by spin-orbit coupling effects in time-reversal invariant systems: This
is best illustrated showing the contrast to the QHE, induced by an external magnetic field, that
can be characterized by a Chern number, which is directly proportional to the number of con-
ducting channels at the edge of the sample. As a function of the magnetic field, this number
increases in uniform steps, the Chern number is an arbitrary integer (a Z number). The current
proportional to this number is a charge current. On the other hand, in the QSHE, the edge cur-
rent is a spin-current that results from oppositely propagating quantized currents for one and
the other spin channel. The topological index characterizing this state is either zero or one, i.e.
ν = 0 signifies a trivial insulator, ν = 1 a TI. Therefore, this number is called the Z2 index.
The elegance of this description comes now, if we want to describe the interface between two
systems with different topological numbers. Of course, we cannot predict the electronic struc-
ture at this interface in detail, but we know that the two topologically different bandstructures
cannot be simply connected, very much in the same way as the edge state in graphene cannot
simply connect the valence band at K with the valence band at K’, but has to cross the gap to at-
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tach to the conduction band at K’. In analogy, the two insulators HgTe and CdTe cannot have an
insulating interface, some electronic state has to appear in the gap to connect the topologically
inequivalent bandstructures. Since the existence of this state is a bulk property, it is not affected
by the details of the interface, it is topologically protected. Experimentally, the existence of
these edge channels was detected in HgTe/CdTe quantum wells, the quantized conductance is a
clear signature of the topological origin of these states, like the quantum Hall effect (QHE) is
characterized by its quantized Hall plateaus [43]. One has to keep in mind that HgTe itself is
a semimetal, i.e. the valence and conduction bands touch at Γ, but in the confined geometry of
the quantum well a gap can be opened due to finite-size quantization of the system.
It would lead too far to discuss the fascinating physics that can be described by topological
concepts, next to the QSHE and QHE it can be applied to types of superconductivity, 3He, and
more examples can be found in the book of Volovik [44]. Here, we restrict ourselves to pointing
out the role of relativistic effects that lead to band inversion and a change of the mass term in
the Hamiltonian (29). Clearly, there are also other mechanisms that can lead to a change in
topology of the electronic structure, but for topological insulators the relativistic effects and, in
particular, spin-orbit coupling are most relevant.
4.3 Examples of 3D topological insulators
Up to now we focused on 2D systems: historically, these were the materials where TIs were
discovered and their mathematical description is simpler than the corresponding 3D systems.
The first 3D TI, that was discovered, was the BixSb1−x alloy. In the semimetals Bi and Sb
for all k points of the Brillouin zone there is a gap in the vicinity of the Fermi level but at
EF small electron and hole pockets form a non-vanishing density of states. These materials
are semimetals but since the early seventies, it is known that alloying Sb with Bi produces a
semimetal to semiconductor transition and opens a bandgap of about 20 meV. While this value
might seem small, for low temperature conductivity experiments it forms no obstacle. We
confine our discussion here to pure Bi and Sb, since it is sufficient to determine the topological
character of the elements: If alloying transforms the bandstructure of one of these elements
from a semimetal to a semiconductor without producing any band crossings, the character of
the parent compound is conserved and we know whether the alloy is a TI or not.
Strong Rashba-type SOC effects have been observed in Bi and the spin-polarization of the
surface states (on the natural, non-magnetic surface) was confirmed by calculations and experi-
mentally not only on surfaces of bulk material, but also on thin bismuth films [45]. Therefore, it
was rather natural to expect the existence of this effect also in the chemically similar antimony.
Although the bandstructures of these elements are very similar, there is a subtle difference be-
tween the electronic states in Sb and Bi, which only becomes apparent when the symmetry
of the wavefunctions is taken into account: At a certain point (L) in the bulk Brillouin zone,
the symmetry of the states that form the upper and lower edge of the gap in Sb is reversed as
compared to Bi. This exchange of bands is a consequence of the increased spin-orbit coupling
in Bi, as can be seen from calculations, where the SOC strength is artificially decreased from
the Bi to the Sb value (fig. 11). This little detail in the bandstructure turns out to have severe
consequences for the surface states in both materials.
Combining density functional theory calculations with spin- and angle-resolved photoemission
experiments it was now possible to pin down the topological nature of Sb and the gaped BiSb
alloy [46]. DFT calculations confirm the non-trivial topological ordering of the bands in Sb
and the difference in the surface states can also be clearly seen in fig. 11: On the Sb(111)
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Sb Bi
Sb Bi
Fig. 11: Left: Energetic position of the symmetric (Ls) and antisymmetric (La) eigenfunction at
the L point in Bi as a function of spin-orbit coupling strength. To simulate a BixSb1−x alloy, the
SOC strength is continuously varied between the values for Sb (x = 0) and Bi (x = 1). Insets
show schematically how the valence band (VB) and the conduction band (CB) are connected
by a surface or edge state in the topologically non-trivial (left) and trivial (right) case. The
calculated surface band structure of the Sb(111) and Bi(111) surface is shown in the middle
and right panel, respectively. The surface states are shown in red and blue, indicating the spin-
splitting due to the Rashba-Bychkov effect. Projected bulk-bandstructure is indicated by black
lines outlining the projected bandgap where the surface states are observed.
surface, spin-split surface states connect valence and conduction band and cross at the Γ-point.
On the Bi(111) surface, however, both branches of the surface state unite again in the valence
band at the M point, indicating that this surface state is not protected and can be removed e.g.
by impurities at the surface. Note, that the Γ and the M point are special electron momenta
(so called time-reversal invariant momenta, TRIMs) where the electron is not moving and the
splitting goes to zero. The band inversion at the (bulk) L point is also visible in the surface band
structure at theM point, which is the projection of the L point on the (111) plane.
It might be surprising that Sb, the lighter element, is a TI while the heavier Bi is topologically
trivial as a bulk material – in a previous subsection we mentioned already that for (111) bilayers
of these elements the situation is exactly opposite: the Bi (111) bilayer is a 2D-TI, the Sb bilayer
is trivial. In both cases SOC drives the band-inversion, but the special band-topology of the 3D
materials without SOC leads to different results.
Although the bandgap in the BixSb1−x alloy (0.07 < x < 0.15) is similar to that of HgTe/CdTe
quantum wells, experimentally it is difficult to verify quantized conductance in these alloys.
While HgTe/CdTe layers can be grown with high perfection, a similar control of the alloys
seems difficult. Therefore, other TIs with larger bandgaps are more popular today, in particular
A2B3 compounds with A = Bi, Sb and B = Te, Se. All combinations except for Sb2Se3 are
TIs [47] with a single, Dirac-cone like edge state on the closed packed surfaces. We illustrate
the situation for the Sb2Te3 (111) surface in fig. 12: Without SOC the compound has a 0.2 eV
bandgap without surface states at the Fermi level, however at around -1.0 eV we see a parabolic
surface state in the projected bulk bandgap. SOC leads to a band-inversion a the Γ point and
a Dirac-cone shaped topologically protected surface state crosses the bandgap. The “trivial”
surface state at -0.8 eV shows conventional Rashba-type spin-orbit splitting around Γ, but at
larger k-vectors connects to different projected bulk bands [48]. This is a consequence of the
opening of a spin-orbit gap in the bulk bandstructure around k = 0.2 A˚−1 where, according to
a general argument of Pendry and Gurman surface states have to be formed [49]. In a way this
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Fig. 12: Bandstructure of a six quintuple-layer Sb2Te3 (111) film without (left) and with SOC
(middle). The bulk structure with three QLs is shown on the right: blue spheres indicate Te
atoms, yellow ones the Sb. The surface-localization of the states in the bandstructure without
SOC is indicated by the size of the red circles, in case of the bandstructure with SOC, red/blue
indicates also the spin-direction of the states.
resembles the situation in graphene, where the edge-state connects two different band-edges at
k and −k in a spin-orbit gap.
Finally, we would like to mention that also HgTe, that was discussed previously as a 2D-TI, can
be transformed into a 3D topological insulator: epitaxial strain allows to open a small bandgap
in the otherwise semimetallic compound [50]. Very similar is the situation in α-Sn, which
is naturally a semimetall with a bandstructure very similar to HgTe and also can be used as
3D-TI [51]. Some differences in the SOC effects and opening of a bandgap by strain come,
however, from the fact that α-Sn crystallizes in a diamond structure with inversion symmetry,
while this symmetry is missing in HgTe where e.g. the Dresselhaus effect can be seen.
5 Spin-orbit effects in magnetic systems
In all discussions above, spin-orbit coupling was considered as the dominant effect acting on
the electrons spin. In absence of any other magnetic field, this is certainly justified and in heavy
elements usually also external magnetic fields are too small to change the situation significantly.
But if we consider the case of the bulk or a surface of a magnetic metal, like Gd(0001), certainly
the exchange interaction will dominate and the effects change. This will be analyzed in the next
subsection.
Furthermore, if SOC effects are of the order of the exchange interaction, they can give rise to
new, anisotropic magnetic interactions. We will consider the case of the Dzyaloshinskii-Moriya
interaction at surfaces as an example. Finally, we will consider the role of relativistic effects in
the stabilization of the magnetic direction, i.e. the magnetic anisotropy. Also here, SOC plays
an important (although not the only) role, especially in nanoscopic dimensions.
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5.1 The Rashba-effect in an exchange field
We will discuss the effect of Rashba-type SOC and exchange interaction on a simple example,
the surface state on the closed packed surface of Gd(0001). Exchange interaction splits this sur-
face state into an occupied majority spin state and an unoccupied minority state. This splitting
is mainly controlled by the 4f electrons of Gd and amounts to about 0.8 eV, which is large as
compared to spin-orbit effects in this system. No matter how SOC affects the electrons of the
surface state, their spin will remain more or less parallel to the exchange field, which is oriented
in plane in the directions of nearest neighbor atoms by the magnetic anisotropy.
An electron traveling on the surface in a direction perpendicular to its spin quantization axis,
will experience the potential gradient at the surface as a magnetic field parallel to its spin.
Therefore, a magnetic coupling can arise and, neglecting the exchange splitting for the moment,
the dispersion curves will split more or less similar to what is observed on a nonmagnetic
surface. If, on the other hand, the propagation direction of the electron is parallel to its spin
quantization axis, the field arising from SOC cannot couple to the electron’s spin and no Rashba-
like splitting can be observed.
ky
kx
kyky
E
E
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Fig. 13: (a): Rashba splitting on a non-magnetic surface: the top panel shows the Fermi
surface and the spin-polarization of the states at the Fermi level. In the middle and lower panel
the bandstructures along two orthogonal directions in reciprocal space are shown. (b): The
same relations as in (a) are shown, but now for the case where the spin-quantization axis of the
electrons has been aligned in a particular direction. For electrons propagating in this direction,
the Rashba splitting vanishes. (c): Effect of an additional exchange splitting on the situation
as described in (b). (d): Combining the latter dispersion curves with the dispersion obtained
from a sample with 180◦ rotated magnetization (red), the splitting of the states can be seen more
clearly.
Schematically, this situation is shown in figure 13. In contrast to the surface state on the non-
magnetic surface, where the spin of the electron is always oriented perpendicular to the propa-
gation direction and the surface normal, ez, (with some deviation, depending on the shape of the
potential [52]), on the spin-polarized surface, the spins are more or less collinear. This changes
the shape of the Fermi surface significantly, especially if exchange splitting is considered (fig-
ure 13 (c)). If the exchange splitting is large, this leads to a Fermi surface consisting of a single
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circle shifted away from the zone center. The consequences for the bandstructure are simple:
along a certain direction in reciprocal space SOC will have no particular effect. In a direction
orthogonal to this one, the dispersion curves for majority and minority spin will be shifted in
opposite directions. For the eigenvalues this results in an expression
ε↓(↑)(k) = ε(k)± IM ± αR(k× ez) · Mˆ (32)
whereM = MMˆ is the magnetization and IM represents the exchange splitting of the bands.
Experimentally, for a single crystal surface, it is possible to measure with ARPES two spectra
of the same surface, but rotated by 180 degrees. In the case of an in-plane anisotropy, as for
Gd(0001), this rotation reverses the spin and leads, therefore, also to a picture as figure 13 (d).
A comparison of these two spectra allowed to determine the Rashba splitting in Gd(0001), even
though its magnitude is rather small [53].
5.2 Anisotropic exchange of adatoms on surfaces
In the last subsection, we assumed that the magnetic order at the surface is not influenced by
spin-orbit coupling effects. If the exchange field is strong, all spins will align accordingly. On
the other hand, if the exchange coupling is weak, spin-orbit coupling effects can substantially
influence the magnetic interaction. The particular case of two distant impurities, which interact
in a RKKY-type manner via a non-magnetic host which shows strong spin-orbit effects has been
discussed by Smith [54]. He showed that the interaction between two magnetic atoms A and
B (spins SA and SB) via a non-magnetic third atom that acts on a conduction electron σ with
a SOC term l · σ gives rise to an interaction (SA · σ)(l · σ)(SB · σ). Taking the trace over the
spin variable σ this term can be written as (−i/4)l · (SA × SB) and thus shows the form of
the Dzyaloshinskii-Moriya (DM) interaction D · (SA × SB) that was derived from symmetry
considerations by Dzyaloshinskii [55] and given a microscopical interpretation by Moriya [56]
in the context of magnetic insulators showing weak ferromagnetism. Fert and Levy [57] derived
an expression for this anisotropic exchange interaction of two magnetic atoms in spin-glasses
doped with heavy impurity atoms which is of the form
HˆDM = −V (ξ)
sin [kF(RA +RB +RAB) + η] RˆA · RˆB
RARBRAB
(RˆA × RˆB)(SA × SB) (33)
where RA = RARˆA and RB = RBRˆB are the positions of the magnetic atoms measured
from the nonmagnetic impurity and RAB is the distance between the atoms A and B. V (ξ) is
a term that depends of the spin-orbit coupling constant of the nonmagnetic atom, ξ, kF is the
Fermi vector and η the phase shift induced by the impurity. The sinus term reflects the RKKY-
type character of the interaction, while the two cross products determine the symmetry of the
interaction.
This model can be translated to the case of two magnetic atoms on a surface, where the magnetic
interaction is mediated by surface states which show strong SOC effects. Such a situation
might be imagined, if e.g. two Mn atoms are placed on a Bi surface (figure 14). If the easy
magnetic axis is out-of-plane, a slight tilting of the magnetic moments results in a finite value
for SA × SB which is then parallel to RˆA × RˆB and leads to a non-vanishing contribution of
HDM (equation (33)). If the easy magnetic axis is in-plane (right of figure 14) and the surface
normal is the hard axis, a small tilting of the magnetic moments results in a vector SA×SB that
is normal to RˆA×RˆB and equation (33) will give no contribution to the total energy. Of course,
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Fig. 14: Two magnetic adatoms (A,B) on a surface interacting with a surface atom at the
center. The distance between the surface atoms and the adatoms is RA and RB. The spins of
the adatoms are almost perpendicular to the surface (left) or in the surface plane (right), but
sightly canted to give a finite value for SA × SB
on a surface the scattering will involve all surface atoms and in general it will depend not only
on the direction of the spins of the adatoms, but also on the symmetry of the surface whether a
DM interaction will occur for a specific arrangement of the spins. This will be discussed later
in more detail.
If we extend the two impurities in figure 14 to a chain of magnetic atoms, where the spins of
two neighboring atoms, i and j, are canted slightly, an interaction of this kind
HˆDM = Dij · (Si × Sj) (34)
will favor spin-spiral structure. Since the DM interaction has to compete with the Heisenberg-
type (symmetric) exchange interaction, these structures will probably be of long wavelength.
Such long-ranged magnetic structures can be found on surfaces [58] or in domain walls [59]
of thin magnetic films. It is here of particular importance, that the DM interaction gives these
spiraling magnetic structures a unique sense of rotation. If e.g. a magnetic domain in a thin film
is bounded by domain walls that rotate in the same direction, it is harder to expel the domain
with a magnetic field [60].
In two-dimensionally modulated structures, e.g. superpositions of spin-spirals (multi q states)
the DM interaction can also give rise to interesting effects: as it selects a specific winding sense
of the magnetic structure, spin-textures can appear that are of the same form as the skyrmions
and merons we encountered already in figure 10. Also here topology has a stabilizing effect, as
found e.g. for an Fe monolayer on Ir(111) [61]. A more detailed discussion can be found in the
contribution on complex magnetism (C4).
5.3 The magnetocrystalline anisotropy
As we discussed in the introduction, the control over the spatial orientation of spins or the mag-
netization in a crystal is a delicate, but important subject. Generally, a dependence of the total
energy of the magnetization-direction (with respect to the crystal axes) is termed a magnetic
anisotropy. This anisotropy fixes the magnetization direction w.r.t. the lattice and allows for a
stable magnetization direction in a material, which is the basis of almost all magnetic applica-
tions.
The free energy F of a system with a magnetization M can be expanded in terms of polar
and azimuthal angles, θ and φ, of the magnetization direction. This can be done either in an
expansion in spherical harmonics, or, usually, in terms of the directional cosines (α1, α2, α3) =
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(sin θ cosφ, sin θ sinφ, cos θ) of M with respect to the crystal axes. For example in a cubic
lattice, the first terms of this expansion read:
F (M) = K0 +K1(α
2
1α
2
2 + α
2
1α
2
3 + α
2
2α
2
3) +K2α
2
1α
2
2α
2
3 + . . . (35)
= K0 +
K1
64
{(3− 4 cos 2θ + cos 4θ)(1− cos 4φ) + 8(1− cos 4θ)}+
+
K2
256
(1− cos 2θ − 2 cos 4θ + cos 6θ)(1− cos 4φ) + . . .
In contrast to cubic systems, that show no single crystal axis that is non-equivalent to other
axes, tetragonal or hexagonal lattices have a unique high symmetry axis (in these cases the
c-direction). In these uniaxial systems the expansion of F is given by
F (M) = K0 +K1 sin
2 θ +K2 sin
4 θ + . . . (36)
Anisotropy constants for several materials are collected in table 1. We see, that cubic materi-
als generally have smaller K’s than uniaxial systems. This is understandable, since for cubic
systems the anisotropy constants refer to higher order expansions in the α’s than for uniaxial
systems.
Table 1: Magnetic anisotropy constants K1 and K2 for some cubic and uniaxial magnetic
materials in J/m3 at T = 4.2K (Ref. [62])
Class Material K1 K2 Symmetry
3dMetals Fe 5.2 · 104 −1.8 · 104 cub.
Co 7.0 · 105 1.8 · 105 uni.
Ni −1.2 · 105 3.0 · 104 cub.
4f Metals Gd −1.2 · 105 8.0 · 104 uni.
Tb −5.7 · 107 −4.6 · 106 uni.
Er 1.2 · 107 −3.9 · 106 uni.
Hard Magnets Sm Co5 7 · 10
6 — uni.
Nd Co5 −4 · 10
7 — uni.
Spinel Ferrites Fe3 O4 −2 · 10
4 −9 · 103 cub.
Co Fe2 O4 ≈ 10
6 — cub.
There are several interactions that can lead to a magnetic anisotropy, e.g. the dipolar interac-
tion [63] which is of substantial importance in bulk materials. In low-dimensional magnets also
other interactions that lead to magnetically anisotropic behavior can become dominant, most im-
portantly the spin-orbit coupling. We will call the contribution that results from the anisotropy
of the spin-orbit interaction here the magnetocrystalline anisotropy (MCA). It should be no-
ticed, however, that this term is also sometimes used in context of the contributions from the
dipole-dipole interaction to discriminate “continuum terms” from terms that arise due to the
discrete nature of the crystal lattice.
As mentioned shortly at the end of subsection 5.1, in a magnetic system the spin-orbit induced
splittings in a bandstructure will be influenced by the direction of the spin-quantization axis
(SQA). For example, if the easy axis is perpendicular to the surface plane, the effect of the
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Rashba-field for all surface state electrons is perpendicular to the spin direction and no addi-
tional effect is expected. This dependence on the SQA gives a small, but important contribution
to the total energy of a magnetic system since in a non-relativistic Hamiltonian there is no term
which could give a dependence of the total energy on the direction of the SQA.
If we consider a band-crossing near the Fermi level that occurs without SOC taken into account,
depending on the magnetization direction SOC might open up a gap at this crossing or not. In
the former case, it is obviously possible to gain energy that adds to the MAE. Whether a gap
opens or not depends now on the symmetry of the states that cross. Let us analyze the situation
for d-orbitals: Evidently, out of certain d-levels only orbital moments pointing in a certain
direction can be formed. E.g. a dxy and a dx2−y2 orbital can only be combined to form an
orbital moment in z direction. An orbital moment pointing in x-direction has to be formed from
electrons that can move in the (y, z)-plane, and this is impossible within only the dxy and dx2−y2
orbitals. If now two appropriate orbitals are degenerate and occupied by a single electron (and
thus forming the Fermi level), it is rather straightforward to identify the resulting direction of
the orbital moment using group theory [64]. In a metal, where several bands are crossing the
Fermi level, ǫF, it is basically the sum of all contributions from bands near ǫF that determine
the orbital moment. In second-order perturbation theory the expectation value of the orbital
moment operator L can be written as:
〈L〉 =
∑
i,j
〈ψi|L|ψj〉
〈
ψj|HˆSOC|ψi
〉
ǫi − ǫj
f(ǫi) [1− f(ǫj)] , (37)
where Hso is the spin-orbit coupling Hamiltonian and f is the Fermi function ensuring that the
wavefunction ψi is occupied and ψj is unoccupied. Van der Laan [64] has shown, that in the
absence of spin-flip terms (i.e. when the majority and minority band are well separated by the
exchange interaction), the spin-orbit coupling changes the total energy of a system in second-
order perturbation theory as:
δE =
∑
i,j
〈
ψi|HˆSOC|ψj
〉〈
ψj|HˆSOC|ψi
〉
ǫi − ǫj
f(ǫi) [1− f(ǫj)] ≈ −
1
4
ξSˆ ·
[〈
L↓
〉
−
〈
L↑
〉]
(38)
where ξ is the radial part of the spin-orbit Hamiltonian (eq. 8), Sˆ is the direction of the spin
moment, and L↓ and L↑ are the orbital moment vectors of the spin-down and spin-up bands,
respectively. If the spin-up band is completely filled, we see that energy change, δE, is propor-
tional to the size of the orbital moment and the magnetocrystalline anisotropy energy (MAE),
i.e. the difference of δE for two different magnetization directions, will be proportional to the
difference in the orbital moments. This relation between orbital moment anisotropy and MAE
was first derived by Bruno [65].
A drastic example is provided by a organometallic molecule, the Eu2(C8H8)
−1
3 ) anion (fig. 15).
If the magnetization is along the axis of the molecule, the highest occupied and lowest unoccu-
pied level can couple to form a large orbital moment (0.19µB in the DFT calculation) and the
splitting is large. Since there is a single electron in the highest occupied level, the energy gain
is large. On the other hand, if the magnetization is along the radial direction the states can not
couple and the splitting is small. The energy difference for the two spin-directions is 13.7 eV
in favor of the radial direction. In contrast, in the neutral molecule this level is unoccupied and
the easy axis is in radial direction [66]
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Fig. 15: Left: Highest occupied and lowest unoccupied levels in an Eu2(C8H8)
−1
3 anion for
magnetization is in radial direction (m‖er) and along the molecule axis (m‖ez) as schemati-
cally shown in the middle and right panels, respectively.
Practically, in a DFT calculation the magnetocrystalline anisotropy energy (MAE) can be ob-
tained from the difference of total energies from Hamiltonians including the spin-orbit coupling
term with the magnetization pointing in two different directions. Practically, one starts from a
solution Ψ0 of the Schro¨dinger equations (possibly including scalar-relativistic corrections, cf.
section 2.1), and then solves the Hamiltonian including the spin-orbit coupling term with the
spin-quantization axis turned into the required direction by means of a spin-rotation matrix U :〈
UΨ0|HˆS + ξσ · L|UΨ0
〉
=
〈
Ψ0|HˆS|Ψ0
〉
+ ξ 〈UΨ0|σ · L|UΨ0〉 =
= ε0 + ξ
〈
Ψ↑0
Ψ↓0
∣∣∣∣∣U †
(
Lz Lx − iLy
Lx + iLy −Lz
)
U
∣∣∣∣∣ Ψ
↑
0
Ψ↓0
〉
(39)
If ξ or the orbital moment is small, the last part of eq. 39 is only a small correction to the energy
ε0 obtained from the Schro¨dinger equation and the magnetization direction of the solution will
point into the direction of the spin-quantization axis described by U .
From the above equations it is clear that both, strong spin-orbit coupling and a sizable orbital
moment, L, are necessary for a large contribution to the magnetic anisotropy. But it is also nec-
essary that the spin-orbit interaction gives different energy contributions for different magneti-
zations of the sample. In principle there are two possibilities to imagine how this could happen:
(i) the orbital moment is fixed to the lattice and its projection on the axis of the spin moment
varies with the magnetization direction or (ii) the spin and orbital moments are collinear and
depending on the magnetization direction the size of the orbital moment varies. Normally, we
observe collinear spin- and orbital moments. The rotation of the orbital moment by an external
magnetic field can then lead to structural changes of the crystal. This phenomenon is called
magnetostriction and is discussed e.g. in ref. [63].
The MAE is a typically a small energy, for elemental bulk magnets it is in the order of micro-
electronvolts (µeV). This is mainly a consequence of the high symmetry in these bulk systems.
Low-dimensional systems (thin films, chains and wires) can show much higher MAE’s, up to a
few milli-electronvolts. Since other sources of magnetic anisotropy can be even smaller in these
systems, spin-orbit coupling can get very important in magnetic nanostructures.
Sometimes, in analogy to the Heisenberg Hamiltonian describing the exchange interaction in
a crystal, the spin-orbit coupling is cast into a form
∑
i ξiLiSi where i is a particular atomic
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Fig. 16: Splitting of the d levels in an atom (left) and a solid under the influence of a cubic
(octahedral) crystal field (middle). A further small deformation of the lattice (e.g. as a result
of bonding in the spinels) leads to an additional splitting (right). Single occupancy of the
remaining doubly degenerate levels can lead to the formation of an orbital moment.
site. Then, evidently, another term coupling the spin of a site i to the orbital motion at site j
is conceivable: CijLjSi. This spin-other orbit interaction is, like the dipole-dipole interaction,
derived from the Breit equation. In the Hartree approximation it was included in ab-initio
calculations but was found to be much weaker than the formerly described spin- (same) orbit
interaction [67].
Other sources of magnetic anisotropy that come from the interaction on two sites can be derived
from SOC in a way similar to our introduction of the Dzyaloshinskii-Moriya interaction: Higher
order processes of the spin-orbit scattering of conduction electrons lead to (pseudo) dipolar
interactions that introduce an anisotropy in the system [54]. Generally, these higher order terms
are very short ranged and mainly discussed in magnetic insulators where, due to the lack of a
Fermi surface, the mechanism discussed above are not effective.
5.4 Orbital moments and single-ion anisotropy
In a bulk crystal of high symmetry (e.g. fcc or bcc), most orbitals of the valence electrons
are directed in the nearest or next-nearest neighbor directions. The crystal environment of the
atom confines the electrons then to directional bonds and effectively suppresses thereby orbital
motion. Spin-orbit coupling tries to counteract this “quenching” of the orbital moments and –
in some cases – a sizable orbital moment can occur even in a bulk crystal.
As a prototypical example let us consider magnetite, Fe3O4, a classical magnetic material crys-
tallizing in the inverse spinel structure. The O2− ions form a close packed cubic lattice and 1/8
of the tetrahedral sites are occupied with Fe3+, while the remaining Fe2+ and Fe3+ ions each
occupy 1/4 of the octahedral sites. In these crystal fields, the Fe d-levels will split up in t2g
and eg levels. In the tetrahedral crystal field, the eg levels will have lower energy, while on the
octahedral sites the t2g levels will be lower in energy. While in the free atom the orbitals could
be classified according to their magnetic quantum numberm = −2,−1, 0, 1, 2, the crystal field
now forces the formation of new linear combinations to form orbitals with vanishing orbital
moment (e.g. the t2g states dyz and dzx are linear combinations of the atomic m = −1 and
m = +1 orbitals). Due to a small trigonal deformation, the t2g levels show an additional split-
ting in the spinel structure (cf. figure 16). Assuming that the Fe3+ ions have a d5 configuration
and this half filled d shell corresponds to a zero orbital moment, these atoms will not contribute
much to the magnetocrystalline anisotropy. In Fe2+, the additional electron will occupy the
lowest, split-of level of the t2g states. When we substitute Fe by Co, we have another d-electron
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Fig. 17: Left: hcp crystal with a 4f
wavefunction with |m| = 3. As in bulk
Tb, the easy axis is in the close-packed
planes. The absolute values of some
other f wavefunctions are shown on
the right.
that can now occupy the remaining, doubly degenerate t2g-like states. Since this electron is not
involved in bonding, these states can now again form linear combinations with considerable or-
bital moments in a specific direction. As has been shown by Slonczewski [68], it is this orbital
moment that leads to the pronounced difference in the magnetic anisotropy between magnetite
and CoFe2O4 (cf. table 1).
For a given system it is often hard to tell which kind of effect, the dipole - dipole or the spin-
orbit interaction, will give the major contribution to the anisotropy energy. For systems with
very small orbital moment, like bulk Eu that has a half-filled 4f shell (S = 7/2, L = 0) and
only s-electrons in the conduction band, the spin-orbit interaction is weak (as can be inferred
already from the fact that bcc Eu has a spin-spiral magnetic ground state). Therefore, the shape
anisotropy is likely to dominate except for spherical or elliptical samples that can be easily
magnetized in all different directions. Gd, too, has a half-filled 4f shell, but one d-electron
more than Eu. Its magnetic anisotropy is also small, but due to the additional d-electron the
ordering temperature is much higher than in Eu. With again one more electron, hcp Tb has an
orbital moment of L = 3 and there is no easy way to change the magnetization direction of a
Tb crystal except for heating it up beyond the Curie-temperature and cooling under an external
field in a symmetry-equivalent direction. In the compressed hcp lattice of Tb (c/a = 1.59) the
flat, pancake-like minority 4f electron is locked in the crystal lattice [69] and the easy axis is
parallel to the b-axis (fig. 17. This strong anisotropy, that can be regarded as coming from a
single atom is often referred to as single-ion anisotropy.
From the above discussion it should be clear, that orbital effects are most efficiently quenched in
a bulk-like environment. There, the coordination is highest and high symmetry can additionally
reduce the magnetic anisotropy. But in (quasi) low-dimensional systems like thin films, chains
and wires, or adatoms on a substrate spin-orbit coupling will be of much higher importance and
large anisotropies can be expected.
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One of the profound Surprises in Theoretical Physics [1] is that magnetism is an inherently
quantum mechanical effect. Classically, magnetic moments originate from electric currents: A
current density ~j(~r ) generates a magnetic moment
~µ =
1
2
∫
~r ×~j d3r . (1)
These moments interact via the dipole-dipole interaction. The magnetostatic interaction energy
between two dipoles at a distance R, Rˆ being the unit-vector from the position of the first to
that of the second dipole,
∆E =
µ0
4pi
~µ1 · ~µ2 − 3(Rˆ · ~µ1)(Rˆ · ~µ2)
R3
=
~µ1 · ~µ2 − 3(Rˆ · ~µ1)(Rˆ · ~µ2)
4piε0c2 R3
(2)
depends on their distance and relative orientation. This can, however, not be the origin of the
magnetism found in actual materials: In a classical system charges cannot flow in thermody-
namic equilibrium, the celebrated Bohr-van Leeuwen theorem, and hence there are no magnetic
moments to begin with [2].
In quantum mechanics, however, non-vanishing charge currents in the ground state are not
uncommon: An electron in state Ψ(~r ) corresponds to a current density
~j(~r ) = − e~
2ime
(
Ψ(~r )∇Ψ(~r )−Ψ(~r )∇Ψ(~r )
)
(3)
which, for complex wave function Ψ(~r ), is usually non-vanishing. According to (1) it produces
a magnetic moment proportional to the expectation value of the angular momentum
~µL = − e~
2me
〈~L 〉 = −µB 〈~L 〉 . (4)
The constant of proportionality is the Bohr magneton µB. In particular, an atomic orbital
|n, l,m〉 has a magnetic moment proportional to the magnetic quantum number ~µ = −µBm zˆ.
Also the electron spin ~S carries a magnetic moment
~µS = −geµB 〈~S 〉 . (5)
The constant of proportionality between spin and magnetic moment differs from that between
orbital momentum and moment by the gyromagnetic ratio g0. Dirac theory gives ge = 2, which
is changed to ge ≈ 2.0023 . . . by QED corrections.
Atomic moments are thus of the order of µB. For two such moments at a distance of 1 A˚ the
magnetostatic energy (2) is of the order of 0.05 meV, corresponding to a temperature of less
than 1 K. Therefore, magnetic ordering which, e.g., in magnetite (Fe3O4), persists till about
860 K, must originate from an interaction other than the magnetostatic interaction of dipoles.
Indeed, it is the interplay of electronic properties which are apparently unrelated to magnetism,
the Pauli principle in combination with the Coulomb repulsion (Coulomb exchange) as well
as the hopping of electrons (kinetic exchange) that leads to an effective coupling between the
magnetic moments in a solid.
The basic mechanisms of the exchange coupling are quite simple: Since many-body wave func-
tions must change sign under the permutation of Fermions, electrons of the same spin cannot be
at the same position. Electrons of like spin thus tend to avoid each other, i.e., the probability of
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finding them close to each other tends to be lower than for electrons of opposite spin (exchange
hole). In that sense the Coulomb energy between two electrons depends on their relative spins.
By this argument, aligning electron spins tends be energetically favorable. This Coulomb ex-
change is the basis of Hund’s first rule. When more than one atom is involved, electrons can
hop from one site to the neighbor. This kinetic term is, again, modified by the Pauli principle, as
the hopping to an orbital on its neighboring atom will only be possible, if there is not already an
electron of the same spin occupying that orbital and by the Coulomb repulsion among the elec-
trons. This is the idea of kinetic exchange. When Coulomb exchange and kinetic terms work
together we speak of double exchange. In that case the electron-hopping serves to mediate the
spin-correlation created on an atom to its neighbors.
Exchange mechanisms are idealizations of characteristic situations found in real materials. As
such they are approximations, but they afford a simplification of the complicated realistic de-
scription, which provides a good basis for thinking about the relevant effects in a real material.
We will start by discussing the effect of Coulomb exchange matrix elements (Sec. 1). To keep
things simple, we will discuss a two-orbital model and only mention atomic multiplets and
Hund’s rule, while the full Coulomb vertex is discussed in the lecture of R. Eder in [3]. Next we
turn to exchange mechanisms involving also hopping (Sec. 2). We start by looking at the a sim-
ple two-site model with two electrons. Focussing on the limit of strong electronic correlations
(Coulomb repulsion dominating electron hopping), we introduce the method of downfolding
to derive an effective Hamiltonian in which an explicit coupling of the electron spins appears.
While conceptually simple, this direct exchange mechanism is rarely found in real materials.
There hopping between correlated orbitals is usually mediated by a weakly correlated orbital.
This is the superexchange mechanism. The derivation is very similar to that of kinetic exchange.
However, the number of states involved, makes explicit book-keeping tedious. To simplify our
work, we introduce second quantization as a simple notation of many-electron states. This
also enables us to easily discuss double exchange, which combines direct exchange on an atom
with coupling to the neighbors via electron hopping. Examples are the superexchange between
transition metal atoms bridged by an oxygen at a right angle, which arises from the Coulomb
exchange on the oxygen, as well as the exchange in mixed-valence compounds. The competi-
tion between kinetic and double exchange is described by the Goodenough-Kanamori rules. For
lack of space we will not discuss the mixed-valence double exchange or the exchange mecha-
nisms leading not only to an ordering of spins but to orbital-ordering. These are discussed in
my lecture in [3], from which most of the present chapter is drawn.
How exchange gives rise to an effective coupling of momenta is most easily shown for single-
or two-site models. To see how these results carry over to solids, we consider the case of direct
exchange (Sec. 3). Starting from the Hubbard model we show how taking the limit of strong
correlations leads to the t-J-model, which, for half-filling, simplifies to the Heisenberg model.
Here we can, of course only discuss the simples of model Hamiltonians describing extended
systems. With physical intuition and modern methods it is nowadays possible to construct ac-
curate model Hamiltonians to describe real materials. The state-of-the-art for the construction
of such realistic models and their solution is the LDA+DMFT approach. The physical ideas be-
hind this advanced toolbox for treating complex materials and their implementation on modern
supercomputers is the subject of the lectures in [4].
We finish by giving a more systematic introduction to the technique of second quantization
that formalizes the heuristic approach taken in the preceding sections. This part is taken from
my lecture in [5], which discusses the consequences of the indistinguishability of elementary
particles in much more detail.
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1 Coulomb exchange
The Coulomb repulsion between electrons,
HU =
∑
i<j
1
|~ri − ~rj| , (6)
is manifestly spin-independent. Nevertheless, because of the antisymmetry of the many-electron
wave function, the eigenenergies of HU depend on the spin. This is the basis of the multiplet
structure in atoms and of Hund’s first two rules.
To understand the mechanism of this Coulomb exchange we consider a simple two-electron
model. In the spirit of tight-binding (see the lecture of E. Pavarini [6]), we assume that we
have solved the two-electron Hamiltonian H0, replacing the interaction term HU , e.g., as a self-
consistent potential
∑
i U(~ri), obtaining an orthonormal set of one-electron eigenstates φα(~r )
with eigenvalues εα. We now ask for the effect of re-introducing the interactionHU−
∑
i U(~ri).
The largest effect we will find for states that are degenerate.
Let us consider two orbitals α = a, b. Then the two-electron Slater determinants with spins σ
and σ′
Ψa,σ; bσ′(~r1, s1; ~r2, s2) =
1√
2
∣∣∣∣ φa(~r1) σ(s1) φa(~r2) σ(s2)φb(~r1)σ′(s1) φb(~r2)σ′(s2)
∣∣∣∣ (7)
=
1√
2
(
φa(~r1)φb(~r2) σ(s1)σ
′(s2)− φb(~r1)φa(~r2) σ′(s1)σ(s2)
)
are degenerate eigenstates of H0 with eigenvalue εa + εb, independent of the spin orientations.
To see how this degeneracy is lifted, we calculate the matrix elements of HU in the basis of the
Slater determinants Ψa,σ; bσ′ .
When both electrons have the same spin (σ = σ′), we can factor out the spin functions
Ψa,σ; bσ =
1√
2
(
φa(~r1)φb(~r2)− φb(~r1)φa(~r2)
)
σ(s1)σ(s2) (8)
and obtain〈
Ψa,σ; b,σ
∣∣∣∣ 1|~r1 − ~r2|
∣∣∣∣Ψa,σ; b,σ〉 = 12 (Uab − Jab − Jba + Uba) = Uab − Jab (9)
where the direct terms are the Coulomb integral
Uab =
∫
d3r1
∫
d3r2
|φa(~r1)|2 |φb(~r2)|2
|~r1 − ~r2| (10)
while the cross terms give the exchange integral
Jab =
∫
d3r1
∫
d3r2
φa(~r1)φb(~r1) φb(~r2)φa(~r2)
|~r1 − ~r2| . (11)
For the states where the electrons have opposite spin (σ′ = −σ)〈
Ψa,σ; b,−σ
∣∣∣∣ 1|~r1 − ~r2|
∣∣∣∣Ψa,σ; b,−σ〉 = Uab (12)
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the diagonal matrix element has no exchange contribution, as the overlap of the spin functions
for the cross terms vanish. There are however off-diagonal matrix elements〈
Ψa↑; b↓
∣∣∣∣ 1|~r1 − ~r2|
∣∣∣∣Ψa↓; b↑〉 = −Jab . (13)
Since HU does not change the spins, these are the only non-zero matrix elements. In the basis
of the states Ψ↑↑, Ψ↑↓, Ψ↓↑ and Ψ↓↓ the Coulomb term is thus given by
HU =

Uab − Jab 0 0 0
0 Uab −Jab 0
0 −Jab Uab 0
0 0 0 Uab − Jab
 . (14)
The triplet states Ψ↑↑ and Ψ↓↓ are obviously eigenstates of HU with eigenenergy
∆εtriplet = Uab − Jab . (15)
Diagonalizing the 2 × 2 submatrix, we obtain the third triplet state (Ψ↑↓ + Ψ↓↑)/
√
2 and the
singlet state (Ψ↑↓ −Ψ↓↑)/
√
2
1√
2
(Ψ↑↓ −Ψ↓↑) = 1√
2
(
φa(~r1)φb(~r2) + φb(~r1)φa(~r2)
) 1√
2
(
|↓↑〉 − |↑↓〉
)
(16)
with energy
∆εsinglet = Uab + Jab . (17)
To see whether the triplet or the singlet is lower in energy, we need to know the sign of the
exchange matrix element. While the Coulomb integral Uab, having a positive integrand, is
obviously positive, it is less obvious that also Jab > 0. Introducing Φ(~r ) = φa(~r )φb(~r ) and
rewriting the integral using the convolution theorem as well as the Fourier transform of 1/r, we
obtain [7, 8]:
Jab =
∫
d3r1 Φ(~r1)
∫
d3r2
1
|~r1 − ~r2| Φ(~r2)︸ ︷︷ ︸
=
∫
dk eikr14pi/k2Φ(k) /(2pi)3
(18)
=
1
(2pi)3
∫
d3k
∫
d3r1 e
i~k·~r1Φ(~r1)︸ ︷︷ ︸
=Φ(−k)
Φ(~k )
4pi
k2
(19)
=
1
(2pi)3
∫
d3k |Φ(~k )|2 4pi
k2
> 0 (20)
Thus the triplet states are below the singlet state by an energy 2Jab. If the φα are degenerate
atomic orbitals, this is an example of Hund’s first rule: For an atomic shell, the lowest state will
have maximum spin.
Since HU only contains interactions within the system of electrons, it commutes with the total
orbital momentum [HU , ~Ltot] = 0. Obviously it also commutes with the total spin ~Stot. The
eigenstates of H0 + HU can thus be classified by their quantum numbers L and S. These
terms are written as 2S+1L. For p- and d-shells they are listed in table 1. Hund’s rules give
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Fig. 1: Angular momenta of the Hund’s rules ground state 2S+1LJ for d-shells.
the multiplet term with the lowest energy: For a given shell, this lowest state has the largest
possible spin (Hund’s first rule). If there are several terms of maximum multiplicity, the one
with lowest energy has the largest total orbital momentum (Hund’s second rule). There is a
third Hund’s rule, which, however, is not related with the electron-electron repulsion but with
spin-orbit coupling: Within L-S coupling HSO splits the atomic orbitals into eigenstates of
the total angular momentum ~J = ~Ltot + ~Stot. The multiplets 2S+1L thus split into 2S+1LJ .
The term with the lowest energy is the one with smallest J if the shell is less than half-filled
and largest J if it is more than half-filled (Hund’s third rule). These rules are illustrated for
d-shells in Fig. 1. A more detailed discussion of multiplet effects and the Coulomb interaction
in atomic-like systems is given in the lectures [9, 6] and in [10]
s 2S
p1 or p5 2P
p2 or p4 1S 1D 3P
p3 2P 2D 4S
d1 or d9 2D
d2 or d8 1S 1D 1G 3P 3F
d3 or d7 2P
2×
2D 2F 2G 2H 4P 4F
d4 or d6
2×
1S
2×
1D 1F
2×
1G 1I
2×
3P 3D
2×
3F 3G 3H 5D
d5 2S 2P
3×
2D
2×
2F
2×
2G 2H 2I 4P 4D 4F 4G 6S
Table 1: Atomic multiplets for open s-, p-, and d-shells. For terms that appear multiple times
the number of distinct terms is indicated. The Hund’s rules ground state is indicated in bold.
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2 Kinetic exchange
When electron-hopping plays the main role in the exchange mechanism, we speak of kinetic
exchange. In contrast to Coulomb exchange the resulting interactions are usually antiferro-
magnetic, i.e., they prefer antiparallel spins. The physical principle of kinetic exchange can be
understood in a simple two-site system. We discuss this problem in some detail and introduce
two key concept along the way: downfolding and second quantization. More realistic exchange
mechanisms are then natural generalizations of this simple mechanism [11, 12, 13].
2.1 A toy model
As a toy model, we consider the minimal model of an H2 molecule. We restrict ourselves to
two (orthogonal) orbitals, φ1 and φ2, separated by some distance. If we add an electron to the
system, that electron will be able to move between the two orbitals, with a matrix element −t.
Because we allow the electron to only occupy two s-orbitals, the Hamiltonian is a 2× 2 matrix
H =
(
0 −t
−t 0
)
. (21)
This tight-binding Hamiltonian is easily diagonalized giving the linear combinations
φ± =
1√
2
(
φ1 ± φ2
)
(22)
as eigenstates with eigenenergies ε± = ∓t. We have written the hopping matrix element as −t,
so that for t > 0 the state without a node, φ+, is the ground state.
Pictorially we can write the basis states by specifying which orbital the electron occupies. For
a spin-up electron we then write
φ1 = |↑ , · 〉 and φ2 = | · , ↑ 〉 (23)
where we now represent the basis states by where the electron is located.
If there are two electrons in the system, i.e., one electron per orbital, we can again use basis
states which just specify, which orbitals the electrons occupy. For two electrons of opposite
spin we then find two states where the electrons are in different orbitals
|↑ , ↓ 〉 |↓ , ↑ 〉 “covalent states”
and two states where the electrons are in the same orbital
|↑↓ , · 〉 | · , ↑↓〉 “ionic states”.
In this basis the Hamiltonian matrix for our simple model of the H2 molecule has the form
H =

0 0 −t −t
0 0 +t +t
−t +t U 0
−t +t 0 U

|↑ , ↓ 〉
|↓ , ↑ 〉
|↑↓ , · 〉
| · , ↑↓〉
(24)
As before, moving an electron to a neighboring orbital gives a matrix element −t, with an
additional sign when the order of the electrons is changed (Fermi statistics!). For the ionic states,
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Fig. 2: Spectrum of the two-site Hubbard model as a function of U . For large U there are two
levels with energy close to zero. Their energy difference corresponds to the exchange energy.
The remaining two states with ionic character have an energy roughly proportional to U .
where both electrons are in the same orbital, we have the Coulomb matrix element U . Coulomb
matrix elements involving electrons on different sites are, for reasonably large distance between
the sites, negligible. So there is no Coulomb exchange, just the local Coulomb repulsion in our
model. Diagonalizing H we find the energy spectrum and the corresponding eigenstates:
ε± =
U
2
±
√
U2 + 16 t2
2
, Ψ± =
(
|↑ , ↓ 〉 − |↓ , ↑ 〉 − ε±
2t
[ |↑↓ , · 〉+ | · , ↑↓〉 ])√
2 + ε2±/(2t2)
εcov = 0 , Ψcov =
1√
2
(
|↑ , ↓ 〉+ |↓ , ↑ 〉
)
εion = U , Ψion =
1√
2
(
|↑↓ , · 〉 − | · , ↑↓〉
)
The eigenenergies as a function of U are shown in figure 2.
2.2 Direct exchange
Again, we have found that the energy of two-electron states depends on the relative spin of the
electrons. To understand this more clearly we analyze the limit when U is much larger than t.
From Fig. 2 we see that there are two states with energies that increase with U . They are the
states Ψion and Ψ+ that have considerable contributions of the ionic states. Then there are two
states whose energy is close to zero. They are the states that have mainly covalent character.
To find the energy and the character of these levels in the limit U → ∞ we can just expand
ε− → −4t2/U and ε+ → U + 4t2/U . We thus see that while the purely covalent state, the
spin-triplet state Ψcov, is independent of U , Ψ− has a slightly lower energy due to some small
admixture of the ionic states. In the limit U → ∞ it becomes the maximally entangled state
(|↑ , ↓ 〉 − |↓ , ↑ 〉)/√2. We see that for large U , Ψ− cannot be expressed, even approximately,
as a Slater determinant, see also Sec. 2.4. This is the reason why strongly correlated systems
are so difficult to describe.
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direct exchange
Fig. 3: Simple picture of direct exchange: The antiparallel alignment of the spins (left) is
favored, since it allows the electrons to hop to the neighboring site. For parallel spins (right)
hopping is suppressed by the Pauli principle.
A more instructive method to analyze the large-U limit, which can readily be generalized to
more complex situations, where we can no longer diagonalize the full Hamiltonian, is the down-
folding technique. The mathematical background is explained in the appendix. The idea of
downfolding is to partition the Hilbert space into parts that are of interest, here the low-energy
convalent type states, and states that should be projected out, here the high-energy ionic states.
With this partitioning we can view the Hamitonian matrix (24) as built of 2 × 2 submatrices.
Calculating the inverse on the space of covalent states (see Eqn. (90) in the appendix) we find
an effective Hamiltonian which now operates on the covalent states only:
Heff(ε) =
( −t −t
+t +t
)(
ε− U 0
0 ε− U
)−1( −t +t
−t +t
)
≈ −2t
2
U
(
1 −1
−1 1
)
. (25)
In the last step we have made an approximation by setting ε to zero, which is roughly the energy
of the states with covalent character.
The process of eliminating the ionic states thus gives rise to an effective interaction between
the covalent states, which was not present in the original Hamiltonian (24). Diagonalizing the
effective Hamiltonian, we find
εs = −4t
2
U
, Ψs =
1√
2
(
|↑ , ↓ 〉 − |↓ , ↑ 〉
)
εt = 0 , Ψt =
1√
2
(
|↑ , ↓ 〉+ |↓ , ↑ 〉
)
These states correspond to the singlet and triplet states in the hydrogen molecule. Here the
singlet-triplett splitting is 2Jdirect = −4t2/U . The other states in the triplet are those with two
electrons of parallel spin: | ↑ , ↑ 〉 and | ↓ , ↓ 〉. They, of course, also have energy zero, as
hopping is impossible due to the Pauli principle.
To understand the nature of the effective interaction in the low-energy Hamiltonian we observe
that the off-diagonal matrix elements in (25) correspond to flipping the spin of both electrons
(“exchange”). Remembering that
~S1 · ~S2 = Sz1Sz2 +
1
2
(
S+1 S
−
2 + S
−
1 S
+
2
)
(26)
we see that the effective interaction will contain a spin-spin coupling term.
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2.3 Second quantization for pedestrians
A more systematic way for obtaining the form of the effective interaction is by using second
quantization, which will also help us simplify our notation. In second quantization we use
operators to specify in which orbital an electron is located. As an example, c†1,↑ puts a spin-up
electron in orbital φ1. Denoting the system with no electrons by |0〉, the basis states that we
have considered so far are written as
|↑ , · 〉 = c†1↑|0〉
| · , ↑ 〉 = c†2↑|0〉
for the single-electron states, and
|↑ , ↓ 〉 = c†2↓c†1↑|0〉
|↓ , ↑ 〉 = c†2↑c†1↓|0〉 (27)
|↑↓ , · 〉 = c†1↓c†1↑|0〉
| · , ↑↓〉 = c†2↓c†2↑|0〉
for the two-electron states. In order to describe the hopping of an electron from one orbital to
another, we introduce operators that annihilate an electron. For example c1↑ removes a spin-up
electron from orbital φ1. The hopping of an up electron from φ1 to φ2 is thus described by the
operator c†2↑c1↑ that first takes an electron out of orbital 1 and then creates one in orbital 2. The
Hamiltonian for a spin-up electron hopping between two orbitals can thus be written as
H = −t
(
c†1↑c2↑ + c
†
2↑c1↑
)
. (28)
Calculating the matrix elements with the single-electron basis states, we recover the matrix (21).
For the calculation we need to know that the operators that describe the electrons anticommute.
This reflects the fact that a many-electron wave function changes sign when two electrons are
exchanged. Using the notation {a, b} = ab+ ba we have{
ciσ, cjσ′
}
= 0
{
c†iσ, c
†
jσ′
}
= 0
{
ciσ, c
†
jσ′
}
= δi,jδσ,σ′
Moreover, trying to annihilate an electron in a state where there is no electron, results in zero:
ciσ|0〉 = 0. Finally, as the notation implies, c†iσ is the adjoint of ciσ and 〈0|0〉 = 1.
To describe the Coulomb repulsion between two electrons in the same orbital we use that
niσ = c
†
iσciσ returns 0 when operating on a basis state with no spin-σ electron in orbital φi,
and has eigenvalue 1 for a basis state with a spin-σ electron in orbital φi. It is thus called the
occupation-number operator. The Coulomb repulsion in orbital φ1 is then described by the op-
erator Un1↑n1↓, which is non-zero only when there is a spin-up and a spin-down electron in φ1.
The Hamiltonian for our two-orbital model, where both up- and down-spin electrons can hop,
and including the Coulomb repulsion for two electrons in the same orbital, is thus given by
H = −t
(
c†1↑c2↑ + c
†
2↑c1↑ + c
†
1↓c2↓ + c
†
2↓c1↓
)
+ U
(
n1↑n1↓ + n2↑n2↓
)
= −t
∑
i,j,σ
c†jσciσ + U
∑
i
ni↑ni↓ . (29)
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You should convince yourself that when you calculate the matrix elements for the two-electron
states, you recover the matrix (24). The great advantage of writing the Hamiltonian in second-
quantized form is that it is valid for any number of electrons, while the matrix form is restricted
to a particular number of electrons.
Coming back to the effective Hamiltonian (25), we can rewrite Heff in second quantized form:
Heff = −2t
2
U
(
c†2↑c
†
1↓c1↓c2↑ − c†2↓c†1↑c1↓c2↑ − c†2↑c†1↓c1↑c2↓ + c†2↓c†1↑c1↑c2↓
)
(30)
= −2t
2
U
(
c†1↓c1↓c
†
2↑c2↑ − c†1↑c1↓c†2↓c2↑ − c†1↓c1↑c†2↑c2↓ + c†1↑c1↑c†2↓c2↓
)
Looking at equation (95) in the appendix we see that the spin operators are given in second
quantization by
Sxi =
1
2
(
c†i↑ci↓ + c
†
i↓ci↑
)
Syi = −
i
2
(
c†i↑ci↓ − c†i↓ci↑
)
Szi =
1
2
(
ni↑ − ni↓
)
. (31)
From this we find (after some calculation) that the effective Hamiltonian can be written in terms
of the spin operators
Heff =
4t2
U
(
~S1 · ~S2 − n1 n2
4
)
. (32)
To conclude, we again find that the completely spin-independent Hamiltonian (29), in the limit
of large U , gives rise to a spin-spin interaction. Since the exchange coupling J = 4t2/U
is positive, states with antiparallel spins have lower energy. Thus direct exchange leads to
antiferromagnetism.
It is important to realize that the singlet-triplet splitting for the effective Hamiltonian really
arises from the admixture of ionic states into the singlet. By downfolding we eliminate the
high-energy ionic states, i.e., charge fluctuations, from our Hilbert space. The eliminated states
then give rise to an effective spin-spin interaction on the new reduced low-energy Hilbert space.
We must therefore keep in mind that, when working with the effective Hamiltonian (32), we are
considering slightly different states than when working with the original Hamiltonian (29).
2.4 Mean-field treatment
To conclude our discussion of the simplest kinetic exchange mechanism, it is instructive to
consider the results of a mean-field treatment. For the two-electron Hamiltonian (24) it is
straightforward to find the Hartree-Fock solution by directly minimizing the energy expec-
tation value for a two-electron Slater determinant. The most general ansatz is a Slater de-
terminant constructed from an orbital φ(θ↑) = sin(θ↑)φ1 + cos(θ↑)φ2 for the spin-up, and
φ(θ↓) = sin(θ↓)φ1 + cos(θ↓)φ2 for the spin-down electron:
|Ψ(θ↑, θ↓)〉 =
(
sin(θ↓) c
†
1↓ + cos(θ↓) c
†
2↓
) (
sin(θ↑) c
†
1↑ + cos(θ↑) c
†
2↑
)
|0〉 . (33)
Translating the second quantized states via (27) into the basis used for writing the Hamiltonian
matrix (24), we find the expectation value
〈Ψ(θ↑, θ↓)|H|Ψ(θ↑, θ↓)〉 = −2t (sin θ↑ sin θ↓ + cos θ↑ cos θ↓) (cos θ↑ sin θ↓ + sin θ↑ cos θ↓)
+U
(
sin2 θ↑ sin2 θ↓ + cos2 θ↑ cos2 θ↓
)
. (34)
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Fig. 4: Energy expectation value for a Slater determinant Ψ(θ, pi/2−θ) forU=0, t, 2t, . . . , 6t.
When U ≤ 2t the minimum is at θ = pi/4. This is the Hartree-Fock solution with the bonding
orbitals φ+ occupied. For U ≥ 2t, θ = pi/4 is still an extremal point (restricted Hartree-Fock
solution), but an energy minimum is only attained when the symmetry is broken (unrestricted
Hartree-Fock solution).
If the Slater determinant respects the symmetry of the molecule under the exchange of sites
(mirror symmetry of the H2 molecule), it follows that the Hartree-Fock orbitals for both spins
are the bonding state φ+ (θ = pi/4). This is the restricted Hartree-Fock solution. The corre-
sponding energy is E(pi/4, pi/4) = −2t + U/2. The excited states are obtained by replacing
occupied orbitals φ+ with φ−. Alltogether we obtain the restricted Hartree-Fock spectrum
E( pi/4, pi/4) = −2t+ U/2
E( pi/4,−pi/4) = U/2
E(−pi/4, pi/4) = U/2
E(−pi/4,−pi/4) = 2t+ U/2
(35)
Comparing to the energy for a state with both electrons of the same spin (E = 0), we see that
there is no spin-triplet, i.e., Hartree-Fock breaks the spin symmetry. The states (35) are spin-
contaminated [14]. Even worse, the Hartree-Fock ground state, and consequently all the states,
are independent of U . The weight of the ionic states is always 1/2, leading to an increase of the
energy with U/2.
To avoid this, we can allow the Hartree-Fock solution to break the symmetry of the molecule
(unrestricted Hartree-Fock), putting, e.g., more of the up-spin electron in the orbital on site 1
and more of the down-spin electron in orbital 2. For U < 2t this does not lead to a state of
lower energy. For larger U there is a symmetry-broken ground state
ΨUHF = Ψ(θ, pi/2− θ) with θ(U) = pi
4
± 1
2
arccos
(
2t
U
)
. (36)
Its energy is EUHF = −2t2/U . This looks similar to the singlet energy εs, however, with a
different prefactor. Still there is no triplet state (spin contamination) and, for U → ∞, the
overlap with the true singlet ground state goes to |〈ΨUHF |Ψ−〉|2 = 1/2. In an extended system
the breaking of the symmetry implies long-range order.
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Fig. 5: In superexchange an oxygen p-orbital mediates the exchange interaction between two
transition-metal d-orbitals.
2.5 Superexchange
For the direct exchange mechanism discussed above, it is crucial that there is hopping between
the orbitals. These orbitals are typically localized d-orbitals of transition-metals. However,
direct exchange cannot explain the antiferromagnetism of most transition-metal compounds:
Since the d-orbitals are so localized, hopping can only occur between orbitals on different atoms
that are very close to each other. But most antiferromagnetic insulators are transition-metal
oxides, so that the transition-metal cations are separated by large oxygen anions. In such a
situation, shown in figure 5, direct hopping between the d-orbitals is very unlikely. The concept
of direct exchange can, however, be extended to these cases by taking into account hopping via
the intermediate p-orbital. This mechanism is called superexchange.
To understand superexchange, we consider two d-orbitals with an oxygen p-orbital in between.
We introduce the operator c†iσ, which creates a spin-σ electron in the d-orbital at site i, where
i = 1 denotes the d-orbital on the left and i = 2 the one on the right (see figure 5). Likewise
c†pσ creates an electron in the p-orbital. The energy of an electron in a d- or p-orbital is εd and
εp, respectively. The Coulomb repulsion between two electrons in a d-orbital is Ud, while we
neglect the repulsion between electrons in the p-orbital. Finally, −tpd is the hopping between p
and d orbitals. The Hamiltonian for the system of figure 5 is then given by
H =
∑
σ
(
εd
∑
i
niσ + εp npσ − tpd
∑
i
(
c†iσcpσ + c
†
pσciσ
))
+ Ud
∑
i
ni↑ni↓ . (37)
In the absence of hopping, the ground state will have singly occupied d-orbitals, corresponding
to a positively charged transition-metal ion, and a doubly occupied p-orbital, corresponding to
an O2− ion. To study a possible coupling between the spins on the d-orbitals, we first look at
the case where both d-spins point upwards (see the far right of Fig. 6). The Hamiltonian matrix
in the corresponding Hilbert space is then given by
H =
 0 tpd tpdtpd Ud + ∆pd 0
tpd 0 Ud + ∆pd
 c
†
2↑c
†
p↓c
†
p↑c
†
1↑|0〉
c†2↑c
†
p↑c
†
1↓c
†
1↑|0〉
c†2↓c
†
2↑c
†
p↑c
†
1↑|0〉
(38)
where we have chosen 2(εp + εd) as the zero of our energy scale and defined ∆pd = εd − εp.
The basis states of the Hilbert space are given on the right and the lines indicate the partitioning
of the Hilbert space for downfolding. The effective Hamiltonian for parallel spins on d-orbitals
is then
Heff = (tpd, tpd)
(
ε− (Ud + ∆pd) 0
0 ε− (Ud + ∆pd)
)(
tpd
tpd
)
≈ − 2t
2
pd
Ud + ∆pd
(39)
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superexchange
Fig. 6: Simple picture of superexchange. Here the orbital on the central site is different from
the orbitals on the sides. Typically, in the center there is a oxygen p-orbital coupling two d-
orbitals. This situation is illustrated in Fig. 5. For antiparallel spins on the d-orbitals there
are two ways that two consecutive hopping processes are possible. For parallel spins the Pauli
principle suppresses the second hopping process.
where in the last step we have set ε to zero.
For antiparallel spins the Hilbert space is nine-dimensional. We sort the basis states into groups
that are connected by the hopping of one electron. Starting from the two states with singly
occupied d-orbitals, the second group has one of the p-electrons transfered to a d-orbital, leading
to one doubly occupied d, while the last group has a second electron hopped, leading to either
an empty p- or an empty d-orbital. The corresponding Hamiltonian matrix is
0 0 +tpd +tpd 0 0 0 0 0
0 0 0 0 +tpd +tpd 0 0 0
+tpd 0 Ud + ∆pd 0 0 0 −tpd 0 −tpd
+tpd 0 0 Ud + ∆pd 0 0 0 −tpd −tpd
0 +tpd 0 0 Ud + ∆pd 0 +tpd 0 +tpd
0 +tpd 0 0 0 Ud + ∆pd 0 +tpd +tpd
0 0 −tpd 0 +tpd 0 Ud 0 0
0 0 0 −tpd 0 +tpd 0 Ud 0
0 0 −tpd −tpd +tpd +tpd 0 0 2(Ud + ∆pd)

c†2↓c
†
p↓c
†
p↑c
†
1↑|0〉
c†2↑c
†
p↓c
†
p↑c
†
1↓|0〉
c†2↓c
†
p↑c
†
1↓c
†
1↑|0〉
c†2↓c
†
2↑c
†
p↓c
†
1↑|0〉
c†2↑c
†
p↓c
†
1↓c
†
1↑|0〉
c†2↓c
†
2↑c
†
p↑c
†
1↓|0〉
c†p↓c
†
p↑c
†
1↓c
†
1↑|0〉
c†2↓c
†
2↑c
†
p↓c
†
p↑|0〉
c†2↓c
†
2↑c
†
1↓c
†
1↑|0〉
Downfolding the high energy states with at least one doubly occupied d-orbital, setting ε = 0
and expanding in 1/Ud (remembering (A + ∆)−1 ≈ A−1(1 − ∆A−1)), which is equivalent to
second-order perturbation theory, leads to
Heff = H00 + T01
(
ε− (H11 + T12 (ε−H22)−1 T21))−1 T10
≈ H00 − T01H−111 T10 − T01H−111 T12H−122 T21H−111 T10 (40)
= − 2t
2
pd
Ud + ∆pd
(
1 0
0 1
)
− 2t
4
pd
(Ud + ∆pd)2
(
1
Ud
+
1
Ud + ∆pd
)(
1 −1
−1 1
)
. (41)
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The first term is the same as for parallel spins (39). The additional term is of the same type
as that found for the direct exchange mechanism. Again, it can be written in terms of spin
operators. In the present case they are the spin operators for the d-orbitals, while the p-orbital
does no longer appear in the spin Hamiltonian. The spin coupling is now given by
J =
4t4pd
(Ud + ∆pd)2
(
1
Ud
+
1
Ud + ∆pd
)
, (42)
which reflects that the superexchange mechanism involves four hopping processes (see Fig. 6),
while direct exchange only involves two hoppings (see Fig. 3). The hopping process involving
only a single doubly occupied d-orbital (middle of Fig. 6) is a generalization of the simple direct
exchange with an effective hopping teff = t2pd/(Ud + ∆pd) between the d-orbitals and gives the
first term, 4t2eff/Ud, in (42), while the hopping process involving two occupied d-orbitals (left in
Fig. 6) gives the second term 4t4pd/(Ud + ∆pd)
3.
2.6 Ferromagnetic superexchange
In the discussion of superexchange we have, so far, assumed that the oxygen ion lies between
the two d-orbitals. This 180o geometry is shown on the left of Fig. 7. The situation is quite
different, when the oxygen forms a 90o bridge between the two d-orbitals, see the right of
Fig. 7. By symmetry, there is only hopping between the d- and the p-orbital that point towards
each other (see, e.g., the discussion of the Slater-Koster integrals in the lecture of E. Pavarini in
[3]). As there is also no hopping between the p-orbitals on the same site, the Hamiltonian for
the system separates into two parts, one involving only the d orbital on site 1 and the px orbital
and the other only involving d on site 2 and py, e.g.:
H1 =
(
0 +tpd
+tpd Ud + ∆pd
)
c†x↓c
†
x↑c
†
1↓|0〉
c†x↓c
†
1↓c
†
1↑|0〉
(43)
Since it is not possible for an electron on site 1 to reach site 2, none of the superexchange
processes discussed above are operational. Nevertheless, the energy for the system depends
on the relative orientation of the electron spins in the two d-orbitals. To see this, we have to
remember that Coulomb exchange prefers a triplet for two electrons in different orbitals on the
same site (Hund’s first rule). Including Jxy on the oxygen (but neglecting Up for simplicity), we
get, for the triplet state with two up-electrons, the Hamiltonian
0 tpd tpd 0
tpd Ud + ∆pd 0 tpd
tpd 0 Ud + ∆pd tpd
0 tpd tpd 2(Ud + ∆pd)− Jxy

c†1↑c
†
x↓c
†
x↑c
†
y↓c
†
y↑c
†
2↑|0〉
c†1↓c
†
1↑c
†
x↑c
†
y↓c
†
y↑c
†
2↑|0〉
c†1↑c
†
x↓c
†
x↑c
†
y↑c
†
2↓c
†
2↑|0〉
c†1↓c
†
1↑c
†
x↑c
†
y↑c
†
2↓c
†
2↓|0〉
. (44)
The first state has the two up-electrons on the d-orbitals. The second group of states has one
d-orbital doubly occupied, while the last state has both d doubly occupied, i.e., two electrons
on the two p-orbitals – the situation discussed in Sec. 1. Calculating the effective Hamiltonian
as in (40) gives the energy of the triplet state
Heff = −
2t2pd
Ud + ∆pd
− 4t
4
pd
(Ud + ∆pd)2
1
2(Ud + ∆pd)− Jxy . (45)
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Fig. 7: Dependence of superexchange on geometry: When the d-orbitals interact via an oxygen
in-between (the 180o geometry shown on the left), both d-orbitals couple to the same p-orbital,
while the hopping to the two other p-orbitals vanishes by symmetry. The result is antiferromag-
netic superexchange. When the angle of the M-O-M group is 90o (right), the d-orbitals couple
to orthogonal p-orbitals, making it impossible for an electron on one d-orbital to reach the d-
orbital on the other site. In this case, superexchange is mediated via the Coulomb exchange on
the connecting oxygen.
Starting from singly occupied d orbitals with opposite spin, we obtain
0 0 tpd 0 tpd 0 0 0
0 0 0 tpd 0 tpd 0 0
tpd 0 Ud + ∆pd 0 0 0 tpd 0
0 tpd 0 Ud + ∆pd 0 0 0 tpd
tpd 0 0 0 Ud + ∆pd 0 tpd 0
0 tpd 0 0 0 Ud + ∆pd 0 tpd
0 0 tpd 0 tpd 0 2(Ud + ∆pd) −Jxy
0 0 0 tpd 0 tpd −Jxy 2(Ud + ∆pd)

c†1↑c
†
x↓c
†
x↑c
†
y↓c
†
y↑c
†
2↓|0〉
c†1↓c
†
x↓c
†
x↑c
†
y↓c
†
y↑c
†
2↑|0〉
c†1↓c
†
1↑c
†
x↑c
†
y↓c
†
y↑c
†
2↓|0〉
c†1↓c
†
1↑c
†
x↓c
†
y↓c
†
y↑c
†
2↑|0〉
c†1↑c
†
x↓c
†
x↑c
†
y↓c
†
2↓c
†
2↑|0〉
c†1↓c
†
x↓c
†
x↑c
†
y↑c
†
2↓c
†
2↑|0〉
c†1↓c
†
1↑c
†
x↑c
†
y↓c
†
2↓c
†
2↑|0〉
c†1↓c
†
1↑c
†
x↓c
†
y↑c
†
2↓c
†
2↑|0〉
giving the effective Hamiltonian
Heff = −
2t2pd
Ud + ∆pd
(
1 0
0 1
)
− 4t
4
pd
(Ud + ∆pd)2
1
4(Ud + ∆pd)2 − J2xy
(
2(Ud + ∆pd) +Jxy
+Jxy 2(Ud + ∆pd)
)
.
Rearranging the matrices, we can bring this to the canonical form
Heff =−
(
2t2pd
Ud + ∆pd
+
4t4pd
(Ud + ∆pd)2
1
2(Ud + ∆pd)− Jxy
)
+
4t4pd
(Ud + ∆pd)2
Jxy
4(Ud + ∆pd)2 − J2xy
(
1 −1
−1 1
)
. (46)
The first term is just the energy of the triplet state (45). The second gives the difference in
energy to the singlet. Despite the fact that the electrons cannot be transferred between the d
orbitals we thus get a singlet-triplet splitting. This coupling of the spins originates from the
states with both d-orbitals doubly occupied: the two remaining electrons, one each on the px-
and py-orbital, respectively, form a triplet of energy 2Jxy lower than that of the singlet (see
Eqn. (15)). When the electrons hop back from the d-orbital, the entanglement of the spins is
transferred to the remaining electron on the d. Originating from the Coulomb exchange on the
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oxygen, the exchange coupling is ferromagnetic
J = − 4t
4
pd
(Ud + ∆pd)2
2Jxy
4(Ud + ∆pd)2 − J2xy
. (47)
It tends to be significantly weaker than the antiferromagnetic 180o superexchange coupling (42).
When the angle of the M-O-M group is larger than 90o, hopping to both p-orbitals becomes
possible according to the Slater-Koster rules and the antiferromagnetic superexchange processes
of Fig. 6 start to compete with the ferromagnetic superexchange mediated by the Coulomb
exchange on the oxygen. This is one basis of the Goodenough-Kanamori rules [11, 15].
3 Extended systems
3.1 Hubbard model and Mott transition
We now turn to extended systems. For this we consider the Hubbard model [16] on an infinite
lattice. Note that now the Hilbert space is infinitely dimensional, so we can no longer write
down the Hamiltonian in its matrix form but have to rely on the second quantized form (29)
H = −t
∑
i,j,σ
c†jσciσ + U
∑
i
ni↑ni↓ . (48)
As in our toy model we still assume that each atom has only a single relevant orbital. There
are links between the neighboring atoms with matrix elements t, which can be intuitively in-
terpreted as hopping from site to site. In the absence of other terms the hopping gives rise to
a band. A second energy scale is given by the Coulomb repulsion U between two electrons
on the same atom. If this on-site Coulomb repulsion is comparable to or even larger than the
band width, the electrons can no longer be considered independent; since the double occupa-
tion of an atom is energetically very costly, the movement of an electron will be hindered by
the Coulomb repulsion. One says that the electrons move in a correlated way. We should note
that also the Pauli principle hinders the movement of an electron. This effect can, however, be
efficiently described by constructing a Slater determinant of independent-electron wave func-
tions. Correlations, on the other hand, are notoriously difficult to describe since no simple wave
functions for such systems are available. In the case of strong correlations, i.e., for U  t, we
will treat the hopping as a perturbation. This is called the atomic limit, since the sites are almost
independent atoms. Thus it is most appropriate to describe strongly correlated electrons in a
local picture, i.e., in terms of electron configurations, which are the states that diagonalize the
Coulomb term.
The physics described by the Hubbard model is the interplay between kinetic energy and
Coulomb repulsion. Writing the Hubbard-Hamiltonian either in real or in k-space
H = −t
∑
i,j,σ
c†jσciσ + U
∑
i
ni↑ni↓
=
∑
kσ
εk c
†
kσckσ +
U
M
∑
k,k′,q
c†k↑ck−q↑c
†
k′↓ck′+q↓ ,
where M is the number of lattice sites, we see that there are obviously two limiting cases:
There is the non-interacting- or band-limit, when t  U . In that case, only the hopping term
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Fig. 8: Metal-insulator transition for half-filling, i.e., one electron per site.
survives, i.e., there are no interactions, and the Hamiltonian can be solved easily in k-space. The
energy levels then form a band and the system is metallic, except when the band is completely
filled. In the opposite case, the atomic limit, the interaction term dominates. In that limit, to
minimize the Coulomb energy, the electrons will be distributed over the lattice sites as uniformly
as possible. For a non-degenerate, half-filled system this means, that every site carries exactly
one electron, and hopping is suppressed, because it would create a doubly occupied site, which
would increase the energy by U  t. Thus in the atomic limit the half-filled system will be
an insulator. Clearly, in-between these two limiting cases there must be, at some value Uc, the
so-called critical U , a transition from a metallic to an insulating state — the Mott transition
[17]. Usually this transition is expected when U becomes of the order of the (non-interacting)
band width W .
As the criterion for determining the metal-insulator transition we can use the opening of the gap
for charge-carrying single-electron excitations
Eg = E(N + 1)− 2E(N) + E(N − 1) , (49)
where E(N) denotes the total energy of a cluster of M atoms with N electrons. For the half-
filled system we have N = M . It is instructive to again consider the two limiting cases. In the
non-interacting limit the total energy is given by the sum over the eigenvalues of the hopping
Hamiltonian
∑
n:occ εn. Thus, in the non-interacting limit E
band
g = εN+1 − εN , which, for a
partly filled band, will vanish in the limit of infinite system size. On the other hand, in the
atomic limit, the Coulomb energy for a single site with n electrons is Un(n − 1)/2. Thus, for
half-filling of we have
Eatmlg = U , (50)
i.e., the insulating state in the atomic limit is characterized by a finite gap.
For an infinite system the gap Eg can be rewritten in terms of the chemical potential. In the
thermodynamic limit (M → ∞ with N/M constant) we have to distinguish two types: the
energy needed to add an electron to the system (electron affinity)
µ+ = lim(E(N + 1)− E(N)) = dε(n)
dn
∣∣∣∣
n↘1
, (51)
and the energy required to extract an electron from the system (ionization energy)
µ− = lim(E(N)− E(N − 1)) = dε(n)
dn
∣∣∣∣
n↗1
. (52)
The gap is then given by the discontinuity in the left- and right-derivative of the energy per site
ε(n) = limE(N)/M : Eg = µ+ − µ−.
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3.2 Heisenberg model
We now consider the Hubbard model in the limit of large U . This is the generalization of the dis-
cussion of direct kinetic exchange in Sec. 2.2 to an extended system. For large U we work with
the electron configurations, in which the interaction term is diagonal. Configurations with dou-
bly occupied sites will have energies of the order of U or larger, so these are the configurations
that we would like to project out. For downfolding we thus partition the configuration basis,
and hence the Hilbert space, into the set of low-energy states which have no doubly occupied
sites
S =
{
|n1↑, n1↓, n2↑, n2↓, . . .〉
∣∣∣ ∀i : ni↑ + ni↓ ≤ 1} (53)
and the set of high-energy states with one or more doubly occupied sites
D =
{
|n1↑, n1↓, n2↑, n2↓, . . .〉
∣∣∣ ∃i : ni↑ + ni↓ = 2} . (54)
The hopping term T , which for large U is a perturbation to the interaction term I , couples
the subspaces by hopping an electron into or out of a doubly occupied site. In addition it lifts
the degeneracies within the subspaces. Hence the Hamiltonian can be partitioned as (note that
I ≡ 0 on subspace S)
Hˆ =
(
PS T PS PS T PD
PD T PS PD (T + I)PD
)
, (55)
Since we are dealing with an extended system, the subspaces are infinite, so we cannot write the
Hamiltonian on the subspaces as matrices. Instead we restrict the operators to the appropriate
subspace by using projection operators, PS projecting on the low-energy configurations S, PD
projecting on D. Just like in 2.2 we can then write down an effective Hamiltonian operating on
the low-energy configurations only:
Heff = PS T PS + PS T PD [PD (ε− (I + T )) PD]−1 PD T PS , (56)
Unlike in the derivation of direct exchange, for the extended system we have no way of cal-
culating the inverse in the second term explicitly. We can, however, expand in powers of t/U .
This is Kato’s method for perturbation theory (see, e.g., section 16.3 of [18]). Essentially we
only need to consider configurations with a single double-occupancy – these correspond to the
states of lowest energy in D. On this subspace the interaction term is diagonal with eigenvalue
U and can thus be easily inverted. We then obtain the Hamiltonian
Ht−J = PS
T − t2
U
∑
〈ij〉〈jk〉σσ′
c†kσ′cjσ′ nj↑nj↓ c
†
jσciσ
 PS , (57)
which is called the t-J Hamiltonian. The first term describes the hopping, constrained to con-
figurations with no doubly occupied sites. Thus it essentially describes the hopping of empty
sites (holes). To understand what the second term does, we observe that, because of the oper-
ators nj↑nj↓, there are only contributions for states with a singly occupied site j: njσ = 0 and
nj,−σ = 1. After applying the second term, site j will again be singly occupied with njσ′ = 0
and nj,−σ′ = 1. Hence, for σ 6= σ′ the spin on site j will be flipped. Moreover, we distinguish
the contributions where only two different sites are involved (k = i) from the three-site terms
(k 6= i). The terms for k = i are just the ones we already know from the kinetic exchange
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Fig. 9: Processes contained in the three-site term T ′: indirect hopping processes to a second-
nearest neighbor site with an intermediate (virtual) doubly occupied state. In the first process
the two hopping processes are performed by the same electron, in the second process each
electron hops once and thus the spin on the intermediate site is flipped.
mechanism. The three-site terms describe a second-nearest neighbor hopping of an electron
from site i to site k via a singly occupied intermediate site j. For σ = σ′ the spin of the hopping
electron is opposite to that on the intermediate site. For σ 6= σ′ the spin of the intermediate site
is flipped – as is that of the hopping electron. This is shown in Fig. 9. The t-J Hamiltonian is
Ht−J = PS [T +HH + T ′] PS (58)
with
T = −t
∑
〈ij〉,σ
c†jσciσ (59)
HH =
4t2
U
∑
〈ij〉
(
~Sj · ~Si − ninj
4
)
(60)
T ′ = − t
2
U
∑
〈ij〉〈jk〉
i 6=k
∑
σ
(
c†kσ(1− njσ)ciσ − c†k,−σc†jσcj,−σciσ
)
nj,−σ (61)
In the case of half-filling, when ni = 1, all hopping processes are suppressed, i.e., the projection
PS annihilates T and T ′. Thus for a Mott insulator the t-J model reduces to the spin 1/2
Heisenberg model
HH = J
∑
〈ij〉
~Sj · ~Si + const. (62)
with the exchange coupling J = 4t2/U given by the direct kinetic exchange mechanism. We
again stress that the spin-spin interaction is a result of projecting out the states with double
occupancies.
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4 Second quantization
The first object to be successfully quantized was the electron. It was no longer described as
a classical point-particle but by a quantum mechanical Schro¨dingier field. Later, for studying
the interaction of radiation with matter, also the electromagnetic field had to be quantized,
giving rise to quantum particles – photons. This process, pioneered by Dirac [19], was called
the second quantization. Shortly after, Jordan, Klein, and Wigner used a similar approach to
quantize the Schro¨dingier field and found that it could be used to write antisymmetric states in
a very convenient way using particle-type operators [20, 21].
When working with Slater determinants of the form
Φα1···αN (x1, . . . , xN) =
1√
N !
∣∣∣∣∣∣∣∣∣
ϕα1(x1) ϕα2(x1) · · · ϕαN (x1)
ϕα1(x2) ϕα2(x2) · · · ϕαN (x2)
...
... . . .
...
ϕα1(xN) ϕα2(xN) · · · ϕαN (xN)
∣∣∣∣∣∣∣∣∣ (63)
we are working in a real-space basis. Like in fundamental quantum mechanics, it is, however,
often useful to abstract from a specific basis and work with abstract states: Instead of a wave
function ϕα(x), we write a Dirac state |α〉. Second quantization allows us to do the same for
Slater determinants.
Let us consider a Slater determinant for two electrons, one in state ϕα(x), the other in state
ϕβ(x). It is simply the antisymmetrized product of the two states
Φαβ(x1, x2) =
1√
2
(ϕα(x1)ϕβ(x2)− ϕβ(x1)ϕα(x2)) . (64)
We could do the same for Dirac states, defining a two-particle Dirac state
|α, β〉 := 1√
2
(|α〉|β〉 − |β〉|α〉) .
The idea of second quantization is then to specify the states using operators
c†βc
†
α|0〉 = |α, β〉 . (65)
When these operators change sign when they are reordered, antisymmetry of the wave function
will be automatically ensured
|α, β〉 = c†βc†α|0〉 = −c†αc†β|0〉 = −|β, α〉 . (66)
Naturally, this also implies the Pauli principle for the special case β = α..
4.1 Creation and annihilation operators
To arrive at the formalism of second quantization we postulate a set of operators that have
certain reasonable properties. We then verify that we can use operators with these properties to
represent Slater determinants. We start by motivating the properties of the new operators.
To be able to construct many-electron states, we start from the simplest such state: |0〉 the state
with no electron, i.e., the vacuum state, which we assume to be normalized 〈0|0〉 = 1. Next
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we introduce for each single-electron state |α〉 (corresponding to an orbital ϕα(x)) an operator
c†α. We call it a creation operator, since we ask that applying c
†
α to an N -electron state adds an
electron in state |α〉 to that state, making it anN+1 electron state. In effect, the operator should
be constructed such as to mimic the effect of adding an extra column ϕα and an extra row xN+1
to the Slater determinant (63). Since the order in which we add rows/columns matters for the
sign of the Slater determinant, we postulate that the operators change sign when exchanged:
c†αc
†
β = −c†βc†α. This is more conveniently written as {c†α, c†β} = 0 by introducing the anti-
commutator
{A,B} := AB +BA . (67)
The simplest state we can produce with these operators is the single-electron state |α〉 = c†α|0〉.
When we want to calculate its norm, we have to consider the adjoint of c†α|0〉, formally obtaining
〈α|α〉 = 〈0|cαc†α|0〉, or, more generally, 〈α|β〉 = 〈0|cαc†β|0〉. This must mean that cα, the adjoint
of a creation operator, must remove an electron from the state, otherwise the overlap of cαc
†
β|0〉
with the vacuum state 〈0| would vanish. We therefore call the adjoint of the creation operator
an annihilation operator. We certainly cannot take an electron out of the vacuum state, so
cα|0〉 = 0. Moreover, by taking the adjoint or the anti-commutator of the creation operators,
we see that also the annihilation operators anti-commute: {cα, cβ} = 0. Moreover, to obtain
the proper normalization of the single-electron states, we postulate the commutation relation
{cα, c†β} = 〈α|β〉.
Thus, we have defined the vacuum state |0〉 and the set of operators cα related to single-electron
states |α〉 with the properties
cα|0〉 = 0
{
cα, cβ
}
= 0 =
{
c†α, c
†
β
}
〈0|0〉 = 1 {cα, c†β} = 〈α|β〉 (68)
We note that the creators and annihilators are not ordinary operators in a Hilbert space, but
transfer states from an N -electron to a N ± 1-electron Hilbert space, i.e., they are operators
defined on the Fock space. It is also remarkable that the mixed anti-commutator is the only
place where the orbitals that distinguish different operators enter.
One type of operators is particularly useful for making contact with the real-space picture: The
operators Ψˆ†(x), with x = (r, σ), that create an electron of spin σ at position r, i.e., in state
|x〉 = |r, σ〉. Because of their importance they get a special name, field operators, and a special
symbol Ψˆ†(x) instead of c†x, but really they are just ordinary creation operators for the states
corresponding to a delta function at r and a spin σ. The anti-commutator for the field-operators
obviously follow from (68){
Ψˆ(x), Ψˆ(x′)
}
= 0 =
{
Ψˆ†(x), Ψˆ†(x′)
}
and
{
Ψˆ(x), Ψˆ†(x′)
}
= δ(x− x′) . (69)
Given the single-electron wave functions in real space ϕα(x), we can express any creation
operator in terms of the field operators
c†α =
∫
dxϕα(x)Ψˆ
†(x) . (70)
Using (69), it is easy to see that these operator indeed fulfill all properties (68) required of the
creation operators.
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Conversely, if we have a complete set of single electron states {ϕαn(x)}, we can expand the field
operators in terms of the corresponding creators and annihilators. Given the overlap matrix
S = (〈αn|αm〉) we can use the Cholesky factorization S−1 = T †T to orthonormalize the
orbitals ϕ˜αn(x) =
∑
Tn,m ϕαm(x). The completeness relation is then∑
n,m
ϕαn(x)
(
S−1
)
n,m
ϕαm(x
′) =
∑
j
ϕ˜αj(x) ϕ˜αj(x
′) = δ(x− x′) . (71)
Using this together with the commutation relations (68) we see that the operators
Ψˆ(x) =
∑
n
ϕ˜αn(x) cαn , (72)
fulfill the commutation relations (69) of the field operators.
4.2 Representation of Slater determinants
We now show that we can write a Slater determinant in terms of the algebra (68) we have
just defined. For this we consider an N -electron state
∏
c†α |0〉 and prove that its real-space
representation, obtained via the field operators is just the corresponding Slater determinant
Φα1α2...αN (x1, x2, . . . , xN) =
1√
N !
〈
0
∣∣∣ Ψˆ(x1)Ψˆ(x2) . . . Ψˆ(xN) c†αN . . . c†α2c†α1 ∣∣∣ 0〉 (73)
Not surprisingly, the proof is by induction. As a warm-up we consider the case of a single-
electron wave function (N = 1). Using the special case of an anti-commutation relation
{Ψˆ(x), c†α} =
∫
dx′ ϕα(x′)
{
Ψˆ(x), Ψˆ†(x′)
}
= ϕα(x) (74)
we see that 〈
0
∣∣∣ Ψˆ(x1) c†α1 ∣∣∣ 0〉 = 〈0 ∣∣∣ϕα1(x1)− c†α1Ψˆ(x1) ∣∣∣ 0〉 = ϕα1(x1) (75)
For the two-electron state N = 2, we anticommute Ψˆ(x2) in two steps to the right〈
0
∣∣∣ Ψˆ(x1)Ψˆ(x2) c†α2c†α1 ∣∣∣ 0〉 = 〈0 ∣∣∣ Ψˆ(x1)(ϕα2(x2)− c†α2Ψˆ(x2)) c†α1 ∣∣∣ 0〉
=
〈
0
∣∣∣ Ψˆ(x1)c†α1 ∣∣∣ 0〉 ϕα2(x2)− 〈0 ∣∣∣ Ψˆ(x1)c†α2Ψˆ(x2)c†α1 ∣∣∣ 0〉
= ϕα1(x1)ϕα2(x2)− ϕα2(x1)ϕα1(x2) . (76)
We see how anti-commutating automatically produces appropriate sign for the antisymmetric
wave function. Dividing by
√
2, we obtain the desired two-electron Slater determinant.
The general case of an N -electron state works just the same. Anti-commuting Ψˆ(xN) all the
way to the right produces N − 1 terms with alternating sign〈
0
∣∣∣ Ψˆ(x1) . . . Ψˆ(xN−1)Ψˆ(xN) c†αN c†αN−1 . . . c†α1 ∣∣∣ 0〉 =
+
〈
0
∣∣∣ Ψˆ(x1) . . . Ψˆ(xN−1) c†αN−1 . . . c†α1 ∣∣∣ 0〉 ϕαN (xN)
−
〈
0
∣∣∣ Ψˆ(x1) . . . Ψˆ(xN−1) ∏n6=N−1 c†αn ∣∣∣ 0〉 ϕαN−1(xN)
...
(−1)N
〈
0
∣∣∣ Ψˆ(x1) . . . Ψˆ(xN−1) c†αN . . . c†α2 ∣∣∣ 0〉 ϕα1 (xN)
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Using (73) for the N − 1-electron states, this is nothing but the Laplace expansion of
D =
∣∣∣∣∣∣∣∣∣
ϕα1(x1) ϕα2(x1) · · · ϕαN (x1)
ϕα1(x2) ϕα2(x2) · · · ϕαN (x2)
...
... . . .
...
ϕα1(xN) ϕα2(xN) · · · ϕαN (xN)
∣∣∣∣∣∣∣∣∣
along the N th row. Dividing by
√
N ! we see that we have shown (73) for N -electron states.
Thus we see that instead of working with the Slater determinant Φα1α2...αN (x1, x2, . . . , xN) we
can work with the corresponding N -electron product state
∏
c†α |0〉. In particular, instead of
working with the basis of Slater determinants{
Φα1···αN (x1, . . . , xN)
∣∣ α1 < α2 < · · · < αN ∈ {1, . . . , K}} (77)
induced by an orthonormal set of single-electron states {ϕαn(x)}, we can work with the corre-
sponding basis of product states { ∏
α1<···<αN
c†αN · · · c†α1|0〉
}
. (78)
4.3 Representation of n-body operators
By the definition of indistinguishability, observables on an N -particle Hilbert space must not
distinguish between the N indistinguishable particles. Hence they must be symmetric under
particle permutation. We can then write a general operator as a sum of n-particle operators
M(x) = M0 +
∑
i
M1(xi) +
∑
i<j
M2(xi, xj) +
∑
i<j<k
M3(xi, xj, xk) + · · · (79)
where the summations can be restricted since the operators must be symmetric in their argu-
ments, e.g., M2(x1, x2) = M(x2, x1).
Having established the relation between product states and Slater determiants, it is straight-
forward to express the matrix elements of a general n-body operator with N -particle Slater
determinants:∫
dx1 · · · dxN Φβ1···βN (x1, · · · , xN)M(x1, · · · , xN)Φα1···αN (x1, · · · , xN)
=
〈
0
∣∣∣ cβ1 · · · cβN Mˆ c†αN · · · c†α1 ∣∣∣ 0〉 (80)
with the representation of the n-body operator in terms of field operators
Mˆ =
1
N !
∫
dx1 · · ·xN Ψˆ†(xN) · · · Ψˆ†(x1)M(x1, · · · , xN) Ψˆ(x1) · · · Ψˆ(xN) . (81)
Note that this form of the operator is only valid when applied to N -electron states. But from
here on, we can work entirely in terms of our algebra (68).
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To see what (81) means we look at its parts (79). As usual, we start with the simplest case,
the zero-body operator, which, up to trivial prefactor, is M0(x1, · · · , xN) = 1. Operating on an
N -electron wave function, it gives
Mˆ0 =
1
N !
∫
dx1dx2 · · ·xN Ψˆ†(xN) · · · Ψˆ†(x2)Ψˆ†(x1) Ψˆ(x1)Ψˆ(x2) · · · Ψˆ(xN)
=
1
N !
∫
dx2 · · ·xN Ψˆ†(xN) · · · Ψˆ†(x2) Nˆ Ψˆ(x2) · · · Ψˆ(xN)
=
1
N !
∫
dx2 · · ·xN Ψˆ†(xN) · · · Ψˆ†(x2) 1 Ψˆ(x2) · · · Ψˆ(xN)
...
=
1
N !
1 · 2 · · · N = 1 (82)
where we have used that ∫
dx Ψˆ†(x)Ψˆ(x) = Nˆ (83)
is the number operator and that applying n annihilation operators Ψˆ(xj) to an N -electron state
gives a state with N − n electrons. We note that we obtain a form of Mˆ0 = 1 that apparently
does not depend on the number of electrons in the wave function that it is applied to. This was
not the case for the original expression (81).
Next we consider one-body operators M(x1, . . . , xN) =
∑
jM1(xj)
Mˆ1 =
1
N !
∫
dx1 · · · dxN Ψˆ†(xN) · · · Ψˆ†(x1)
∑
j
M1(xj) Ψˆ(x1) · · · Ψˆ(xN)
=
1
N !
∑
j
∫
dxj Ψˆ
†(xj)M1(xj) (N − 1)! Ψˆ(xj)
=
1
N
∑
j
∫
dxj Ψˆ
†(xj)M1(xj) Ψˆ(xj)
=
∫
dx Ψˆ†(x) M1(x) Ψˆ(x)
Here we have first anticommuted Ψˆ†(xj) all the way to the left and Ψˆ(xj) to the right. Since
these take the same numbers of anticommutations, there is no sign involved. The operation
leaves the integrals over the variables except xi, a zero-body operator for N − 1 electron states,
operating on Ψˆ(xj)|N -electron state〉.
Expanding the field-operators in a complete orthonormal set Ψˆ(x) =
∑
n ϕαn(x) cαn gives
Mˆ1 =
∑
n,m
∫
dxϕαn(x)M(x)ϕαm(x) c
†
αncαm =
∑
n,m
〈αn|M1|αm〉 c†αncαm . (84)
Also here we find a form for Mˆ1 that is apparently independent of the number of electrons N
and can be evaluated directly in the basis states (78).
For the two-body operators M(x1, . . . , xN) =
∑
i<jM2(xi, xj) we proceed in the familiar way,
anti-commuting first the operators with the coordinates involved in M2 all the way to the left
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and right. This time we are left with a zero-body operator for N − 2 electrons:
Mˆ2 =
1
N !
∫
dx1 · · · dxN Ψˆ†(xN) · · · Ψˆ†(x1)
∑
i<j
M2(xi, xj) Ψˆ(x1) · · · Ψˆ(xN)
=
1
N !
∑
i<j
∫
dxidxj Ψˆ
†(xj)Ψˆ†(xi)M2(xi, xj) (N − 2)! Ψˆ(xi)Ψˆ(xj)
=
1
N(N − 1)
∑
i<j
∫
dxidxj Ψˆ
†(xj)Ψˆ†(xi)M2(xi, xj) Ψˆ(xi)Ψˆ(xj)
=
1
2
∫
dx dx′ Ψˆ†(x′) Ψˆ†(x) M2(x, x′) Ψˆ(x) Ψˆ(x′)
Expanding in an orthonormal basis, we get
Mˆ2 =
1
2
∑
n,n′,m,m′
∫
dxdx′ ϕαn′ (x
′)ϕαn(x)M2(x, x
′)ϕαm(x)ϕαm′ (x
′) c†αn′c
†
αncαmcαm′
=
1
2
∑
n,n′,m,m′
〈αnαn′ |M2|αmαm′〉 c†αn′c†αncαmcαm′ (85)
where the exchange of the indices in the second line is a consequence of the way the Dirac
state for two electrons is usually written: first index for the first coordinate, second index for
the second, while taking the adjoint of the operators changes their order. Obviously, from the
symmetry M2(x, x′) = M2(x′, x) follows 〈αnαn′ |M2|αmαm′〉 = 〈αn′αn|M2|αm′αm〉.
The procedure generalizes to operators acting on more than two electrons in the natural way.
We note that, while we started from a form of the operators (79) that was explicitly formulated
in an N -electron Hilbert space, the results (82), (84), and (85) are of the same form no matter
what value N takes. Thus these operators are valid not just on some N -electron Hilbert space,
but on the entire Fock space. This is a particular strength of the second quantized formulation.
For a more in-depth discussion of second quantization and the consequences of the indistin-
guishability of elementary particles, see [22], form which the present section was taken.
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Appendices
A Atomic units
Practical electronic structure calculations are usually done in atomic units, a. u. for short. While
the idea behind the atomic units is remarkably simple, in practice there is often some confusion
when trying to convert to SI units. We therefore give a brief explanation.
The motivation for introducing atomic units is to simplify the equations. For example, in SI
units the Hamiltonian of a hydrogen atom is
H = − ~
2
2me
∇2 − e
2
4pi0 r
. (86)
To avoid having to keep track of the constants, we would like to simplify this to
H = −1
2
∇2 − 1
r
. (87)
To this end we invent units in which the numerical values of the electron mass me, the elemen-
tary charge e, the Planck-constant ~, and the dielectric constant 4pi0 are all equal to one. This
immediately tells us: 1 a.u. mass = me and 1 a.u. charge = e. To complete the set of basis units
we still need the atomic unit of length, which we call a0, and of time, t0. To find the values of a0
and t0 we write ~ and 4pi0 (using simple dimensional analysis) in atomic units: ~ = 1mea20/t0
and 4pi0 = 1 t20e
2/(mea
3
0). Solving this system of equations, we find
1 a.u. length = a0 = 4pi0~2/mee2 ≈ 5.2918 · 10−11 m
1 a.u. mass = me = ≈ 9.1095 · 10−31 kg
1 a.u. time = t0 = (4pi0)2~3/mee4 ≈ 2.4189 · 10−17 s
1 a.u. charge = e = ≈ 1.6022 · 10−19 C
The atomic unit of length, a0, is the Bohr radius. As the dimension of energy is mass times
length squared divided by time squared, its atomic unit ismea20/t
2
0 = mee
4/(4pi0)
2~2. Because
of its importance the atomic unit of energy has a name, the Hartree. One Hartree is minus twice
the ground-state energy of the hydrogen atom (86), about 27.211 eV. The speed of light c in
atomic units is given by c t0/a0 = 4piε0~c/e2 = 1/α, where α is the fine structure constant.
Thus c = α−1 a.u. ≈ 137 a.u. The Bohr magneton is µB = 1/2 a.u.
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B Downfolding
To integrate-out high-energy degrees of freedom, we partition the Hilbert space of the full sys-
tem into states of interest (low-energy states) and ‘other’ states, which will be integrated out.
The Hamiltonian is then written in blocks
H =
(
H00 T01
T10 H11
)
, (88)
where H00 is the Hamiltonian restricted to the states of interest (reduced Hilbert space), H11
the Hamiltonian for the ‘other’ states, and the T matrices describe transitions between the two
subspaces. The resolvent is partitioned likewise
G(ε) = (ε−H)−1 =
(
ε−H00 T01
T10 ε−H11
)−1
. (89)
Calculating the inverse of the 2 × 2 matrix, taking into account that the entries are matrices
themselves and thus do not commute, we obtain
G00(ε) =
ε− [H00 + T01(ε−H11)−1 T10︸ ︷︷ ︸
=Heff
]
−1 . (90)
This expression looks just like the resolvent for a Hamiltonian
Heff = H00 + T01(ε −H11)−1 T10 (91)
≈ H00 + T01(ε0 −H11)−1 T10 (92)
on the reduced Hilbert space. This effective Hamiltonian describes the physics of the full sys-
tem, but operates only on the small reduced Hilbert space. Of course, this drastic simplification
comes at a price: the effective Hamiltonian is energy dependent. If the hopping matrix elements
in T01 are small, and/or if the states in the part of the Hilbert space that has been integrated out
are energetically well-separated from the states that are explicitly considered, this energy depen-
dence can, to a good approximation, be neglected. We can then replace ε by a typical energy ε0
for the states in the reduced Hilbert space to obtain an energy-independent HamiltonianHeff(ε0)
that gives a good description of the electrons in the reduced Hilbert space, i.e., the states with
an energy close to ε0.
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C Pauli matrices
Here we collect the most important properties of the Pauli matrices. The Pauli or spin matrices
are defined as
σx =
(
0 1
1 0
)
σy =
(
0 −i
i 0
)
σz =
(
1 0
0 −1
)
(93)
They are hermitean, i.e. σ†i = σi , and σ
2
i = 1. Therefore their eigenvalues are ±1. The
eigenvectors of σz are |mz〉, mz = ±1:
|+ 1〉 =
(
1
0
)
and | − 1〉 =
(
0
1
)
. (94)
For these vectors we find
σx|mz〉 = | −mz〉 σy|mz〉 = imz| −mz〉 σz|mz〉 = mz|mz〉 (95)
The products of the Pauli matrices are σx σy = iσz, where the indices can be permuted cycli-
cally. From this follows for the commutator
[σx, σy] = 2iσz (96)
while the anticommutator vanishes:
{σx, σy} = 0 (97)
Finally a rotation by an angle φ about the axis nˆ changes the spin matrices
Rnˆ(φ) = e
−inˆ·~σ φ/2 = cos(φ/2)− i sin(φ/2) nˆ · ~σ (98)
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1 Introduction
The Keldysh formalism allows to analyze quantum mechanical nonequilibrium situations. In
this lecture we will introduce basic concepts of this formalism and use them to describe transport
through quantum systems. The typical setup we have in mind consists of a quantum dot or wire
which is coupled to several leads. Interesting observables are for example the electric current
and the heat current through the quantum dot.
Over the last decades the progress in micro-fabrication technologies has stimulated much re-
search on transport properties of such mesoscopic systems. Apart from prospects of future
applications in information technology, the investigation of quantum dots and wires provides
an excellent possibility to enhance the understanding of particle correlations. Due to their
smallness mesoscopic systems are characterized by full or partial coherence of the quantum
mechanical phase. Interactions can have drastic influence on their properties. Examples for
interaction induced phenomena are the Luttinger liquid behaviour of one-dimensional interact-
ing quantum systems or the Kondo effect induced by a magnetic impurity in a conductor. In
contrast to studies on condensed matter bulk materials, mesoscopic quantum systems allow to
explore the properties of a single isolated structure, to tailor its geometry, to tune and measure
many important parameters, and even to transfer it into a non-thermal state by applying a local
bias voltage or temperature gradient.
Keldysh formalism describes the time evolution of observables after a system has been pre-
pared in an initial density matrix. The calculation of expectation values involves a forward and
a backward time evolution corresponding to the evolution of “the ket and the bra part” of the
density matrix. The existence of these two time evolutions is responsible for a tensor struc-
ture of the Green and vertex functions. This makes Keldysh formalism more complex than,
for instance, the Matsubara formalism which is widely used to study equilibrium situations.
However, the real-time structure of Keldysh formalism is connected to two advantages. First,
the formalism allows to describe non-equilibrium situations like transport at finite bias voltage.
Second, dynamic quantities are readily found in their dependence on real times or frequencies.
In Matsubara formalism in contrast an analytic continuation from the imaginary to the real axis
is required, which can be numerically quite nontrivial.
This lecture consists of two parts. The first part (section 2) introduces general features of
Keldysh formalism without special focus on mesoscopic transport setups. We consider the
time evolution of a rather generic interacting quantum system and establish the concept of the
time loop contour. Expectation values and correlation functions can be derived from suitably
defined Green functions. We derive a diagrammatic language for expanding those in powers
of the interaction. As important linear transformations we study the Keldysh rotation and, for
stationary state situations, the Fourier transformation from time to frequency arguments. We
mention which properties of the Green functions are characteristic for thermal equilibrium and
conclude the part by indicating briefly how properties of Green and vertex functions can be un-
derstood from the generating functional perspective. The scope of this lecture allows to address
only a selection of basic properties of the formalism. More information on Keldysh formalism
can be found for instance in [1, 2, 3, 4, 5].
The second part (section 3) deals with nonequilibrium transport through quantum systems. We
introduce a (still rather generic) model for a quantum dot coupled to leads and describe how
the influence of the leads on the dot can be described by a self-energy contribution to the dot
propagation. We derive how dot occupancy, particle current and heat current can be computed
from Green functions and discuss transport coefficients characterizing the features of the sys-
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tem in linear response. We do not evaluate finally our equations for specific models. This
would require explicit results for the interacting Green functions. It is a major task to find those
in reasonable approximations. A first approach is given by perturbation theory in the inter-
action (for which we derive the diagram rules). Its applicability has however limitations. In
low dimensional Fermi systems for instance, perturbation theory can lead to divergencies. A
more sophisticated approach is provided for example by renormalization group methods like the
functional renormalization group, see lecture B7 by V. Meden. An analysis of specific quan-
tum impurity models with the numerical renormalization group is presented in lecture B3 by
T. A. Costi.
Throughout the present lecture we use units in which ~ = 1 and kB = 1.
2 Keldysh formalism and diagrammatics
2.1 System under consideration
Consider a quantum system of which we know the statistical operator at some instant in time,
ρˆ(t0) = ρˆ0, (1)
and the Hamiltonian Hˆ(t). For t > t0 the Hamiltonian induces a unitary time evolution of the
system. Keldysh formalism is designed to study expectation values of operators or operator-
operator correlation functions for times t > t0.
In order to introduce the formalism in this section, we consider a system of a single kind of
identical particles with the Hamiltonian
Hˆ(t) = Hˆ0(t) + Vˆ (t) (2)
with
Hˆ0(t) =
∑
s′,s
ǫs′s(t)aˆ
†
s′ aˆs, (3)
Vˆ (t) =
1
4
∑
s′
1
,s1
s′
2
,s2
vs′
1
s′
2
s1s2(t)aˆ
†
s′
1
aˆ†s′
2
aˆs2 aˆs1 , (4)
in standard notation of second quantization. Here, s denotes states of an orthonormal basis of
the single-particle Hilbert space. The annihilator aˆs is either Fermionic or Bosonic,
[aˆs, aˆ
†
s′ ]−ζ = δss′ , (5)
ζ =
{
1, for Bosons,
−1, for Fermions.
(6)
The single-particle matrix elements of the Hamiltonian are
ǫs′s(t) = 〈s
′|Hˆ0(t)|s〉 (7)
while
vs′
1
s′
2
s1s2(t) = 〈s
′
1s
′
2|Vˆ (t)|s1s2〉+ ζ〈s
′
1s
′
2|Vˆ (t)|s2s1〉 (8)
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denotes the (anti-)symmetrized matrix elements of the two-particle interaction.
The formalism can as well treat mixtures of different particle types with different kinds of
interactions. We restrict this exposition to the rather generic model with two-particle interaction
for the sake of transparency. In section 3.1, the model will be specified further in order to discuss
transport through mesoscopic systems.
2.2 Contour ordered Green functions
Time loop contour. Let us first analyze the expectation value of some operator Aˆ(t),
〈Aˆ〉(t) = Tr Aˆ(t)ρˆ(t) = Tr Aˆ(t)Hρˆ0 = Tr uˆ(t0, t)Aˆ(t)uˆ(t, t0)ρˆ0, (9)
where
Aˆ(t)H = uˆ(t0, t)Aˆ(t)uˆ(t, t0) (10)
is the operator in the Heisenberg picture with reference time t0. The time evolution operator
uˆ(t, t′) is determined by
i∂tuˆ(t, t
′) = Hˆ(t)uˆ(t, t′) (11)
and the group property
uˆ(t, t′)uˆ(t′, t′′) = uˆ(t, t′′). (12)
It is given by
uˆ(t, t′) =
{∑∞
n=0(−i)
n
∫
t>τn>···>τ1>t′
dτn . . . dτ1Hˆ(τn) . . . Hˆ(τ1), t > t
′,∑∞
n=0 i
n
∫
t<τn<···<τ1<t′
dτn . . . dτ1Hˆ(τn) . . . Hˆ(τ1), t < t
′
(13)
=

Tˆ exp
[
−i
∫ t
t′
Hˆ(τ)dτ
]
, t > t′,
ˆ˜
T exp
[
i
∫ t′
t
Hˆ(τ)dτ
]
, t < t′.
(14)
Here, Tˆ is the time ordering operator which rearranges a product of operators such that time
arguments increase from right to left. The anti-time ordering operator ˆ˜T establishes the opposite
order. For the expectation value follows
〈Aˆ〉(t) = Tr
[
ˆ˜
T e
i
∫ t
t0
Hˆ(τ)dτ
]
Aˆ(t)
[
Tˆ e
−i
∫ t
t0
Hˆ(τ)dτ
]
ρˆ0. (15)
The forward and backward time evolution in this expression can be interpreted as two branches
of a time loop contour which leads from t0 to t and back. Let us introduce a contour index j
for operators. It can take values j = f (forward) and j = b (backward) and indicates, which
branch the operator is associated with. Furthermore, we define the action of the contour ordering
operator Tˆc on a product of operators as follows: all operators with index j = b are placed left
of all operators with index j = f; the block of b-operators is anti-time ordered internally, while
the block of f-operators is time ordered. In total, the operators are sorted in increasing time loop
order from right to left, compare Fig. 1. The expectation value can now be cast into the form
〈Aˆ〉(t) = Tr Tˆc e
i
∫ t
t0
Hˆb(τ)dτ
Aˆf(t)e
−i
∫ t
t0
Hˆ f(τ)dτ
ρˆ0 (16)
= Tr Tˆc e
−i
∫
∞
t0
[Hˆ f(τ)−Hˆb(τ)]dτ
Aˆf(t)ρˆ0. (17)
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f
b
timet0 tτ1 τ2 τ3 τ4
Hˆ
f(τ1)
Fig. 1: The time loop contour consists of a forward and a backward branch and leads
from t0 to t and back. An example for the action of the contour ordering operator is
Tˆc Hˆ
f(τ1)Hˆ
b(τ1)Hˆ
b(τ2)Hˆ
f(τ3)Hˆ
b(τ4) = Hˆ
b(τ1)Hˆ
b(τ2)Hˆ
b(τ4)Hˆ
f(τ3)Hˆ
f(τ1).
timet0 t
ρˆ0
Aˆ
f(t)
Tˆce
−i
∫
t
t0
Hˆ f(τ)dτ
Tˆce
−i
∫
∞
t
Hˆ f(τ)dτ
Tˆce
i
∫
∞
t
Hˆb(τ)dτ
Tˆce
i
∫
t
t0
Hˆb(τ)dτ
= 1
Fig. 2: Graphical representation of Tr Tˆc e−i
∫
∞
t0
[Hˆ f(τ)−Hˆb(τ)]dτ
Aˆf(t)ρˆ0. The time evolution from t
to∞ and back cancels out. The operator Aˆ(t) could as well be placed on the backward contour.
For the last step we introduced
1 = uˆ(t,∞)uˆ(∞, t) = Tˆc e
i
∫
∞
t
Hˆb(τ)dτe−i
∫
∞
t
Hˆ f(τ)dτ . (18)
We assigned the index j = f to Aˆ(t) but could as well have chosen the index j = b. Fig. 2
shows a graphical representation of the result for 〈Aˆ〉(t).
For the correlation function of two operators we get in complete analogy
〈AˆBˆ〉(t, t′) = Tr Aˆ(t)HBˆ(t
′)Hρˆ0 = Tr Tˆc e
−i
∫
∞
t0
[Hˆ f(τ)−Hˆb(τ)]dτ
Aˆb(t)Bˆf(t′)ρ0. (19)
Here, we assigned Aˆ to the backward contour and Bˆ to the forward contour, such that contour
order keeps Aˆ left of Bˆ, irrespective of the time arguments t, t′. In order to express correlation
functions of three or more operators in a similar way, additional branches of the contour would
be required.
Green functions. So far, Tˆc merely shifted the parts of the time evolution to their appropriate
positions. In order to define contour ordered Green functions, we need to generalize the action
of Tˆc to arbitrary products of generators and annihilators with individual time and contour
arguments. We agree again that Tˆc establishes increasing time loop order from right to left. If
some operators from the same branch of the contour have identical time arguments, then the
creators are sorted to the left of the annihilators. The result is multiplied by ζ if it is an odd
permutation of the initial order. The contour ordered n-particle Green function is now defined
as
G(x1, . . . , xn|x
′
1, . . . , x
′
n)
= G
j1,...,jn|j′1,...,j
′
n
s1,...,sn|s′1,...,s
′
n
(t1, . . . , tn|t
′
1, . . . , t
′
n) (20)
= (−i)nTr Tˆc aˆ
j1
s1
(t1)H . . . aˆ
jn
sn(tn)Haˆ
† j′n
s′n
(t′n)H . . . aˆ
† j′
1
s′
1
(t′1)Hρˆ0 (21)
= (−i)nTr Tˆc e
−i
∫
∞
t0
[Hˆ f(τ)−Hˆb(τ)]dτ
aˆj1s1(t1) . . . aˆ
jn
sn(tn)aˆ
† j′n
s′n
(t′n) . . . aˆ
† j′
1
s′
1
(t′1)ρˆ0. (22)
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Here, xi = (ji, ti, si) is a multi-index. In the last expression, the time arguments of the cre-
ation and annihilation operators are just formal ones. They indicate the positions of the op-
erators under contour ordering. Expectation values and correlation functions like Tr Aˆ(t)Hρˆ0
and Tr Aˆ(t)HBˆ(t′)Hρˆ0 are superpositions of appropriate many-particle Green functions. This
follows when Aˆ and Bˆ are expressed in second quantization. For instance, in section 3.3 we
describe how the current through a quantum dot can be computed from appropriate Green func-
tions.
The single-particle Green function has two contour indices. The corresponding 2 × 2 = 4
components are called lesser, greater, chronological, and anti-chronological Green function.
Often it is handy to organize them in a matrix,
Gj|j
′
=
(
Gf|f Gf|b
Gb|f Gb|b
)
jj′
=
(
Gc G<
G> Gc˜
)
jj′
. (23)
The components are given by
G
f|b
s|s′(t|t
′) = G<s|s′(t|t
′) = −ζiTr aˆ†s′(t
′)Haˆs(t)Hρ0, (24)
G
b|f
s|s′(t|t
′) = G>s|s′(t|t
′) = −iTr aˆs(t)Haˆ
†
s′(t
′)Hρ0, (25)
Gf|f(t|t′) = Gc(t|t′) =
{
G<(t|t′), t ≤ t′,
G>(t|t′), t > t′,
(26)
Gb|b(t|t′) = Gc˜(t|t′) =
{
G>(t|t′), t < t′,
G<(t|t′), t ≥ t′.
(27)
They satisfy
Gc(t|t′) +Gc˜(t|t′)−G<(t|t′)−G>(t|t′) =
{
0, t 6= t′,
i, t = t′.
(28)
This trivial result highlights a redundancy among the four single-particle Green functions,
which is exploited in the so called Keldysh rotation discussed in section 2.6.
Free Green functions. The free contour ordered Green functions are important for the diagram-
matic expansion described below. For their definition we need the free time evolution operator
uˆ0(t, t
′) as solution of
i∂tuˆ0(t, t
′) = Hˆ0(t)uˆ0(t, t
′). (29)
An operator in the interaction picture is given by
Aˆ(t)0 = uˆ0(t0, t)Aˆ(t)uˆ0(t, t0), (30)
and the free contour ordered n-particle Green function is
g(x1, . . . , xn|x
′
1, . . . , x
′
n)
= (−i)nTr Tˆc aˆ
j1
s1
(t1)0 . . . aˆ
jn
sn(tn)0aˆ
† j′n
s′n
(t′n)0 . . . aˆ
† j′
1
s′
1
(t′1)0ρˆ0 (31)
= (−i)nTr Tˆc e
−i
∫
∞
t0
[Hˆ f
0
(τ)−Hˆb
0
(τ)]dτ
aˆj1s1(t1) . . . aˆ
jn
sn(tn)aˆ
† j′n
s′n
(t′n) . . . aˆ
† j′
1
s′
1
(t′1)ρˆ0. (32)
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We compute the free single-particle Green functions explicitly. From
i∂taˆs(t)0 = i∂tuˆ0(t0, t)aˆsuˆ0(t, t0) = uˆ0(t0, t)[aˆs, Hˆ0(t)]−uˆ0(t, t0), (33)
and
[aˆs, Hˆ0(t)]− =
∑
r′r
ǫr′r(t)[aˆs, aˆ
†
r′ aˆr]− =
∑
r
ǫsr(t)aˆr (34)
follows
i∂tgs|s′(t|t
′) =
∑
r
ǫsr(t)gr|s′(t|t
′). (35)
Similar steps show
i∂t′gs|s′(t|t
′) = −
∑
r′
gs|r′(t|t
′)ǫr′s′(t
′). (36)
The initial values are given by
g<s|s′(t0|t0) = −iζnss′ (37)
g>s|s′(t0|t0) = −i(δss′ + ζnss′) (38)
with the matrix of initial occupation
nss′ = Tr aˆ
†
s′ aˆsρˆ0. (39)
The solution is hence
g<(t|t′) = −iζu0(t, t0)nu0(t0, t), (40)
g>(t|t′) = −iu0(t, t0)(1 + ζn)u0(t0, t), (41)
gc(t|t′) =
{
g<(t|t′), t ≤ t′,
g>(t|t′), t > t′,
(42)
gc˜(t|t′) =
{
g>(t|t′), t < t′,
g<(t|t′), t ≥ t′.
(43)
Here, u0(t, t′) is the matrix in single-particle states of the free time evolution operator,
u0(t, t
′)ss′ = 〈s|uˆ0(t, t
′)|s′〉. (44)
2.3 Wick’s theorem
Wick’s theorem constitutes the basis of the diagrammatic expansion of Green functions. It
requires that the initial density matrix has the uncorrelated form
ρˆ0 =
eFˆ
Tr eFˆ
(45)
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Fig. 3: Diagrammatic illustration of Wick’s theorem.
with some single-particle operator
Fˆ =
∑
s′,s
Fs′saˆ
†
s′ aˆs. (46)
Let q denote the single-particle eigenstates of Fˆ . In occupation number representation ρˆ0 has
then the form
ρˆ0 =
∑
nq1 ,nq2 ,...
pnq1 ,nq2 ,... |nq1 , nq2 , . . .〉〈nq1 , nq2 , . . .| , (47)
with
pnq1 ,nq2 ,... =
1
Tr eFˆ
∏
q
(
eFq
)nq
. (48)
This shows that such a ρˆ0 describes a situation in which the particles occupy the states q com-
pletely independent of one another.
Wick theorem states [3] that
g(x1, . . . , xn|x
′
1, . . . , x
′
n) =
∑
permutations P
of (1,...,n)
ζP g(xP1|x
′
1) . . . g(xPn|x
′
n) (49)
if (and only if) ρˆ0 is of that specific form. The free n-particle Green function is the sum of
all possible products of free single-particle Green functions which connect the external indices,
compare Fig. 3
We introduce a more compact notation. We set
aˆx = aˆ
j
s(t)0, aˆ
†
x′ = aˆ
† j′
s′ (t
′)0. (50)
Furthermore, for a permutation P of (1, . . . , n) we define the pairing PˆP of a product of n
annihilators and n creators in the interactions picture as
PˆP (aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
) = inζP g(xP1|x
′
1) . . . g(xPn|x
′
n). (51)
The sum of all pairings is called total pairing Pˆ ,
Pˆ =
∑
perm. P
PˆP . (52)
Wick’s theorem now reads
Tr Tˆc aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
ρ0 = Pˆ(aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
). (53)
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We extend the definition of Pˆ to arbitrary but particle number conserving products of generators
and annihilators by symmetry under exchange of adjacent operators aˆ or aˆ† for Bosons and anti-
symmetry for Fermions. Since Tˆc behaves identically we obtain quite generally
Tr Tˆc ˆ˜ax1 . . . ˆ˜axn ρˆ0 = Pˆ(ˆ˜ax1 . . . ˆ˜axn), (54)
with ˆ˜ax = aˆx or aˆ†x and an equal number of annihilators and creators in total. If the number of
creators and annihilators is unequal, the left hand side vanishes as Hˆ0 and ρˆ0 commute with the
operator of total particle number.
2.4 Diagrammatic expansion of the interacting Green function
It is rarely possible to compute Green functions of an interacting quantum system exactly. One
approximation strategy is perturbation theory in powers of the interaction. It is convenient to
express the numerous contributions to that expansion by diagrams. The derivation of the corre-
sponding diagram rules is based on Wick’s theorem. The core ideas applied here are identical
to other Green function techniques like Matsubara formalism which is useful for systems in
thermal equilibrium, or like zero-temperature formalism which describes systems in the ground
state. Compare the diagram rules for instance to [6] or to lecture A4 by C. Friedrich.
We start by considering the time evolution operator in the interaction picture
uˆI(t, t
′) = uˆ0(t0, t)uˆ(t, t
′)uˆ0(t
′, t0). (55)
It satisfies the differential equation
i∂tuˆI(t, t
′) = Vˆ (t)0uˆI(t, t
′) (56)
with solution
uˆI(t, t
′) =

Tˆ exp
[
−i
∫ t
t′
V (τ)0dτ
]
, t > t′,
ˆ˜
T exp
[
i
∫ t′
t
V (τ)0dτ
]
, t < t′.
(57)
The expectation value of an operator can now be written
〈Aˆ〉(t) = Tr uˆ(t0, t)Aˆ(t)uˆ(t, t0)ρˆ0 (58)
= Tr uˆI(t0, t)Aˆ(t)0uˆI(t, t0)ρˆ0 (59)
= Tr Tˆc e
−i
∫
∞
t0
[Vˆ f(τ)0−Vˆ b(τ)0]dτ Aˆf(t)0ρˆ0, (60)
where we applied the same steps as in section 2.2 for the Heisenberg picture. For the Green
function we get
G(x1, . . . , xn|x
′
1, . . . , x
′
n)
= (−i)nTr Tˆc e
−i
∫
∞
t0
[Vˆ f(τ)0−Vˆ b(τ)0]dτ aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
ρˆ0 (61)
= (−i)n
∞∑
k=0
(−i)k
k!
∑
i1,...,ik=f,b
∫ ∞
t0
dτ1 . . . dτk Tr Tˆc sgn(i1)Vˆ
i1(τ1)0 . . . sgn(ik)Vˆ
ik(τk)0
× aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
ρˆ0, (62)
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where
sgn i = δi,f − δi,b. (63)
After inserting the second quantized expression for Vˆ we can apply Wick’s theorem Eq. (54).
Let us set
ν¯x′
1
x′
2
x1x2 = ν¯
j′
1
j′
2
j1j2
s′
1
s′
2
s1s2
(t′1, t
′
2, t1, t2) (64)
= δ(t′1 − t1)δ(t
′
2 − t1)δ(t2 − t1)δj′1j1δj′2j1δj2j1 sgn(j1)v¯s′1s′2s1s2 . (65)
Then we find
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (−i)
n
∞∑
k=0
(−i)k
k!
ν¯y′
11
y′
12
y11y12
4
. . .
ν¯y′
k1
y′
k2
yk1yk2
4
× Pˆ(aˆ†y′
11
aˆ†y′
12
aˆy12 aˆy11 . . . aˆ
†
y′
k1
aˆ†y′
k2
aˆyk2 aˆyk1 aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
). (66)
Here, all multi-indices appearing twice are contracted, which means that contour indices and
state indices are summed over and times are integrated over from t0 to ∞. In abbreviated
notation this reads
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (−i)
n
∞∑
k=0
(−i)k
k!
ν¯1
4
. . .
ν¯k
4
Pˆ(Aˆ1 . . . Aˆkaˆx1 . . . aˆ
†
x′
1
), (67)
with
ν¯i = ν¯y′i1y′i2yi1yi2 , (68)
Aˆi = aˆ
†
y′i1
aˆ†y′i2
aˆyi2 aˆyi1 . (69)
The pairings that contribute to the total pairing in this expression for the Green function will be
expressed as diagrams.
However, only certain pairings need to be considered, namely those which cannot be factorized
in the form
PˆP (Aˆ1 . . . Aˆkaˆx1 . . . aˆ
†
x′
1
) = PˆP1(Aˆi1 . . . Aˆil)PˆP2(Aˆil+1 . . . Aˆik aˆx1 . . . aˆ
†
x′
1
) (70)
for some l in {1, . . . , k}. Below, these pairings correspond to diagrams in which each vertex is
connected to at least one external point via lines and other vertices. We call the corresponding
permutation “connected to the external fields” and denote the sum of all such pairings the total
pairing connected to the external fields Pˆce . From
Pˆ(Aˆkaˆx1 . . . aˆ
†
x′
1
) =
k∑
l=0
(
k
l
)
Pˆ(Aˆl)Pˆce (Aˆ
k−laˆx1 . . . aˆ
†
x′
1
). (71)
we find
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (−i)
n
∞∑
l=0
(−i)l
l!
( ν¯
4
)l
Pˆ(Aˆl)
×
∞∑
m=0
(−i)m
m!
( ν¯
4
)m
Pˆce (Aˆ
maˆx1 . . . aˆ
†
x′
1
). (72)
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xix
′
i
g
ν¯
ν¯
y
′
1
y
′
2
y1y2
y
′
1
y
′
2
y2
y1
(a)
(b)
Fig. 4: (a) The constituents of diagrams for the expansion of Green functions in powers of the
interaction are starting points x′i and end points xi (external vertices), lines representing free
single-particle Green functions g, and vertices representing interaction amplitudes ν¯. (b) A
vertex, after multi-indices have been assigned to its connectors.
Speaking diagrammatically, the first series represents the sum of all diagrams without any ex-
ternal vertices (the “vacuum diagrams”). It has the value
∞∑
l=0
(−i)l
l!
( ν¯
4
)l
Pˆ(Aˆl) = Tr Tˆc e
−i
∫
∞
t0
[Vˆ f(τ)0−Vˆ b(τ)0]dτ ρˆ0 (73)
= Tr uI(t0,∞)uˆI(∞, t0)ρˆ0 (74)
= 1. (75)
Hence
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (−i)
n
∞∑
m=0
(−i)m
m!
( ν¯
4
)m
Pˆce (Aˆ
maˆx1 . . . aˆ
†
x′
1
) (76)
=
∞∑
m=0
im
m!
ν¯
4
. . .
ν¯
4︸ ︷︷ ︸
m times
∑
P conn. to
ext. fields
ζP g . . . g︸ ︷︷ ︸
(2m+n) times
. (77)
where all internal indices are contracted. The different permutations that are summed over can
be represented by diagrams composed of directed lines that connect vertices. A directed line
corresponds to a free Green function g and a vertex corresponds to an interaction amplitude ν¯.
External vertices are start and end points of lines, as depicted in Fig. 4 (a). Due to
ν¯y′
1
y′
2
y1y2 = ζν¯y′2y′1y1y2 = ζν¯y′1y′2y2y1 , (78)
two permutations yield the same value, if they differ only by interchange of the two incoming
indices y1, y2 of a vertex or by interchange of the two outgoing indices y′1, y′2 of a vertex. The
2 × 2 = 4 identical permutations can be represented by a single vertex without indices and
which counts fourfold. However, counting vertices fourfold is double-counting, if two lines
connect the same vertices in the same direction. We correct these cases by dividing by two.
Permutations that differ only by interchange of the complete sets of indices of one vertex with
another vertex yield the same value. A single diagram with unlabeled vertices represents all
these permutations. For a diagram of order V m there are m! such permutations, except when
the diagram has a certain symmetry. Finally it turns out that ζP can be determined from the
number of closed loops in the diagram and from the order, in which the diagram connects the
start and end points. These considerations are taken into account by the following diagram
rules.
Rules for calculating the contribution of order V m to the Green-function G(x1, . . . , xn|
x′1, . . . , x
′
n), using Hugenholtz diagrams. Draw all distinct diagrams composed of n external
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x
′
1
x
′
2
x1
x2
x
′
1
x
′
2
x1
x2
(a)
(b)
Fig. 5: (a) An example diagram of order m = 7 contributing to the two-particle Green function.
The number of pairs of equivalent lines is neq = 1, and the symmetry factor is S = 2. (b) After
having chosen arbitrarily how lines continue inside the vertices, we find nloop = 2 and ζP = ζ .
Other choices can yields different values for nloop and ζP . A possible change in ζnloopζP is
counterbalanced by different factors ζ from the vertices, compare Eq. (78).
starting points x′i , n external end points xi, and m vertices that are connected by directed lines.
Two diagrams are distinct, if they cannot be deformed so as to coincide completely including
the direction of arrows and the external labels. Consider only diagrams in which each vertex is
connected (via lines and other vertices) to at least one of the external points. The contribution
of order V m is the sum of all such diagrams, where a single diagram is evaluated as follows.
Let neq count the pairs of equivalent lines in the diagram. Two lines are called equivalent if
they connect the same vertices and run in the same direction. Assign labels k = 1, . . . ,m to
the m vertices. Determine the symmetry factor S as the number of permutations of these labels
that map the diagrams onto itself. (Mind to count the identity permutation.) To the incoming
connectors of each vertex assign multi-indices yk,1, yk,2 (in arbitrary order), and to the outgoing
connectors assign the indices y′k,1, y′k,2. The k-th vertex then has the value ν¯y′k,1y′k,2yk,1yk,2 . The
directed line starting at some (internal or external) index y′ and ending at some (internal or
external) index y has the value g(y|y′). Define nloop to be the number of loops made up by
the lines. [At the vertices, one line continues from yk,1 to y′k,1 and the other from yk,2 to y′k,2,
compare Fig. 4 (b).] Finally, the starting point x′i being connected via lines to the end point
xPi determines a permutation P . [This is a permutation of {1, . . . , n} and different from the
permutation appearing in Eq. (77)]. The value of the diagram is then
ζP ζnloop
2neqS
(∏
iν¯
)(∏
g
)
. (79)
Here, all internal multi-indices are contracted which means summation over the contour index
and single-particle state and integration over time from t0 to ∞. The prefactor of an example
diagram is discussed in Figure 5. Note that for each vertex there remains only one independent
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(b, t, s) (f, t′, s′)
(b, t, s) (f, t′, s′)
s
′
2
s
′
1
s1
s2
j, τ
(b, t, s) (f, t′, s′)G
=
+ + O(Vˆ 2)
g
Fig. 6: Expansion of G>s|s′(t|t′) up to first order in the interaction.
time integration and one independent contour-index sum, since
ν¯y′
1
y′
2
y1y2 ∼ δ(t
′
1 − t1)δ(t
′
2 − t1)δ(t2 − t1)δj′1j1δj′2j1δj2j1 . (80)
As an example we discuss first order perturbation theory for G>s|s′(t|t′). The corresponding
diagrams are depicted in Fig. 6. They yield
G>s|s′(t|t
′)
= g>s|s′(t|t
′) +
ζ0ζ1
20 · 1
∑
j=f,b
∫ ∞
t0
dτ g
b|j
s|s′
1
(t|τ)
[
i sgn(j)v¯s′
1
s′
2
s1s2(τ)
]
g
j|j
s2|s′2
(τ |τ)g
j|f
s1|s′
(τ |t′) +O(Vˆ 2)
(81)
= g>s|s′(t|t
′) +
∫ ∞
t0
dτ
[
g>s|s′
1
(t|τ)gcs1|s′(τ |t
′)− gc˜s|s′
1
(t|τ)g>s1|s′(τ |t
′)
]
(82)
× v¯s′
1
s′
2
s1s2(τ)
[
iζg<s2|s′2
(τ |τ)
]
+O(Vˆ 2). (83)
Here, iζg<s2|s′2(τ |τ) = Tr
(
aˆ†s′
2
aˆs2
)
(τ)0ρ0 is the occupation matrix of the noninteracting system
at time τ . The particles interact via v¯ with the extra-particle whose propagation is described
by G>. The two addends in square brackets in Eq. (82) describe that this Hartree-Fock type
interaction takes place either on the forward or on the backward contour.
2.5 Self-energy
The concept of a self-energy exists in Keldysh formalism in the same way as in other Green
function formalisms, compare for instance [6] and lecture A4 by C. Friedrich. A peculiarity
of Keldysh formalism is that the self-energy bears two contour indices which make it a four
component object.
Consider all diagrams contributing to the single-particle Green function G(x|x′). In each such
diagram, the starting point x′ is connected to the end point x by a sequence of lines and other
vertices. This is a consequence of particle conservation in our model. Choose a diagram and
remove one specific line. If this removal disconnects x from x′, we call the line a branch line of
the diagram.
Let us classify the diagrams according to their number of branch lines. There is no diagram
containing no branch line. There is a single diagram containing a single branch line, namely the
diagram representing the free Green function, compare Fig. 7 (a). The diagrams with two branch
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x
′
x
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x
′
y
′
y
′
1
y
′
2
y
y1 y2
(b)
(c)
Fig. 7: Diagrams contributing to the single-particle Green function G(x|x′) classified by their
number of branch lines. (a) One branch line. (b) Two branch lines. The sub-diagram D is
one-particle irreducible. (c) Three branch lines. D1 and D2 are one-particle irreducible.
lines have the structure depicted in Fig. 7 (b). The sub-diagram D is a so called amputated one-
particle irreducible one-particle diagram. It is an amputated diagram, since the lines connecting
it with the external points x and x′ are not part of the diagram. Hence, D = D(y′|y) is a
function of the multi-indices y′, y which are to be contracted with the two remaining free Green
functions g(x|y′) and g(y|x′). D is called one-particle irreducible, since it does not contain any
branch line. This means that removing any single line from that diagram does not disconnect it.
When we evaluate such an amputated one-particle irreducible one-particle diagram as
ζP ζnloop
2neqS
(∏
iν¯
)(∏
g
)
, (84)
then the product
∏
g does no longer comprise the lines g(x|y′) and g(y|x′), and the implicit
summation over the internal multi-indices does not include the indices y′, y. The total diagram
in Fig. 7 (b) has the value
g(x|y′)D(y′|y)g(y|x′), (85)
where y and y′ are summed over.
The diagrams with three branch lines have the structure indicated in Fig. 7 (c). The value of
such a diagram is
g(x|y′1)D1(y
′
1|y1)g(y1|y
′
2)D2(y
′
2|y2)g(y2|x
′). (86)
This equation is based on the fact that there are no equivalent lines connecting a vertex from
D1 with a vertex from D2 and that interchanging a vertex label from D1 with one of D2 is no
symmetry of the diagram. Additionally, each loop is either in D1 or in D2. A diagram with k
branch lines is given by
g(x|y′1)D1(y
′
1|y1)g(y1|y
′
2) . . . Dk−1(y
′
k−1|yk−1)g(yk−1|x
′). (87)
The self-energy Σ(y′|y) is defined to be the sum of all amputated one-particle irreducible one-
particle diagrams D(y′|y). The sum of all diagrams with the structure given in Fig. 7 (b) is
then
g(x|y′)Σ(y′|y)g(y|x′), (88)
and the sum of all diagrams with the structure from Fig. 7 (c) is
g(x|y′1)Σ(y
′
1|y1)g(y1|y
′
2)Σ(y
′
2|y2)g(y2|x
′). (89)
Keldysh formalism for nonequilibrium transport B2.15
Σ Σ Σ
Σ
Σ
=
=
=
+ +
+
+
G g
+ · · ·
Fig. 8: Dyson’s equation
Summation over the number of branch lines leads to Dyson’s equation for the single-particle
Green function,
G = g + gΣg + gΣgΣg + . . . (90)
= g + gΣG (91)
= g +GΣg, (92)
which is represented in Fig. 8. Here the product is a short notation for the contraction of indices.
In particular, the self-energy has two contour indices, and the components can be arranged in a
matrix as
Σj
′|j =
(
Σf|f Σf|b
Σb|f Σb|b
)
j′j
=
(
Σc Σ<
Σ> Σc˜
)
j′j
. (93)
The solution of Dyson’s equation is
G = (g−1 − Σ)−1. (94)
Hence, the self-energy allows to compute the single-particle Green function, which in turn
describes all single-particle features of the system. Due to the series structure of Dyson’s equa-
tion, a finite order approximation to the self-energy results in an approximation for the Green
function including infinitely many diagrams.
2.6 Keldysh rotation
The Keldysh rotation [7] is a unitary transformation in the contour indices given by
aˆ1 =
aˆf − aˆb
√
2
, (95)
aˆ2 =
aˆf + aˆb
√
2
. (96)
We call l = 1, 2 the Keldysh index as opposed to the contour index j = f, b. Let z = (l, t, s) be
the corresponding multi-index, and define the rotation matrix
Kz1x2 =
1
√
2
(
1 −1
1 1
)
l1j2
δ(t1 − t2)δs1s2 , (97)
K† = K−1. (98)
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Then
aˆz = Kzxaˆx, (99)
aˆ†z = aˆ
†
xK
†
xz = aˆ
†
xK
−1
xz , (100)
with summation convention for repeated multi-indices. The Keldysh rotated n-particle Green
functions is given by
G(z1, . . . , zn|z
′
1, . . . , z
′
n) = (−i)
nTr Tˆc aˆ
l1
s1
(t1)H . . . aˆ
ln
sn(tn)Haˆ
† l′n
s′n
(t′n)H . . . aˆ
† l′
1
s′
1
(t′1)Hρˆ0 (101)
= Kz1x1 . . . KznxnG(x1, . . . , xn|x
′
1, . . . , x
′
n)K
−1
x′
1
z′
1
. . . K−1x′nz′n . (102)
We transform vertices and the self-energy accordingly,
ν¯z′
1
z′
2
z1z2 = Kz′1x′1Kz′2x′2 ν¯x′1x′2x1x2K
−1
x1z1
K−1x2z2 , (103)
Σ(z′|z) = Kz′x′Σ(x
′|x)K−1xz . (104)
Therefore index contractions of vertices and (free) Green functions remain unchanged and all
diagram rules formulated above can be applied as well for Keldysh rotated Green functions.
The nontrivial components of the Keldysh rotated single-particle Green function, are called
retarded , advanced, Keldysh Green function,(
G1|1 G1|2
G2|1 G2|2
)
=
(
GP GA
GR GK +GP
)
=
1
2
(
1 −1
1 1
)(
Gc G<
G> Gc˜
)(
1 1
−1 1
)
. (105)
They are given by
GR(t|t′) =
1
2
[
Gc −G< +G> −Gc˜
]
(t|t′) = Θ(t− t′) [G>(t|t′)−G<(t|t′)] , (106)
GA(t|t′) =
1
2
[
Gc +G< −G> −Gc˜
]
(t|t′) = Θ(t′ − t) [G<(t|t′)−G>(t|t′)] , (107)
GK = G< +G>. (108)
with Θ(0) = 1/2 (in particular GR(t|t) = −i/2). Without recourse to contour ordering they
can be written
GRs|s′(t|t
′) = −iΘ(t− t′) Tr
[
aˆs(t)H, aˆ
†
s′(t
′)H
]
−ζ
ρˆ0, (109)
GAs|s′(t|t
′) = iΘ(t′ − t) Tr
[
aˆs(t)H, aˆ
†
s′(t
′)H
]
−ζ
ρˆ0 = G
R
s′|s(t
′|t)∗, (110)
GKs|s′(t|t
′) = −iTr
[
aˆs(t)H, aˆ
†
s′(t
′)H
]
ζ
ρˆ0 = −G
K
s′|s(t
′|t)∗. (111)
The (1|1) component vanishes except for a small “patch”,
GP(t|t′) =
1
2
[
Gc −G< −G> +Gc˜
]
(t|t′) =
{
0, t 6= t′
i
2
, t = t′
}
= gP(t|t′). (112)
Since gP vanishes except at a single point, it does not contribute when its time arguments are
integrated over. The only relevance of the patch Green function is for lines that start and end
at the same vertex, as does the loop line in the first order diagram of Fig. 6. In such cases, on
encounters the expression
1
2
[
gK(t|t) + 2gP(t, t)
]
= g<(t|t), (113)
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yielding a Hartree-Fock like contribution as described after Eq. (83).
The fact that GP essentially vanishes simplifies computations and is one of the motivations for
the Keldysh rotation. As GA = GR †, and GP = gP, all single particle functions can be derived
from the two functions GR and GK alone. Retarded Green functions are known from linear
response theory. Their inbuilt causal structure of the cause preceeding the effect becomes visible
in the factor Θ(t− t′) in Eq. (109). This factor is directly connected to the analytic behaviour of
the retarded Green function in frequency representation, as described in the following section.
More generally, multi-particle Green functions vanish, if the Keldysh index associated with the
greatest time argument equals 1 [10]. In thermal equilibrium, GR is directly connected to the
Matsubara Green function, as discussed in section 2.8.
The explicit results for the components of the free single-particle Green function are
gR(t, t′) = −iΘ(t− t′)u0(t, t
′) = gA(t′, t)† (114)
gK(t, t′) = −iu0(t, t0)(1 + ζ2n)u0(t0, t
′) (115)
= −igR(t, t0)(1 + ζ2n)g
A(t0, t
′). (116)
=
(
gRΣKinig
A)(t, t′). (117)
In the last line, multiplication includes summation over single-particle states and integration
over time. We defined the initial Keldysh self-energy
ΣKini(t
′|t) = −i(1 + ζ2n)δ(t′ − t)δ(t− t0). (118)
The inverse Keldysh rotated Green function is
G−1 =
(
GP GA
GR GK +GP
)−1
=
(
−GR−1GKGA−1 GR−1
GA−1 0
)
, (119)
g−1 =
(
−ΣKini g
R−1
gA−1 0
)
. (120)
When checking the inverse, note that GPGR−1 = 0 since GP vanishes except at one point and
the internal time is integrated over. We conclude for the Keldysh-rotated self-energy
g−1 −G−1 = Σ =
(
Σ1|1 Σ1|2
Σ2|1 Σ2|2
)
=
(
ΣK ΣR
ΣA 0
)
. (121)
It can be shown that the self-energy (and more generally, any one-particle irreducible multi-
particle vertex function) vanishes, if the Keldysh index associated with the greatest time argu-
ment equals 2 [10]. In particular ΣR(t′|t) ∼ Θ(t′−t) and Σ2|2 = 0. The components of Dyson’s
equation read
GR =
(
gR−1 − ΣR
)−1
, (122)
GA =
(
gA−1 − ΣA
)−1
, (123)
GK = GR
(
ΣK + ΣKini
)
GA. (124)
In particular, there is a decoupled Dyson’s equation for the retarded component alone. The
structure of Dyson’s equation in the Keldysh component is interesting as well. Information on
the initial density matrix is stored in ΣKini. This information is propagated from t0 to the time
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arguments t, t′ > t0 of GK via GR and GA. If inelastic processes are present in the system then
GR,A will decay for long time spans, compare Eq. (128) below. Consequently, the information
on the initial density matrix gets suppressed for increasing times. On the other hand, at all
times later than t0, the interaction influences the particle statistics in a way encoded in ΣK.
That information is propagated as well to the time arguments t, t′ of GK and may become the
dominant contribution. Structurally identical equations exist for G< and G>. G< is related to
the statistics of particles, G> to that of holes and GK = G< +G> to a combination of both.
Finally, the Keldysh rotated two-particle vertex is
ν¯z′
1
z′
2
z1z2 =
{
δ(t′1 − t1)δ(t
′
2 − t1)δ(t2 − t1)
v¯s′
1
s′
2
s1s2
2
(t1), l
′
1 + l
′
2 + l1 + l2 odd,
0, l′1 + l
′
2 + l1 + l2 even.
(125)
For single-particle functions another convention for the Keldysh rotation is popular, in which
the definition of aˆ1 and aˆ2 is interchanged (but not that of aˆ† 1 and aˆ† 2) [8]. In this convention,
the single-particle Green function and the self-energy have the structure,(
GR GK +GP
GP GA
)
,
(
ΣR ΣK
0 ΣA
)
. (126)
2.7 Fourier transformation
In this section, we consider the case of a time independent Hamiltonian H = H0 + V . If
inelastic processes lead to a decay of long-term correlations it may happen that the system state
becomes stationary for times much later than the initial time t0. This means that the Green
functions acquire time translational invariance in that limit,
lim
t0→−∞
G(t1, . . . , tn|t
′
1, . . . , t
′
n) = lim
t0→−∞
G(t1 − t, . . . , tn − t|t
′
1 − t, . . . , t
′
n − t) (127)
for all finite t. If one is only interested in properties of the stationary state, it is advantageous to
work in Fourier space, where time translation invariance leads to frequency conservation. The
decay of long-term correlations,
lim
|ti−tj |→∞
G(t1, . . . , tn|t
′
1, . . . , t
′
n) = 0, for all ti, tj ∈ {t1, . . . , t′n} , (128)
assures the convergence of Fourier transformations in 2n − 1 of the Green function’s time
arguments. The Fourier transformation in the remaining time argument leads to a δ-function
that assures frequency conservation.
We set t0 = −∞ and define the Fourier transformed n-particle Green function by
G(ω1, . . . , ωn|ω
′
1, . . . , ω
′
n) =
∫ ∞
−∞
ei(ω1t1+···+ωntn−ω
′
1
t′
1
−···−ω′nt
′
n)G(t1, . . . , tn|t
′
1, . . . , t
′
n)dt1 . . . dt
′
n.
(129)
Let ξ = (l, ω, s) [or (j, ω, s)] as opposed to z = (l, t, s) [or x = (j, t, s)] be the multi-index
with frequency instead of time. Consider the transformation matrix
Fξ1z2 = δl1l2e
iω1t2δs1s2 . (130)
Keldysh formalism for nonequilibrium transport B2.19
If we define contraction of frequencies with a prefactor (2π)−1,
AωBω =
1
2π
∫
dωAωBω, (131)
then the identity in Fourier space is 1ωω′ = 2πδ(ω − ω′), and F is unitary,
F † = F−1. (132)
The Fourier transformed Green function can now be written
G(ξ1, . . . , ξn|ξ
′
1, . . . , ξ
′
n) = Fξ1z1 . . . FξnznG(z1, . . . , zn|z
′
1, . . . , z
′
n)F
−1
z′
1
ξ′
1
. . . F−1z′nξ′n , (133)
with summation convention for repeated multi-indices. We transform vertices and the self-
energy accordingly,
ν¯ξ′
1
ξ′
2
ξ1ξ2 = Fξ′1z′1Fξ′2z′2 ν¯z′1z′2z1z2F
−1
z1ξ1
F−1z2ξ2 , (134)
Σ(ξ′|ξ) = Fξ′z′Σ(z
′|z)F−1zξ . (135)
Therefore index contractions of vertices and (free) Green functions remain unchanged and all
diagram rules formulated above can be applied as well for the Fourier transformed Green func-
tions. Due to frequency conservation the number of independent frequency integrations to be
performed for the evaluation of a diagram is strongly reduced.
From
G(t1, . . . , tn|t
′
1, . . . , t
′
n) = G(0, t2 − t1, . . . , tn − t1|t
′
1 − t1, . . . , t
′
n − t1) (136)
follows that the Green function in Fourier space conserves frequency,
G(ω1, . . . , ωn|ω
′
1, . . . , ω
′
n)
=
∫ ∞
−∞
ei(ω1t1+···+ωntn−ω
′
1
t′
1
−···−ω′nt
′
n)G(0, t2 − t1, . . . , tn − t1|t
′
1 − t1, . . . , t
′
n − t1)dt1 . . . dt
′
n
(137)
= 2πδ(ω1 + · · ·+ ωn − ω
′
1 − · · · − ω
′
n)G(t1 = 0, ω2, . . . , ωn|ω
′
1, . . . , ω
′
n). (138)
Especially for the single particle Green function we set
G(ω) := G(ω|t′ = 0) =
∫ ∞
−∞
eiωtG(t|0)dt =
∫ ∞
−∞
e−iωt
′
G(0|t′)dt′ = G(t = 0|ω), (139)
and find that
GR(z) =
∫ ∞
0
eiztGR(t|0)dt (140)
is analytic in the upper half plane of z, since
eizt ∼ e− Im(z)t and GR(t|0) t→∞−−−→ 0. (141)
Furthermore,
GAs|s′(z) =
∫ ∞
0
e−izt
′
GAs|s′(0|t
′)dt′ =
[∫ ∞
0
eiz
∗t′GRs′|s(t
′|0)dt′
]∗
= GRs′|s(z
∗)∗ (142)
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is analytic in the lower half plane of z. In contrast,
GKs|s′(z) =
∫ ∞
−∞
e−izt
′
GKs|s′(0|t
′)dt′ = −
[∫ ∞
−∞
eiz
∗t′GKs′|s(t
′|0)dt′
]∗
= −GKs′|s(z
∗)∗ (143)
has in general nonanalytic features in both half planes.
For the Keldysh components of the free Green function we find
gR(ω) = −i
∫ ∞
−∞
eiωtΘ(t)e−iǫtdt =
1
ω − ǫ+ iη
, (144)
where the positive infinitesimal η regularizes the integral. Similarly,
gA(ω) =
1
ω − ǫ− iη
. (145)
In order to obtain a Fourier integral of gK that converges at least in the sense of distributions,
we need to assure time translational invariance of gK(t, t′). Therefore we use the additional
assumption
[ρ0, H0] = 0, (146)
so that the occupation matrix n commutes with the matrix u0 of free single-particle time evolu-
tion. In this case,
gK(t, t′) = −iu0(t,−∞)(1 + ζ2n)u0(−∞, t
′) = −i(1 + ζ2n)u0(t, t
′), (147)
which yields
gK(ω) = −i2πδ(ω − ǫ)(1 + ζ2n) (148)
= (1 + ζ2n)
[
gR(ω)− gA(ω)
]
. (149)
Due to time translational invariance, the Fourier transformed self-energy is
Σ(ω′|ω) = 2πδ(ω′ − ω)Σ(ω), (150)
with Σ(ω) = Σ(t′ = 0|ω) = Σ(ω|t = 0). Due to the δ-functions, the frequency convolutions in
Dyson’s equation reduce to simple multiplications,
G(ω) = g(ω) + g(ω)Σ(ω)G(ω), (151)
with solution
GR(ω) =
1
ω − ǫ− ΣR(ω)
= GA(ω)† (152)
GK(ω) = GR(ω)ΣK(ω)GA(ω). (153)
Here we used that
(GRΣKiniG
A)(t|t′)
t0→−∞−−−−→ 0 (154)
due to the decay of long-term correlations. Since ΣR(t′, t) ∼ Θ(t′ − t) it follows as for the
Green function that ΣR(z) is analytic in the upper half plane of the complex frequency z.
Finally, the Fourier transformed interaction vertex reads
ν¯ξ′
1
ξ′
2
ξ1ξ2 =
{
2πδ(ω′1 + ω
′
2 − ω1 − ω2)
v¯s′
1
s′
2
s1s2
2
, l′1 + l
′
2 + l1 + l2 odd,
0, l′1 + l
′
2 + l1 + l2 even.
(155)
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2.8 Keldysh formalism in equilibrium
Suppose the Hamiltonian Hˆ = Hˆ0 + Vˆ does not depend on time. Let the initial density matrix
describe grand canonical equilibrium with temperature T = β−1 and chemical potential µ. As
Hˆ conserves particle number,
[Hˆ, Nˆ ] = 0, (156)
the density matrix is stationary,
ρˆ(t) = ρˆ(t0) = ρˆeq =
1
Z
e−β(Hˆ−µNˆ), Z = Tr e−β(Hˆ−µNˆ), (157)
where
Nˆ =
∑
s
aˆ†saˆs (158)
is the operator of total particle number.
Fluctuation dissipation theorem. We exploit that the density matrix has the structure of a time
evolution in imaginary time direction,
aˆs(t)Hρˆeq =
1
Z
eiHˆ(t−t0)aˆse
−iHˆ(t−t0)e−β(Hˆ−µNˆ) (159)
=
1
Z
e−β(Hˆ−µNˆ)eiHˆ(t−iβ−t0)e−βµNˆ aˆse
βµNˆe−iHˆ(t−iβ−t0) (160)
= eβµρˆeqaˆs(t− iβ)H. (161)
For the single-particle Green function follows [9]
G<ss′(t− t
′) = −iζ Tr aˆ†s′(t
′)Haˆs(t)Hρˆeq (162)
= −iζeβµTr aˆs(t− iβ)Haˆ
†
s′(t
′)Hρˆeq (163)
= ζeβµG>ss′(t− iβ − t
′). (164)
We change to frequency representation,
G<(ω) =
∫ ∞
−∞
eiωtG<(t)dt (165)
= ζe−β(ω−µ)
∫ ∞−iβ
−∞−iβ
eiωtG>(t)dt (166)
= ζe−β(ω−µ)G>(ω). (167)
In the last step we used that G>(t) is analytic in t and vanishes for t→∞. By use of
GR(ω)−GA(ω) = G>(ω)−G<(ω) (168)
GK(ω) = G>(ω) +G<(ω), (169)
this equation characterizing thermal equilibrium can be transformed to the so called fluctuation
dissipation theorem
GK(ω) = [1 + ζ2nζ(ω)]
[
GR(ω)−GA(ω)
]
, (170)
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where
nζ(ω) =
1
eβ(ω−µ) − ζ
(171)
denotes the Bose or Fermi function. As GA = GR †, all single-particle Green functions can be
derived from GR alone in thermal equilibrium.
An analogous equation for the self-energy follows from
GR(ω)ΣK(ω)GA(ω) = GK(ω) (172)
= [1 + ζ2nζ(ω)]G
R(ω)
[
GA−1(ω)−GR−1(ω)
]
GA(ω) (173)
= [1 + ζ2nζ(ω)]G
R(ω)
[
ΣR(ω)− ΣA(ω)
]
GA(ω), (174)
namely
ΣK(ω) = [1 + ζ2nζ(ω)]
[
ΣR(ω)− ΣA(ω)
]
. (175)
It can as well be Keldysh back rotated to
Σ<(ω) = ζe−β(ω−µ)Σ>(ω). (176)
By similar arguments, one can also establish equilibrium conditions for multi-particle Green
functions [10]. Their structure is however more complicated.
Diagrammatic expansion. As ρeq is not of the uncorrelated form described in Eqs. (45, 46),
Wick’s theorem cannot be directly applied. However, the density matrix can be written
ρˆeq =
1
Z
e−iHˆ(t0−iβ−t0)eβµNˆ =
1
Z
uˆ(t0 − iβ, t0)e
βµNˆ . (177)
Therefore,
〈A〉(t) = Tr Aˆ(t)Hρeq (178)
=
1
Z
Tr uˆ(t0 − iβ, t0)uˆ(t0, t)A(t)uˆ(t, t0)e
βµNˆ (179)
=
1
Z
Tr uˆ0(t0 − iβ, t0)uˆI(t0 − iβ, t0)uˆI(t0, t)A(t)0uˆI(t, t0)e
βµNˆ (180)
=
Z0
Z
Tr uˆI(t0 − iβ, t0)uˆI(t0, t)A(t)0uˆI(t, t0)ρˆeq,0, (181)
where
ρeq,0 =
1
Z0
e−β(Hˆ0−µNˆ) =
1
Z0
uˆ0(t0 − iβ, t0)e
βµNˆ , (182)
Z0 = Tr e
−β(Hˆ0−µNˆ). (183)
ρˆeq,0 is of the form required for the application of Wick’s theorem. This motivates us to add a
third branch to the time contour which leads from t0 to t0 − iβ and which we label by j = im
since it goes in (negative) imaginary time direction. We agree that Tˆc places operators with
index j = im left of operators with j = b and j = f. It arranges the im-operators such that the
imaginary part of time becomes more and more negative from right to left. Then we can write
〈A〉(t) =
Z0
Z
Tr Tˆc e
−i
(∫
∞
t0
[V f(τ)0−V b(τ)0]dτ+
∫ t0−iβ
t0
V im(τ)0dτ
)
Af(t)0ρeq,0, (184)
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ρˆeq
Aˆ
f(t)0
uˆI(t, t0) uˆI(∞, t)
uˆI(t0,∞)
ρˆeq,0
Aˆ
f(t)0
uˆI(t, t0) uˆI(∞, t)
uˆI(t0,∞)
uˆI(t0 − iβ, t0)
Z0
Z
=
Fig. 9: Pictorial representation of Eq. (184). We chose the vertical direction to signify time
evolution in imaginary direction. The dotted line connecting the end of that time evolution with
ρˆeq,0 just visualizes the cycle of the trace operation.
ρˆeq,0
Aˆ
f(t)0
uˆI(t, t0) uˆI(∞, t)
uˆI(t0,∞)
uˆI(t0 − iβ, t0)
Aˆ
f(t)0
uˆI(t,−∞) uˆI(∞, t)
uˆI(−∞,∞)
ρˆeq,0
t0→−∞−−−−→
Z0
Z
Fig. 10: If inelastic processes lead to the decay of long-term correlations, the imaginary-time
branch of the contour can be omitted (together with the factor Z0/Z) in the limit t0 → −∞.
This means in total, that ρˆeq has been simply replaced by ρˆeq,0.
as depicted in Fig. 9. Similarly, the n-particle Green function is
G(x1, . . . , xn|x
′
1, . . . , x
′
n)
= (−i)n
Z0
Z
Tr Tˆc e
−i
(∫
∞
t0
[V f(τ)0−V b(τ)0]dτ+
∫ t0−iβ
t0
V im(τ)0dτ
)
aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
ρˆeq,0. (185)
Wick’s theorem holds in identical form in this situation. When we expand the exponential in
powers of the interaction, we can again represent all contributions by diagrams. The diagram
rules are similar but take care of the third branch of the contour. As before, diagrams which are
not connected to the external fields need not be considered. Together with the prefactor Z0/Z
they produce a global factor
Z0
Z
Tr Tˆc e
−i
(∫
∞
t0
[V f(τ)0−V b(τ)0]dτ+
∫ t0−iβ
t0
V im(τ)0dτ
)
ρˆeq,0
=
Z0
Z
Tr uˆI(t0 − iβ, t0)uˆI(t0,∞)uˆI(∞, t0)ρˆeq,0g (186)
=
1
Z
Tr uˆ0(t0 − iβ, t0)uˆI(t0 − iβ, t0)e
βµNˆ (187)
=
1
Z
Tr uˆ(t0 − iβ, t0)e
βµNˆ (188)
= 1. (189)
Often inelastic processes lead to the decay of long-term correlations. Then diagrammatic con-
tributions connecting the external operators aˆx, aˆ†x′ of a Green function with the imaginary time
contour uˆI(t0− iβ, t0) will vanish in the limit t0 → −∞. Consequently, the Green function can
be computed from the remaining diagrams that do not involve the imaginary time contour,
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (−i)
nTr Tˆc e
−i
∫
∞
t0
[V f(τ)0−V b(τ)0]dτ aˆx1 . . . aˆxn aˆ
†
x′n
. . . aˆ†x′
1
ρˆeq,0.
(190)
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Thus we can simply use the standard two-branch contour in this case and replace ρeq with ρeq,0,
compare Fig. 10.
Relation to Matsubara Green functions. Matsubara formalism [6] is tailored to study the
properties of a system in thermal equilibrium. Its basic idea is to position all operators in
question on the imaginary part of the time contour and to obtain results for real times by analytic
continuation. The forward and backward branch of the contour are then no longer needed. The
single-particle Matsubara Green function is defined for the (relative) time τ = − Im t in the
interval from 0 to β. Fourier transformation leads to the function GMatsuss′ (ωn) with discrete
Matsubara frequencies
ωn =
{
2nπT, for Bosons,
(2n+ 1)πT, for Fermions,
n integer. (191)
GMatsu(ωn) is related to GR(ω) and GA(ω) by analytic continuation. This can be seen from
the Lehmann representation , which is achieved by evaluating the Green function in a multi-
particle eigenbasis of Hˆ and ρˆeq. Let |n〉 denote an orthonormal basis of common multi-particle
eigenstates of Hˆ and Nˆ ,
Hˆ |n〉 = En |n〉 , Nˆ |n〉 = Nn |n〉 . (192)
We use it to study the frequency dependent retarded Green function GR(z) with frequency z
from the complex upper half plane,
GRss′(z) = −i
∫ ∞
0
dt eiztTr
e−β(Hˆ−µNˆ)
Z
[
aˆs(t)H, aˆ
†
s′(0)H
]
−ζ
(193)
= −i
∑
n,m
e−β(En−µNn)
Z
∫ ∞
0
dt eizt
[
〈n|as(t)H|m〉〈m|a
†
s′(0)H|n〉
− ζ〈n|a†s′(0)H|m〉〈m|as(t)H|n〉
]
(194)
= −i
∑
n,m
e−β(En−µNn)
Z
∫ ∞
0
dt
[
ei(En−Em+z)tas,nma
∗
s′,nm − ζe
i(Em−En+z)tas,mna
∗
s′,mn
]
(195)
=
∑
n,m
e−β(En−µNn)
Z
[
as,nma
∗
s′,nm
En − Em + z
− ζ
as,mna
∗
s′,mn
Em − En + z
]
, (196)
where
as,nm = 〈n|aˆs|m〉 = 〈m|aˆ
†
s|n〉
∗. (197)
Note that the integral converges only for z with positive imaginary part. GR(ω) with real fre-
quency ω is obtained as limit from above by replacing z with ω+ iη. The Lehmann representa-
tion of the advanced Green function is formally identical, but allows only for z from the lower
half plane. The Lehmann representation of the Matsubara Green function turns out to be again
formally identical but with imaginary frequency iωn. We thus have
GMatsu(ωn) =
{
GR(z = iωn + µ), if ωn > 0,
GA(z = iωn + µ), if ωn < 0.
(198)
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The shift of the frequency by µ results from the fact that Matsubara formalism defines “time
evolution” to be generated by Hˆ − µNˆ instead of just Hˆ . This trick is technically convenient
and without influence on expectation values and correlation functions of number conserving
operators.
2.9 Generating functionals for Green and vertex functions
The n-particle Green functions can be identified as expansion coefficients of a so called gen-
erating functional. This makes it possible to derive features of the Green functions from the
properties of the generating functional. For instance, the flow equations of the functional renor-
malization group (see lecture B7 by V. Meden) can be derived from generating functionals. A
rather detailed discussion of generating functionals in Matsubara formalism can be found in [6].
Generating functionals within Keldysh formalism are studied in [11, 12].
Generating functional for Green functions. In order to motivate the form of the generating
functional, we consider adding a source term Hˆθ(t) to the Hamiltonian,
Hˆ ′(t) = Hˆ(t) + Hˆθ(t) (199)
Hˆθ(t) =
∑
s
[
θ¯s(t)aˆs + aˆ
†
sθs(t)
]
. (200)
Here, θs(t) and θ¯s(t) are conjugated numbers. θs(t) can be chosen complex. For Fermions
however it is convenient to choose θs(t) and θ¯s(t) as conjugated generators of a Grassmann
algebra. These generators anti-commute with each other and with the annihilators and creators.
Hˆθ(t) operates on a generalized Fock space then which allows for Grassmann coefficients. Now
1 = Tr uˆ(t0,∞)uˆ(∞, t0)ρˆ0 (201)
= Tr Tˆc exp
[
−i
∫ ∞
t0
∑
j
sgn(j)
(
Hˆj(τ) +
∑
s
[
θ¯s(τ)aˆ
j
s(τ) + aˆ
† j
s (τ)θs(τ)
])
dτ
]
ρˆ0.
(202)
In the last expression, the time dependence of aˆjs(τ) is only formal and indicates the position of
the operator under contour ordering. Let us now formally allow θs(τ) to take different values
on the forward and on the backward branch. We define the functional
G[θ, θ¯] = Tr Tˆc exp
[
−i
∫ ∞
t0
∑
j
(
sgn(j)Hˆj(τ) +
∑
s
[
θ¯js(τ)aˆ
j
s(τ) + aˆ
† j
s (τ)θ
j
s(τ)
])
dτ
]
ρˆ0.
(203)
As seen above, G satisfies the normalization condition
G[θ, θ¯]
∣∣
θb=−θf
θ¯b=−θ¯f
= 1. (204)
The functional can be used to generate Green functions. For instance
δ2G[θ, θ¯]
δθ¯ir(t)δθ
i′
r′(t
′)
∣∣∣∣
θ=0
θ¯=0
= Tr Tˆc e
−i
∫
∞
t0
∑
j sgn(j)Hˆ
j(τ)dτ
[−iaˆir(t)][−iζaˆ
† i′
r′ (t
′)]ρˆ0 (205)
= −ζ Tr Tˆc aˆ
i
r(t)Haˆ
† i′
r′ (t
′)Hρ0 (206)
= −iζG
i|i′
r|r′(t|t
′) (207)
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(except at t = t′ where the derivative does not reproduce the rule to sort a† to the left of a).
The derivative with respect to θi′r′(t′) produced a factor ζ = −1 for Fermions due to the anti-
commutative behaviour of the Grassmann generators. More generally, the n-particle Green
function is given by
G(x1, . . . , xn|x
′
1, . . . , x
′
n) = (ζi)
n δ
2nG[θ, θ¯]
δθ¯x1 . . . δθ¯xnδθx′n . . . δθx′1
∣∣∣∣∣
θ=0
θ¯=0
. (208)
The expansion of the generating functional in the fields θ, θ¯ then reads
G[θ, θ¯] = 1 +
∞∑
n=1
(−i)n
n!2
G(x1, . . . , xn|x
′
1, . . . , x
′
n)θ¯x1 . . . θ¯xnθx′n . . . θx′1 , (209)
with summation convention for repeated multi-indices.
As an example how features of the Green functions can be derived from the generating func-
tional we study the normalization condition. After Keldysh rotation from θf,b to θ1,2 via
θz = Kzxθx (210)
the normalization condition reads
G[θ, θ¯]
∣∣
θ2=0
θ¯2=0
= 1. (211)
This entails
G1...1|1...1 = (ζi)n
δ2nG
δθ¯1 . . . δθ¯1δθ1 . . . δθ1
∣∣∣∣
θ=0
θ¯=0
= (ζi)n
δ2n (G|θ2=0=θ¯2)
δθ¯1 . . . δθ¯1δθ1 . . . δθ1
∣∣∣∣
θ1=0
θ¯1=0
= 0, (212)
which is a generalization of our result for the patch Green function in the single particle case.
Further generating functionals. Other classes of functions can be generated from appropri-
ate functionals as well. For instance, the connected n-particle Green function Gc(x1, . . . , xn|
x′1, . . . , x
′
n) is defined as sum of all connected n-particle diagrams. A diagram is called con-
nected, if any two (internal or external) vertices are connected by a sequence of lines and other
vertices. It can be shown [6], that the connected Green functions are generated by lnG,
Gc(x1, . . . , xn|x
′
1, . . . , x
′
n) = (ζi)
n δ
2nW [θ, θ¯]
δθ¯x1 . . . δθ¯xnδθx′n . . . δθx′1
∣∣∣∣∣
θ=0
θ¯=0
, (213)
W [θ, θ¯] = lnG[θ, θ¯]. (214)
The functional renormalization group is often formulated for the so called one-particle irre-
ducible vertex functions γ(x′1, . . . , x′n|x1, . . . , xn). These are the multi-particle generalizations
of the self energy. γ(x′1, . . . , x′n|x1, . . . , xn) is defined to be the sum of all one-particle irre-
ducible n-particle diagrams. It is convenient to define the value of such a diagram as
D(x′1, . . . , x
′
n|x1, . . . , xn) = i
1−n ζ
P ζnloop
2neqS
(∏
iν¯
)(∏
g
)
(215)
with the conventional factor i1−n. This factor assures that the one-particle irreducible diagram
consisting only of a bare n-particle vertex (if the Hamiltonian contains an n-particle interaction)
is equal in value to that vertex.
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It can be shown, that a Legendre transformation of W leads to the generating functional of the
one-particle irreducible vertex functions. Define
ψx[θ, θ¯] =
δ
(
iW [θ, θ¯]
)
δθ¯x
, (216)
ψ¯x′ [θ, θ¯] = ζ
δ
(
iW [θ, θ¯]
)
δθx′
, (217)
and suppose this can be solved for θ[ψ, ψ¯], θ¯[ψ, ψ¯]. Then the so called effective action
Γ[ψ, ψ¯] =
[
θ¯xψx + ψ¯x′θx′ − iW [θ, θ¯]− ψ¯x′g
−1(x′, x)ψx
]
θ[ψ,ψ¯]
θ¯[ψ,ψ¯]
(218)
generates the vertex functions via
γ(x′1, . . . , x
′
n|x1, . . . , xn) = −ζ
n δ
2nΓ[ψ, ψ¯]
δψ¯x′
1
. . . δψ¯x′nδψxn . . . δψx1
∣∣∣∣∣ψ=0
ψ¯=0
. (219)
Coherent state functional integral representation. For explicit calculations it is often conve-
nient to work with generating functionals in the coherent state functional integral representation.
We sketch briefly, how this representation is achieved for the functional G. The time span from
t0 to tmax (with tmax →∞) is divided into N steps, N →∞,
tk = t0 + k∆, (220)
∆ =
tmax − t0
N
, (221)
such that
G[θ, θ¯] = lim
tmax→∞
lim
N→∞
Tr uˆbθ(t0, t1) . . . uˆ
b
θ(tN−1, tN)1uˆ
f
θ(tN , tN−1) . . . uˆ
f
θ(t1, t0)ρˆ0, (222)
with
uˆfθ(tk, tk−1) = Tˆc exp
[
−i
∫ tk
tk−1
∑
j
(
Hˆ(τ) +
∑
s
[
θ¯fs(τ)aˆs(τ) + aˆ
†
s(τ)θ
f
s(τ)
])
dτ
]
(223)
≈ e−i∆(Hˆ(tk)+
∑
s[θ¯fs(tk)aˆs+aˆ
†
sθ
f
s(tk)]) (224)
uˆbθ(tk−1, tk) ≈ e
i∆(Hˆ(tk)−
∑
s[θ¯bs(tk)aˆs+aˆ
†
sθ
b
s(tk)]). (225)
Now one introduces coherent state resolutions of unity between any two operators in that ex-
pression. The coherent states |φ〉 [with φ = (φs1 , φs2 , . . . )] are given by [6]
|φ〉 = eζ
∑
s φsaˆ
†
s |vac〉 (226)
and satisfy
aˆs |φ〉 = φs |φ〉 , (227)
〈φ| aˆ†s = φ¯s 〈φ| (228)
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for all s. For Bosons, the φs are complex numbers. For Fermions, they are generators of a
Grassmann algebra. The coherent state resolution of unity reads
1ˆ =
∫ (∏
s
dφ¯sdφs
N
e−φ¯sφs
)
|φ〉〈φ| , (229)
and the trace of a particle number conserving operator is
Tr Aˆ =
∫ (∏
s
dφ¯sdφs
N
e−φ¯sφs
)
〈φ|Aˆ|ζφ〉, (230)
where
N =
{
2πi, for Bosons,
1, for Fermions.
(231)
The resulting expression for the generating functional is finally
G[θ, θ¯] =
∫
DφDφ¯ ei(A[φ,φ¯]−θ¯xφx−φ¯x′θx′). (232)
Here, we used the abbreviation
∫
DφDφ¯ . . . = lim
tmax→∞
lim
N→∞
∫ ∏
s
∏
j=f,b
N∏
k=0
dφ¯jk,sdφ
j
k,s
N
. . . (233)
The action
A[φ, φ¯] = A0[φ, φ¯] + Aint[φ, φ¯] (234)
is given by
A0[φ, φ¯] = φ¯x′g
−1(x′, x)φx (235)
and
Aint[φ, φ¯] = −
1
4
ν¯x′
1
x′
2
x1x2φ¯x′1φ¯x′2φx2φx1 , (236)
where
ν¯x′
1
x′
2
x1x2 = δj′1j1δj′2j1δj2j1 sgn(j1)δ(t
′
1 − t1)δ(t
′
2 − t1)δ(t2 − t1)v¯s′1s′2s1s2(t1). (237)
The coherent state representation of the effective action is
Γ[ψ, ψ¯] = −i ln
[
1
Z
∫
DφDφ¯ ei(A[φ,φ¯]−A0[ψ,ψ¯]−θ¯xφx−φ¯x′θx′+θ¯xψx+ψ¯x′θx′)
]
θ[ψ,ψ¯]
θ¯[ψ,ψ¯]
. (238)
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Hˆdot
0
+ Vˆ ,
ρˆdot
0
Hˆ res
1
,
T1, µ1
Hˆ res
2
,
T2, µ2
Hˆ res
3
,
T3, µ3
Hˆcoup
1
Hˆcoup
2
Hˆcoup
3
Fig. 11: The system under consideration consists of an interacting quantum dot that is tunnel
coupled to M non-interacting leads, here M = 3. At time t0 the leads are prepared in thermal
equilibrium, each with individual temperature and chemical potential.
3 Nonequilibrium transport through quantum systems
3.1 Model for a quantum system coupled to leads
We consider a confined mesoscopic region which is coupled via barriers to several leads. This
geometry is realized for example by a quantum dot or wire with quantum point contacts, em-
bedded in a semi-conductor hetero structure; or by a carbon nanotube lying across metallic elec-
trodes; or by a molecule coupled by ligands into a metallic break junction. Due to the smallness
of the confined region, transport is phase coherent so that a quantum mechanical description is
required. Furthermore, interactions have decisive influence on transport properties.
Let us for example focus on effects of the particle-particle interaction in a system of Fermionic
particles. The confined region (called dot) is coupled to M noninteracting reservoirs, M ≥ 1,
which are supposed to be metallic with long-living quasi-particles and described by a single-
particle Hamiltonian. The total Hamiltonian under consideration is then given by
Hˆ(t) = Hˆdot0 (t) + Vˆ +
M∑
r=1
[
Hˆ resr + Hˆ
coup
r (t)
]
, (239)
with
Hˆdot0 (t) =
∑
q′,q
ǫq′q(t)cˆ
†
q′ cˆq (240)
Vˆ =
1
4
∑
q1,q′1
q2,q′2
vq′
1
q′
2
q1q2 cˆ
†
q′
1
cˆ†q′
2
cˆq2 cˆq1 , (241)
Hˆ resr =
∑
kr
ǫkr cˆ
†
kr
cˆkr , (242)
Hˆcoupr (t) =
∑
kr,q
Jkrq(t)cˆ
†
kr
cˆq +H. c. (243)
in standard notation of second quantization. Here, q denotes single-particle states which are
localized on the dot, while kr denotes the single-particle eigenstates of the Hamiltonian of
reservoir r. For homogeneous electron reservoirs, k is a multi-index comprising momentum
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and spin. The single-particle matrix elements of the Hamiltonian are
ǫq′q(t) = 〈q
′|Hˆdot0 (t)|q〉 (244)
ǫkr = 〈kr|Hˆ
res
r |kr〉, (245)
Jkrq(t) = 〈kr|Hˆ
coup
r (t)|q〉 = Jqkr(t)
∗, (246)
while
vq′
1
q′
2
q1q2 = 〈q
′
1q
′
2|Vˆ |q1q2〉 − 〈q
′
1q
′
2|Vˆ |q2q1〉 (247)
denotes the antisymmetrized matrix elements of the two-particle interaction.
We assume that at some initial time t0 the whole configuration is described by the product
density matrix
ρˆ(t0) = ρˆ0 = ρˆ
dot
0 ⊗ ρˆ
res
1,0 ⊗ . . .⊗ ρˆ
res
M,0, (248)
where
ρˆresr,0 =
e−(Hˆ
res
r −µrNˆr)/Tr
Tr e−(Hˆ resr −µrNˆr)/Tr
, r = 1, . . . ,M, (249)
characterizes grand-canonical equilibrium of reservoir r with temperature Tr and chemical po-
tential µr, and
Nˆr =
∑
kr
cˆ†kr cˆkr (250)
is the operator of particle number in reservoir r. We denote the corresponding Fermi functions
by
fr(ω) =
1
e(ω−µr)/Tr + 1
. (251)
A product density matrix arises naturally if dot and reservoirs are decoupled for t < t0. Different
temperatures or chemical potentials of the different reservoirs prepare a global nonequilibrium
situation. The so prepared system is depicted schematically in Fig. 11.
For times t > t0 the Hamiltonian Hˆ induces a unitary time evolution. If the reservoirs are
infinite in size and are prepared with different temperatures or chemical potentials, the system
will typically evolve towards a state of stationary transport. This state, as well as the time
dependent transient behaviour before, can be studied within Keldysh formalism.
3.2 Reservoir self-energy
Consider a diagrammatic expansion of the multi-particle Green functions, where Hˆdot0 +
∑
r Hˆ
res
r
are taken as noninteracting part of the Hamiltonian, while Vˆ +
∑
r Hˆ
coup
r serve as interaction.
The two contributions to the interaction give rise to two types of vertices: two-particle vertices
ν¯ representing the two-particle interaction Vˆ and one-particle vertices
θj
′j
qkr
(t′, t) = δ(t′ − t)δj′j sgn(j)Jqkr(t) (252)
θj
′j
krq
(t′, t) = δ(t′ − t)δj′j sgn(j)Jkrq(t) (253)
= θjj
′
qkr
(t, t′)∗, (254)
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xix
′
i
gdot
ν¯ gr θqkr θkrq
Σr
(a)
(b)
Fig. 12: (a) The constituents of diagrams if the Green function is expanded in powers of Vˆ
and of Hˆcoupr . (b) Diagrammatic representation of the self-energy Σr describing exscursions to
reservoir r.
see Fig. 12 (a). The value of a diagram is given by
(−1)P (−1)nloop
2neqS
(∏
iν¯
)(∏
θ
)(∏
gdot
)(∏
gr
)
. (255)
Often one is interested in expectation values of operators that act merely on the dot and not
on the reservoirs. They can be derived from Green functions with only dot states as external
indices. The propagation between two dot states can contain an arbitrary number of tempo-
ral excursions into each reservoir. As the reservoirs are noninteracting, each such excursion is
described by θgrθ, which is tunneling into the reservoir, free propagation in the reservoir, and
tunneling back into the dot, compare Fig. 12 (b). Summing up all possible numbers of excur-
sions to a given reservoir r yields a series which corresponds exactly to Dyson’s equation with
the self-energy Σr = θgrθ having components
Σr
j′|j
q′|q(t
′|t) =
∫ ∞
t0
dt1dt
′
1
∑
kr
∑
i,i′=f,b
θj
′i
q′kr
(t′, t1)g
i|i′
kr
(t1|t
′
1)θ
i′j
krq
(t′1, t) (256)
= sgn(j′) sgn(j)
∑
kr
Jq′kr(t
′)g
j′|j
kr
(t′|t)Jkrq(t), (257)
Σr
R,K
q′|q(t
′|t) =
∑
kr
Jq′kr(t
′)gR,Kkr (t
′|t)Jkrq(t), (258)
where the last line follows after Keldysh rotation. The advanced component can be obtained as
adjoint of the retarded. Since the reservoir is in noninteracting thermal equilibrium, we have
gRkr(t|t
′) = −iΘ(t− t′)e−iǫkr (t−t
′) (259)
gKkr(t|t
′) = −i [1− 2fr(ǫkr)] e
−iǫkr (t−t
′). (260)
The free Green function depends on kr via ǫkr only. Therefore we can write
Σr
R,K
q′|q(t
′|t) =
1
2π
∫
dǫΓ
(r)
q′q(ǫ; t
′, t)gR,Kr (ǫ; t
′|t), (261)
with the hybridization function
Γ
(r)
q′q(ǫ; t
′, t) = 2π
∑
kr
Jq′kr(t
′)δ(ǫ− ǫkr)Jkrq(t). (262)
Note, that different conventions for the definition of Γ(r) exist in the literature. Often, the
factor 2 on the right hand side of Eq. (262) is omitted. Additional confusion can arise in situa-
tions with several identical reservoirs, where both of the different definitions Γ =
∑
r Γ
(r) and
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Γ = Γ(r) are frequently used. In a stationary situation, Γ(r)q′q(ǫ; t′, t) = Γ
(r)
q′q(ǫ) does not depend
on time, and we get
Σr
R
q′|q(ω) =
1
2π
∫
dǫ
Γ
(r)
q′q(ǫ)
ω − ǫ+ iη
(263)
Σr
K
q′|q(ω) = [1− 2fr(ω)]
[
Σr
R
q′|q(ω)− Σr
A
q′|q(ω)
] (264)
= −i [1− 2fr(ω)] Γ
(r)
q′q(ω). (265)
In the following, we discuss tow prominent examples for the reservoir self-energy.
Wide-band limit. In the wide-band limit one assumes that Γ(r)q′q(ǫ; t′, t) = Γ
(r)
q′q(t
′, t) does not
depend on ǫ. This implies in particular a continuous density of states in the reservoir and
therefore requires reservoirs of infinite size. If we assume that Jkrq does not depend strongly
on kr, then the ǫ-dependence of Γ(r) is mainly due to the density of states. Consequently, the
wide-band limit implies a constant density of states. In a one-dimensional system, for instance,
this would be given in case of a linear dispersion
ǫkr = vFkr (266)
with Fermi velocity vF . In the wide-band limit, one finds
ΣRr (t
′|t) =
1
2π
Γ(r)(t′, t)
∫
dǫ
[
−iΘ(t′ − t)e−iǫ(t
′−t)
]
(267)
= −iδ(t′ − t)
Γ(r)(t, t)
2
(268)
and
ΣKr (t
′|t) =
1
2π
Γ(r)(t′, t)
∫
dǫ
(
−i [1− 2fr(ǫ)] e
−iǫ(t′−t)
)
. (269)
Now we use the identity
1− 2f(ǫ) = −2T
∑
ωm
1
iωm − ǫ+ µ
, (270)
where the sum runs over the Matsubara frequencies ωm = (2m + 1)πT with integers m. The
sum is to be evaluated as principal value for |ωm| → ∞. This leads to
ΣKr (t
′|t) = −
i
π
Γ(r)(t′, t)Tr
∑
ω
(r)
m
∫
dǫ
e−iǫ(t
′−t)
ǫ− µr − iω
(r)
m
(271)
which can be solved by residue theorem to yield
ΣKr (t
′|t) = −Γ(r)(t′, t)Tr
e−iµr(t
′−t)
sinh [(t′ − t)πTr]
. (272)
This has to be evaluated as principal value when integrated over t′ and t through t′ = t. For the
particular case Tr = 0 an expansion of the sinh leads to
ΣKr (t
′|t) = −
1
π
Γ(r)(t′, t)
e−iµr(t
′−t)
t′ − t
, for Tr = 0. (273)
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In a stationary situation, Γ(r)(t′, t) = Γ(r) does not depend on time, and the wide band limit
yields
ΣRr (ω) = −
i
2
Γ(r) (274)
ΣKr (ω) = −i [1− 2fr(ω)] Γ
(r). (275)
Tight-binding chain. As a second example for the reservoir self-energy we consider a reservoir
consisting of a semi-infinite tight binding chain which is coupled to the dot only with its first site.
For simplicity we choose spinless particles, assume a stationary state, and work in frequency
representation. If we suppress the index r indicating the reservoir number for convenience, the
reservoir Hamiltonian is given by
Hˆres = −w
∞∑
m=1
cˆ†mcˆm+1 +H. c., (276)
where we have chosen a real hopping amplitude (−w) < 0. The operator cˆ†m generates a particle
in the single-particle state |xm〉 on the m-th site centered around
xm = ma, m = 1, 2, . . . , (277)
with the lattice constant a. The states |xm〉 shall constitute a complete orthonormal set of
states. The single-particle eigenstates of the reservoir Hamiltonian are standing waves. Suitably
normalized they form a complete orthonormal set,
|k〉 =
√
2a
π
∞∑
m=1
sin(kxm) |xm〉 , k ∈
(
0,
π
a
)
, (278)
∫ π/a
0
dk |k〉〈k| =
∞∑
m=1
|xm〉〈xm| , (279)
〈k′|k〉 = δ(k − k′), (280)
with eigenenergies
ǫk = −2w cos(ka). (281)
Since we couple only the first reservoir site to the dot,
Jkq = 〈k|Hˆ
coup|q〉 = 〈k|x1〉 〈x1|Hˆ
coup|q〉 =
√
2a
π
sin(ka)Jx1q. (282)
The retarded reservoir self-energy then reads
ΣRresq′|q(ω) =
∫
dk Jq′kg
R
k (ω)Jkq (283)
= Jq′x1Jx1q
2
π
∫ π
0
dκ
sin2(κ)
ω + 2w cos(κ) + iη
(284)
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with κ = ka. First we solve the integral for real ω with |ω| > 2w. Then we deduce the solution
for |ω| < 2w by analytic continuation via the upper complex half plane of ω. For real ω with
|ω| > 2w we use sin2 κ = (1− cos 2κ)/2 and
∫ π
0
dκ
cos(mκ)
1 + α cosκ
=
π
√
1− α2
(√
1− α2 − 1
α
)|m|
, for m integer and −1 < α < 1,
(285)
to find
ΣRresq′|q(ω) =
Jq′x1Jx1q
w
ω
2w
[
1−
√
1−
(
2w
ω
)2]
, for ω real with |ω| > 2w. (286)
Analytic continuation to the complex upper half plane yields
ΣRresq′|q(z) =
Jq′x1Jx1q
w
[
z
2w
− i
√
1−
(
z
2w
)2] for Im z > 0, (287)
where the branch-cut of
√
z is defined to be on the negative real axis. Continuation from the
upper half plane to the real axis results finally in
ΣRresq′|q(ω) =
Jq′x1Jx1q
w
×


ω
2w
[
1−
√
1−
(
2w
ω
)2]
, ω real, |ω| > 2w,[
ω
2w
− i
√
1−
(
ω
2w
)2]
, ω real, |ω| < 2w.
(288)
From this result one can derive the hybridization function
Γq′q(ǫ) = i
[
ΣRresq′q(ǫ)− Σ
R
resqq′(ǫ)
∗
]
(289)
= Θ
(
2w − |ǫ|
)
2
Jq′x1Jx1q
w
√
1−
(
ǫ
2w
)2
. (290)
The wide-band limit of a hybridization that does not depend on energy is obtained in the limit
w →∞ with Jq
′x1Jx1q
w
= const., (291)
in which
Γq′q(ǫ)→ Γq′q ≡ 2
Jq′x1Jx1q
w
. (292)
3.3 Dot occupancy, electric current, heat current
In this section we discuss, how typical observables can be computed from the Green functions.
Occupancy of dot states. The time dependent expectation value of the occupancy of the single-
particle dot state q can be found from
cˆ†q cˆq =
1
2
(
cˆq cˆ
†
q + cˆ
†
q cˆq − cˆq cˆ
†
q + cˆ
†
q cˆq
)
=
1
2
(
1−
[
cˆq, cˆ
†
q
]) (293)
to be
〈cˆ†q cˆq〉(t) = Tr(cˆ
†
q cˆq)(t)Hρˆ0 =
1
2
[
1− iGKq|q(t|t)
]
. (294)
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Electric current. If each particle (electron) carries the charge e, the expected electric current
Ir leaving reservoir r is
Ir(t) = −eTr
d
dt
Nˆr(t)Hρˆ0 = −ieTr[Hˆ, Nˆr](t)Hρˆ0, (295)
where
[Hˆ(t), Nˆr] = [Hˆ
coup
r (t), Nˆr] = −
∑
kr,q
[
Jkrq(t)cˆ
†
kr
cˆq − H.c.
]
. (296)
From
Tr c†kr(t)Hcˆq(t)Hρˆ0 =
1
2
Tr
[
c†kr(t)H, cˆq(t)H
]
ρˆ0 = −
i
2
GKqkr(t|t) (297)
follows
Ir(t) = eRe
∑
kr,q
GKqkr(t|t)Jkrq(t). (298)
Now we can use
GKqkr(t|t) =
∑
q′
∫ t
t0
dt′
[
GRqq′(t|t
′)Jq′kr(t
′)gKkr(t
′|t) +GKqq′(t|t
′)Jq′kr(t
′)gAkr(t
′|t)
]
, (299)
which follows from the fact that the reservoirs are noninteracting. It can be derived by the same
diagrammatics as applied at the beginning of section 3.2 in order to motivate the concept of a
reservoir self-energy. We find
Ir(t) = eRe
∫ t
t0
dt′ Tr
[
GR(t|t′)ΣKr (t
′|t) +GK(t|t′)ΣAr (t
′|t)
]
, (300)
where trace and multiplication abbreviate summation over dot quantum numbers. The current
leaving the dot follows from conservation of total particle number,
Idot(t) = −
∑
r
Ir(t) = −eRe
∫ t
t0
dt′ Tr
[
GR(t|t′)ΣKres(t
′|t) +GK(t|t′)ΣAres(t
′|t)
]
, (301)
with Σres =
∑
r Σr denoting the total reservoir self-energy.
In the stationary case, Ir(t) ≡ Ir can be expressed in frequency representation as
Ir =
e
4π
∫
dω Tr
{[
GR(ω)−GA(ω)
]
ΣKr (ω)−G
K(ω)
[
ΣRr (ω)− Σ
A
r (ω)
]} (302)
=
−ie
4π
∫
dω TrΓr(ω)
{
[1− 2fr(ω)]
[
GR(ω)−GA(ω)
]
−GK(ω)
}
. (303)
We note in passing that in case of global equilibrium, fr ≡ f , the fluctuation dissipation theorem
GK(ω) = [1− 2f(ω)]
[
GR(ω)−GA(ω)
] (304)
directly leads to Ir = 0, as expected. By use of
GK = G> +G<, GR −GA = G> −G<, (305)
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we can as well express the current in contour index representation,
Ir =
ie
4π
∫
dω TrΓr(ω) {fr(ω)G
>(ω) + [1− fr(ω)]G
<(ω)} . (306)
Here, the term Tr f(ω)Γ(ω) [iG>(ω)] can be interpreted as transitions of particles from the
reservoir into the dot. The mean occupancy of a singe-particle state in the reservoir is given by
f(ω), the transition rate to the dot is Γ(ω) and availability of free states in the dot is described
by the quasi-hole weight [iG>(ω)]. In the same spirit, the term Tr [−iG<(ω)] Γ(ω)[1 − f(ω)]
describes transitions of particles from the dot into the reservoir.
In the particular case of a noninteracting stationary system, the only self-energy contribution
stems from the reservoirs. Then
GK(ω) = GR(ω)
∑
r
ΣKr (ω)G
A(ω) (307)
= −i
∑
r
[1− 2fr(ω)]G
R(ω)Γr(ω)G
A(ω), (308)
GR(ω)−GA(ω) = GR(ω)
[
GA−1(ω)−GR−1(ω)
]
GA(ω) (309)
= −iGR(ω)
∑
r
Γr(ω)G
A(ω), (310)
results in a formula of the Landauer type [13]
Ir =
e
2π
∫
dω
∑
r′
[fr(ω)− fr′(ω)] Tr Γr(ω)G
R(ω)Γr′(ω)G
A(ω) (311)
=
e
2π
∫
dω
∑
r′
[fr(ω)− fr′(ω)]Trr′(ω), (312)
with
Trr′(ω) = TrΓr(ω)G
R(ω)Γr′(ω)G
A(ω) (313)
serving as transmission coefficient for scattering from reservoir r to reservoir r′.
There is a special interacting case in which a current formula of the Landauer type can be
derived as well. Suppose that we study a stationary transport situation with only two reservoirs,
a left and a right one, r = L,R. Let us assume that the hybridization matrices Γr(ω) are
multiples of each other. This means they can be written
Γr(ω) = crΓ(ω), (314)
with real valued coefficients cr satisfying cL + cR = 1. Such a situation arises for instance in the
single-impurity Anderson model, see lecture B3 by T. A. Costi. Exploiting current conservation,
IL = −IR, the general current formula (303) can now be simplified to [14]
IL = cRIL − cLIR (315)
=
−ie
4π
∫
dω cLcR TrΓ(ω) [2fR(ω)− 2fL(ω)]
[
GR(ω)−GA(ω)
] (316)
=
e
2π
∫
dω [fL(ω)− fR(ω)]TLR(ω), (317)
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with transmission coefficient
TLR′(ω) = 2πcLcR TrΓ(ω)ρ(ω), (318)
where
ρ(ω) =
i
2π
[
GR(ω)−GA(ω)
] (319)
denotes the spectral function.
Heat current. According to the first law of thermodynamics, the heat δQr leaving reservoir r
can be computed from the change in energy dEr = dTr Hˆ resr (t)Hρ0 of that reservoir and from
the work µrdTr Nˆr(t)Hρ0 related to particles exchange. The heat current leaving the reservoir
is hence
IQr (t) =
δQr
dt
= −Tr
d
dt
[
Hˆ resr (t)H − µrNˆr(t)H
]
ρ0 = −iTr
[
Hˆ, Hˆ resr − µrNˆr
]
(t)Hρ0. (320)
Identical steps as for the particle current yield
IQr (t) = Re
∑
kr,q,q′
∫ t
t0
dt′Jq′kr(t
′)Jkrq(t)(ǫkr − µr)
[
GRqq′(t|t
′)gKkr(t
′|t) +GKqq′(t|t
′)gAkr(t
′|t)
]
(321)
= Re
∫
dǫ
2π
∫ t
t0
dt′(ǫ− µr) Tr Γ
(r)(ǫ; t′, t)
[
GR(t|t′)gKr (ǫ; t
′|t) +GK(t|t′)gAr (ǫ; t
′|t)
]
.
(322)
In the stationary case the corresponding expression in frequency representation is
IQr =
−i
4π
∫
dω (ω − µr) Tr Γr(ω)
{
[1− 2fr(ω)]
[
GR(ω)−GA(ω)
]
−GK(ω)
}
. (323)
In situations, where the electric current can be computed from a transmission coefficient, the
analogue result for the heat current is [15]
IQr =
1
2π
∫
dω (ω − µr)
∑
r′
[fr(ω)− fr′(ω)]Trr′(ω). (324)
3.4 Transport coefficients
Let us consider a stationary transport situation with two reservoirs, r = L,R (left, right).
Electric current and heat current are functions of µL,R and TL,R. For given mean values µ =
(µL + µR)/2 and T = (TL + TR)/2 we consider the currents as functions of the bias voltage
V = (µL − µR)/e and the temperature difference τ = TL − TR. The linear transport properties
of the configuration can then be derived from the coefficients [15](
L11 L12
L21 L22
)
=
(
∂IL(V,τ)
∂V
∂IL(V,τ)
∂τ
∂IQL (V,τ)
∂V
∂IQL (V,τ)
∂τ
)∣∣∣∣∣
V=0
τ=0
. (325)
In particular, the linear conductance is
G =
∂IL(V, τ)
∂V
∣∣∣∣
V=0
τ=0
= L11. (326)
B2.38 S. G. Jakobs
From (
∂V
∂τ
)
IL
(
∂τ
∂IL
)
V
(
∂IL
∂V
)
τ
= −1 (327)
and
(τ = 0 and IL = 0) ⇔ (τ = 0 and V = 0) (328)
follows for the thermoelectric power (Seebeck coefficient)
S = −
∂V (IL, τ)
∂τ
∣∣∣∣
IL=0
τ=0
= L12/L11. (329)
S indicates, which bias voltage counterbalances the driving effect of a temperature difference
on the electric current. Furthermore, IQL (IL, τ) = I
Q
L
(
V (IL, τ), τ
)
yields(
∂IQL
∂τ
)
IL
=
(
∂IQL
∂τ
)
V
+
(
∂IQL
∂V
)
τ
(
∂V
∂τ
)
IL
. (330)
For the electronic contribution to the thermal conductance this leads to
K = −
∂IQL (IL, τ)
∂τ
∣∣∣∣∣
IL=0
τ=0
= −L22 + L21S = −L22 + L12L21/L11. (331)
We derive formulae for the coefficients Lij for the cases in which
IL =
e
2π
∫
dω [fL(ω)− fR(ω)]TLR(ω). (332)
We use
fr(ω) =
1
e(ω−µr)/Tr + 1
, f(ω) =
1
e(ω−µ)/T + 1
(333)
to find
∂
∂V
(fL − fR)
∣∣∣∣
V=0
τ=0
= −2e
∂f
∂ω
. (334)
Together with
[fL − fR]V=0
τ=0
= 0 (335)
follows
L11 = −
e2
π
∫
dω
∂f(ω)
∂ω
T eqLR(ω), (336)
where T eqLR(ω) = [TLR(ω)]V=0
τ=0
. The factor (−∂f/∂ω) in the integrand is a peak of weight one
centered around ω = µ and with width in the order of T . The linear conductance G = L11
is hence determined by the weight of the transmission coefficient T eqLR(ω) in the corresponding
region. Similarly,
∂
∂τ
(fL − fR)
∣∣∣∣
V=0
τ=0
= −2
ω − µ
T
∂f
∂ω
(337)
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yields
L12 = −
e
πT
∫
dω (ω − µ)
∂f(ω)
∂ω
T eqLR(ω). (338)
Obviously, non-vanishing thermoelectric power S = L12/L11 requires an asymmetry of T eqLR(ω)
around the chemical potential. As IQL differs from IL only by a factor (ω−µL)/e in the integrand,
the corresponding coefficients for the heat current are
L21 = TL12, (339)
L22 = −
1
πT
∫
dω (ω − µ)2
∂f(ω)
∂ω
T eqLR(ω). (340)
We have seen that all coefficients in questions can be computed by suitable frequency integrals
of the equilibrium transmission coefficient.
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1 Introduction
This lecture deals with a particular implementation of the renormalization group (RG) idea:
Wilson’s non-perturbative numerical renormalization group (NRG) method for quantum impu-
rity models[1]. This version of the NRG, which will be described in detail below, was originally
developed in the context of the Kondo model of magnetic impurities (such as Fe or Mn) in non-
magnetic metals (such as Cu, Au, Ag etc)2. The Kondo model is defined by the Hamiltonian
HKM = J ~S.~s0 +
X
k 
"k c
+
k ck , (1)
and describes a localized impurity spin ~S interacting antiferromagnetically (J > 0) with the
conduction electrons of the host, via their spin-density ~s0 at the impurity site, see Sec. 2 for
details. Unlike the case of non-magnetic impurities, or potential scatterers (see Lecture A5 by
Mavropoulos), magnetic impurities have internal dynamical degrees of freedom which result in
inelastic scattering of conduction electrons. This makes the Kondo problem, the scattering of
electrons from magnetic impurities, a genuine many-body correlation problem. Wilson used the
NRG to solve the many-body Hamiltonian (1) and demonstrated conclusively that a S = 1/2
magnetic impurity embedded in a non-magnetic metal has its magnetic moment completely
screened by the surrounding conduction electrons, provided the temperature is sufficiently low,
namely for T ⌧ TK , where TK =
p
JNFe 1/JNF is a dynamically generated low energy scale
called the Kondo scale (see Sec. 2). This pioneering work established the formalism and gave
a detailed analysis of the fixed points and thermodynamics of the Kondo model, and, later,
also of the Anderson impurity model (see Sec. 2). The NRG has since been applied to many
more quantum impurity models[2, 3, 4]. In addition, it has been extended to the calculation of
equilibrium dynamical and transport properties [5, 6, 7, 8, 9, 10], e.g., dynamical susceptibili-
ties, resistivities and thermopower or the conductance through quantum dots [11, 12], thereby
making the NRG a useful tool for interpreting experiments which probe these quantities.
Two challenges for the NRG at present, are, (i), to extend it to more realistic multi-orbital and
multi-channel models (e.g., for use in realistic modeling of materials), and, (ii), to extend it to
the transient and non-equilibrium steady state response of quantum impurity systems. Recent
progress and ideas in these two directions is outlined in Sec. 6.
The outline of this lecture is as follows: quantum impurity models are introduced in Sec. 2 and
the Anderson impurity and Kondo models are described. The closely related spin-boson model
is also briefly described (see also functional and real-time RG techniques in Lectures B7 and
B5 by Meden and Schoeller, respectively). Wilson’s NRG method is described in Sec. 3, and
the calculation of physical properties is outlined in Sec. 4. In Sec. 5 we describe the recently
introduced complete basis set and its use in constructing the full density matrix. Applications to
thermodynamics and Green functions are given. An outline of some recent developments using
the NRG is given in Sec. 6, and, Sec. 7 summarizes with possible future directions.
2Most readers will be familiar with the application of the renormalization group to critical phenomena and
obtaining accurate values for critical exponents, see Appendix C. The NRG for quantum impurity models focuses
on obtaining the complete spectrum of eigenvalues and eigenstates of such models on all energy scales and hence
is more general in its aims, as will become clear in this Lecture
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Fig. 1: Resistivity R(T ) versus tem-
perature T [K] of two samples of
“pure” Au showing the first observa-
tion of the resistivity minimum [17] .
The expected behaviour of R(T ) for a
pure metal with weak static disorder is
a T 5 term due to phonons and a satu-
ration to a constant value, ⇢0, at T = 0
due to static disorder. The former is
seen in the experiment, but at low tem-
perature an additional logarithmically
increasing contribution is also found.
2 Quantum impurity models
Quantum impurity models describe systems where the many-body interaction (usually a Coulomb
or exchange interaction) acts at one or only a few sites, the “impurity”, and the impurity is cou-
pled to a large system, the bath, consisting of a macroscopically large number of non-interacting
particles. These particles can be either bosons (e.g. phonons, magnons, photons, particle-hole
pairs etc) or fermions (e.g. electrons in the conduction band, fermionic 40K atoms in an opti-
cal lattice, etc). The “impurity” may be a real impurity, such as an Fe impurity (in Au), or a
two-level atom (coupled to the electromagnetic field), or, just a confined region behaving like
an artificial atom, as in the case of semiconductor quantum dots (coupled to leads). It may
also simply represent the lowest two quantum mechanical states of a system with a double-
well potential, as in the case of quantum tunneling between macroscopic fluxoid states in a
superconducting quantum interference device, which can be used to realize a qubit for quantum
computation. Two magnetic impurities in a non-magnetic metal at a distance R apart, interact-
ing via the RKKY indirect exchange JRKKY may also be regarded as a quantum impurity system
[13]. Analogues of this in nanostructures, such as double quantum dots attached to leads also
exist. The transfer of electrons between donor and acceptor molecules in photosynthesis and
other biological processes may also be approximately described in terms of a two-state sys-
tem coupled to environmental degrees of freedom (the solvent). Concrete models describing
the above situations go under the names of (isotropic and anisotropic) single and multi-channel
Kondo models, the Anderson impurity model and the dissipative two-state system [14, 15].
They describe a large number of physical systems of current experimental and theoretical inter-
est. Quantum impurity models are also of relevance in the study of correlated lattice models,
such as the Hubbard or Kondo lattice models, since the latter are often well approximated, via
the dynamical mean field theory, by a local impurity model embedded in a medium which has
to be determined self-consistently [16].
Historically, interest in quantum impurities arose when magnetic impurities were found to be
present, albeit in very low concentrations, even in apparently very pure metals such as Au or Ag.
In particular, measurements of the resistivity of Au as early as the 1930’s showed an unexpected
minimum at low temperature (Fig. 1). The puzzle of the resistivity minimum was resolved by
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Kondo in 1964, who showed that a small concentration cimp of magnetic impurities modelled
by Eq. (1) gives rise to an additional temperature dependent term in the resistivity of the form
⇢K =  cimp b ln (T/D), which increases with decreasing temperature. The balance between
the decreasing phonon contribution behaving as ⇢phonon = aT 5 and the increasing Kondo con-
tribution gives rise to the observed resistivity minimum. The logarithmic contribution to the
resistivity, found by Kondo in perturbation theory, cannot hold down to T = 0 as the total scat-
tering remains finite in this limit (unitarity limit). Wilson’s non-perturbative NRG provides a
way to obtain the correct behaviour of the resistivity ⇢(T ) from high temperatures through a
crossover regime at T ⇠ TK all the way down to zero temperature [see Fig. 10 (a) showing the
analogous quantity for a Kondo correlated quantum dot, the conductance G(T )].
The general form of the Hamiltonian for any quantum impurity system is given by
H = Himp +Hint +Hbath, (2)
whereHimp describes the impurity, a small quantum mechanical system with only a few degrees
of freedom Hbath represents the bath, and Hint is the interaction between the two.
We next consider explicit examples which will appear in this and several other lectures.
Anderson and Kondo impurity models: linear chain form
The prototype model for strongly correlated systems is the single-band non-degenerate Ander-
son model [18, 19],
HAM =
X
 
"dnd  + Und"nd#| {z }
Himp
+
X
k 
Vkd(c
†
k d  + d
†
 ck )| {z }
Hint
+
X
k 
✏kc
†
k ck | {z }
Hbath
. (3)
The first two terms describe the impurity, represented here by a non-degenerate s-level of en-
ergy "d (see Sec. 6 for generalizations). Electrons in the local level are subject to a Coulomb
repulsion U which acts between spin-up and spin-down electrons. The local level hybridizes
with the Bloch states of a non-interacting s-wave conduction band, the last term in HAM , with
amplitude Vkd. The properties of the model are determined by the hybridization function
 (!) = ⇡
X
k
|Vkd|2 (!   "k), (4)
which, like the conduction density of states ⇢(!) =
P
k  (!   "k), will in general be a compli-
cated function of energy. In cases where the interest is in the very low energy physics, it is a
good approximation to set  (!) ⇡  ("F ) ⌘  . In applications to pseudogap systems [20] or
to effective quantum impurities in dynamical mean field theory, the full frequency dependence
has to be retained. In applications to quantum dots, the impurity is attached to two baths, the left
and right leads, as shown in Fig. 2. The Anderson model also provides an approximate descrip-
tion of the the low temperature behaviour of nanoscale size (ca. 100nm or smaller) quantum
dots exhibiting the Kondo effect, see Fig. 2. 3
3Although such dots are attached to two baths (the left and right leads), for a single level on the dot, only
the even combination of left and right lead states couples to the dot. When several levels on the dot are active
in transport, one will have a two-channel multi-orbital Anderson model with intra- and inter-orbital Coulomb
interactions playing a role (e.g. Hund’s exchange).
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εd + U
εd 
~∆
~T0
Vg
V I
Fig. 2: A quantum dot with charg-
ing energy U     and level en-
ergy "d connected to left/right leads
H↵=L/R =
P
k ✏k↵ c
†
k↵ ck↵  via tun-
nel barriers. The gate voltage Vg ⇠
"d allows changing "d relative to ✏F
and thereby the dot occupation nd from
nd = 1 for "d =  U/2 (Kondo regime)
to nd = 0 through a mixed valence
regime with nd ⇡ 0.5 for "d ⇡ 0. [21]
Closely related to the Anderson model, is the Kondo model, which was briefly mentioned in the
introduction. We write it’s Hamiltonian as
HKM =  gµBBSz + J ~S.~s0 +
X
k 
"kc
+
k ck , (5)
where we included a magnetic field term Himp =  gµBBSz to indicate the impurity spin ~S
(taken here to be a S = 1/2 for simplicity), which interacts via an exchange interaction of
strength J with the conduction electron spin-density ~s0 =
P
  0 f
+
0 ~   0f0 0 at the impurity
site, where f0  =
P
k ck  the local Wannier state of the conduction electrons at the impurity
site. The connection to the Anderson model can be established formally via a Schrieffer-Wolff
transformation. In essence, provided "d < 0 and "d + U > 0 so that a single electron occupies
the local level in the Anderson model, the physics of both models will be the same at low
temperatures.4 In this case, one finds the correspondence J = 2V 2( 1U+"d   1"d ), which reduces
to 8V 2/U for the symmetric case "d =  U/2 (see discussion of zero bandwidth limit below).
For a numerical treatment of the Anderson and Kondo models, it is useful to reformulate them
in the form of linear chain models [2, 3]. This will allow them to be iteratively diagonalized by
a procedure to be described in Sec. 3. We carry this out for the Anderson model: first notice that
the impurity state in the Anderson model hybridizes with a local Wannier state |0 i = f+0 |vaci,
with |vaci the vacuum state, and f+0  given by
V f+0  =
X
k
Vkdc
+
k . (6)
The value of V follows from the normalization {f0 , f+0 } = 1
V = (
X
k
|Vkd|2)1/2. (7)
Using the above local state one can apply the Lanczos procedure (Appendix B) for tridiagonal-
izing a Hermitian operator, such as Hbath, to obtain
Hbath =
X
k 
"kc
+
k ck  !
1X
 ,n=0
[✏nf
+
n fn  + tn(f
+
n fn+1  +H.c.)] (8)
4Strictly speaking, one should also include a potential scattering term in the Kondo model, of the formP
kk0  V
pot
kk0 c
†
k ck0  for this to be true.
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...
Himp ε0 ε1 ε2 εm
t0 t1 t2 tm-1v
m ...
Fig. 3: The linear chain form of the Anderson model (9). Himp = "dnd + Und"nd#. The “site
energies” "n and “hoppings” tn follow from  (!).
with site energies, ✏n, and hoppings, tn, depending only on the dispersion "k and hybridization
matrix elements Vkd through the hybridization function  (!) resulting in the linear chain form
[2]
HAM = "dnd + Und"nd# + V
X
 
(f+0 d  + d
+
  f0 )
+
1X
 ,n=0
⇥
✏nf
+
n fn  + tn(f
+
n fn+1  + f
+
n+1 fn )
⇤
(9)
depicted in Fig. 3 (with nd ⌘
P
  nd ). Although, formally, this model looks like the one-
dimensional real-space models treated by the DMRG method[22, 23], the interpretation here is
not in terms of electrons hopping on a one-dimensional lattice in real-space. Instead, as will
become clearer in Sec. 3, each successive site added along the chain corresponds to adding
lower energy degrees of freedom, measured relative to the Fermi level. By considering longer
chains one can then access lower energies.
The same procedure can be used to reformulate any quantum impurity model in terms of an
impurity site with local interactions attached to a one-dimensional chain of non-interacting
sites. For example, the Kondo model (5) can be rewritten as
HKM =  gµBSz + J ~S.~s0 +
1X
 ,n=0
⇥
✏nf
+
n fn  + tn(f
+
n fn+1  + f
+
n+1 fn )
⇤
(10)
A zeroth order (high energy) approximation to the spectrum of the Anderson model can be
obtained by considering just the coupling of the n = 0 Wannier state to the impurity and
neglecting all others (the zero-bandwidth limit),
HAM ⇡ H0 ⌘ "dnd + Und"nd# + V
X
 
(f+0 d  + d
+
  f0 ) (11)
There are 16 many-electron states |nd, n0i, which can be classified by the conserved quantum
numbers of total electron number Nel, total z-component of spin Stotz and total spin ~S. Us-
ing these symmetries we can diagonalize the block matrices H0Ne,S,Sz to obtain the many-body
eigenstates |Nel, S, Sz, ri and the corresponding eigenvalues. For example, in the product basis
|ndi|n0i, the Hamiltonian for Ne = 1, S = 1/2, Sz = ±1/2 is given by
HNe=1,S=1/2,Sz=±1/2 =
✓
"d V
V 0
◆
with eigenvalues
E± = ("d ±
q
"2d + 4V
2)/2
Numerical Renormalization Group B3.7
Proceeding similarly for the other Hilbert spaces (homework), we find that for the particle-hole
symmetric case "d =  U/2 in the strong correlation limit U   V 2, the spectrum separates into
two groups of states, one group of low energy states lying close to the (singlet) ground state with
spacings O(V 2/U) and one group of high energy states lying at energies O(U/2) higher and
also split by O(V 2/U). This limit corresponds to a singly occupied impurity level effectively
behaving as a S = 1/2. In fact, the 8 lowest states correspond to those obtained from a zeroth
order approximation to the spectrum of the Kondo model via
HKM ⇡ H0 ⌘ J ~S.~s0 = J
2
[(~S + ~s0)
2   ~S2   ~s20]. (12)
The Kondo model is therefore the low energy effective model of the Anderson model in the
limit of strong correlations and single occupancy. By comparing the splitting of the two lowest
levels in the Kondo model, the singlet and triplet states, with the corresponding splitting of
the same levels in the Anderson model one finds the relation between the bare parameters of
the models to be J = 8V 2/U , in agreement with the value obtained from the Schrieffer-Wolff
transformation J = 2V 2( 1U+"d   1"d ) upon setting "d =  U/2 [24].
Within the above zeroth order approximation, H ⇡ H0, of the Kondo (and Anderson) model,
excitations are unrenormalized. The singlet-triplet excitation (splitting) takes the bare value
J . The key ingredient of Wilson’s NRG, to be discussed in the next section, is a controlled
procedure for adding the remaining states n = 1, 2, . . . neglected in the above zero bandwidth
approximation. As we shall see in the calculation of dynamical quantities below, this leads
to a drastic renormalization of the spin and single-particle excitations, such that the relevant
excitations of the Kondo model are not on the bare scale J but on the Kondo scale TK =
D(⇢J)1/2 exp( 1/⇢J), where ⇢ = 1/2D is the density of conduction states (e.g., see Fig. 7-8
in Sec. 3). One can interpret this large renormalization J ! TK as a renormalization of a bare
tunneling amplitude (J) due to the dissipative effects of the bath of conduction electrons by a
mapping of the Kondo model onto the dissipative two-state system (also called the spin-boson
model). We introduce this briefly in the next subsection, partly to make the above connection,
and partly to show that the linear chain representation, which is the starting point for NRG
calculations, applies also to bosonic quantum impurity models. For a detailed discussion of the
spin-boson model, and its real time dynamics, see lecture B5 by Schoeller.
Spin-boson model
The Hamiltonian of the spin-boson model is given by,
HSB =  1
2
 0 x +
1
2
✏ z| {z }
Himp
+
1
2
 z
X
i
 i(ai + a
†
i )| {z }
Hint
+
X
i
!i(a
†
iai + 1/2)| {z }
Hbath
. (13)
The first term Himp describes a two-level system with bias splitting ✏ and tunneling ampli-
tude  0, and  i=x,y,z are Pauli spin matrices. The third term, Hbath, is the environment and
consists of an infinite set of harmonic oscillators (i = 1, 2, . . . ,1) with ai(a†i ) the annihila-
tion (creation) operators for a harmonic oscillator of frequency !i and 0  !i  !c, where
!c is an upper cut-off frequency. The non-interacting density of states of the environment is
denoted by g(!i) =
P
i  (!   !i) and is finite in the interval [0,!c] and zero otherwise. Fi-
nally, Hint = 12 z
P
i  i(ai + a
†
i ) describes the coupling of the two-state system co-ordinate
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 z to the oscillators, with  i denoting the coupling strength to oscillator i. The function
 (! + i ) =
P
i( i/2)
2/(!   !i + i ) =
R
d!0( (!0)/2)2 g(!0)/(!   !0 + i ) character-
izes the system-environment interaction. It may be shown, that the Ohmic two-state system
, specified by a spectral function J(!) =   1⇡ Im (! + i ) ⇠ ↵! for ! ! 0, where ↵
is the dimensionless dissipation strength, is equivalent to the anisotropic Kondo model H =P
k  ✏kc
†
k ck +
J?
2 (S
+s 0 +S
 s+0 )+JkSzs
z
0+BSz, where J? (Jk) is the transverse (longitudi-
nal) part of the Kondo exchange interaction andB is a local magnetic field. The correspondence
is given by ⇢J? =   0/!c and ↵ = (1 + 2 /⇡)2 where   = arctan( ⇡⇢Jk/4) and ⇢ is the
density of states of the conduction electrons in the anisotropic Kondo model [25, 26, 14, 27, 15].
The low energy scale of the Ohmic two-state system is the renormalized tunneling amplitude
 r given by  r/!c = ( 0/!c)1/(1 ↵) and corresponds to the low energy Kondo scale TK of
the anisotropic Kondo model. This connection between the (anisotropic) Kondo and spin-boson
models provides another viewpoint on the local dynamics of a Kondo spin in terms of tunneling
and dissipation: TK acquires the meaning of a renormalized tunneling amplitude, with frictional
effects of the environment leading to a drastic renormalization of J? ! TK, particularly in the
limit of strong dissipation ↵ ! 1 , corresponding to the isotropic J ⌧ 1 limit of the Kondo
model. Indeed, for ↵ > 1, the above corresponence states that Jk < 0, which corresponds to
the ferromagnetic sector of the Kondo model. Since in this limit, J? is irrelevant [19, 24], it
follows that TK and hence  r vanish for ↵ > 1, i.e., the frictional effects of the environment
are so large for ↵ > 1 that quantum mechanical tunneling is destroyed at T = 0 and tunneling
between the two states is possible only via thermal activation. Of interest also, is the transition
from quantum coherent dynamics at weak dissipation ↵ ⌧ 1 to incoherent dynamics at strong
dissipation ↵! 1 , see lecture B3 by Schoeller.
For a numerical treatment using the NRG, one proceeds to re-formulate the model (13) in a
linear chain form as in (9) and (10) for the Anderson and Kondo models. Thus, one uses the
Lanczos procedure and applies Hbath repeatedly on the local bosonic orbital  b0 =
P
i  iai to
tridiagonalize Hbath. The resulting linear chain model,
HSB =  1
2
 0 x +
1
2
✏ z| {z }
Himp
+
1
2
 z (b0 + b
†
0)| {z }
Hint
+
1X
m=0
✏mb
†
mbm + tm(b
†
mbm+1 + b
†
m+1bm)| {z }
Hbath
, (14)
may then be treated within NRG in a similar way to the treatment of the Anderson and Kondo
models [28]. One difference, is that the number of bosons in the states b†m|vaci is arbitrary,
requiring an additional approximation even at the first iteration forH0 = Himp + 12 z (b0 + b
†
0)
to restrict the maximum number of bosons to nb (typically 8  10).
3 Wilson’s Numerical Renormalization Group Method
Wilson’s formulation of the RG for the Kondo model is similar in spirit to Anderson’s scaling
method (see Hewson’s book [24] or Ref. [19]). The main difference lies in the non-perturbative
construction of the RG transformation using a numerical representation of the effective Hamil-
tonians. The scaling approach uses perturbation theory in the initially small dimensionless cou-
pling (J/D) to construct such a transformation, but since J/D increases with decreasing energy
scale this approach eventually becomes inaccurate. In the Wilson approach the RG transforma-
tion is perturbative only via a small parameter ⇤ 1/2 < 1 which is related to the momentum
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rescaling factor ⇤ > 1. The accuracy of the transformation is the same at each step and is inde-
pendent of the size of the running couplings. For this reason it gave the first correct description
of the crossover from the weak coupling to the strong coupling regime of the Kondo model.
The NRG procedure, described in detail below, involves three steps, illustrated in Fig. 4 (a)-(c)
for the Anderson model.
Separation of scales and logarithmic discretization approximation
In the Kondo problem, as in other quantum impurity problems, the behaviour of the system
changes qualitatively over many energy scales as it passes through a crossover between fixed
points (e.g. from behaviour characteristic of a well defined magnetic moment at high tempera-
ture to behaviour characteristic of a Fermi liquid at temperatures below the crossover scale). In
order to describe this crossover the idea is to separate out the many energy scales in the prob-
lem, which arise from the conduction band [ D,+D], and to set up a procedure for treating
each scale in turn. We saw in the previous section that it is always possible to rewrite a quantum
impurity model in the form of a (semi-infinite) linear chain, see Fig. 3. Truncating this chain to
include orbitals n = 0, . . . ,m, we have
HAM ⇡ Hm = "dnd + Und"nd# + V
X
 
(f+0 d  + d
+
  f0 )
+
mX
 ,n=0
✏nf
+
n fn  +
m 1X
 ,n=0
tn(f
+
n fn+1  + f
+
n+1 fn ) (15)
with the truncated Hamiltonians Hm satisfying the recursion relation
Hm+1 = Hm +
X
 
✏mf
†
m fm  + tm
X
 
(f+m fm+1  + f
+
m+1 fm ). (16)
Hence, it appears that with this recursion relation, one can iteratively diagonalize the Anderson
model starting from H0, which we diagonalized explicitly in the previous section. At some
point, we will need to retain only the lowest many-body states of Hm since the Hilbert space
grows as 4 ⇥ 4m+1. The validity of this procedure then depends on whether the perturbation
in Eq. 16, the last term involving tm, is small, once we start neglecting some higher energy
states.5 In practice, for a quasi-continuous band Hbath =
P
k  c
†
k ck  =
P
 
R +D
 D ✏c
†
✏ c✏  the
hoppings tm do not decay with increasing m, and the above procedure breaks down after some
iterations. For example, it can be easily shown that for a semi-elliptic density of states ⇢(✏) =
2
⇡D2
p
D2   ✏2, that tm = D/2 for allm (see Hewson’s book[24]).
In order to have a working procedure, involving decreasing hoppings tm along the chain, and
at the same time achieve the energy scale separation described above, Wilson discretized the
conduction band into positive and negative energy intervals, D+n = [⇤ (n+1),⇤ n] and D n =
[ ⇤ n, ⇤ (n+1)], n = 0, 1, . . . , about the Fermi level ✏F = 0 as shown in Fig. 4 a. The quasi-
continuous band was then approximated by a discrete one by keeping only a single conduction
state from each interval D±n ,
Hbath =
X
 
Z +D
 D
✏c†✏ c✏  ⇡
1X
n=0
(" nc+ n c n  + "+nc
+
+n c+n ) (17)
5If we keep extending the system by one orbital at a time without neglecting any states, no error is made. The
onsite term in ✏m is diagonal and shifts the low energy levels of Hm.
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Fig. 4: Steps in the NRG procedure for
an Anderson impurity (circle) coupled to a
continuum of conduction states via a hy-
bridization function  (!). (a) Logarithmic
discretization of the continuum conduction
band about the Fermi level ✏F = 0 into dis-
crete intervals D+n = [⇤ (n+1),⇤ n] and
D n = [ ⇤ n, ⇤ (n+1)], n = 0, 1, . . . .
(b) Within each discrete interval, choose the
conduction state most localized on the im-
purity. (c) Transform logarithmically dis-
cretized model to linear chain form, with
hoppings now decreasing along the chain
and iteratively diagonalize.
with
"±n = ±1
2
D(⇤ n + ⇤ (n+1)) = ±1
2
D⇤ n(1 + ⇤ 1) (18)
The states c†±n |vaci appearing above are the states in each interval D± n which are most lo-
calized near the impurity [2], while the neglected states being orthogonal to these have their
wavefunctions localized away from the impurity and are consequently less important (for a
more detailed derivation and justification of the logarithmic discretization approximation see
Appendix A). By formulating the Anderson model as a linear chain using the above logarithmi-
cally discretized conduction band, we obtain the same equations (15-16) as above, but, crucially,
with hopping parameters tm (and onsite energies ✏m) that now decay exponentially along the
chain. For example, for a constant density of states ⇢(!) = 1/2D and constant hybridization
function  (!) = ⇡⇢(!)V 2 =  0 and ✏F = 0 one finds form = 0, 1, . . . [1]
✏m = 0, (19)
tm =
1
2
D(1 + ⇤ 1)⇤ m/2⇠m, (20)
⇠m =
1  ⇤ m 1p
(1  ⇤ 2m 1)(1  ⇤ 2m 3) . (21)
The ⇠m converge rapidly to 1 with increasing m and we may write tm ⇡ 12D(1 + ⇤ 1)⇤ m/2,
so that the Anderson model in Eq. (9) becomes
HAM = "dnd + Und"nd# + V
X
 
(f+0 d  + d
+
  f0 )
+
1
2
D(1 + ⇤ 1)
1X
 ,n=0
⇤ n/2(f+n fn+1  + f
+
n+1 fn ) (22)
This Hamiltonian provides a clear separation of the energy scales 12(1+⇤
 1)⇤ n/2, n = 1, 2, . . .
in H and allows the diagonalization of the Hamiltonian in a sequence of controlled steps, each
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step corresponding to adding an orbital fn  which is a relative perturbation of strength ⇤ 1/2 <
1, thereby ensuring convergence of the method. This procedure is described in the following two
subsections, where we henceforth restrict ourselves to a constant hybridization with hoppings
tm ⇡ 12D(1 + ⇤ 1)⇤ m/2. The procedure is easily generalized to any hybridization function
 (!) with hoppings tm decaying sufficiently fast along the chain.
Renormalization Group Transformation
A renormalization group transformation relating effective Hamiltonians on successive energy
scales ⇤ n/2 and ⇤ (n+1)/2 can be set up as follows. First, H in (22) is truncated to Hm, whose
lowest scale is Dm = 12D(1 + ⇤
 1)⇤ (m 1)/2. In order to look for fixed points we define
rescaled Hamiltonians H¯m ⌘ Hm/Dm such that the lowest energy scale of H¯m is always of
O(1):
H¯m = ⇤
(m 1)/2[
m 1X
n=0
⇤ n/2(f+n fn+1  + f
+
n+1 fn )
+ "˜dnd + U˜nd"nd# + V˜
X
 
(f+0 d  + d
+
  f0 )], (23)
"˜d =
"d
1
2D(1 + ⇤
 1)
, V˜ =
V
1
2D(1 + ⇤
 1)
, U˜ =
U
1
2D(1 + ⇤
 1)
, (24)
from which we can recover H as
H = lim
m!1
1
2
D(1 + ⇤ 1)⇤ (m 1)/2H¯m. (25)
The sequence of rescaled Hamiltonians H¯m satisfies the recursion relation
H¯m+1 = ⇤
1/2H¯m + (f
+
m fm+1  + f
+
m+1 fm ), (26)
and allows a RG transformation T to be defined:
H¯m+1 = T [H¯m] ⌘ ⇤1/2H¯m + (f+m fm+1  + f+m+1 fm )  E¯G,m+1 (27)
with E¯G,m+1 the ground state energy of H¯m+1. In fact T defined in (27) does not have fixed
points since it relates a Hamiltonian with an even number of orbitals to a Hamiltonian with an
odd number of orbitals. The even/odd spectra do not match for the Kondo model. However,
R = T 2, can be defined as the RG transformation and this will have fixed points, a set of even
m fixed points and a set of oddm fixed points:
H¯m+2 = R[H¯m] ⌘ T 2[H¯m] (28)
Iterative diagonalization scheme
The transformation R relates effective Hamiltonians Hm = DmH¯m and Hm+1 = Dm+1H¯m+1
on decreasing scales Dm > Dm+1. It can be used to iteratively diagonalize the Anderson
Hamiltonian by the following sequence of steps:
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1. the local part
H¯0 = ⇤
 1/2
"
"˜dnd + U˜nd"nd# + V˜
X
 
(f+0 d  + d
+
  f0 )
#
, (29)
which contains the many-body interactions, is diagonalized (the “zeroth” order step de-
scribed in Sec. 2),
2. assuming that H¯m has been diagonalized for somem   0,
H¯m =
X
q
E¯mq |qihq| (30)
we add a “site” and use (27) to set up the matrix for H¯m+1 within a product basis
|q,↵m+1i = |qim|↵m+1i (31)
consisting of the eigenstates |qim of H¯m and the 4 states |↵m+1i of the next orbital along
the chain (i.e. |0i, | "i ⌘ f †m+1"|0i, | #i ⌘ f †m+1#|0i, and | "#i = f †m+1"f †m+1#|0i). The
resulting matrix
hq,↵m+1|H¯m+1|q0,↵0m+1i = ⇤1/2 ↵m+1,↵0m+1 q,q0E¯mq
+ ( 1)Ne,q0mhq|f+m |q0imh↵m+1|fm+1 |↵0m+1i
+ ( 1)Ne,qh↵m+1|f+m+1 |↵0m+1imhq|fm |q0im, (32)
with Ne,q, Ne,q0 the number of electrons in |qi, |q0i respectively, is diagonalized and the
procedure is repeated for the next energy shell as depicted in Fig. 4 c. Since H¯m is already
diagonalized, the off-diagonal matrix elements, involving mhq|f †m |q0im = mhq0|fm |qi†m,
can be expressed in terms of the known eigenstates of H¯m by using the unitary transfor-
mation relating the product states |qim 1|↵mi to the eigenstates |qim of H¯m,
|qim =
X
r,↵m
Um(r↵m, q)|qim 1|↵mi, (33)
where Um is the matrix of eigenvectors of H¯m. (for explicit expressions of the resulting
off-diagonal terms in Eq. (32) see [2]).
Equation (33) also shows that the NRG eigenstates have the form of so called matrix
product states (MPS) [29], a feature of NRG shared also by the density matrix renormal-
ization group method (DMRG) for one-dimensional quantum systems (see Appendix D
for a comparison of NRG with this method). In order to see this, we introduce the no-
tation A↵mqmqm 1 ⌘ Um(qm 1↵m, qm) with |qmi ⌘ |qim and repeatedly apply Eq. (33) to
obtain
|qmi =
X
qm 1,↵m
A↵mqm 1qm |qm 1i|↵mi
=
X
qm 1,↵m
A↵mqm 1qm
" X
qm 2↵m 1
A↵m 1qm 2qm 1 |↵m 1i
#
|↵mi
=
X
qm0 ,↵m0+1...↵m
(A↵m0+1 ...A↵m)qm0qm |↵m0+1i...|↵mi, (34)
wherem0   0.
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3. In order to reduce the size of the matrices that need to be diagonalized, one uses avail-
able symmetries, such as conservation of charge (electron number relative to half filling)
[Qm, Hm] = 0, with Qm = (nd   1) +
Pm
n=0
P
 (f
†
n fn    1), or conservation of total
spin [~S2m, Hm] = 0. For multi-channel models, such as the three channel Kondo model,
additional symmetries, such as SU(3), may be used to significantly reduce the numerical
effort [30, 31]. The use of symmetries, beyond the advantage of reducing the computa-
tional cost, also improves the accuracy of the calculations once one starts to neglect high
energy states (see next subsection), since it avoids the possibility of splitting up degener-
ate states within a multiplet carrying the same conserved quantum numbers.
Truncation
In practice since the number of many-body states in H¯m grows as 4⇥ 4m+1 it is not possible to
retain all states after a given iteration m = m0, where m0 is typically 4 or 5 for single-channel
models. Form   m0 only the lowest 1000 or so states of H¯m are retained, we call these the kept
states and denote them by |kim, while the higher energy states neglected are denoted by |lim,
see Fig. 11 in Sec. 5. While only kept states are used to set up and diagonalize the sequence of
Hamiltonians H¯m,m = m0,m0 + 1, ... up to a maximum chain size of lengthm = N , we shall
see later that the discarded states |lim from each iteration m   m0 prove to be very useful for
calculating physical properties.
The truncation of the spectrum of H¯m restricts the range of eigenvalues in Hm = DmH¯m to
be such that 0  Emq  KDm where K = K(⇤) depends on ⇤ and the number of states
retained. For 1000 states and ⇤ = 3, K(⇤) ⇡ 10. However, eigenvalues below Dm are only
approximate eigenvalues of the infinite system H , since states with energies below Dm are
calculated more accurately in subsequent iterationsm+1,m+2, . . . . Therefore the part of the
spectrum of Hm which is close to the spectrum of H is restricted to Dm  Emq  K(⇤)Dm.
This allows the whole spectrum ofH to be recovered by considering the spectra of the sequence
of HamiltoniansHm,m = 0, 1, . . . . In this way the many–body eigenvalues and eigenstates are
obtained on all energy scales. Due to the smallness of the perturbation (of O(⇤ 1/2) < 1) in
adding an energy shell to go from Hm to Hm+1, the truncation of the high energy states turns
out, in practice, to be a very good approximation.
Fixed Points
The analysis of fixed points is important to gain a conceptual understanding of the model and
for accurate analytic calculations in the vicinity a fixed point [2].
From (28), a fixed point H⇤ ofR = T 2 is defined by
H⇤ = R[H⇤]. (35)
Proximity to a fixed point is identified by ranges ofm,m1  m  m2, where the energy levels
E¯mp of H¯m are approximately independent ofm: E¯mp ⇡ E¯p form1  m  m2. A typical energy
level flow diagram showing regions ofm where the energy levels are approximately constant is
shown in Fig. 5 (a) for the anisotropic Kondo model (AKM) [26]:
HAKM =
X
k 
"kc
+
k ck  +
J?
2
(S+f+0#f0" + S
 f+0"f0#) +
Jk
2
Sz(f
+
0"f0"   f+0#f0#) (36)
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Fig. 5: (a) The lowest rescaled energy levels of the AKM for Jk = 0.443 and J? = 0.01. The
states are labeled by conserved pseudospin j and total Sz (adapted from [26]). (b) The flow of
the lowest many-body energy levels of the Anderson model for "d =  U/2, U/⇡ 0 = 12.66,
and ⇤ = 2.5. States are labeled by quantum numbers for total charge Q and total spin S
(adapted from [4, 2]).
There is an unstable high energy fixed point (smallm) and a stable low energy fixed point (large
m). The low energy spectrum is identical to that of the isotropic Kondo model at the strong
coupling fixed point J = 1 in [1] (e.g. the lowest single particle excitations in Fig. 5 (a),
⌘1 = 0.6555, ⌘2 = 1.976 agree with the ⇤ = 2 results of the isotropic model in [1]). The
crossover from the high energy to the low energy fixed point is associated with the Kondo scale
TK. Spin-rotational invariance, broken at high energies, is restored below this scale [e.g., the
j = 0 states with Sz = 0 and Sz = ±1 become degenerate below TK and can be classified
by the same total spin S as indicated in Fig. 5 (a)]. In Fig. 5 (b) typical energy level flows for
the symmetric Anderson impurity model "d =  U/2 in the strongly correlated Kondo regime
are shown. Here, one sees three fixed points: an unstable free orbital fixed point for m < 10, a
marginal fixed point for 10 < m < 50 corresponding to formation of a local moment interacting
weakly via the antiferromagnetic Kondo exchange with the conduction electrons. In this region,
the effective Hamiltonian is essentially the Kondo model. Finally, for m > 50 there is a flow
to the stable strong coupling fixed point, characterized by a fixed point spectrum obtained by
setting J = 1, i.e. the local spin and local conduction orbital are frozen out. The fixed point
spectrum is then that of a free electron chain with one site removed, i.e., there is a crossover to an
evenm fixed point spectrum. The freezing out of the local spin, implies that inelastic scattering
processes are blocked asm!1 (T ! 0) and one obtains the picture of a renormalized Fermi
liquid at low temperatures.
Analytic calculations can be carried out in the vicinity of these various fixed points by setting
up effective Hamiltonians Heff = H⇤ +
P
  ! O , where the leading deviations O  about H
⇤
can be obtained from general symmetry arguments. This allows, for example, thermodynamic
properties to be calculated in a restricted range of temperatures, corresponding to the restricted
range ofm where H¯m can be described by a simple effective HamiltonianHeff. In this way Wil-
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son could show that the ratio of the impurity susceptibility,  imp, and the impurity contribution
to the linear coefficient of specific heat,  imp, at T = 0, is twice the value of a non-interacting
Fermi liquid: R = 4⇡
2 imp
3 imp
= 2. We refer the reader to the detailed description of such calcu-
lations in [1, 2], and we turn now to the numerical procedure for calculating thermodynamics,
which can give results at all temperatures, including the crossover regions.
4 Calculation of physical properties
The ability of the method to yield thermodynamic, dynamic and transport properties makes it
very useful for interpreting experimental results 6. We shall first describe the calculation of
thermodynamics and dynamics using conventional approaches (without use of the complete
basis set, but inlcuding reduced density matrices for dynamics) [2, 7, 8]. In Sec. 5 we shall then
discuss more recent approaches using the complete basis set and full density matrix [33, 10]
(this division, however, is somewhat arbitrary).
Thermodynamics: conventional approach
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Fig. 6: Temperature dependence of, (a), the impurity entropy, Simp(T ), and, (b), the impurity
specific heat, Cimp(T ), for the symmetric Anderson model with U/ 0 = 12 and  0 = 0.001D.
The calculations are for ⇤ = 4, without z-averaging [nz = 1, z = 1 (dashed lines)], and with
z-averaging [nz = 2, z = 1/4, 3/4 (solid lines)]. For ⇤ = 4 two z values suffice to eliminate
the discretization oscillations[34]. (c) Impurity susceptibility,  imp(T ), vs T/TK for the asym-
metric Anderson model with same parameters as above and several values of "d/ 0 with TK
for symmetric model. Broken lines: FDM approach. Solid lines: conventional approach. Sym-
bols: Bethe ansatz (for selected values of "d/ 0 =  5, 3, 1, 0,+1,+3). NRG parameters:
⇤ = 10 with z-averaging [nz = 4, z = 1/8, 1/2, 3/8, 3/4][35]
Suppose we have diagonalized exactly the Hamiltonian for a quantum impurity model such as
the Kondo model and that we have all the many-body eigenvalues Eq and eigenstates |qi:
H =
X
q
Eq|qihq| ⌘
X
q
EqXqq. (37)
6Spatial correlations may also be investigated, see Ref. [32]
B3.16 T. A. Costi
We can then calculate the partition function
Z(T ) ⌘ Tr e H/kBT =
X
q
e Eq/kBT , (38)
and hence the thermodynamics via the impurity contribution to the free energy Fimp(T ) =
 kBT lnZ/Zc, where Zc = Tr e Hc/kBT is the the partition function for the non-interacting
conduction electrons. In the NRG procedure we can only calculate the ”shell partition func-
tions” Zm for the sequence of truncated Hamiltonians Hm:
Zm(T ) ⌘ Tr e Hm/kBT =
X
q
e E
m
q /kBT =
X
q
e DmE¯
m
q /kBT (39)
We will have Zm(T ) ⇡ Z(T ) provided
1. we choose kBT = kBTm ⌧ Emmax = DmK(⇤) so that the contribution to the partition
function from excited states Emq > DmK(⇤), not contained in Zm, is negligible, and
2. the truncation error made in replacing H by Hm in equating (38) and (39) is small. This
error has been estimated in [2] to be approximately ⇤ 1Dm/kBTm.
Combining these two conditions requires that
1
⇤
⌧ kBTm
Dm
⌧ K(⇤). (40)
The choice kBT = kBTm ⇡ Dm is reasonable and allows the thermodynamics to be calculated
at a sequence of decreasing temperatures kBTm ⇠ Dm, N = 0, 1, . . . from the truncated parti-
tion functions Zm. The procedure yields essentially exact results. For small ⇤ . 3, the window
for choosing the temperature Tm to satisfy Eq. 40 is small, and typically only one such temper-
ature is used for each shell. For larger ⇤  1 one can use many temperatures T im, i = 1, ..., nT
which satisify the above condition, however, for large ⇤ = 4   10, discretization oscillations
become important[36, 37]. This problem is overcome by averaging the results over several dis-
cretizations of the band, i.e. one carries out several calculations with discretizations of the band
±D,±D⇤ (1 zk),±D⇤ (2 zk), ... and averages the results for several zk, k = 1, ..., Nz. Fig-
ure 6 (a-b) illustrates this for the entropy and specific heat of the Anderson model. In this way,
the conventional approach can recover essentially exact results for thermodynamics. Fig. 6 (c)
shows a comparison for the impurity static susceptibility of the Anderson impurity model
 imp(T ) =
(gµB)2
kBT

1
Z
Tr (Stotz )
2e H/kBT   1
Zc
Tr (Stotz,c)
2e Hc/kBT
 
to both Bethe-ansatz results and results obtained within the more recent full density matrix
approach to be described below.
Dynamics: conventional approach without reduced density matrices
We consider now the application of the NRG method to the calculation of dynamic proper-
ties of quantum impurity models [38, 6, 7, 8]. For definiteness we consider the Anderson
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impurity model and illustrate the procedure for the impurity spectral density Ad (!, T ) =
  1⇡ ImGd (!, T ), with
Gd (!, T ) =
Z +1
 1
d(t  t0)ei!(t t0)Gd (t  t0) (41)
Gd (t  t0) =  i✓(t  t0)h[d (t), d+  (t0)]+i% (42)
with % the density matrix of the system.
Suppose we have all the many-body eigenstates |qi and eigenvalues Eq of the Anderson impu-
rity Hamiltonian H . Then the density matrix, %(T ), of the full system at temperature kBT =
1/  can be written
%(T ) =
1
Z(T )
X
q
e  Eq |qihq|, (43)
and the impurity Green function can be written in the Lehmann representation as
Gd (!, T ) =
1
Z(T )
X
q,q0
|hq|d |q0i|2 e
 Eq/kBT + e Eq0/kBT
!   (Eq0   Eq) (44)
and the corresponding impurity spectral density Ad  as
Ad (!, T ) =
1
Z(T )
X
q,q0
|Mq,q0 |2(e Eq/kBT + e Eq0/kBT ) (!   (Eq0   Eq)) (45)
withMq,q0 = hq|dµ|q0i.
Consider first the T = 0 case (T > 0 is described in the next section), then
Ad (!, T = 0) =
1
Z(0)
X
q
|Mq,0|2 (!+(Eq E0))+ 1
Z(0)
X
q0
|M0,q0 |2 (! (Eq0 E0), (46)
with E0 = 0 the ground state energy. In order to evaluate this from the information which
we actually obtain from an iterative diagonalization of H , we consider the impurity spectral
densities corresponding to the sequence of Hamiltonians Hm,m = 0, 1, . . . , N ,
Amd (!, T = 0) =
1
Zm(0)
X
q
|Mmq,0|2 (! + Emq ) +
1
Zm(0)
X
q0
|Mm0,q0 |2 (!   Emq0 ). (47)
From the discussion on the spectrum of Hm in the previous section, it follows that the ground-
state excitations of Hm which are representative of the infinite system H are those in the range
Dm  !  K(⇤)Dm. Lower energy excitations and eigenstates are calculated more accurately
at subsequent iterations, and higher energy excitations are not contained inHm due to the elimi-
nation of the higher energy states at eachm. Hence, for fixedm, we can approximately evaluate
the spectral density at a characteristic frequency ! ⇡ !m ⌘ kBTm via
Ad (!, T = 0) ⇡ Amd (!, T = 0), m = 0, 1, . . . , N. (48)
In making this approximation, we are assuming that the matrix elementsMm0,q0 of the finite sys-
tem Hamiltonian are the same as those of the infinite systemM0,q0 . This assumption fails, when
the an applied field strongly affects the groundstate and low lying excited states, thereby mak-
ing also the matrix elements for the finite size systemMm0,q0 appreciably different to those of the
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Fig. 7: (a) The impurity spectral density for the symmetric Anderson model for U/ 0 = 12 at
large ⇤ = 10 showing discretization oscillations for two values of z. Averaging over 8 z-values
yields the smooth curve. (b). Longitudinal spin relaxation function S(!)/S(0) versus !/TK for
the isotropic Kondo model, showing that the spin relaxes incoherently.
infinite system. We shall come back to this point below, when we introduce the reduced density
matrix approach to Green functions[8]. Returning to the calculation of spectral densities, a typ-
ical choice for the characteristic frequency to evaluate Ad (!, 0) from Amd (!, 0) is ! = 2!m
for ⇤ = 2. In this way Ad (!, T = 0) can be calculated at a sequence of decreasing frequencies
! = 2!m,m = 0, 1, . . . , N from the quantities Amd . In practice we are not interested in the
discrete spectra Amd (!) =
P
q w
m
q  (!   Emq ) of the Hamiltonians Hm but in continuous spec-
tra which can be compared with experiment. Smooth spectra can be obtained from the discrete
spectra by replacing the delta functions  (!   Emq ) by smooth distributions Pm(!   Emq ). A
natural choice for the width ⌘m of Pm is Dm, the characteristic scale for the energy level struc-
ture ofHm. Two commonly used choices for P are the Gaussian and the Logarithmic Gaussian
distributions [38, 7, 39]. More refined schemes also exist [40, 41] as well as different band dis-
cretizations to reduce artifacts close to band edges [42]. A peak of intrinsic width   at frequency
⌦0 will be well resolved by the above procedure provided that ⌦0 ⌧  , which is the case for the
Kondo resonance and other low energy resonances. In the opposite case, the low (logarithmic)
resolution at higher frequencies may be insufficient to resolve the intrinsic widths and heights
of such peaks. Usually such higher frequency peaks are due to single-particle processes and can
be adequately described by other methods (exceptions include interaction dominated features in
the Ohmic two-state system, see below, and in strongly correlated lattice models in high dimen-
sions [43, 16, 44, 45]). In both cases, ⌦0 ⌧   and ⌦0    , the positions and intensities of such
peaks is given correctly. An alternative procedure for obtaining smooth spectra, which in prin-
ciple resolves finite frequency peaks with the same resolution as the low energy peaks, has been
proposed in [46] and uses the averaging over several band discretizations, described above for
the thermodynamics. This procedure allows carrying out calculations for spectral functions at
larger ⇤. An example is shown in Fig. 7 (a) for the symmetric Anderson model. As in the ther-
modynamics, calculations of the dynamics at large ⇤   1 exhibit discretization oscillations,
see Fig. 7 (a), which may be eliminated by averaging over several band discretizations.
How accurate is the NRG for dynamic properties ? A good measure of the accuracy of the
Numerical Renormalization Group B3.19
procedure is given by the Friedel sum rule, a Fermi liquid relation which states that [24]
Ad (0) =
1
⇡ 0
sin2(⇡nd/2), nd =
Z 0
 1
d! Ad (!) (49)
From Fig. 7 (a), we find that ⇡ 0Ad (0, 0) = 1 ± 10 3, i.e., the Friedel sum rule is satisfied
to within 0.1% relative error. More important, however, is that this error remains small inde-
pendent of the interaction strength 0  U  1. Two-particle Green functions and response
functions, such as the longitudinal spin relaxation function,
S(!) =   1
⇡
Im zz(!)
!
,  zz = hhSz;Szii,
of the Anderson impurity model and of the (anisotropic) Kondo model can also be calculated
with comparable accuracy to single-particle spectral functions[26]. The spin relaxation function
for the Kondo model is shown in Fig. 7 (b), and illustrates the statement made in Sec. 2, that
the spin excitations of the Kondo model are drastically renormalized from the bare value of J
down to the Kondo scale TK due to the frictional effects of the environment.
The procedure for calculating finite temperature dynamical quantities, like Ad (!, T ), required
as input for calculating transport properties, is similar to that for T = 0 dynamics described
above [7]. The spectral density Ad (!, T ) at fixed temperature T is evaluated as above at
frequencies ! ⇡ 2!m,m = 0, 1, . . . ,M  N until 2!M becomes of order kBT , i.e. 2!M =
↵kBT with ↵ ⇡ 1. To calculate the spectral density at frequencies ! < kBT a smaller “cluster”
is used. This is done because when kBT is larger than the frequency at which the spectral
density is being evaluated, it is the excited states of order kBT contained in previous clusters
that are important and not the excitations very much below kBT . This approach suffers from
the same criticism as the T = 0 approach above, namely one is using a finite cluster Hm to
approximate Mq0,q ⇡ Mmq0,q (and also Z(T ) ⇡ Zm(T )). In particular, for ! < kBT , the use of
a small cluster of size M < N does not capture the full information available, a definciency
which is corrected by the full density matrix approach. Nevertheless, this early approach gives
remarkably good results for finite temperature spectra and transport properties[7].
... ...m N
Himp ε0
e
ε
1
ε
2
εm
t0 t1 t2 tm-1v
Fig. 8: The Hilbert space of Hm is supplemented with N  m environment degrees of freedom
e = (↵m+1, ...,↵N) [8].
Dynamics: conventional approach with reduced density matrices
A way of reducing finite size errors, inherent in the above approach to Green functions, has
been proposed by Hofstetter [8], which we shall describe next. As mentioned above, there
are situations when a small field can strongly polarize the low energy states of Hm, thereby
strongly affecting the matrix elements Mmq0,q and hence the spectra. For example, a magnetic
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field B ⇡ TK in the Anderson model is sufficiently strong to polarize the groundstate such
that nd" ⇡ 1 and nd# ⇡ 0 at T ⌧ TK. In this case, the use of the canonical density matrix
%(T ) ⇡ %m(T ) = 1Zm(T )
P
q e
  Emq |qihq| in evaluating the spectra on scales !m   TK can
result in large errors. A solution to this is to use %N(T ) = 1ZN (T )
P
q |qie  ENq hq| for the longest
chain diagonalized and to evaluate the Green functions on scales !m > !N by tracing out
intermediate degrees of freedom e = (↵m+1, ...,↵N) in %N . Since the longest chainHN is close
to the infinite system limit, this should provide a better description of the spectra, particularly at
higher frequencies. In order to carry this procedure, the Hilbert space of eachHm is extended to
that of HN by adding the N  m environment degrees of freedom e, see Fig. 8. Evaluating the
reduced density matrix %redm = Tre [%N ] appearing in Eq. (42) leads to a Lehmann representation
for the spectral density at T = 0
Ad (!, T = 0) =
X
kk0
CNkk0M
N
kk0 (!   (EN   ENk0 )) (50)
CNkk0 =
X
p
%redpk0M
N
p +
X
p
%redkp M
N
k0p (51)
in place of (46). In Fig. 9 (a)-(b), we show a comparison of this approach with results from the
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Fig. 9: Spectral density A"(!, T = 0) for, (a), the symmetric Anderson model, with U/ 0 =
10, 0 = 0.01 and B =  0/10, with and without reduced density matrices (DM-NRG/NRG)
[8], and, (b), for the Kondo model in several magnetic fields B, with and without reduced
density matrices (dashed/solid lines, respectively) [12, 47], showing that the low energy Kondo
resonance is sufficiently well captured in the conventional approach.
previous approach for the Anderson and Kondo models in a magnetic field. A field-induced re-
arrangement of spectral weight at ! ⇡ "d, "d+U is well captured by the reduced density matrix
approach [Fig. 9 (a)]. The low energy Kondo resonance is less subject to finite size corrections,
since this part of the spectrum is already calculated from sufficiently long chains, such that the
corrections in using reduced density matrices are small [Fig. 9 (b)].
Transport properties
The transport properties of quantum impurity models, require knowledge of both the frequency
and temperature dependence of the impurity spectral density, a topic which was addressed
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Fig. 10: (a) Linear conductance G(T ) versus T/TK for U/ 0 = 16 and several values of
"d =  U/2, 0,+U/2 using the approach of Yoshida et al. [48]. The resistivity of a Kondo
impurity ⇢(T ) is similar to G(T ) for the "d =  U/2 curve. NRG parameters were for ⇤ = 4,
nz = 2 [49]. (b). Thermopower of a negative U =  16 0 quantum dot, exhibiting a large
enhancement for gate voltages Vg   TK[50] (calculated within full density matrix approach to
spectral functions).
above. The linear response conductance, G(T ), and thermopower , S(T ), through a quan-
tum dot described by the Anderson model, are given by the following expressions (see Lecture
B2 by Jakobs for non-equilibrium expressions)
G(T ) =
e2
h
Z
d!
✓
 @f
@!
◆ X
 
T (!, T, B), (52)
S(T ) =   1|e|T
R
d! ! ( @f/@!)P  T (!)R
d! ( @f/@!)P  T (!) , (53)
where the transmission function,T (!, T ), through a quantum dot symmetrically coupled to left
and right leads is related to Ad (!, T ) via
T (!, T ) = 2⇡ 0Ad (!T ).
Note, that the discrete form of the spectral function may be directly substituted into the expres-
sions for G(T ) and S(T ) above, without the necessity of broadening[48]. For the conductance,
this leads to
G(T ) =
  
Z
X
 
X
m,n
|M mn|2
1
e Em + e En
, (54)
with   = 2⇡ 0 e
2
h . Results for the temperature dependence of the conductance of the Anderson
model, using this procedure, are shown in Fig. 10 (a). Thermoelectric properties have also been
investigated for quantum dots with repulsive onsite Coulomb interactions [51] and also for at-
tractive onsite interactions [50]. The latter provide a mechanism for enhancing thermopower,
as shown in Fig. 10 (b). The method gives uniformly accurate results at high and low tempera-
tures, as well as correctly describing the crossover region T ⇡ TK (detailed comparisons of the
resistivity of dilute magnetic impurities with known results at high and low temperature can be
found [7]). These calculations, and similar resistivity calculations for dilue impurities, provide
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Fig. 11: For iterations m < m0 all states are kept, while for m   m0 only the lowest 1000 or
so states generated are used to set up the Hamiltonian for the next iteration m + 1 (adapted
from [54]).
a quantitative interpretation of experiments for S = 1/2 realizations of the Kondo effect . They
have also been extended using the full density matrix approach to describe the resistivity and
dephasing rates of real Fe impurities in Au and Ag by using a 3-channel Kondo model[52, 31].
5 Complete Basis Set and Full Density Matrix
We noted in Sec. 3, that at each m, the states generated, denoted |qmi, are partitioned into
the lowest energy retained states, denoted |kmi, and the high energy eliminated (or discarded)
states, |lmi. In order to avoid an exponential increase in the dimension of the Hilbert space, only
the former are used to set up and diagonalize the Hamiltonian for the next iterationm+ 1. The
eliminated states, while not used in the iterative NRG procedure, may be used to set up a com-
plete orthonormal basis set [33]. This complete basis set is very powerful and allows evaluating
correlation functions hA(t)B(0)i, transient quantities and even thermodynamic expressions in
an unambiguous way, avoiding any possible double counting of excitations. Eliminated states
from different iterations have no overlap, see Fig. 11, in contrast to the retained states. Hence,
using the latter to carry out calculations of physical quantities restricts one to using excitations
from a single shell only. However, for finite temperature Green functions and non-equilibrium
quantities, multiple-shell contributions become important [53] and the complete basis set offers
a way to evaluate these quantities [33].
The complete basis set is defined by the product states |lemi = |lmi|ei,m = m0, . . . , N ,
wherem0 is the first iteration at which truncation occurs, and |ei = |↵m+1i|↵m+2i . . . |↵Ni are
environment states at iteration m such that the product states |lemi, for each m = m0,m0 +
1, . . . , N , reside in the same Fock space (that of the largest system diagonalized, m = N ). By
“e” we shall henceforth denote the collection e = {↵m+1...↵N}. The eliminated states satisfy
the completeness relation [33, 55]
NX
m=m0
X
le
|lemihlem| = 1, (55)
where for m = N all states are counted as discarded (i.e. there are no kept states at iteration
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m = N ). We shall also use the following representations of this relation, [33, 55]
1 = 1 m + 1
+
m, (56)
1 m =
mX
m0=m0
X
l0e0
|l0e0m0ihl0e0m0| (57)
1+m =
NX
m0=m+1
X
l0e0
|l0e0m0ihl0e0m0| =
X
ke
|kemih kem|. (58)
By using the complete basis set, we can construct the full density matrix FDM [10, 56],
⇢ =
1
Z(T )
NX
m=m0
X
le
e  E
m
l |lemihlem|, Tr⇢ = 1) (59)
Z(T ) =
NX
m=m0
4N m
X
l
e  E
m
l ⌘
NX
m=m0
4N mZm(T ) (60)
where Z(T ) is the partition function made up of the complete spectrum, i.e., it contains the
eliminated states from allHm,m = m0,m0+1, ..., N . Consequently, it can be used to evaluate
the impurity thermodynamics at arbitrary temperatures.
Consider the following density matrix for them’th shell (defined, however, in the Hilbert space
of HN ),
⇢˜m =
X
le
|lemie
  Eml
Z˜m
hlem|. (61)
Normalization Tr [⇢˜m] = 1 implies that
1 =
X
l
e  Eml
Z˜m
4N m = 4N m
Zm
Z˜m
(62)
where Zm =
P
l e
  Eml . Then the FDM can be written as a sum of weighted density matrices
for shellsm = m0, . . . , N
⇢ =
NX
m=m0
wm⇢˜m (63)
wm = 4
N mZm
Z
;
NX
m=m0
wm = 1 (64)
Application to Thermodynamics
Substituting ⇢ =
P
mwm⇢˜m into the expression for the thermodynamic average hOˆi of a local
observable of the impurity (e.g., nd or nd"nd#) and making use of the decomposition of unity
Eq. (55), we have
hOˆi⇢ = Tr
h
⇢Oˆ
i
=
X
l0e0m0
hl0e0m0|Oˆ
X
lem
wm|lemie
  Eml
Z˜m
hlem|l0e0m0i
=
X
lem
Omll wm
e  Eml
Z˜m
=
X
lm
4N mwmOmll
e  Eml
4N mZm
=
NX
m=m0,l
wmO
m
ll
e  Eml
Zm
, (65)
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where orthonormality hlem|l0e0m0i =  ll0 ee0 mm0 , and the trace over the N   m environment
degrees of freedom
P
lem · · · =
P
lm 4
N m . . . has been used and Omll = hlm|Oˆ|lmi. For other
observables, such as the specific heat, or susceptibility, one requires a similar calculation for
the conduction band contribution hOˆi⇢0 , with ⇢0 the FDM of the non-interacting band. The
impurity contribution is then obtained as Oimp = hOˆi⇢   hOˆi⇢0 .
For each temperature T and shell m, we require wm(T ) and the factor Bml (T ) = e  E
m
l /Zm
where Zm =
P
l e
  Eml . Numerical problems due to large exponentials are avoided by calcu-
lating Bml (T ) = e  (E
m
l  Em0 )/Z 0m where Z 0m = e E
m
0 Zm and Em0 is the lowest discarded energy
for shellm. Figure 12 shows results for the double occupancy of the Anderson model obtained
within the FDM approach and comparisons with the conventional approach of Sec. 4.
Application to Dynamics
We consider a general fermionic retarded Green function
GAB(t) =  i✓(t)h[A(t), B]+i ⌘  i✓(t)Tr [⇢(A(t)B +BA(t))]
=  i✓(t) ⇥CA(t)B + CBA(t)⇤ , (66)
where A,B are fermionic operators, e.g. for the d-level Green function of our quantum dot
A = d  and B = d† . The trace is evaluated using the complete basis set. We outline the
derivation of CA(t)B, with the expression for CBA(t) obtained in a similar manner. We have
CA(t)B = Tr [⇢A(t)B] =
X
lem
hlem|e iHtAeiHtB⇢|lemi
=
X
lem
X
l0e0m0
hlem|e iHtAeiHt|l0e0m0ihl0e0m0|B⇢|lemi, (67)
which consists of three contributions with m0 = m, m0 > m and m0 < m. Consider the
first contribution (m0 = m), denoted by C(i)A(t)B. Using the NRG approximation e
iHt|l0e0mi ⇡
eiHmt|l0e0mi = eiEml0 t|l0e0mi and hlem|A|l0e0mi =  ee0hlm|A|l0mi =  ee0Amll0 , we have
C(i)A(t)B =
X
lm
X
l0
ei(E
m
l0  Eml )tAmll0
X
e
hl0em|B⇢|lemi| {z }
(B⇢)m
l0e,le
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Inserting the FDM expression ⇢ =
P
mwm⇢˜m into (B⇢)
m
l0e,le yieldsX
e
(B⇢)ml0e,le = B
m
l0lwme
  Eml /Zm,
hence we have,
C(i)A(t)B =
X
m
wm
Zm
X
l
X
l0
ei(E
m
l0  Eml )tAmll0B
m
l0le
  Eml . (68)
The off-diagonal contributions withm0 > m andm0 < m in Eq. (67), which we label by C(ii)A(t)B
and C(iii)A(t)B, may be put into diagonal form by using 1
+
m =
PN
m0=m+1
P
l0e0 |l0e0m0ihl0e0m0| =P
ke |kemih kem| [Eq. (58)], thereby introducing kept states at iteration m (or m0) in place of
discarded states at iterationsm0 > m (orm > m0),
C(ii)A(t)B =
X
l0e0m0>m
X
lem
hlem|e iHtAeiHt|l0e0m0ihl0e0m0|B⇢|lemi
=
X
lem
X
ke0
hlem|e iHtAeiHt|ke0mihke0m|B⇢|lemi
⇡
X
lm
X
k
ei(E
m
k  Eml )tAmlk
X
e
(B⇢)mke,le
=
X
lm
X
k
ei(E
m
k  Eml )tAmlkB
m
kle
  Eml wm
Zm
(69)
C(iii)A(t)B =
X
lem>m0
X
l0e0m0
hlem|e iHtAeiHt|l0e0m0ihl0e0m0|B⇢|lemi
=
X
l0e0m0
X
ke0
hl0e0m0|B⇢|ke0mihke0m|e iHtAeiHt|l0e0m0i
⇡
X
l0m0
(B⇢)l0e0,ke0e
i(Em
0
l0  Em
0
k )tAm
0
kl0 (70)
where the NRG approximation has been used together with
P
e(B⇢)
m
ke,le = B
m
kle
  Eml wm
Zm
. It is
also easy to show that [51],
Tre
⇥
(B⇢)mle,ke
⇤ ⌘X
e
⇥
(B⇢)mle,ke
⇤
=
X
k0
Bmlk0
X
e
hk0em|⇢|kemi| {z }
Rmred(k
0,k)
(71)
where Rmred(k0, k) is the reduced density matrix obtained from the FDM ⇢ by tracing out the
degrees of freedom e = (↵m+1, ...,↵N) [10, 51], hence the contribution C
(iii)
A(t)B may be written
as
C(iii)A(t)B =
X
lm
(B⇢)le,kee
i(Eml  Emk )tAmkl =
X
lkk0m
ei(E
m
l  Emk )tAmklB
m
lk0R
m
red(k
0, k), (72)
and
CA(t)B = C
(i)
A(t)B + C
(ii)
A(t)B + C
(iii)
A(t)B
=
X
m
wm
Zm
X
ll0
ei(E
m
l0  Eml )tAmll0B
m
l0le
  Eml +
X
m
wm
Zm
X
lk
ei(E
m
k  Eml )tAmlkB
m
kle
  Eml
+
X
m
X
lkk0
ei(E
m
l  Emk )tAmklB
m
lk0R
m
red(k
0, k) (73)
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Fourier transforming  i✓(t)CA(t)B and the similar contribution  i✓(t)CBA(t) (excercise) and
adding, finally yields the Green function as
GAB(! + i ) =
X
m
wm
Zm
X
ll0
Amll0B
m
l0l
e  Eml + e  E
m
l0
! + i    (Eml0   Eml )
+
X
m
wm
Zm
X
lk
AmlkB
m
kl
e  Eml
! + i    (Emk   Eml )
+
X
m
wm
Zm
X
lk
AmklB
m
lk
e  Eml
! + i    (Eml   Emk )
+
X
m
X
lkk0
AmklB
m
lk0
Rmred(k
0, k)
! + i    (Eml   Emk )
+
X
m
X
lkk0
AmlkB
m
k0l
Rmred(k, k
0)
! + i    (Emk   Eml )
(74)
The reduced density matrices appearing in Eq. (74) can be evaluated efficiently at all tempera-
tures in a recursive manner [10]. The use of the complete basis set to calculate finite temperature
Green functions ensures that the spectral sume rule
R
d!A (!, T ) = 1 holds as an identity [10].
Furthermore, calculations at ! < T may be carried out without the need to restrict to a smaller
cluster M < N , as was the case with the approach described in Sec. 4. Fig. 13 shows the
spectral function of the negative-U Anderson model calculated from Eq. (74) at several temper-
atures.
For an application of this approach to thermoelectric properties of quantum dots see Ref. [51]
and for a recent application to the magnetoresistivity and dephasing rate of multi-channel Kondo
models see Ref. [31].
6 Recent Developments
The NRG has proven to be a reliable method for dealing with equilibrium properties of strongly
correlated quantum impurity systems. Nevertheless, the method is still under development. In
this section, we describe two areas where significant progress has been made, but where further
work is needed. The first is in the transient response of a quantum impurity following either
either a quantum quench, a pulse of finite duration or a periodic train of pulses [53, 33, 55, 57].
This is relevant, for example, in many pump-probe experiments [58, 59]. The second area
is in developing ways to deal with real quantum impurities in metals or on surfaces, such as
impurities with partially filled d- or f-levels, in which multiple channels (or bands) of the host
may couple to the impurity.
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Time-dependent NRG (td-NRG)
We are interested in the dynamics of a local observable Oˆ following a quantum quench in which
one or more system parameters of H change suddenly at t = 0. Thus, the time-dependence of
H is described by H(t) = ✓( t)H i + ✓(t)Hf , with H i and Hf being time-independent initial
(t < 0) and final state (t > 0) Hamiltonians, respectively [53]. The time evolution of Oˆ at t > 0
is then given by O(t) = Tr
h
⇢(t)Oˆ
i
where ⇢(t) = eiHf t⇢ e iHf t is the time-evolved density
matrix and ⇢ = e  Hi/Tr[⇢] is the density matrix of the initial state at inverse temperature  .
In terms of the complete basis set, we have
O(t) = Tr
h
eiH
f t⇢e iH
f tOˆ
i
=
NX
m=m0
X
le
fhlem|e iHf t⇢eiHf tOˆ|lemif
=
NX
mm0=m0
X
lel0e0
fhlem|e iHf t⇢eiHf t|l0e0m0if fhl0e0m0|Oˆ|lemif . (75)
Making use of 1+m =
PN
m0=m+1
P
l0e0 |l0e0m0ihl0e0m0| =
P
ke |kemih kem| [Eq. (58)], allows us
to write[33]
O(t) =
NX
m=m0
X
rs/2KK0
X
e
fhsem|e iHf t⇢eiHf t|remif fhrem|Oˆ|semif
⇡
NX
m=m0
X
rs/2KK0
X
e
fhsem|e iHfmt⇢eiHfmt|remif fhrem|Oˆ|semif
=
NX
m=m0
X
rs/2KK0
⇣X
e
fhsem|⇢|remif
⌘
e i(E
m
s  Emr )tOmrs
=
NX
m=m0
X
rs/2KK0
⇢i!fsr (m)e
 i(Ems  Emr )tOmrs, (76)
in which r and s may not both be kept states, Omrs = fhlem|Oˆ|remif are the final state matrix
elements of Oˆ, which are independent of e, the NRG approximation
Hf |remi ⇡ Hfm|remi = Emr |remi, (77)
is adopted [in the second line of Eq. (76)], and ⇢i!fsr (m) =
P
e fhsem|⇢|remif represents the
reduced density matrix of the initial state projected onto the basis of final states (henceforth
called the projected density matrix). The latter has been evaluated for the special choice of a
density matrix defined on the longest Wilson chain
⇢ =
X
l
|lNii e
  ENl
ZN
ihlN |, (78)
with ZN =
P
l e
  ENl , in which only the discarded states of the last NRG iteration enter [33,
55]. More recently, the projected density matrix has been evaluated for a general initial density
matrix, given by the full density matrix of the initial state [57]. This allows calculations to
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Fig. 14: Time dependence of the occu-
pation number nd(t) of the Anderson
model for U/  = 12 upon switching
from the mixed valence regime ("d =
0) at t < 0 to the symmetric Kondo
regime ("d =  U/2) at t   0 at T =
TK/10 (red solid line), T = 100TK
(green dashed line) and T = 105TK
(blue dashed line). ⇤ = 2 with z-
averaging (Nz = 32). Adapted from
Ref. [57].
be carried out at arbitrary finite temperature, as shown in Fig. 14. While the short-time limit
O(t! 0+) in td-NRG recovers the exact thermodynamic valueOi = Tr[⇢O] in the initial state,
the long-time limit suffers from an error of a few %. In addition, significant noise is observed
at intermediate t  & 1 to long times t    1. Attempts to further improve the method may be
found in Ref. [57] and references therein.
Multi-orbital and Multi-channel Models for Realistic Modeling
The Anderson impurity model is a starting point for describing many different systems, from the
classic examples of transition metal magnetic impurities such as Fe or Mn in non-magnetic met-
als such as Au, rare-earth magnetic impurities in non-magnetic metals, such as Ce in LaAl2 [24],
or, magnetic ions such as Co, Fe and Ti adsorbed on surfaces of non-magnetic metals such as
Cu or Cu2N/Cu (where the Cu2N monolayer reduces the hybridization V to the substrate [60]).
Of course, the relevant correlated orbitals in these systems are not the non-degenerate “s-levels”
as in (3), but would be the 5-fold or 7-fold degenerate partially filled d- or f-orbitals in the case
of transition metal or rare earth metal impurities, respectively. Furthermore, electrons in these
partially filled shells would be subject to Coulomb, Hunds exchange, spin-orbit and crystal-
field interactions, often leading to non-degenerate low energy multiplets. In addition, these
low energy multiplets, would hybridize with conduction channels of appropriate symmetry, and
in general with many channels, not just one as in (3). Such a non-degenerate multi-channel
Anderson model capable of describing a real-transition metal impurity would then look more
complicated than Eq. (3), e.g., the following model (but still neglecting spin-orbit and crystal
field interactions),
H =
X
m 
"dmnm  +
1
2
U
X
m 
nm nm   +
1
2
U 0
X
m 6=m0 
nm nm0   +
1
2
(U 0   J)
X
m 6=m0 
nm nm0 
  J
2
X
m 6=m0 
d†m dm  d
†
m0  dm0   
J 0
2
X
m 6=m0 
d†m d
†
m  dm0  dm0 
+
X
km 
✏km c
†
km ckm  +
X
km 
Vkm (c
†
km dm  + h.c.)
would be closer describing a real transition metal impurity such as Mn in Cu. Despite its
apparent complexity, this model, just like its simpler counterpart in Eq. (3), has the same
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general structure as Eq. (2) describing a general quantum impurity model, namely all many-
body interactions (U,U 0, J, J 0) are contained in a local part Himp, while the multi-channel
bath Hbath represents non-interacting electrons coupling via a one-body hybridization to Himp.
While the NRG can be applied to such multi-channel models, for Nc-channels the Hilbert
space grows as 4Nc instead of 4 as for a single channel. The fraction of states that can be
retained at each iteration is correspondingly smaller (1/4Nc) than for a single channel (1/4),
making accurate calculations difficult, particularly for dynamical quantities. While implement-
ing all available symmetries (U(1), SU(2), SU(3), parity etc), in order to increase the frac-
tion of states that can be retained at each iteration, will help, such symmetries are not always
present. At present, reliable NRG calculations for dynamics can be carried out for 3 chan-
nel models [31]. Increasing this to 5-channels would be a significant development, allowing
many interesting realistic systems to be investigated with NRG in combination with ab-initio
methods to extract the relevant model parameters [52, 61, 62]. We mention here one recent pro-
posal for achieving this, which, however, has so far only been benchmarked on a 3-channel
model [63]. As in the single-band case, we rewrite the above model in linear chain form
with Hbath =
PNc
m=1
P
k  ✏km c
†
km ckm  !
PNc
m=1
P1
n=0
P
  tmn(f
†
mn fmn+1  + h.c.), where
tmn ⇠ Dm⇤ n/2,m = 1, ..., Nc for Nc channels with half-bandwidths Dm. If all channels have
the same band-width Dm = D,m = 1, ..., Nc, the hoppings within a shell tmn,m = 1, ..., Nc
are constant one has to add all orbitals fmn+1 ,m = 1, ..., Nc of the next shell n + 1 in going
from Hn to Hn+1 in the NRG procedure of Sec. 3, before truncating the spectrum of Hn+1,
hence leading to the above growth of the Hilbert space at each iteration. Choosing band-widths
Dm with D1 > D2 > ... > DNc , as suggested in Ref. [63], leads to an energy scale separation
of the orbitals within each shell, i.e., tmn ⇠ Dm⇤ n/2 for fixed n decrease with m = 1, ..., Nc.
This allows adding the orbitals fmn+1 ,m = 1, ..., Nc of a given shell sequentially while si-
multaneously truncating the spectrum after each orbital is added. The calculation then resem-
bles a single-channel calculation. The above energy scale separation is guaranteed provided
Dm/Dm+1 = 1/g = ⇤ 1/2Nc implying tm+1n/tmn = g < 1. Since the hoppings in this ap-
proach decrease by a factor ⇤ 1/2Nc , a larger ⇤ will be required to obtain the same accuracy
as a single channel calculation. In this way, the authors obtained accurate results for 3-channel
and 3-impurity models.
7 Summary
Wilson’s non-perturbative NRG transformation for the Kondo model has become a powerful
tool for the study of quantum impurity models in general. It gives information on the many-
body eigenvalues and eigenstates of such models on all energy scales and thereby allows the
direct calculation of their thermodynamic, dynamic, and transport properties. Recently, it has
been further developed to yield the transient response of these systems to a sudden perturbation
(a quantum quench) [33], the time-dependent NRG (td-NRG). Extensions of the td-NRG to
general pulses using multiple quenches have also been made [57]. The NRG also has potential
to give information on the non-equilibrium steady-state transport through correlated impurity
systems such as quantum dots. Recent work tries to construct a non-equilibrium density matrix
for such systems by using td-NRG to time-evolve from a known initial density matrix [64].
The method has been extended in new directions, such as to models with bosonic baths to
study spin-boson models [28] and the interplay of correlations and phonon effects in Anderson-
Holstein models [65]. It has also been used successfully to make progress on understanding
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the Mott transition, heavy fermion behaviour and other phenomena in correlated lattice systems
[39, 66, 67, 68]. There is room for further improvement and extensions of the method both
technically and in the investigation of more complex systems such as multi-channel models
[69, 31, 63].
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Appendices
A Logarithmic discretization approximation
The approximation
Hc =
Z +1
 1
d" " c+" c"  ⇡
1X
n=0
(" nc+ n c n  + "+nc
+
+n c+n ) (79)
used to replace the continuum band by the discrete one can be analyzed by introducing a com-
plete orthonormal basis set of states for the conduction electrons in each interval±[⇤ (n+1),⇤ n]
using the following wavefunctions
 ±np(") =
(
⇤n/2
(1 ⇤ 1)1/2 e
±!np" for ⇤ (n+1) < ±" < ⇤ n
0 otherwise
(80)
Here p is a Fourier harmonic index and !n = 2⇡⇤n/(1   ⇤ 1). The operators c"  can be
expanded in terms of a complete set of new operators anp , bnp  labeled by the interval n and
the harmonic index p
c"  =
X
np
[anp  
+
np(") + bnp  
 
np(")]. (81)
In terms of these operators, the Kondo Hamiltonian becomes,
HKM =
1
2
(1 + ⇤ 1)
X
np
⇤ n(a†np anp    b†np bnp )
+
(1  ⇤ 1)
2⇡i
X
n
X
p 6=p0
⇤ n(a†np anp0    b†np bnp0 )e
2⇡i(p p0)
1 ⇤ 1
+ J
X
  0
f+0 ~   0f0 0 .~S (82)
where in terms of the new operators, f0  = 1p2
R +1
 1 d" c"  contains only p = 0 states:
f0  =
1p
2
Z +1
 1
d" c"  =

1
2
(1  ⇤ 1)
 1/2 1X
n=0
⇤ n/2(an0  + bn0 ) (83)
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We notice that only the p = 0 harmonic appears in the local Wannier state. This is a conse-
quence of the assumption that the Kondo exchange is independent of k. Hence the conduction
electron orbitals anp, bnp for p 6= 0 only couple to the impurity spin indirectly via their cou-
pling to the an0, bn0 in the second term of Eq. (82). This coupling is weak, being proportional
to (1   ⇤ 1), and vanishes in the continuum limit ⇤  ! 1, so these states may be expected
to contribute little to the impurity properties compared to the p = 0 states. This is indeed the
case as shown by explicit calculations in [1, 2]. The logarithmic discretization approximation
consists of neglecting conduction electron states with p 6= 0, resulting in Hc given by Eq. (79)
with c+n  ⌘ an,0  and c n  ⌘ bn,0  and a discrete Kondo Hamiltonian given by Eq. (10).
B Lanczos procedure
Neglecting spin indices, the conduction electron operator is
Hc =
X
k
"kc
+
k ck
The Lanczos algorithm for tridiagonalizing this operator by repeated action on the state |0i is
|1i = 1
t0
[Hc|0i   |0ih0|Hc|0i] (84)
|n+ 1i = 1
tn
[Hc|ni   |nihn|Hc|ni   |n  1ihn  1|Hc|ni] (85)
yielding
Hc =
1X
n=0
✏nf
+
n fn + tn(f
+
n fn+1 +H.c.) (86)
where the site energies are given by ✏n = hn|Hc|ni and the hoppings tn are obtained as normal-
izations from Eqs. (84)-(85).
C Comparison with Real Space RG
Real space RG methods have been used very successfully to investigate second order phase
transitions [70]. In these methods, the form of the effective Hamiltonians,Hm, is such that only
a small number of couplings (e.g. nearest-neighbour and next-nearest-neighbour couplings in
the case of the 2D Ising model) is retained during the RG procedure. Despite this, highly ac-
curate results can be obtained for critical properties. The reason for this is that second order
critical points are governed by just a few relevant couplings, so an effective Hamiltonian re-
taining just these couplings is sufficient to describe the critical behaviour. In contrast, for the
Kondo model, and, for quantum impurity models in general, the interest is in obtaining in-
formation about the many-body eigenstates and eigenvalues on all energy scales and not just
close to a particular fixed point where simplifying assumptions about the effective Hamiltonian
might hold. Consequently, a general form of the effective Hamiltonians, including relevant and
irrelevant couplings, is required in order to follow the behaviour of the system as it flows via
various unstable fixed points to the stable fixed point describing the interacting quantum me-
chanical groundstate. Such a general form is possible in the Kondo calculation as a result of the
numerical representation of the Hm.
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D Comparison with DMRG
The DMRG method [22, 23], differs from the NRG approach used in the Kondo calculation in
several ways. The most important, and the reason for its success as applied to one-dimensional
lattice models, is the criterion for choosing the basis states of the subsystems (the “block”, Hm
in the Kondo calculation) used to extend the size of the system (the “superblock”, Hm+1 in the
Kondo calculation). These are chosen according to their weight in a reduced density matrix built
from a few eigenstates of the larger system (in the Kondo calculation this reduced density matrix
would be ⇢redm =
P
↵m+1
h↵m+1|⇢m+1|↵m+1i where |↵m+1i are the states of the m + 1’th site
and ⇢m+1 is the density matrix of Hm+1). That is, the states retained in the subsystems (similar
to the lowest states retained in H¯m in the Kondo calculation) are in this case not necessarily the
lowest energy states, but they are the states which couple most strongly, in the sense of having
large eigenvalues in the reduced density matrix describing the subsystem, to the ones of interest,
the target states of the larger system (in the Kondo calculation these might be taken to be the
lowest few eigenstates of H¯m+1). The procedure gives highly accurate results for these target
states, and therefore improves on real space NRG methods.
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1 Introduction
We just celebrated last year the 60th anniversary of the famous paper by N. Metropolis et al. [1],
in which the authors outline the method of importance sampling as employed in Monte Carlo
simulations of classical many-body systems. Over the years, various approaches have since then
been developed that extend the importance sampling method also to models of quantum many-
body systems. Various major improvements have been possible in particular for the simulation
of quantum spin systems. These lecture notes aim to provide a basic introduction to the central
concepts behind these modern quantum Monte Carlo (QMC) techniques for the simulation of
quantum spin systems in thermal equilibrium. Acquaintance with the Monte Carlo approach
to simulate classical statistical physics models is assumed, and can be obtained for example
through lecture C1 by P. Mavropoulos in this volume. In devising QMC simulation methods,
two major steps need to be taken: (i) The quantum partition function must be reformulated in a
way as to allow stochastic sampling over a space of effective configurations, such that each con-
tributing configuration has a positive statistical weight. (ii) An efficient update-scheme needs
to be devised in order to sample this configuration space through a Markov process. The first
part of these lecture notes (Secs. 2 and 3) concerns the derivation of different representations
of the quantum partition function, and thus relates to the first of these steps. Similar as in the
case of classical Monte Carlo schemes, a major breakthrough concerning the second step was
the invention of efficient global update schemes, which will be introduced in the second part of
these notes (Secs. 4 and 5). Finally, in section 6, we will discuss the QMC sign problem, which
still poses the most severe restriction in applying the presented QMC methods to (frustrated)
quantum spin systems. There exists already various excellent recent reviews on the methods
that we discuss below, and we will mention some of these at the appropriate places. Thus, in
these notes, we do not attempt to provide a comprehensive account on the subject, but instead
we will highlight the key ideas behind these techniques.
2 World lines and local updates
We will discuss QMC methods for the simulation of (finite) quantum spin systems at finite
temperatures. Upon tuning the simulation temperature sufficiently low (sufficiently below the
finite-size spin gap), however, ground state properties of a finite system can usually be explored
as well. As will be seen below, these QMC methods are feasible for non-frustrated spin mod-
els. In particular, this restricts for example the simulation of the antiferromagnetic Heisenberg
model to bipartite lattices. But, there are no restrictions regarding e.g. the dimensionality of
the system, and also very large systems with several thousand or even millions of spins can be
treated, depending on the temperature range of interest; the computational effort of these meth-
ods scales linear in both the system size and in the inverse temperature β = 1/T (we fix kB = 1
here). For the sake of clarity, we consider in the following the spin-1/2 Heisenberg model on an
open chain with Ns lattice sites,
Hˆ = Jex
Ns−1∑
i=1
Sˆi · Sˆi+1 (1)
as an example system when deriving the QMC algorithms. We refer to appendix A concerning
the notations employed here. In the following, we are interested in calculating thermal expec-
tation values, such as for example the internal energy E = ⟨Hˆ⟩ of the system at an inverse
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temperature β. From statistical physics, we know that
⟨Hˆ⟩ = 1
Z
Tr[Hˆe−βHˆ ] =
1
Z
∑
n
Ene
−βEn, (2)
where in the last step we expressed the trace in the basis of eigenstates of the Hamiltonian, and
the partition function Z = Tr[e−βHˆ ] =
∑
n e
−βEn . While the above expressions in the basis
of eigenstates of the Hamiltonian closely resemble the corresponding formulas for a classical
system, the problem in the quantum case is that usually one does not know the full spectrum of
the Hamiltonian, and thus the above sums cannot be directly calculated. Knowing the spectrum
of Hˆ in the quantum case, one would often have essentially already solved the problem of
interest.
QMC methods circumvent the full diagonalization of Hˆ by mapping the quantum partition
function Z to a partition function of an effective classical model, and then perform a Monte
Carlo sampling of the states contributing to the effective classical partition function. In order to
see, how such a mapping can be realized, we consider first the Suzuki-Trotter decomposition of
the partition function, as pioneered by Suzuki in 1976 [2]. This approach will set the stage for
more advanced QMC approaches.
2.1 Suzuki - Trotter decomposition
Our first task will be to map the quantum partition function to that of an effective classical
model. In the following, we consider in particular the quantum Heisenberg model on an open
chain, given by the Hamiltonian Eq. (1), which can be decomposed into contributions from each
bond,
Hˆ =
∑
i
Hˆi, Hˆi = Jex Sˆi · Sˆi+1 (3)
where Hˆi is a bond Hamiltonian, that corresponds to the bond between site i and site i + 1 on
the chain. We can furthermore separate Hˆ into two parts,
Hˆ = HˆA + HˆB, (4)
where HˆA (HˆB) consists of only the even (odd) bond contributions, i.e,
HˆA =
∑
i even
Hˆi, HˆB =
∑
i odd
Hˆi. (5)
While
[
HˆA, HˆB
] ̸= 0, the bond Hamiltonians making up HˆA or HˆB commute among them-
selves, since [Hˆi, Hˆj] = 0 for i and j both even (or both odd). We have thus separated Hˆ into
two parts, each of which consists of commuting terms. Now, we rewrite the statistical operator
as a product of many terms, each with a small prefactor β/M in front of Hˆ,
e−βHˆ =
(
e−
β
M Hˆ
)M
=
(
e−∆τHˆ
)M
, (6)
with a (large) integer number (called the Trotter number) M , and ∆τ = β/M . The Suzuki-
Trotter (or split operator) approximation [2, 3] now consists in approximating the exponential
of H , expressed in terms of the two non-commuting pieces Hˆ = HˆA + HˆB , by a product of
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exponentials. While many such decompositions are possible, the most commonly used approx-
imations (also employed beyond QMC methods) are
e−∆τHˆ = e−∆τ(HˆA+HˆB) =
{
e−∆τHˆA · e−∆τHˆB +O(∆τ 2)
e−∆τHˆB/2 · e−∆τHˆA · e−∆τHˆB/2 +O(∆τ 3) , (7)
where the errors are also proportional to the commutator
[
HˆA, HˆB
]
. Using either of the two
approximations in Eq. (6), we obtain
Z = Tr[e−βHˆ ]
= Tr[e−∆τHˆA · e−∆τHˆB︸ ︷︷ ︸
M
· e−∆τHˆA · e−∆τHˆB︸ ︷︷ ︸
M−1
· . . . · e−∆τHˆA · e−∆τHˆB︸ ︷︷ ︸
1
] +O(∆τ 2). (8)
When using the second-order approximation from Eq. (7), the final expression is obvious. How-
ever, when using the third-order approximation, one actually obtains the same final expression,
due to the cyclic invariance of the trace, which can be used to move the most left exponential
to the very right, and then coalesce every other two consecutive terms. This also shows, that
the systematic error in Z actually scales as M∆τ 3 ∝ ∆τ 2, even when using the second-order
approximation, where one might have expected an O(∆τ) error in the final expression. Now,
consider a basis of the Hilbert space, e.g. in terms of the local eigenstates of Sˆzi , which we write
as
|σ1⟩ = | ↑↑ . . . ↑↑⟩
|σ2⟩ = | ↑↑ . . . ↑↓⟩
...
|σ2N ⟩ = | ↓↓ . . . ↓↓⟩. (9)
Since this set forms a basis, we obtain a completeness relation:∑
σ
|σ⟩⟨σ| = 1, (10)
where |σ⟩⟨σ| is a projection operator onto the basis state |σ⟩. Within this basis of the Hilbert
space, we can thus express the partition function as
Z =
∑
σ0
⟨σ0|e−βHˆ |σ0⟩
≈
∑
σ0
⟨σ0| e−∆τHˆAe−∆τHˆB︸ ︷︷ ︸
M
e−∆τHˆAe−∆τHˆB︸ ︷︷ ︸
M−1
. . . e−∆τHˆAe−∆τHˆB︸ ︷︷ ︸
1
|σ0⟩
=
∑
σ0
⟨σ0|e−∆τHˆAe−∆τHˆB . . . e−∆τHˆA
(∑
σ1
|σ1⟩⟨σ1|
)
e−∆τHˆB |σ0⟩
=
∑
σ0
∑
σ1
⟨σ0|e−∆τHˆAe−∆τHˆB . . .
(∑
σ2
|σ2⟩⟨σ2|
)
e−∆τHˆA|σ1⟩⟨σ1|e−∆τHˆB |σ0⟩
=
∑
σ0,σ1,σ2
⟨σ0|e−∆τHˆAe−∆τHˆB . . .
(∑
σ3
|σ3⟩⟨σ3|
)
e−∆τHˆB |σ2⟩⟨σ2|e−∆τHˆA|σ1⟩⟨σ1|e−∆τHˆB |σ0⟩.
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Fig. 1: A configuration contributing to the checkerboard decomposition of the partition function
of an open spin-1/2 Heisenberg chain with 6 lattice sites, for a Trotter number M = 3. Black
(white) circles denote spin up (down), and the world lines of the up (down) spins are denoted
by red (green) lines. Each dashed square represents the exponential of a bond Hamiltonian.
In the above summations, we added a (superscript) label to distinguish the basis sets that arise
from the trace (|σ0⟩) and from the various inserted partitions of unity (|σ1⟩, |σ2⟩, and |σ3⟩ ).
Continuing this way, we eventually arrive at the following expression:
Z =
∑
{σi}
⟨σ0|e−∆τHˆA|σ2M−1⟩︸ ︷︷ ︸
2M
⟨σ2M−1|e−∆τHˆB |σ2M−2⟩︸ ︷︷ ︸
2M−1
⟨σ2M−2|e−∆τHˆA|σ2M−3⟩︸ ︷︷ ︸
2M−2
. . .
. . . ⟨σ3|e−∆τHˆB |σ2︸ ︷︷ ︸
3
⟩ ⟨σ2|e−∆τHˆA|σ1︸ ︷︷ ︸
2
⟩ ⟨σ1|e−∆τHˆB |σ0︸ ︷︷ ︸
1
⟩+O(∆τ 2). (11)
This representation of Z is referred to as the “Suzuki-Trotter decomposition”. Furthermore,
since HˆA and HˆB each consists of commuting parts, find that
e−∆τHˆA =
∏
i even
e−∆τHˆi = e−∆τHˆ2e−∆τHˆ4 . . . (12)
e−∆τHˆB =
∏
i odd
e−∆τHˆi = e−∆τHˆ1e−∆τHˆ3 . . . (13)
and thus in the Suzuki-Trotter decomposition, each exponential expression factorizes into ex-
ponentials for the bond Hamiltonians on either all even or all odd bonds. One can represent a
given contribution to Z graphically, such as shown for a specific example with Ns = 6, and
M = 3 in Fig. 1. This two-dimensional picture appears like a space-time picture of spins prop-
agating in discrete steps from the initial configuration |σ0⟩ to |σ1⟩,..., and finally from |σ2M−1⟩
back to |σ0⟩, since the configurations on the first and the last step are equal. This pictorial illus-
tration also explains why the underlying partitioning of the Hamiltonian is often referred to as
the “checkerboard decomposition” .
2.2 World lines
Each exponential e−∆τHˆi couples two spin sites on a shaded plaquette, and the statistical weight
of a configuration is the product of all the matrix elements of the exponentials on all shaded
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Fig. 2: Allowed shaded plaquette configurations for the spin-1/2 Heisenberg model. Black
(white) circles denote spin up (down), and the world lines of the up (down) spins are denoted
by red (green) lines.
plaquettes. Note, that e−∆τHˆi appears as an imaginary-time evolution operator, that propagates
the two spins at sites i and i+1 from one “time slice” to the next. To appreciate this suggestive
picture of a discrete time propagation, we introduced the corresponding “Trotter time-step”
∆τ = β/M above. However, not all of the 24 = 16 possible spin configurations along a shaded
plaquette are allowed to appear within the checkerboard decomposition. In order to assess
the allowed configurations and the corresponding matrix elements, we explicitly calculate the
matrix elements of the operators
e−∆τHˆi =
∞∑
k=0
1
k!
(∆τ)k(−Hˆi)k. (14)
In the local two-sites basis of the two spins at site i and i+ 1, the Hamiltonian matrix is
Hˆi = Jex
⎛
⎜⎜⎜⎝
1
4 0 0 0
0 −14 12 0
0 12 −14 0
0 0 0 14
⎞
⎟⎟⎟⎠ , in the local basis
| ↑↑⟩
| ↑↓⟩
| ↓↑⟩
| ↓↓⟩
. (15)
Upon performing the Taylor expansion, and grouping back the resulting terms, one finds (this
would make up a nice exercise)
e−∆τHˆi = e+∆τJex/4
⎛
⎜⎜⎜⎝
e
−∆τJex
2 0 0 0
0 cosh(∆τJex2 ) − sinh(∆τJex2 ) 0
0 − sinh(∆τJex2 ) cosh(∆τJex2 ) 0
0 0 0 e
−∆τJex
2
⎞
⎟⎟⎟⎠ . (16)
There are thus 6 possible allowed plaquettes, shown in Fig. 2, with a finite weight. All other
combinations would lead to a vanishing matrix element and are thus not allowed to occur as part
of any allowed configuration. The allowed configurations are those that exhibit the same total
local magnetization Szi + Szi+1 on the lower and the upper edge of each shaded plaquette. This
property derives from the fact that each bond Hamiltonian Hˆi conserves the total magnetization
of the two spins connected by the bond.
When we connect the positions of the up and down spins as they propagate through the shaded
plaquettes, we obtain continuous lines. These are the “world lines” of the spins, and each such
world line denotes the evolution of one spin up or down from |σ0⟩ back to |σ0⟩. The world
lines for both the spin-up and the spin-down case are illustrated in Fig. 1. Note, that it would be
sufficient to only show, say, the spin-up spins, which is what will be done later on in these notes.
If one would glue together the upper and lower boundary of the space-time configuration to
make the periodicity constraint by the trace more explicit, these world lines are thus continuous,
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(a) (b)
Fig. 3: Two different local updates of world-line configurations in discrete time (a) and in the
continuous-time limit (b). For clarity, only the spin-up world lines are shown explicitly.
and are not broken anywhere. This set of unbroken world-line configurations defines a classical
statistical model, which has the same partition function as the quantum partition function, if the
weight of a given world-line configuration C equals the product of the matrix elements from all
shaded plaquettes P :
W (C) =
∏
P
WP (C|P ), (17)
where WP (C|P ) is the corresponding matrix element of e−∆τHˆi for plaquette P in the con-
figuration C. At first sight, the effective model might appear to be just the two-dimensional
Ising model on a square lattice of size Ns × 2M , with periodic boundary conditions in the y-
direction. However, the effective classical model is in fact more complex than the Ising model,
which has an unconstrained configuration space. Only a subset of configurations of the two-
dimensional Ising model are allowed to occur also in the effective classical model for Z. These
configurations are those that correspond to continuous, unbroken world lines. In higher spatial
dimensions, one can use the Suzuki-Trotter approach with decompositions very similar to the
one discussed above. One thus finds that the quantum partition function of a d-dimensional sys-
tem (here d = 1) corresponds to that of an effective classical model in (d+1) dimensions, with
the (d + 1)-th direction corresponding to an imaginary-time evolution of the original quantum
model. This well known quantum-to-classical-mapping holds in fact much more generally, and
exhibits a deeper connection between classical and quantum statistical physics.
Note however the minus sign in front of the off-diagonal matrix elements: for the allowed
world-line configurations, all the accumulated signs actually cancel out, due to the periodicity
constraint in imaginary time, in case of the open chain or for a closed chain with an even number
of sites. This holds also true for higher-dimensional generalizations of the world-line approach
whenever the underlying lattice structure is bipartite. However, for frustrated systems, e.g. for
a closed 3-site chain, there appears a “sign problem”, since both configuration with positive and
negative weights are allowed. We will discuss the consequences of this issue in Sec. 6.
2.3 Local updates
The world-line representation introduced above can be taken as a starting point to set up a QMC
algorithm [4]. But, how does one sample configurations in the effective world-line model in a
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Monte Carlo algorithm, i.e., how do we generate new valid world-line configurations from a
given one? Since the spin Sˆz-conservation prohibits the breaking of world lines, the updates
need to move world-lines segment instead of just changing local spin states like in the classical
Ising model. In early days, so-called local updates were performed, i.e. local manipulations of
the world-line configuration, such as those shown in Fig. 3 (a). These local updates are quite
simple and either generate a pair of kinks across a white plaquette within a straight section of
the world line, or they move a kink to a neighboring plaquette [4, 5], as shown in Fig. 3 (a).
Slightly more complicated local moves are required for higher-dimensional spin systems [6], or
for other quantum lattice models [7]. In any case, such local updates are accepted by considering
the related change in the statistical weight according to Eq. (17), using e.g. the Metropolis [1]
acceptance scheme.
However, such local updates are not efficient in two respects: First, global properties of the
configurations cannot be changed by such local updates; the spatial winding number of the
world lines and their total number, i.e. the total magnetization of the system, cannot be changed
using local moves. Thus, they had to be complemented by special global updates as well [6].
Second, such updates lead to severe critical slowing down upon approaching critical regions,
similarly as those familiar from the local Metropolis algorithm for the Ising model. A major
breakthrough in overcoming this problemwas the work by Evertz, Lana andMarcu [8], in which
they presented an extension of the Swendsen-Wang cluster update idea known from classical
Monte Carlo studies to world-line QMC methods [56]. We will present this “loop algorithm”
in Sec. 4. Before doing so, we want to introduce two other QMC representations, which are
relevant for modern QMC algorithms.
2.4 The continuous-time limit
Due to the finite number of time slices, M , the approach described above suffers from a sys-
tematic error – the discretization or Trotter error. It has been shown that in most cases, one
can keep ∆τ independent of Ns and β in order to ensure a constant error level [9] (for some
observables however, care has to be taken to avoid divergent errors in the zero temperature limit
β →∞[9, 10]). The Trotter error was controlled originally by extrapolation to the continuous-
time limit ∆τ → 0, from simulations with different values of the time step ∆τ . It was realized
later [11] that the continuous-time limit can be taken already in the construction of the algo-
rithm, so that simulations can be performed directly in the limit∆τ → 0, i.e. M →∞, without
the need to perform any final extrapolations. This appears feasible, once one realizes that a
given world-line configuration can be represented by keeping only a list of times at which the
configuration changes, instead of storing the configuration at each of the 2M time slices. In-
deed, the probability for a jump of a world line (i.e., a kink in the world line) from one lattice
site to a neighboring site across a given plaquette, and thus a change in the local configuration
is proportional to sinh(∆τJex/2) ∝ ∆τ ∝ 1/M . Hence, the mean total number of such kinks
remains finite in the limit M → ∞. The continuous world-line representation, i.e. the limit
∆τ → 0, is thus well defined, and the relevant configurational information can be efficiently
represented on a computer. This is illustrated in Fig. 4 (a) and (b), by comparing the discrete
and continuous-time world-line approach.
In addition to the configurational information, the local updates need to be revisited in the
continuous-time limit as well. In particular, the probability Ppk for the insertion of a pair of
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Fig. 4: Comparison of world-line QMC configurations in a) discrete time, b) continuous time,
and c) in the SSE representation. In the last case, the continuous-time index is replaced by an
ordered integer index of the operators, and additional diagonal terms are indicated by dashed
lines.
kinks in the world line (the upper move in Fig. 3 (a)), vanishes in the continuous-time limit as
Ppk = sinh
2(∆τJex/2)/ cosh
2(∆τJex/2) ∝ ∆τ 2 ∝ 1/M2 → 0. (18)
To circumvent such a vanishing probability, one now proposes to insert a pair of jumps not at
specific locations, but anywhere inside a finite time interval [11], as illustrated in Fig. 3 (b).
The integrated probability for such a move then remains finite in the continuous-time limit.
Similarly, instead of shifting a kink by ∆τ (the lower move in Fig. 3 (a)), one now moves it
within a finite time interval in the continuous-time algorithm. In addition to local updates, also
the loop algorithm has been shown to allow for an efficient realization in the continuous-time
limit [12], as will be discussed below.
Finally, we remark that the continuous-time limit of the Suzuki-Trotter formula, Eq. (11), in the
above interpretation is in fact equivalent to a time-dependent perturbation theory in imaginary
time,
Z = Tr exp(−βHˆ) = Tr
[
exp(−βHˆ0) T exp
∫ β
0
dτ Vˆ (τ)
]
= Tr
[
exp(−βHˆ0)
(
1−
∫ β
0
dτ Vˆ (τ)dτ +
1
2
∫ β
0
dτ1
∫ β
τ1
dτ2Vˆ (τ1)Vˆ (τ2) + ...
)]
, (19)
where the symbol T denotes the (imaginary-) time ordering of the exponential [11, 13]. In this
representation, the Hamiltonian Hˆ = Hˆ0 + Vˆ is split up into a diagonal term Hˆ0 and an off-
diagonal perturbation Vˆ , which in the interaction picture is Vˆ (τ) = exp(τHˆ0)Vˆ exp(−τHˆ0).
For the Heisenberg model, the diagonal term Hˆ0 is given by the longitudinal Sˆzi Sˆzj spin-spin in-
teractions, while the off-diagonal perturbation Vˆ relates to the transverse, spin exchange terms,
1
2(Sˆ
+
i Sˆ
−
j + Sˆ
−
i Sˆ
+
j ) in Hˆ . In more detail, we express the Heisenberg Hamiltonian as
Hˆ = Hˆ0 + Vˆ =
∑
⟨i,j⟩
JexSˆ
z
i Sˆ
z
j +
∑
⟨i,j⟩
Jex
2
(Sˆ+i Sˆ
−
j + Sˆ
−
i Sˆ
+
j ). (20)
The number of kinks in a given continuous-time world-line configuration is then equal to the
expansion order of a specific term in the perturbation expansion, wherein each kink’s space-
time position is set by a specific spin exchange term from Vˆ between two lattice sites i and j,
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as well as a corresponding imaginary time τ between 0 and β. Furthermore, the exponential
factors exp(τHˆ0) in Vˆ (τ) describe the vertical, unperturbed evolution of the spins along the
world lines between the kinks, thus establishing explicitly the above-mentioned equivalence
between these two formulations of the continuous-time limit.
3 Stochastic series expansion
Already before Suzuki’s approach to QMC in the mid 1970s [2, 4], an alternative approach
to QMC simulations has been put forward by Handscomb in the early 1960s [14, 15] for the
specific case of the ferromagnetic Heisenberg model, which is based on a Taylor expansion of
the statistical operator inside the partition function:
Z = Tr exp(−βHˆ) =
∞∑
n=0
βn
n!
Tr[(−Hˆ)n]. (21)
In Handscomb’s approach and within later extensions to other models [16, 17, 18], the traces
of Hn where evaluated employing projection operator expressions. Later, in the early 1990s,
the power-series approach to QMC simulations was revisited by Sandvik and Kurkija¨rvi within
the more generally applicable stochastic series expansion (SSE) formulation [19, 20], in which
these traces are also sampled stochastically. A recent review of the SSE method, combined with
a general introduction to computational methods for quantum spin systems, can be found in
Ref. [21]. It contains also many basic details for implementing the SSE QMC method.
3.1 Configuration space
To formulate the SSE method, it proves convenient to first express the Heisenberg Hamiltonian
as a sum of bond operators, which are either diagonal or off-diagonal in the standard Sˆz-basis,
Hˆ = −
Nb∑
b=1
(Hˆ1,b − Hˆ2,b) + JexNb/4, (22)
with
Hˆ1,b = Jex
(
1
4
− Sˆzi(b)Sˆzj(b)
)
, (23)
Hˆ2,b =
Jex
2
(
Sˆ+i(b)Sˆ
−
j(b) + Sˆ
−
i(b)Sˆ
+
j(b)
)
. (24)
Here, Nb equals the total number of bonds in the system, and i(b) and j(b) denote the two
lattice sites that are connected by the bond with bond index b. The explicit introduction of
the minus sign in Hˆ is convenient, while the constant in the diagonal operators will make the
series expansion positive definite, as we will see shortly. Note that this constant is irrelevant
for the physics of the system, but has to be accounted for when calculating the system’s energy,
as we will see in the next section. We now insert the above form of the Hamiltonian into the
expression Eq. (21) for the partition function, thereby obtaining
Z =
∑
σ
∞∑
n=0
βn
n!
∑
Sn
(−1)n2⟨σ|Hˆt(n),b(n) · · · Hˆt(2),b(2)Hˆt(1),b(1)|σ⟩. (25)
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Here, we used the local Sˆz-basis to express the trace, and Sn denotes products (strings) of the
bond operators Hˆ1,b or Hˆ2,b that originate from expanding Hˆn in these bond operator terms using
Eq. (22), namely, each such operator string Sn is an sequence of n bond operators, specified by
the type labels t(p) ∈ {1, 2} (i.e. diagonal or off-diagonal) and b(p) ∈ {1, ..., Nb}, so that we
can also write such a sequence as
Sn = [t(1), b(1)], [t(2), b(2)], ..., [t(n), b(n)]. (26)
The summation in Eq. (25) extends over all expansion orders n, and for each expansion order,
over all operator sequences Sn of length n, containing n bond operators. Furthermore, n2
denotes the number of offdiagonal operators in the sequence Sn, i.e. the number of sequence
elements with t(p) = 2. It is important to note, that in the local Sˆz-basis, the bond operators
exhibit a non-branching property, i.e., if one applies a bond operator to one of these basis states,
the resulting state is either proportional to the same basis state, or to another basis state, or it
vanishes. But in no case is a superposition of two or more such basis states generated when
traversing the action of the sequence of bond operators starting from any initial basis state |σ⟩.
The propagated basis state that appears after the action of the first p operators (i.e. at propagation
level p) will be denoted (after proper normalization) by |σ(p)⟩, i.e.,
|σ(p)⟩ ∝
p∏
q=1
Hˆt(q),b(q)|σ⟩. (27)
Note that for any operator-state configuration (Sn, |σ⟩) that contributes to Z, the final state,
resulting after the action of all the n operators has to fulfill ⟨σ|σ(n)⟩ ̸= 0, thus we obtain the
following periodicity constraint: |σ(n)⟩ = |σ(0)⟩ = |σ⟩.
If one examines in more detail the action of the different bond operators Hˆ1,b and Hˆ2,b on the
two spins at the related lattice sites i(b) and j(b) of a basis state |σ⟩, one finds, that (i) the state
is destroyed if both spins are parallel,
Hˆ1,b| ↑i(b)↑j(b)⟩ = 0, Hˆ1,b| ↓i(b)↓j(b)⟩ = 0, (28)
Hˆ2,b| ↑i(b)↑j(b)⟩ = 0, Hˆ2,b| ↓i(b)↓j(b)⟩ = 0, (29)
and (ii) if the two spins are anti-parallel, the spin state is preserved by Hˆ1,b, while being flipped
by Hˆ2,b, in both cases with a matrix element of Jex/2,
⟨↑i(b)↓j(b) |Hˆ1,b| ↑i(b)↓i(b)⟩ = Jex/2, ⟨↓i(b)↑j(b) |Hˆ1,b| ↓i(b)↑i(b)⟩ = Jex/2, (30)
⟨↓i(b)↑j(b) |Hˆ2,b| ↑i(b)↓i(b)⟩ = Jex/2, ⟨↑i(b)↓j(b) |Hˆ2,b| ↓i(b)↑i(b)⟩ = Jex/2. (31)
From (i) it follows that for any operator-state configuration (Sn, |σ⟩) that contributes to Z, the
bond operators Hˆt(p),b(p) act only on propagated states with anti-parallel spins on bond b(p).
Property (ii) implies that all the matrix elements that arise from the bond operators within the
operator string are equal and positive. The effective configuration space of the SSE method
thus essentially consists of all allowed operator-state configurations (i.e., those with non-zero
weight), with the weight of a given configuration C = (Sn, |σ⟩) obtained from Eq. (25),
Z =
∑
C
W (C), W (C) =
βn
n!
⟨σ|
n∏
p=1
Ht(p),b(p)|σ⟩. (32)
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Here, we also anticipated that on a bipartite lattice the number of off-diagonal operators in an
allowed operator sequence must be even, such that (−1)n2 = +1, due to the periodicity con-
straint |σ(n)⟩ = |σ(0)⟩ = |σ⟩. For a non-bipartite (frustrated) lattice this would not be the case,
and a QMC sign-problem would result; cf. Sec. 6 for a discussion of this case. The SSE QMC
configurations can be visualized very similar as in the previous case, cf. Fig. 4 for a comparison
between the different formulations. Note that in the SSE formulation a discrete time-like index
p is introduced. Furthermore, in addition to the jump events that appear in the continuous-
time world-line formulation, the SSE configurations exhibit the additional presence of diagonal
bond-operators. Indeed, the SSE representation can be formally related to the continuous-time
world-line representation by observing that Eq. (25) is obtained from Eq. (19) upon setting
Hˆ0 = 0, Vˆ = Hˆ and integrating over all times (compare also Fig. 4) [22]. This mapping
exposes the respective advantages and disadvantages of the two representations: The SSE rep-
resentation corresponds to a perturbation expansion in all terms of the Hamiltonian, whereas
continuous-time world-line algorithms treat the diagonal terms exactly and perturbs only in the
off-diagonal terms of the Hamiltonian. The continuous-time algorithm hence needs fewer terms
in the expansion, but we pay for it by having to handle continuous imaginary-time variables.
For spin systems in which the contributions to the total energy arising from diagonal and off-
diagonal terms are well balanced, the SSE is typically preferable in practice, due to its discrete
representation of the imaginary-time continuum. It is important to note, that this discretization
does not introduce any Trotter-error as in the discrete-time world-line QMC; instead, the SSE
formulation should be considered an essentially exact QMC technique.
It is possible to formulate Monte Carlo sampling algorithms for the SSE configuration space
introduced above, i.e., containing operator strings of fluctuating length [14, 20, 23]. However,
it is also possible to work with operator strings of a fixed length, which is in most cases more
convenient computationally [19, 20]. Indeed,it will be shown in the next section, the mean
length of the operator string ⟨n⟩ is essentially related to the energy of the system and scales
linear with the system size Ns and β. Furthermore, the specific heat is given by C = ⟨n2⟩ −
⟨n⟩2−⟨n⟩, so that in particular for T → 0, where C vanishes, the variance of the distribution of
expansion orders is seen to be equal to ⟨n⟩. Hence, for a given system size and temperature, the
series expansion order n of the operator-state configurations C = (Sn, |σ⟩) can in practice be
truncated at a sufficiently large cutoffΛ, which is typically determined within the thermalization
phase of an SSE simulation, without introducing any detectable error. It is then feasible to work
with fixed-length operator strings upon augmenting all operator sequences of length n < Λ
by Λ − n unit operators Iˆ, denoted in the following by Hˆ0,0 = Iˆ . Allowing for all possible
positions of the unit operators in the original operator strings, one is then lead to the following
representation of the partition function:
Z =
∑
C
WΛ(C), W (C) =
βn(Λ− n)!
Λ!
⟨σ|
Λ∏
p=1
Hˆt(p),b(p)|σ⟩, (33)
where each operator-state configuration (SΛ, |σ⟩) now consists of a sequence of operators speci-
fied by the type labels t(p) ∈ {0, 1, 2} and b(p) ∈ {1, ..., Nb} in case t(p) ∈ {1, 2}, or b(p) = 0,
if t(p) = 0, which would represent a unit operator. In the above formula, n denotes the number
of non-unit operators in the operator sequence, i.e. the number of true bond operators from Hˆ .
The new combinatorial factor inWΛ(C) accounts for the
(
Λ
n
)
equivalent terms that are generated
this way as compared to the expression without unit operators in Eq. (25). Again, we left out
the factor (−1)n2 = +1 on bipartite lattices, where all allowed configurations thus contribute
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with a positive weightWΛ(C) > 0 to the partition function, which is hence feasible for Monte
Carlo sampling.
3.2 Observables
Thus far in this exposition of QMC methods, we focused on different representations of the
quantum partition function in terms of an effective set of configurations that prove amenable to
Monte Carlo sampling. However, we did not mention yet how observables can be calculated.
Here, we provide an overview how typical observables are measured within the SSE frame-
work [19, 20, 24]. In many cases, the generalization from the formulas provided below to the
other world-line methods is straightforward. A remarkably simple formula holds for the total
inner energy E = ⟨Hˆ⟩, which can be expressed in terms of the mean expansion order:
⟨Hˆ⟩ = 1
Z
Tr[Hˆe−βHˆ ] =
1
Z
∞∑
n=0
βn
n!
Tr[(−Hˆ)n+1] = − 1
Z
∞∑
n=1
βn
n!
n
β
Tr[(−Hˆ)n] = −⟨n⟩
β
. (34)
Accounting for the constant shift that we added to the Hamiltonian in Eq. (22) to perform the
SSE expansion, we thus obtain the estimator for the inner energy before the shift as
E = −⟨n⟩
β
+ JexNb/4. (35)
By the same procedure, that lead to Eq. (34), one finds that ⟨Hˆ2⟩ = ⟨n(n− 1)⟩/β2, from which
the specific heat estimator
C = β2(⟨Hˆ2⟩ − ⟨Hˆ⟩2) = ⟨n2⟩ − ⟨n⟩2 − ⟨n⟩ (36)
is readily obtained, which we already advocated above. Note, that the constant introduced in
Eq. (22) cancels out in the estimator for C, as would be expected. In practice, the statistical
error of C becomes large at low temperatures (where C itself becomes small), since it is given
by the difference of two large numbers (∼ (Nsβ)2). We can also readily obtain the expectation
value of any operator Aˆ that is diagonal in the local Sˆz-basis, such as for example a spin-spin
correlation function ⟨Sˆzi Sˆzj ⟩ (in which case Aˆ = Sˆzi Sˆzj ), by using averages over the propagated
states:
⟨Aˆ⟩ =
〈
1
n
n−1∑
p=0
A(p)
〉
, (37)
where A(p) = ⟨σ(p)|Aˆ|σ(p)⟩ has been introduced for convenience. From the spin-spin corre-
lation function, the equal-time structure factor is then obtained by Fourier transformation.
Finally, let us mention, how one can measure generalized susceptibilities related to two diagonal
operators Aˆ, Bˆ within the SSE approach. Consider that we add to the Hamiltonian Hˆ a linear
coupling term hBBˆ, i.e., Hˆ → Hˆ − hBBˆ, then one obtains for the linear response function
χAˆBˆ =
∂⟨Aˆ(hB)⟩
∂hB
∣∣∣∣∣
hB=0
(38)
the Kubo formula
χAˆBˆ =
∫ β
0
dτ(⟨Aˆ(τ)Bˆ(0)⟩ − ⟨Aˆ⟩⟨Bˆ⟩), (39)
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with Aˆ(τ) = e−τHˆAˆeτHˆ the imaginary time-evolved operator. In case Aˆ and Bˆ are both diago-
nal in the local Sˆz-basis, this integral can be evaluated using∫ β
0
dτ⟨Aˆ(τ)Bˆ(0)⟩ =
〈
β
n(n + 1)
(
n−1∑
p=0
A(p)
)(
n−1∑
p=0
B(p)
)
+
β
(n + 1)2
(
n∑
p=0
A(p)B(p)
)〉
.
(40)
A special case concerns the uniform magnetic susceptibility, for which Aˆ = Bˆ = 1Ns
∑Ns
i=1 Sˆ
z
i ,
and thus we obtain the simple expression
χu =
β
Ns
⟨Mˆ2z ⟩, Mˆz =
Ns∑
i=1
Sˆzi . (41)
For further observables, such as the spin stiffness, we refer to Sandvik’s review [21]. Let us
finally note, that within the world-line approach and the SSE representation it is also possible
to evaluate the expectation values of imaginary-time-dependent correlation functions [19, 24].
For an efficient evaluation of the corresponding SSE expressions, based on the explicit mapping
between the SSE configuration space and the continuous-time representation, we refer to the
review by Assaad and Evertz [25].
3.3 Local updates
In order to sample the SSE configuration space, we need to generate operator-state configura-
tions (SΛ, |σ⟩) according to the appropriate statistical weights. Updates of the operator sequence
can in general not be carried out without affecting also the spin configuration. For example, if
one changes the operator at a given propagation level p, say from a diagonal operator Hˆ1,b on
the bond b to the off-diagonal operator Hˆ2,b on the same bond, then the spin configuration |σ(p)⟩
has to change as well. This change in the world-line configuration must be healed at some other
propagation level p′, by also exchanging diagonal and off-diagonal operators, so that the result-
ing state |σ(p′)⟩ is the same as before. Hence, one needs to perform Monte Carlo updates by
attempting to change the bond operators at two appropriately picked propagation levels. Indeed,
in most cases update attempts with randomly picked positions would not be possible, such that
one has to specifically search for operator pairs (or even more operators), which can be up-
dated this way. In the end, such a procedures correspond to the local update schemes that we
introduced above for the world-line QMC approach, and they suffer from similar problems.
However, more efficient update schemes have been developed [26, 27]. Such updates in fact
consist of two sub-steps: (i) the diagonal update, wherein the expansion order n is modified
while keeping fixed the spin configuration |σ⟩ of (SΛ, |σ⟩) as well as the off-diagonal operator
content of the operator sequence SΛ, and (ii) a non-diagonal update, the operator-loop update,
that updates the operator content as well as the spin configuration simultaneously – similar to,
but in a much more efficient way, than in the two-operator case that we discussed above.
We will outline the operator-loop update in the next section, and concentrate here on the diag-
onal update step, that is an essential local update procedure, which we formulate here for the
fixed operator-string length representation [26]. Within this diagonal update, the whole operator
sequence is sequentially traversed, and attempts are made to exchange diagonal operators and
identity operators, so that in each such step, the expansion order (i.e. the number of non-identity
operators) n can change by one to n±1. While moving through the operator sequence, the spin
configuration |σ⟩ is updated whenever an off-diagonal operator is encountered, such that the
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Fig. 5: Cluster components on a bond vs. graph components on a plaquette (breakups).
propagated spin configurations |σ(p)⟩ are readily available, as they will be required within this
update scheme. In more detail, if at propagation level p = 1, ...,Λ, an identity-operator is
present, i.e. t(p) = 0, we attempt to replace it by a diagonal bond-operator on a bond b that
is randomly chosen among all the Nb lattice bonds. We then use the Metropolis acceptance
probability for this move, i.e.
P ([0, 0]→ [1, b]) = min
[
βNb
Λ− n⟨σ(p− 1)|Hˆ1,b|σ(p− 1)⟩, 1
]
, (42)
where n is the number of bond-operators in the sequence before the update. For the Heisenberg
model considered here, this update can be immediately rejected, if the two spins at the chosen
bond at the current propagation level are parallel, while in the other case, the matrix element
simply equals 1/2, cf. Eqs. (28)-(30). On the other hand, if the local operator at the current
propagation level is a diagonal bond operator, t(p) = 1, an attempt is made to replace it by the
identity operator with Metropolis acceptance probability
P ([1, b]→ [0, 0]) = min
[
Λ− n+ 1
βNb
⟨σ(p− 1)|Hˆ1,b|σ(p− 1)⟩−1, 1
]
. (43)
Once the full operator sequence has been traversed, one should have recovered the initial spin
configuration, since |σ(Λ)⟩ = |σ⟩. In case of long-ranged exchange interactions, the above up-
date scheme can be easily generalized to ensure that the various interaction terms are efficiently
sampled [28, 29].
4 The loop algorithm
We now present the improved global update schemes that have been developed during the 1990s
and early 2000s for the world-line QMC approach. We will first discuss the idea behind the loop
algorithm [8], based on the discrete-time formulation. An excellent, general account on the loop
algorithm and related methods is provided by Evertz in his review [30].
In order to appreciate the idea behind the loop algorithm, it is useful to first recall the Swendsen-
Wang [56] algorithm for the ferromagnetic Ising model. The goal there is to identify physically
relevant clusters of parallel spins, and then collectively flip all spins within such a cluster in
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order to enhance the update dynamics near criticality. Essentially, one visits all bonds on the
lattice and assigns a bond variable τb ∈ {0, 1} to each bond, by deciding if a given bond will be
filled (τb = 1 ) or kept empty (τb = 0) according to certain probabilities, c.f. the upper panel
of Fig. 5. Namely, if the two spins connected by the bond are anti-parallel, the bond is kept
empty for sure, while for parallel spins along a bond, the bond is filled with a finite probability
p = 1 − e−2β|Jex|, where Jex < 0 denotes the strength of the (ferromagnetic) Ising interaction
on that bond. Then, one identifies clusters of spins connected by filled bonds, and attempts to
flip each cluster individually with probability 1/2. Within the Wolff-algorithm [57] one instead
generates only one of these clusters by starting its construction from a randomly chosen lattice
site, and then flips this cluster with probability 1.
For the case of the quantummodel in the checkerboard decomposition, we cannot directly apply
these schemes of assigning bond variables, since we need to ensure that after an update only
valid, unbroken world-line configurations have been generated. Since we are given restrictions
for the possible types of shaded plaquettes that can occur in valid configurations, we should
thus instead of assigning bond variables assign plaquette variables. Therefore, in the loop al-
gorithm, each plaquette P is assigned a plaquette variable (now called “graph” or “breakup”),
with certain probabilities. For the antiferromagnetic Heisenberg model, there are two types of
breakups that can be assigned to a plaquette; they are shown in the lower panel of Fig. 5 and we
refer to them as the horizontal (H) and vertical (V ) breakup. Each shaded plaquette with the
state C|P is assigned the horizontal breakup (H) with probability
P (H) =
⎧⎪⎨
⎪⎩
0 , C|P = ⟨↑↑ |e−∆τHˆi| ↑↑⟩, ⟨↓↓ |e−∆τHˆi| ↓↓⟩
tanh(∆τJex2 ) , C|P = ⟨↑↓ |e−∆τHˆi| ↑↓⟩, ⟨↓↑ |e−∆τHˆi| ↓↑⟩
1 , C|P = ⟨↓↑ |e−∆τHˆi| ↑↓⟩, ⟨↑↓ |e−∆τHˆi| ↓↑⟩
, (44)
otherwise, it is assigned the vertical breakup (V ). These graph assignment rules can be obtained
upon considering an extended configuration space that combines spin and graph configurations,
and which we describe next. Such a general framework to describe cluster algorithms was
presented by Kandel and Domany [31], generalizing the Fortuin-Kasteleyn [32] representation
of the Ising model. Below we follow the formulation by Kawashima and Gubernatis [33], which
makes this relation very transparent. We start from the original representation of the quantum
partition function in terms of the spin (world-line) configurations,
Z =
∑
C
W (C). (45)
The phase space is now enlarged, by assigning a set of possible graphs G to the original config-
urations, such that
Z =
∑
C
∑
G
W (C,G), (46)
where the new weightsW (C,G) ≥ 0 are chosen as to ensure∑
G
W (C,G) = W (C). (47)
The algorithm then proceeds as follows: Given a configuration C (which impliesW (C) ̸= 0),
we assign first a graph G to the configuration C, chosen with the correct probability,
P (G|C) = W (C,G)/W (C). (48)
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Fig. 6: An update step in the loop algorithm, where two clusters of spins are flipped.
Then we choose a new configuration C ′ with probability P [(C,G) → (C ′, G)], keeping the
graph G fixed. This completes a configurational update C → C ′ and the process repeats by
choosing a new graph G′, etc. The first step, choosing graphs with probabilities P (G|C), triv-
ially obeys detailed balance. Detailed balance for the second step requires that
W (C,G)P [(C,G)→ (C ′, G)] = W (C ′, G)P [(C ′, G)→ (C,G)] (49)
One possible solution of this detailed balance condition is provided by the heat-bath algorithm
P [(C,G)→ (C ′, G)] = W (C,G)
W (C,G) +W (C ′, G)
. (50)
The whole approach is apparently simplified a lot, if one can find an assignment of graph
weights, such that W (C,G) does not depend on the configuration C , whenever it is non-zero
in that configuration, i.e., whenW (C,G) has the following form:
W (C,G) = ∆(C,G)V (G), (51)
where
∆(C,G) =
{
1 , ifW (C,G) ̸= 0
0 , otherwise
. (52)
In this case, the heat-bath probability (50) simply becomes P = 1/2. Furthermore, the weight
of the spin configuration W (C) in fact decomposes into a product of plaquette weights, cf.
Eq. (17). Further simplifications thus arise, if also the graph weight can be represented as a
product of separate weights for each plaquette, i.e., if
W (C,G) =
∏
P
WP (C|P , G|P ), (53)
so that the whole graph assignment procedure can be performed locally on the level of the
(shaded) plaquettes, i.e. in terms of the plaquette breakups.
While for a more general, anisotropic spin-1/2 model additional graph elements are required,
the above conditions can be fulfilled for the Heisenberg antiferromagnet by employing only
the two breakups (H and V ) on each shaded plaquette and assigning the H breakup with the
probability given in Eq. (44). An example of such an assignment of the plaquette breakups
is shown in the central panel of Fig. 6. After having assigned to each plaquette a breakup, the
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graph edges are connected to form clusters of connected graph edges, and hence clusters (loops)
of connected local spin states. Now one flips each such cluster independently with probability
P = 1/2, thereby changing the local spins and thus the world-line configuration. An example
of the whole update procedure in shown in Fig. 6. One sees from this example, that after a single
loop update, one can realize large-scale changes of the world-line configuration. In particular,
as seen in Fig. 6, it is possible to change the total magnetization of the system. The algorithm
that we introduced above generates the whole graph (i.e. the complete set of all loops) G and
flips each such cluster with probability P = 1/2. It is however also possible, to employ a single-
loop version of the algorithm, in which, similar to the classical Wolff cluster algorithm, only
a single cluster is constructed: One randomly picks a site from the world-line configuration
and constructs only the cluster with includes that site. This can be done by determining the
breakups (and thus the route of the loop) only on those plaquettes, that are indeed traversed
during the loop construction. It is then feasible to employ the Metropolis acceptance for solving
the detailed balance condition in Eq. (49), which results in the probability P = 1 to flip the just
constructed loop. As in the classical case, the single-loop variant usually provides an even
smaller dynamical critical scaling than the multi-loop variant.
Furthermore, it is also feasible to realize the loop algorithm directly in the continuous-time
version of the world-line QMC formulation, in both multi- and single-loop versions [12]. Since
the single-loop version paves a direct conceptual path to the worm, operator- and directed loop
algorithms to be introduced below, we focus here on the single-loop variant, even though it is
technically a bit more involved than the multi-loop version. The key insight in realizing, that
a continuous-time formulation of the loop algorithm is feasible, follows from considering the
breakup probability per time, which has a continuous time limit. Indeed, for an imaginary time
interval τ1 < τ2, during which the world-line configuration on a given bond does not change,
the breakup probability is constant, and the probability density for a horizontal breakup within
this imaginary time range becomes
lim
∆τ→0
P (H)
∆τ
= lim
∆τ→0
tanh (∆τJex/2)
∆τ
=
Jex
2
. (54)
We are thus lead to the following procedure: To start the loop construction, a site i is picked
randomly, as well as a random imaginary time τ1 between 0 and β, from which the loop will
be constructed, starting (e.g.) initially moving upwards in time. In this forward time direction,
one next identifies the time interval τ1 < τ < τ2, within which the world-line configuration on
all sites neighboring site i does not change. For each such neighbor j, draw a random number
τij from an exponential distribution based on the above probability density for a horizontal
breakup, i.e., with P (τij) ∝ exp(−Jexτij/2). Now, let j¯ be the neighbor with the smallest
value of τij , i.e. τij¯ = minj(τij). If td = t1 + τij¯ < t2, the loop-end on site i now moves
up to the time td, and right there jumps to the site j¯ (a memorable analogy of this procedure
is the radioactive decay with decay constant Jex/2 and the neighboring sites corresponding to
different decay channels). Since the constructed loops do not self-overlap, one has to exclude
in the above procedure all temporal regions of neighboring sites, which have been visited by the
current loop already. In case td > t2, the loop end stays on site i and moves to time t2. In case
the world-line jumps at time t2, the loop must jump as well. The whole procedure ensures the
constant probability density Eq. (54) for a horizontal breakup. This process is iterated until the
loop eventually closes and can be flipped as a whole.
Based on the loop algorithm, large scale simulations of up to a several million quantum spins
can be performed even in (quantum) critical regions. After the original introduction of the loop
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Fig. 7: A SSE configuration (left panel), the local construction of the operator loop at a 4-leg
vertex, corresponding to a bond operator from the SSE operator sequence (central panel), and
the resulting final vertex (richt panel). The path taken by the operator loop through the vertex
is indicated in the central panel by the arrowed blue line (switch-and-reverse rule).
algorithm for the spin-1/2 Heisenberg model in a six-vertex model formulation, it has seen vari-
ous extensions to anisotropic- and higher-spin models, as well as to Hubbard and t− J models.
For a detailed derivation of the breakup rules, also beyond the case of the isotropic Heisenberg
model considered here, we refer to the review article by Evertz [30]. It is also possible to devise
so-called “improved estimators” [34] for certain observables within the loop update, e.g. for
correlation functions or magnetic susceptibilities, which provide a significant reduction of sta-
tistical errors compared to “naive” estimators for the same quantities. See Evertz’s article [30]
for details.
Within the SSE formulation, which does not exhibit any systematic (Trotter) error, but still
avoids the technical complications of the continuous-time formulation, it is feasible to imple-
ment a very simple version of a loop algorithm [26, 35]. This cluster update complements the
local diagonal updates, that were introduced in Sec. 3.3. Namely, one considers to construct
a discrete-time-like loop, based on a given SSE configuration: Consider a SSE configuration,
such as the one shown in Fig. 1(c), redrawn in Fig. 7, as a collection of n vertexes (where n
denotes the number of non-identity operators in the operator string), each coming along with 4
“legs”. In the central part of Fig. 7, one such a 4-leg-vertex is highlighted. The loop construc-
tion starts from a randomly chosen vertex leg in the SSE configuration, called the “entrance
leg”. Like in the discrete-time version of the loop algorithm, one then defines a local rule of
how the loop continues through this vertex and leaves the vertex through an “exit leg”. One can
interpret such rules as prescribing the scattering of the loop-head off the vertexes. The corre-
sponding probabilities for choosing the exit leg among the four legs of the vertex need to satisfy
again a local detailed balance condition. For the antiferromagnetic Heisenberg model it turns
out that a very simple, deterministic scattering rule can be devised, namely, that the entrance
and exit leg are always located on the same side of the vertex (the switch-and-reverse rule). This
is illustrated in the central part of Fig. 7. After the exit leg has been assigned, the loop moves
from this exit leg to the leg of another vertex, to which the exit leg is connected within the given
SSE configuration, cf. Fig. 7. Now this leg becomes the new entrance leg on the new vertex
and the whole process repeats, until the loop closes, i.e., when the last exit leg eventually equals
the initial entrance leg on the starting vertex. In the example in Fig. 7, the loop closes when it
reaches back to the initial entrance leg after it has visited the vertex atop the vertex from which it
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started. All spins along the path of the loops are then flipped. In addition to replacing all visited
diagonal operators by off-diagonal operators and vice versa (cf. the right panel of Fig. 7), this
operator loop update can also modify the initial spin configuration |σ⟩, thus ensuring an ergodic
sampling of the SSE configuration space if combined with the diagonal update. Of course, it is
also possible in this SSE formulation to construct all the loops for a given SSE configuration
and perform a multi-loop update, flipping each such loop with probability 1/2.
5 Worms, operator loops, and directed loops
The cluster-updates that have been introduced above provide optimal performance for spin in-
version symmetric Hamiltonians. However, terms in the Hamiltonian which break this symme-
try, such as a magnetic field, are not taken into account during the loop construction. Instead,
they would have to be included through the acceptance rate of the loop flips, which can be-
come exponentially small at low temperatures, degrading the algorithm’s performance. Hence,
it would be highly desirable to generalize the idea of a local construction of a global cluster of
spins to cases, where spin-inversion symmetry is not present. The algorithms that we outline
next provide such a general sampling scheme.
The worm algorithm [13] formally works in an extended configuration space, where in addi-
tion to closed world-line configurations one open world-line fragment (the “worm”) is allowed.
Formally, this is done by adding a source term to the Hamiltonian,
Hˆworm = Hˆ − η
∑
i
(Sˆ+i + Sˆ
−
i ) , (55)
which allows world lines to be broken with a matrix element proportional to η. The worm al-
gorithm then proceeds as follows: a worm (i.e. a world-line fragment) is created by randomly
inserting a pair (Sˆ+i , Sˆ
−
i ) of operators on a world line at nearby times in the world-line con-
figuration. The ends of this worm are then moved randomly in space and time, using local
Metropolis or heat bath updates, until the two ends of the worm meet again. Then an update
which removes the worm is proposed, and if accepted we are back to a configuration with closed
world lines only. This algorithm is straightforward, consisting just of local updates of the worm
ends in the extended configuration space but it can perform non-local changes. Furthermore, a
worm end can wind around the lattice in the temporal or spatial direction and that way change
the magnetization and winding number. While not being as efficient as the loop algorithm in
zero magnetic field (the worm movement follows a random walk while the loop algorithm can
be interpreted as a self-avoiding random walk), the big advantage of the worm algorithm is
that it remains efficient in the presence of a magnetic field. A similar algorithm was actually
proposed more than a decade earlier [36]. Instead of a random walk fulfilling detailed balance
at every move, the worm head in this earlier algorithm just performed a random walk. The a
posteriori acceptance rates are then often very small and the algorithm is not efficient, just as
the small acceptance rates for loop updates in magnetic fields make the loop algorithm ineffi-
cient. This highlights the importance of having the cluster-building rules of a non-local update
algorithm closely tied to the physics of the problem.
Algorithms with a similar basic idea are the operator-loop update [26] in the SSE formulation
and the directed-loop algorithms [27, 37] which can be formulated in both the SSE and the
world-line representation. Like the worm algorithm, these algorithms create two world line
discontinuities and move them around by local updates. The operator-loop algorithm for the
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SSE representation can be understood as a generalization of the loop algorithm for the SSE
configuration, which we described at the end of Sec. 4 [26]. Again, a loop (“operator-loop”)
is constructed for a given SSE configuration, starting from a random leg of a randomly chosen
vertex as the entrance leg. However, for a general Hamiltonian, including e.g. a magnetic
field, the scattering rules at the vertices have to be chosen appropriately, and in general turn
out to include a stochastic decision, instead of the deterministic switch-and-reverse-rule that
holds for the isotropic Heisenberg model. One generic solution of the local detailed balance
condition on the scattering rates is provided by a heat-bath choice among the 4 possible exit
legs: the probability to chose one out of the four legs is taken to be proportional to the matrix
element of the bond operator of the considered vertex in the final resulting spin configuration
on this bond [26]. This choice already leads to a rather efficient algorithm. However, it is in
general not excluded, that the chosen exit leg is equal to the leg on which the vertex was entered.
Such a “bounce” move would result in the operator loop retracing its previous path, and thus
in undoing a previously performed change to the spin configuration and the operator content of
the operator string. It thus appears desirable to reduce the probability for such bounce moves,
or to even eliminate them completely. In fact, for many cases it can be shown that scattering
rates can be optimized such as to eliminate completely the bounce move, while still ensuring
detailed balance of the operator-loop construction [26, 35, 27, 37, 38]. An example is just
the switch-and-reverse-rule for the isotropic Heisenberg antiferromagnet that was presented
above. For more general models, a systematic approach to reduce the bounce probability has
been formulated [27]. Such algorithms, which direct the loop away from the last changes, are
called “directed loop” methods and can be formulated also for the continuous-time world-line
approach [27]. Furthermore, it is possible to use linear programming techniques, in order to
optimize the scattering rates with respect to the overall bounce probability for general quantum
lattice models [38]. An alternative strategy to enhance the update dynamics of the operator
loop algorithm is based on the concept of optimal Monte Carlo updates [39, 40]: Starting from
the heat-bath solution, one iteratively improves the scattering rules by minimizing its higher
eigenvalues in a matrix formulation. Both this “locally optimal solution” and the directed loops
are superior to the heat-bath solution and typically perform equally well.
We furthermore want to point out that within the worm and operator-loop approaches, a natural
implementation for evaluating transverse spin-spin correlation functions can be realized, based
upon on-the-fly measurements of the corresponding matrix elements at the worm-ends, while
constructing the worm’s path through the world-line configuration [11, 13, 24, 38]. Based
on the close connection between the SSE and the continuous-time world-line approach, that
we mentioned in Sec. 3.3, it is possible to implement such measurements in a rather efficient
way [25]. Finally, we would like to point out that beyond the cluster update methods, which
drastically reduce autocorrelation times in QMC simulations of quantum spin systems, it is
also possible to adapt various extended ensemble methods such as parallel tempering [41],
multicanonical methods [42, 43] and the Wang-Landau technique [44, 45], which are employed
in classical Monte Carlo simulations for systems with a rough energy landscape or at first-
order phase transitions, to further enhance the performance of QMC simulations in similar
situations [46, 47, 48, 23].
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flip flip flip
Fig. 8: Example of an odd number of spin flips on a triangle, returning to the initial state. The
bond along which the spins are going to be flipped next is indicated by a red line.
6 The sign problem
Before closing this short review on world line QMC methods, we finally want to address a
severe restriction of this approach: the sign problem. This is indeed its major limitation (note
that also other unbiased QMC methods, in particular those for fermionic models, exhibit sign
problems in many physically interesting situations) [49]. Currently, it seems rather unlikely
that there is a general solution to this problem [50]. Let us explain what the sign problem is
and where it comes from. For this purpose, consider again the weight of a plaquette in the
Suzuki-Trotter decomposition that corresponds to a local spin exchange:
⟨↑↓ |e−∆τHˆi| ↓↑⟩ = − sinh
(
∆τJex
2
)
. (56)
In the antiferromagnetic case (Jex > 0), this matrix element is negative. Then we might actually
worry that there will be allowed QMCworld line configurations with an overall negative weight,
which cannot be assigned as the probability for such a configuration, since probabilities ought to
be positive. It is not too hard to convince yourself, that for an open chain or square lattice (in fact
any bipartite lattice graph structure) the total number of spin exchange plaquettes in an allowed
QMC configuration is even. In that case, the overall weight of the configuration will be positive.
Hence, for the Heisenberg antiferromagnet, we are restricted to positive weights only, and can
apply theMonte Carlo sampling method of the world-line configurations. However, if the lattice
is not bipartite, this property is lost. To see why, consider a single triangle as an example of a
non-bipartite lattice. In this case, we can start from one local spin configuration and return to
the same configuration, after applying an odd number of (namely 3) spin exchanges, c.f. Fig. 8
for an illustration. Hence, on the triangular lattice, and in fact on any frustrated, non-bipartite
lattice, the weight W (C) of a QMC configuration C is not necessarily positive, but can take
on negative values as well. How can we then perform a MC sampling of such configurations?
Well, at first sight, there seems to be an easy solution: Let us express the partition function of
the quantum model in the effective classical representation as follows:
Z =
∑
C
W (C) =
∑
C
|W (C)| · Sgn(C), (57)
where we have written the weight as a product of its absolute value and its sign Sgn(C) =
W (C)/|W (C)| = ±1. Now, assume, that we would perform a simulation of the antiferro-
magnet and ignore the sign, thus weighting each configuration according to the absolute values
|W (C)| of the weights. In fact, this precisely corresponds to simulating the ferromagnetic
Heisenberg model on the same lattice, with the partition function
ZF =
∑
C
|W (C)|. (58)
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Using the generated configurations, we can then obtain the following expectation value of an
observable Aˆ of the antiferromagnetic model,
⟨Aˆ⟩ = 1
Z
∑
C
W (C)A(C)
=
1
Z
ZF
ZF
∑
C
|W (C)| · Sgn(C) · A(C)
=
ZF
Z
1
ZF
∑
C
|W (C)| · Sgn(C) · A(C)︸ ︷︷ ︸
⟨Sgn·A⟩F
, (59)
from (i) the expectation value of ⟨Sgn · Aˆ⟩F measured from the simulation of the ferromagnetic
model [i.e., we would measure the expectation value of the product of the sign of a configuration
times the value of Aˆ in that configuration], and (ii) the expectation value of the sign itself, since
Z
ZF
= ⟨Sgn⟩F , (60)
so that
⟨Aˆ⟩ = ⟨Sgn · Aˆ⟩F⟨Sgn⟩F . (61)
Hence, it looks like in order to obtain the expectation value ofA for the antiferromagnetic model
on a frustrated lattice, we could just simulate the ferromagnetic model [all weights positive], and
perform the two measurements of ⟨Sgn · Aˆ⟩F and ⟨Sgn⟩F . In fact, such an approach works for
large temperatures T ≫ Jex, where the spins do not feel their exchange interactions too much,
and behave weakly coupled in both the ferromagnetic and the antiferromagnetic case. But, once
we are interested in the low temperature regime, then both models are characterized by very
different important states. Can we really expect to learn something about the low temperature
behavior of the antiferromagnet from the low temperature behavior of the ferromagnet? No, this
should not be reasonable, and indeed, the above approach fails severely at low temperatures.
What happens is, that there will be almost the same number of configurations with positive
weight as with negative weight, such that the average sign decreases exponentially to zero.
Namely, at low temperatures we find
⟨Sgn⟩F ∼ e−βNS∆f , (62)
where ∆f is the difference in the free energy per site between the antiferromagnetic and the
ferromagnetic model (remember, that the free energy F = − ln(Z)/β). Hence, in order to cal-
culate the physical observable A from Eq. (61) we divide [in the denominator] by an exponen-
tially small value with a finite statistical error, leading to an exponentially increasing statistical
uncertainty for ⟨A⟩. Thus, in order to reach low temperatures and large system sizes, the com-
putational time needs to grow exponentially and renders any useful simulation impossible. This
behavior is called “the sign problem”, and makes QMC simulations of e.g. frustrated quan-
tum magnets practically impossible within the interesting (low-) temperature and large-system
regime.
Up to date, no general solution of the QMC sign problem is known, although it can be over-
come in certain special cases (cf., e.g., [51, 52, 35]). Moreover, it has been shown that a general
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solution to the sign problem essentially constitutes an NP-hard challenge [50]. It is however
generally suspected, that no polynomial-time solutions to NP-hard problem exist. Hence, we
urge the reader to contact us immediately in case she or he finds a serious path to a generic
solution of the QMC sign problem! In the mean time, we hope to have stimulated her or his in-
terest in performing some own QMC simulations for sign-problem free situations. An excellent
opportunity to access application-ready codes for the methods that were introduced here is the
ALPS (Algorithms and Libraries for Physics Simulations) library [53, 54]. Furthermore, basic
SSE simulation codes are also available online [55]. Let the dice roll!
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Appendix
A Quantum Heisenberg Model 101
For reference and to fix notation, we define the spin-1/2 quantum Heisenberg model on a fi-
nite lattice, such as a one-dimensional chain or a two-dimensional square lattice. A spin-1/2
quantum spin resides at each lattice site. Each spin Sˆi, located at lattice site i = 1, . . . , Ns is
described by quantum mechanical spin operators
Sˆi =
⎛
⎜⎝ Sˆ
x
i
Sˆyi
Sˆzi
⎞
⎟⎠ ,
which fulfill the commutation relation [Sˆαi , Sˆ
β
j ] = i!εαβγSˆ
γ
i δij , i.e. operators on different sites
(i ̸= j) commute, and locally (i = j) the above commutation relations reduce to the well-
known algebra of spin operators. In order to set up a basis of the Hilbert space, we start from
the eigenvectors of the local Sˆzi operator at each lattice site i:
|Szi = +1/2⟩ = | ↑⟩i =
(
1
0
)
i
,
|Szi = −1/2⟩ = | ↓⟩i =
(
0
1
)
i
.
In this local basis, the spin operators are given in matrix form as (! = 1),
Sˆzi =
1
2
σz =
(
1
2 0
0 −12
)
, i.e.
Sˆzi | ↑⟩i = +12 | ↑⟩i
Sˆzi | ↓⟩i = −12 | ↓⟩i
Sˆ+i = Sˆ
x
i + iSˆ
y
i =
1
2
σx + i
1
2
σy =
(
0 1
0 0
)
, i.e.
Sˆ+i | ↓⟩i = | ↑⟩i
Sˆ+i | ↑⟩i = 0
Sˆ−i = Sˆ
x
i − iSˆyi =
1
2
σx − i1
2
σy =
(
0 0
1 0
)
, i.e.
Sˆ−i | ↑⟩i = | ↓⟩i
Sˆ−i | ↓⟩i = 0
with the spin raising and lowering operators Sˆ+i and Sˆ
−
i , and the Pauli matrices
σx =
(
0 1
1 0
)
,
σy =
(
0 −i
i 0
)
,
σz =
(
1 0
0 −1
)
.
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For a lattice of Ns spins, we have a total of 2Ns basis states of the Hilbert space,
{|Sz1 , ..., SzNs⟩} =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
| ↑, ↑, . . . , ↑, ↑⟩
| ↑, ↑, . . . , ↑, ↓⟩
| ↑, ↑, . . . , ↓, ↑⟩
...
| ↑, ↓, . . . , ↓, ↓⟩
| ↓, ↓, . . . , ↓, ↓⟩
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
.
Each spin operator on site i acts only on the corresponding local spin. Next, we introduce an
exchange coupling between nearest neighbor spins, so that the quantum spin system is described
by the Hamiltonian
Hˆ = Jex
∑
⟨i,j⟩
Sˆi · Sˆj ,
where ⟨i, j⟩ indicates a pair of neighboring lattice sites.
In case Jex > 0, the above model is the antiferromagnetic quantum Heisenberg model, which
results e.g. within second-order perturbation theory from the half-filled Hubbard model at large
local repulsions. The Hamiltonian of the Heisenberg model can also be written using spin
raising and lowering operators as
Hˆ = Jex
∑
⟨i,j⟩
Sˆi · Sˆj = Jex
∑
⟨i,j⟩
(
1
2
(Sˆ+i Sˆ
−
j + Sˆ
−
i Sˆ
+
j ) + Sˆ
z
i Sˆ
z
j
)
.
Consider for example a system of only two spins (a dimer). The Hamiltonian is then given by
the matrix
Hˆ = Jex
⎛
⎜⎜⎜⎝
1
4 0 0 0
0 −14 12 0
0 12 −14 0
0 0 0 14
⎞
⎟⎟⎟⎠ in the basis
| ↑↑⟩
| ↑↓⟩
| ↓↑⟩
| ↓↓⟩
.
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Fig. 1: A small quantum system coupled to several infinitely large reservoirs via energy and/or
particle exchange. The reservoirs are characterized by temperatures Tα and chemical potentials
µα.
1 Introduction
An open quantum system consists of a local quantummechanical system of fixed size coupled to
infinitely large reservoirs in statistical equilibrium via a well-defined interaction, see Fig. 1 for
a sketch of the system. The analysis of the time evolution of the reduced density matrix of the
local system is of fundamental importance for nonequilibrium statistical mechanics. Of partic-
ular interest is the interplay of quantum coherence in the local quantum system and dissipation
generated by the reservoirs, which is the reason why this field is called dissipative quantum
mechancis . Many topics are here of current interest: (1) The development of a microscopic
theory for irreversible time evolution of the local density matrix; (2) The characterization of the
reduced dynamics, in particular by generic features independent of the microscopic details of
high-energy processes; (3) The calculation of typical relaxation and decoherence rates; (4) The
analysis of quantum fluctuations induced by the system-reservoir interaction beyond perturba-
tion theory; (5) The analysis of the influence of strong correlations in the local quantum system,
induced by charging energies; (6) The analysis of the influence of inhomogeneous boundary
conditions, induced by different temperatures and/or chemical potentials of several reservoirs,
leading to energy, particle, and spin currents; (7) The analysis of deviations of the station-
ary local density matrix from a grandcanonical one, induced by quantum fluctuations from the
system-reservoir coupling or by the presence of several reservoirs; (8) The development of
nonequilibrium renormalization group (RG) methods capable of resumming logarithmic diver-
gencies occuring in higher-order perturbation theory in the system-reservoir coupling, either at
high energies w.r.t. the band width of the reservoirs or at low energies w.r.t. the inverse time
in the long-time limit; (9) The study of non-Markovian dynamics leading to additional terms
in the time evolution with unexpected oscillation frequencies and decay rates together with
non-exponential time evolution; (10) The crossover between coherent and incoherent dynamics
induced by the sign and size of the system-reservoir coupling and other tunable parameters. It
is the purpose of this tutorial introduction to present a microscopic theory for the time evolution
of open quantum systems, to discuss some of the above aspects from a generic point of view,
and to characterize explicitly the reduced dynamics for elementary 2-level quantum systems
coupled via energy, particle or spin exchange to external reservoirs.
Although the field of dissipative quantum mechanics has a long history, the field has regained
an enormous interest in the last decades due to its relevance in quantum transport phenomena in
nanoelectronic systems and quantum information processing, and due to the controlled realiza-
tion of low-dimensional quantum systems in cold atom gases. To describe the time evolution of
the reduced density matrix of the local quantum system microscopically, one starts from the von
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Neumann equation for the total density matrix ρtot(t) of the full system (we set ! = e = k = 1)
i ρ˙tot(t) = [Htot(t), ρtot(t)] = Ltot(t) ρtot(t) , (1)
where Ltot(t) is the so-called Liouville operator, a superoperator which acts on an arbitrary
operator via Ltot(t)A = [Htot(t), A]. The central idea is always to integrate out the reservoir
degrees of freedom and to set up a formally exact kinetic equation for the local density matrix
ρ(t) = Trresρtot(t), defined by the trace Trres over the reservoir degrees of freedom of the total
density matrix. This kinetic equation has the form
i ρ˙(t) =
∫ t
t0
dt′ L(t, t′) ρ(t′) , (2)
where t0 is the initial time and L(t, t′) is an effective Liouville operator acting only on op-
erators of the local quantum system. This superoperator contains all the information of the
reservoir degrees of freedom and the system-reservoir interaction. For a time-translational in-
variant Hamiltonian, L(t, t′) = L(t − t′) depends only on the relative time difference. The
effective Liouvillian L(t, t′) is only defined for t > t′, i.e. it acts as a response function relating
the density matrix at time t′ to the one at the later time t. This acounts for memory effects and
leads to non-Markovian dynamics. The only assumption needed to derive the kinetic equation
(2) is the factorization of the total density matrix at the initial time t0 in an arbitrary local part
ρ(t0) and an equilibrium part for the reservoirs
ρtot(t0) = ρ(t0) ρeqres , ρ
eq
res =
∏
α
ρeqα , ρ
eq
α =
1
Zα
e−(Hα−µαNα)/Tα , (3)
where Tα, µα,Hα,Nα, and Zα are the temperature, the chemical potential, the Hamiltonian, the
particle number, and the partition function of reservoir α, respectively. However, by changing
the Hamiltonian at a certain quench time tq > t0 abruptly, other initial conditions can be real-
ized where system and reservoirs are correlated.
Various techniques have been developed to calculate the effective Liouvillian L(t, t′). The tra-
ditional ones are projection operator techniques [1] and functional integrals [2]. Recently, a
quantum field theoretical approach has been developed, which allows for a systematic classifi-
cation of all processes in all orders of perturbation theory in the system-reservoir coupling [3].
With this method, it is possible to go beyond bare perturbation theory which is necessary at
low temperatures due to various logarithmic divergencies at high and low energies. The method
is capable of identifying these logarithmic divergencies very effectively and an RG method in
nonequilibrium has been set up to resum them. This allows a systematic weak-coupling ex-
pansion in the renormalized coupling constants to be formulated with which the time evolution
on all time scales even when the reservoirs have different chemical potentials or temperatures
can be discussed. This technique has been applied successfully to the Kondo model [4, 5, 6],
the interacting resonant level model (IRLM) [7, 8, 9], and the ohmic spin boson model [10].
In particular, it has turned out that the RG formulation is most effective for the calculation of
the time evolution if the Fourier variable E conjugate to the time t is used as flow parameter,
i.e. as the paramater w.r.t. which derivatives of the various quantities of interest are taken to
obtain differential equations (the so-called RG equations). This technique is called the E-RTRG
method [6, 10]. The models treated so far fall into the special class where the density of states
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in the reservoirs and the frequency dependence of the system-reservoir couplings is weak and
varies on the scale of the high-energy cutoffD. Physically, the high-energy cutoff can either be
the band width of the reservoirs or it is some internal high-energy scale of the local quantum
system, like e.g. charging energies, arising when effective models are used by integrating out
high-energy processes (e.g. quantum dots in the Coulomb blockade regime where charge de-
grees of freedom can be eliminated, see the lecture B3 by T. Costi). For such models it is often
possible to find universal physics where the special form of the high-energy cutoff function is
not important and influences only the value of certain low-energy scales (e.g. the Kondo tem-
perature for the Kondo model). In such a case the high-energy cutoff D does no longer occur
explicitly. Furthermore, for a wide class of time-translational invariant models it turns out that
the effective Liouvillian has the form
L(E) = L∆(E) + E L
′(E) , (4)
where L(E) = ∫∞0 dteiEtL(t) is the Fourier-transform of the response function L(t − t′) =
L(t, t′)θ(t− t′). In this decomposition L∆(E) and L′(E) are slowly varying logarithmic func-
tions, where L∆(E) is proportional to some energy scale∆ of the model which can be anything
except for the Fourier variable E. This form will be shown by the RG analysis in Section 5
for the concrete models under consideration but it remains an interesting question for the future
how generic this form is. A large part of this tutorial deals with the technical details of calculat-
ing the appearing functions L∆ and L′. Before we do that, we will first investigate the physical
consequences for the time evolution in Section 3. We will see that when L(E) has the form (4)
the time evolution can generically be decomposed as
ρ(t) =
∑
n
Fn(t) e
−iznt ρt=0 , (5)
where zn = ±Ωn− iΓn, with Ωn,Γn ≥ 0, determine the oscillation frequencies and decay rates
of exponential decay, and Fn(t) are pre-exponential functions, which typically consist of power-
laws ∼ 1/tk (k = 1, 2, . . . ) and logarithmic corrections in the long-time limit t ≫ 1/|zn|. At
least one of the exponential scales is zero zst = 0, which determines the stationary state.
It is the purpose of the present article to first discuss the generic physics of the time evolution
on the basis of the form (4) of the effective Liouvillian, and with this motivation discuss the
E-RTRG method for the calculation of L(E) and its decomposition into (4). Then we will sum-
marize the results for the time evolution of the Kondo model, the ohmic spin boson model, and
the IRLM.We note that other RGmethods have been developed recently to discuss the time evo-
lution of open quantum systems. The most important ones are the flow-equation method [11]
and the functional RG [12]. The latter will be introduced in the lecture B7 by V. Meden and is a
method where one expands systematically in the short-ranged renormalized interaction parame-
ter present in the local system but not in the system-reservoir coupling, i.e. it is complementary
to the RTRG technique where arbitrary local interactions can be treated but an expansion in the
renormalized system-reservoir coupling is needed. Besides the analytical RG methods, there
is also an extensive research going on to develop numerical methods to describe the time evo-
lution, like e.g. time-dependent numerical renormalization group [13], time-dependent density
matrix renormalization group [14], iterative stochastic path integrals [15], and quantum Monte
Carlo [16]. Furthermore, for special models, field-theoretical methods have been used to find
exact results [17].
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2 Basic models
We start with the description of the basic models under consideration, where the quantum sys-
tem consists of 2 states coupled via spin (Kondo model), charge and potential (IRLM), or energy
(spin boson) fluctuations to a noninteracting environment. The total Hamiltonian is assumed to
be time-translational invariant and consists of three parts
Htot = H + Hres + V , Hres =
∑
α
Hα , Hα =
∑
kσ
ϵασk a
†
ασkaασk (6)
whereH is the Hamiltonian of the local quantum system, V is the system-reservoir interaction,
andHres describes the noninteracting (fermionic or bosonic) reservoirs with field operators aασk.
α is the reservoir index, σ the channel index (e.g. spin), and the quantum number k characterizes
the energy. For convenience, for given α and σ, we will denote by ω = ϵασk − µα the energy of
the reservoir states measured relative to the chemical potential, and we assume that the relation
between ω and k is unique. As a consequence, the field operators of the reservoirs can be
characterized by the multi-index 1 ≡ ηασω, where η = ± distinguishes between creation (η =
+) and annihilation operators (η = −). Depending on the model under consideration, we will
define below convenient forms of the field operators a1 ≡ aηασ(ω) in continuum notation, such
that the commutation relations read (the upper/lower case refers always to bosons/fermions)
[aασ(ω), a
†
α′σ′(ω
′)]∓ = δαα′ δσσ′ δ(ω − ω′) ρασ(ω) , (7)
where [·, ·]∓ denotes the commutator/anticommutator for bosons/fermions. As defined below
the spectral function ρασ(ω) contains the d.o.s. of the reservoirs and possibly frequency-
dependencies of the system-reservoir couplings. Together with the commutation relations
[a1, Hα] = −η (ω + µα) a1 , [a1, Nα] = −η a1 , (8)
it follows that the contraction of two reservoir field operators w.r.t. the equilibrium distribution
is given by
a1 a1′ = Trres a1 a1′ ρeqres = δ11¯′ ρασ(ω) fηα(ω) = δ11¯′
{
η
1
}
ρασ(ω) fα(ηω) , (9)
where 1¯ ≡ −ηασω is defined by reversing the sign of η, δ12 = δη1η2δα1α2δσ1σ2δ(ω1 − ω2),
f+α (ω) = fα(ω), f−α (ω) = 1±fα(ω), and fα(ω) = (eω/Tα∓1)−1 is the Bose/Fermi distribution.
In terms of the continuum field operators, the system-reservoir interaction V is generically
written as a sum of terms of the form
V =
1
n!
{
1
η1η2 . . . ηn
}
: anan−1 . . . a1 : g12...n → 1
n!
g12...n : a1a2 . . . an : , (10)
where n = 1, 2, . . . is any integer, imlicit summation/integration is assumed over the multi-
indices i ≡ ηiαiσiωi, the operator g12...n acts only on the local system, and : · · · : denotes
normal-ordering w.r.t. to the equilibrium distribution (3) of the reservoirs (i.e. in any Wick-
decomposition contractions are not allowed within the normal-ordered expression). We call the
operators g1...n n-point vertex operators since, together with the corresponding superoperators
(55), they will appear in the diagrammatic technique as vertices with n reservoir lines, see
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Fig. 2: A sketch of the nonequilibrium Kondo model. A local spin is coupled via isotropic
exchange couplings J (0)αα′ to the reservoir spins. The two reservoirs are characterized by the
same temperature T but the chemical potentials µL and µR can be different defining the voltage
V = µL − µR across the system. The nondiagonal exchange couplings J (0)LR = J (0)RL describe
spin exchange processes where a particle is transferred between the reservoirs, giving rise to a
current.
Section 4. For bosons the two forms for V shown in (10) are the same. For fermions, the first
form is needed for the definition of the vertex operators and, for n odd, g1...n is of fermionic
nature and anticommutes with the reservoir field operators. However, it can be shown [3] that,
for the calculation of any local observables, the second form for V can be used and local and
reservoir operators can be taken as if they commute. The vertex operators have the properties
g1...i...j...n = ±g1...j...i...n , g†1...n = gn¯...1¯ . (11)
The first relation can always be achieved by (anti-)symmetrization of the reservoir field oper-
ators within the normal-ordering in (10), whereas the second one is necessary for the property
V = V †. In the following we will specify the definition of the continuum reservoir field opera-
tors a1, the spectral density ρασ(ω) and the vertex operators g1...n for the various models.
The Kondo model. In its most basic form the Kondo model describes a local spin-12 system
coupled via short-ranged and isotropic exchange couplings to fermionic reservoir spins, see
Fig. 2 for a sketch of the system. It is a model system to describe local spin fluctuations. For
the case of a single channel the Hamiltonian reads
H = h(0) Sz , V =
∑
αα′
J (0)αα′√
ρ(0)α ρ
(0)
α′
∑
σσ′
1
2
σσσ′ :
∑
k
a†ασk
∑
k′
aα′σ′k′ : S , (12)
where the isotropic exchange couplings J (0)αα′ = J (0)α′α are real and dimensionless, σ = (σx,σy,σz)
are the Pauli matrices, S is the local spin, and h(0) is the local bare magnetic field. ρ(0)α denotes
the d.o.s. of the reservoirs at the Fermi level. The Kondo model can be derived via a Schrieffer-
Wolff transformation from the single-impurity Anderson model (see the lecture B3 by T. Costi),
in which case the exchange couplings fulfil the relation
J (0)αα′ = 2
√
xαxα′ J
(0) ,
∑
α
xα = 1 , 0 < xα < 1 , (13)
where xα are asymmetry factors weighting the energy broadening of the local level from reser-
voir α. Defining the continuum field operator by a1 = 1√
ρ
(0)
α
∑
k δ(ω − ϵασk + µα)aηασk, with
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Fig. 3: A sketch of the IRLM. A local level without spin is coupled via tunneling and Coulomb
interaction to several reservoirs.
1 ≡ ηασω, and assuming a flat d.o.s. in the reservoirs, we obtain for the spectral function and
the vertex operator
ρασ(ω) = ρ(ω) =
1
ρ(0)α
∑
k
δ(ω − ϵασk + µα) = D
2
D2 + ω2
, (14)
g11′ =
1
2
J (0)αα′ σσσ′ · S , for η = −η′ = + , (15)
where D is the band width of the reservoirs and, for convenience, we have chosen a Lorentzian
for the high-energy cutoff function. The case η = −η′ = − is obtained from g11′ = −g1′1.
The IRLM. The IRLM is a basic model to describe charge and potential fluctuations. It con-
sists of a single fermionic level, which is coupled to fermionic reservoirs via tunneling and a
local Coulomb interaction, see Fig. 3 for a sketch of the system. Disregarding the spin, the
Hamiltonian is defined by
H = ϵ c†c , V =
tα√
ρ(0)α
∑
k
(
a†αkc + h.c.
)
+
Uα
ρ(0)α
(c†c− 1
2
)
∑
kk′
: a†αkaαk′ : , (16)
where c is the field operator annihilating a particle on the local system, tα are the tunneling
matrix elements (in units of 1√
ρ
(0)
α
), Uα denote the dimensionless Coulomb couplings, and ϵ is
the bare energy of the local level. At ϵ = 0 the model fulfils particle-hole symmetry. Defining
the continuum field operators as for the Kondo model, with 1 ≡ ηαω (i.e. omitting the spin
index), we find the same result (14) for the spectral function, and the vertex operators are given
by
g1 = tα
{
c for η = +
c† for η = − , g11′ = δη,−η′ δαα′ η Uα (c
†c− 1
2
) . (17)
The spin boson model. The spin boson model describes energy fluctuations, where a 2-level
system is coupled linearly to a phonon bath, see Fig. 4 for a sketch of the system. The Hamilto-
nian is given by
Hres =
∑
k
ωk a
†
kak , H =
1
2
ϵ σz − 1
2
∆σx , V =
1
2
σz
∑
k
αk (ak + a
†
k) , (18)
where ϵ and ∆ denote the bias and the tunneling of the local 2-level system, respectively. The
phonon frequencies ωk > 0 are positive, and the equilibrium phonon distribution is character-
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Fig. 4: A sketch of the spin boson model. A 2-level system, characterized by tunneling ∆
and bias ϵ is coupled linearly via the dimensionless coupling constant α to a phonon bath of
harmonic oscillators.
ized by temperature T . The k-dependence of the real coupling constants αk and the phonon fre-
quencies ωk is considered by defining the continuum field operators by a1 =
∑
k αkδ(ω−ωk)aηk
with 1 ≡ ηω. This leads to the following spectral function and vertex operator
ρ(ω) =
∑
k
α2k δ(ω − ωk) = 2αω
( ω
D
)s−1
θ(ω)
D2
D2 + ω2
, g1 =
1
2
σz , (19)
where α is a dimensionless coupling constant, and we have again chosen a Lorentzian high-
energy cutoff function with band width D. The special form chosen for ρ(ω) describes the
ohmic case for s = 1 considered in this article, whereas s < 1 (s > 1) define the sub-ohmic
(super-ohmic) cases. For the special case ∆ = 0 the spin boson model can be solved exactly
[2] with the result
⟨σx,y⟩(t) = e−h(t) ⟨σx,y⟩t=0 , ⟨σz⟩(t) = ⟨σz⟩t=0 , (20)
with h(t) = − ∫ dω(ρ(ω)/ω)(1 − cos(ωt))(1 + 2f(ω)), where f(ω) = (exp(ω/T ) − 1)−1 is
the Bose function.
For the special case of α close to 12 , the ohmic spin boson model can be mapped on the IRLM
with a single reservoir (with µ = 0) [2]. The parameters U and t of the IRLM are related to α
and ∆ of the ohmic spin boson model in the following way
U = 1 − √2α , Γ(0) = 2π t2 = ∆
2
D
. (21)
The local occupation ⟨n⟩(t) = ⟨c†c⟩(t) of the IRLM is related to the expectation value ⟨σz⟩(t)
of the ohmic spin boson model via
2 ⟨n⟩(t) − 1 = ⟨σz⟩(t) , (22)
whereas the expectation value ⟨σx,y⟩(t) of the spin boson model is related to expectation values
of highly nonlinear operators involving reservoir degrees of freedom in the IRLM. The value
α = 12 is of special importance since, at this point, the time evolution of ⟨σz⟩(t) changes from
an oscillating one (for α < 12 ) to a purely decaying one (for α > 12 ) [2, 8, 9]. Correspondingly,
for the IRLM, this crossover occurs when the sign of the Coulomb interaction U is changed.
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3 Kinetic equation and time evolution
In this section we aim at discussing the time evolution from a generic point of view based on the
general form (2) of the kinetic equation and the form (4) of the effective Liouvillian for the case
of a time-translational invariant Hamiltonian. Using L(t, t′) = L(t − t′) the kinetic equation
reads
iρ˙(t) =
∫ t
0
dt′ L(t− t′) ρ(t′) , (23)
where, for convenience, we have set the initial time t0 = 0. The reduced density matrix ρ(t)
acts only in local space, i.e. has matrix elements ρ(t)ss′ = ⟨s|ρ(t)|s′⟩, where s and s′ are states
of the local quantum system. In contrast, the superoperator L(t) acts on local operators A, i.e.
the matrix elements can be written as Ls1s2,s′1s′2 = ⟨s1s2|L(t)|s′1s′2⟩, where |ss′⟩ = |s⟩⟨s′| arethe basis elements (= operators) in Liouville space and ⟨ss′|A = ⟨s|A|s′⟩ are the corresponding
dual vectors. The density matrix fulfils the property of conservation of probability Trρ(t) = 1
and is self-adjoint ρ(t) = ρ(t)†. It is straightforward to show that the kinetic equation respects
these properties if and only if the effective Liouville operator fulfils the properties
TrL(t) =
∑
s
L(t)ss,·· = 0 , L(t)c = −L(t) , (24)
where the c-transform is defined by L(t)cs1s2,s′1s′2 = L(t)
∗
s2s1,s′2s′1
and fulfils the useful property
(L(t)A)† = L(t)cA†. In Fourier space L(E) = ∫∞0 dteiEtL(t) this means
TrL(E) = 0 , L(E)c = −L(−E∗) , (25)
or for the quantities L∆(E) and L′(E) appearing in the decomposition (4)
TrL∆(E) = TrL′(E) = 0 , L∆(E)c = −L∆(−E∗) , L′(E)c = L′(−E∗) . (26)
With ρ(E) = ∫∞0 dteiEtρ(t), the kinetic equation reads in Fourier space Eρ(E) − iρt=0 =
L(E)ρ(E) leading to the formal solution
ρ(E) = i R(E) ρt=0 , R(E) =
1
E − L(E) . (27)
We now investigate the consequences of the generic form (4) of the effective Liouvillian L(E).
Using inverse Fourier transform, the time evolution can be calculated for t > 0 from
ρ(t) =
i
2π
∫ ∞+i0+
−∞+i0+
dE e−iEtR(E) ρt=0 =
i
2π
∫ ∞+i0+
−∞+i0+
dE e−iEt R˜(E)Z ′(E) ρt=0 , (28)
where we have defined
R˜(E) =
1
E − L˜∆(E)
, L˜∆(E) = Z
′(E)L∆(E) , Z ′(E) =
1
1 − L′(E) . (29)
By convention, Z ′(E) is called the Z ′-factor operator. The last form of (28) is very helpful for
the evaluation of the energy integral because it explicitly exhibits the slowly varying logarithmic
B5.10 H. Schoeller
pole at E=0
(stationary state)Im(E)
poles
branch cuts
k=0
k=ï1
k=1
k=st Re(E)
branch cuts
1 1
K1
Fig. 5: The analytic structure of the resolvent R(E) = 1/(E − L(E)). Generically, there is a
pole at E = zpst = 0 corresponding to the stationary state. Branch cuts can occur in the lower
half starting either at a branching point or at a pole. This will be demonstrated in Section 4, see
Eq. (88). The analytic structure is symmetric w.r.t. the imaginary axis. The poles are denoted
by zpk = ±Ωk − iΓk. A pole lying on the imaginary axis gets the index k = 0, the others are
labelled by ±k with k = 1, 2, . . . .
functions L˜∆(E) and Z ′(E). The energy integral
∫
dE is calculated by closing the integration
contour in the lower half of the complex plane and deforming the contour such that the poles
and branch cuts of the integrand are enclosed, see Fig. 5. To identify the singularities of the
integrand we use the spectral decomposition of the Liouvillian L˜∆(E) in terms of its eigenvalues
λk(E) and corresponding projectors Pk(E)
L˜∆(E) =
∑
k
λk(E)Pk(E) . (30)
Since we deal with a non-hermitian superoperator, we have to distinguish the left and right
eigenvectors, which we denote in Dirac notation by |xk(E)⟩ and ⟨x¯k(E)|
L˜∆(E) |xk(E)⟩ = λk(E) |xk(E)⟩ , ⟨x¯k(E)| L˜∆(E) = ⟨x¯k(E)|λk(E) . (31)
The eigenvectors fulfil the orthonormalization condition ⟨x¯k(E)|xk′(E)⟩ = δkk′ and the projec-
tors are given by Pk(E) = |xk(E)⟩⟨x¯k(E)| with
∑
k Pk(E) = 1.
Due to the condition TrL˜∆(E) = 0, we obtain either λk(E) = 0 or Tr |xk(E)⟩ = 0. Therefore,
the Liouvillian has always an eigenvalue zero, which we characterize by the index k = st
since it corresponds to the stationary state (see below). The other eigenvalues are numerated by
k = 0,±1,±2, . . . . Normalizing the eigenvector with k = st according to Tr|xst(E)⟩ = 1 and
using ⟨x¯st(E)| = Tr, we get
Tr |xst(E)⟩ =
∑
s
⟨ss|xst(E)⟩ = 1 , ⟨x¯st(E)|ss⟩ = 1 (32)
Tr |xk(E)⟩ =
∑
s
⟨ss|xk(E)⟩ = 0 , for k = 0,±1,±2, . . . . (33)
As a consequence we get
Pst(E) = |xst(E)⟩Tr , (34)
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and the property TrL∆(E) = TrL′(E) = 0 can also be written as
Pst(E)Z ′(E) = Pst(E) , Pst(E)L∆(E) = 0 . (35)
Due to the condition L˜∆(E)c = −L˜∆(−E∗), the eigenvalues and projectors occur always in
pairs (except for k = 0, st where we define k ≡ −k) with
λ−k(E) = −λk(−E∗) , P−k(E) = Pk(−E∗)c . (36)
Using the spectral representation, the time evolution can be written as
ρ(t) =
i
2π
∑
k
∫
γ
dE e−iEt
1
E − λk(E) Pk(E)Z
′(E) ρt=0 , (37)
where γ is an integration contour which encloses the lower half of the complex plane including
the real axis. Poles are located at E = zpk = λk(zpk) = ±Ωk − iΓk, with Ωk,Γk ≥ 0, where
zpst = 0 is a pole at the origin, see Fig. 5. At zero temperature, which we consider from now on,
additional nonanalytic features occur from branch cuts since λk(E), Pk(E) and Z ′(E) depend
logarithmically via terms ∼ ln( DE−zn ) generated by the ultraviolet divergencies from the high-energy cutoff D (at finite temperature the branch cuts turn into an infinite number of discrete
poles separated by 2πT ). From the structure of the perturbation theory (see below) it can be
seen that the singularities zn are associated with poles of the resolvents R˜(E1...n), where
E1...n = E + µ¯1...n , µ¯1...n = µ¯1 + · · ·+ µ¯n , µ¯1 = η1 µα1 , (38)
i.e. are located at zn = E with E1...n = E + µ¯1...n = zpk. Therefore, the singularities
zn = z
p
k − µ¯1...n are generically given by the poles shifted by some linear combination of
the chemical potentials of the reservoirs.
In Section 5 we will see how L˜∆(E) and Z ′(E) can be determined from differential equations,
see Eq. (111), where we differentiate w.r.t the Fourier variable E. These differential equations
are defined in the whole complex plane and will be the RG equations of the E-RTRG method.
E is called the flow paramater and a solution of the RG equations along a certain path is called
the RG flow. The particular advantage is that these RG equations can be solved along the paths
E = zn+ iΛ±O+, with Λ real, starting at some high value Λ ∼ D down to Λ = −∞. Since no
singularities are present on these paths, it can even be numerically enforced that the branch cuts
start at zn and point into the direction of the negative imaginary axis. Furthermore, the jump
of the Liouvillian at the branch cuts can be determined from the difference of the two solutions
and the integrals around the branch cuts can be calculated. The choice that the branch cuts point
into the direction of the negative imaginary axis is very convenient since e−iEt = e−iznte−xt is
exponentially decaying in xt, which allows an analytical discussion of the long-time limit (see
below). Using E = zn − ix±O+, the integration around a particular branch cut (including the
case when the branching point is a pole) gives the contribution ρn(t) = Fn(t)e−izntρt=0 to the
time evolution with
Fn(t) =
1
2π
∫ ∞
0
dx e−xt
{
R(zn − ix+ 0+)−R(zn − ix− 0+)
} (39)
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such that the total time evolution can be written in the form (5)
ρ(t) =
∑
n
ρn(t) =
∑
n
Fn(t) e
−iznt ρt=0 . (40)
For the further evaluation of Fn(t) it is important to distinguish between the cases when the
branching point is a pole or not. We label the contributions from branching poles zpk by F pk (t)
and ρpk(t) and the others by F bn(t) and ρbn(t), such that (40) reads
ρ(t) =
∑
k
ρpk(t) +
∑
n
ρbn(t)
=
∑
k
F pk (t) e
−izpkt ρt=0 +
∑
n
F bn(t) e
−izbnt ρt=0 . (41)
Thereby we note that the same singularity zpk = zbn can appear as a branching pole and as a
branching point, since a certain term involving λk(E) in (37) can have a branch cut at zbn = zpk′
with k′ ̸= k. Generically, for weakly coupled system-reservoir systems, the contributions ρbn(t)
are smaller since they are proportional to the system-reservoir coupling (see below Eq. (88)).
However, if the decay rates occuring in zbn are smaller than those ones of zpk, the relative order
of the various terms can change as function of time, as discussed e.g. in detail in Refs. [8, 9]
for the IRLM with positive Coulomb interaction or the ohmic spin boson model for α close but
slightly below the value α = 12 . In the Markovian approximation, only the contributions ρpk(t)
remain and the pre-exponential functions are approximated by constants of O(1).
Time-evolution regimes. Using the general expressions (28) and (37), one can discuss the
qualitative form of the time evolution in different time regimes. For short times t ≪ 1/|zn|,
only high frequencies E ∼ 1/t ≫ |zn| matter in Eq. (28), i.e. the cutoff scales zn in the
logarithmic terms are unimportant and can be neglected. Furthermore, to leading order, we can
replace E → 1/t in the logarithmic parts, and we obtain from (28)
ρ(t) =
i
2π
∫
γ
dE e−iEt
1
E − L˜∆(1/t)
Z ′(1/t) ρt=0 = e−iL˜∆(1/t)t Z ′(1/t) ρt=0 . (42)
Expanding the exponential one finds in leading order that the logarithmic dependence ofZ ′(1/t)
and L˜∆(1/t) at high energies determine the short time behavior. This means that the RG equa-
tions are cut off at the large energy scale E = 1/t, which is the poor man scaling regime, where
all the cutoff scales zn are unimportant. In this regime the time evolution is determined by the
scaling of Z ′(1/t) and L˜∆(1/t). If, in addition, t ≫ 1/D, where D is the high-energy cutoff,
one obtains universal time evolution in the short-time regime. It means that all leading logarith-
mic divergencies ∼ (α ln(Dt))n have been resummed in the functions Z ′(1/t) and L˜∆(1/t),
where α ≪ 1 is some small dimensionless coupling parameter. Based on this unified picture
the universal short-time behaviour has been derived in Refs. [5, 9, 10] for the Kondo model, the
IRLM, and the ohmic spin boson model, in accordance with similiar results of previous litera-
ture.
For intermediate and long times t ! 1/|zn|, we have to study the contributions from the poles
and branch cuts in detail, based on the decomposition (41). We start with the contributions
from the branch cuts starting at a pole zpk, which we evaluate by using the form (37). For the
branch cut integral we set E = zpk − ix± 0+ and replace in leading order λk(E)→ zpk and the
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logarithmic function Pk(E)Z ′(E) by its average P¯k(zpk − ix)Z¯ ′(zpk − ix) over the branch cut,
where A¯(E) = 12(A(E+0+)+A(E−0+)). Furthermore, in leading order, we can use x→ 1/t
in the logarithmic functions. This gives the result
F pk (t) ≈
1
2π
∫ ∞
0−
dx e−xt
(
1
−ix+ 0+ −
1
−ix− 0+
)
P¯k(z
p
k − i/t) Z¯ ′(zpk − i/t) . (43)
Using 1−ix+0+ − 1−ix−0+ = 2πδ(x), we obtain the following contribution to the total time evolu-
tion (40)
ρpk(t) ≈ P¯k(zpk − i/t) Z¯ ′(zpk − i/t) e−iz
p
kt ρt=0 , (44)
i.e., for zpk = ±Ωk − iΓk, an exponential one with oscillation Ωk and decay rate Γk, modulated
by a logarithmic function. For the special term k = st, where zpst = 0, Pst(E) = |xst(E)⟩Tr and
Pst(E)Z ′(E) = Pst(E), we get the following contribution to the time evolution
ρpst(t) ≈ |xst(−i/t)⟩ t→∞−−−→ ρst = |xst(0)⟩ , (45)
i.e. we see that for t→∞ one always gets the stationary distribution ρst but, if zpst is a branching
pole, logarithmic corrections can occur for the time evolution which do not decay exponentially.
We note that for the models discussed here, there is no logarithmic term in the diagrammatic
series involving the pole zpst. In addition, there is no accidental pole zpk ̸=st = 0, and therefore the
pole at E = 0 is isolated and has no attached branch cuts.
The evaluation of a branch cut starting at a branching point zbn which is not a pole is more
subtle since both λk(E) and Pk(E)Z ′(E) can be discontinuous and cancellations can occur
between the two contributions. Therefore, it is more convenient to start from the first expression
of (28) involving the resolvent R(E). Denoting by δA = A+ − A− the jump across the branch
and by A¯ = 12(A+ + A−) the average value, with A± = A(E ± 0+) = A¯ ± 12δA, one finds
for the jump of the resolvent expanding in the small quantity δL (leading to higher orders in the
renormalized coupling constants)
δR(E) = R+ δLR− =
1
E − L¯ δL
1
E − L¯ + O(δL
3) . (46)
Using AB − A¯B¯ = 14δAδB, we get
1
E − L¯ =
1
E − L +O(δL
2) =
∑
k
1
E − λkPkZ
′ +O(δL2) =
∑
k
1
E − λ¯k P¯kZ¯
′ +O(δL2)
(47)
Inserting this in (46), neglecting O(δL3), and approximating E = zbn − ix → zbn − i/t in the
logarithmic functions λ¯k, P¯k and Z¯ ′, we get the following result for the branch cut integral
F bn(t) ≈
1
2π
∑
kk′
zpk ,z
p
k′ ̸=zbn
∫ ∞
0
dx e−xt
1
zbn − ix− λ¯nk
P¯ nk Z¯
′n δL(zbn − ix)
1
zbn − ix− λ¯nk′
P¯ nk′ Z¯
′n ,
(48)
where λ¯nk = λ¯k(zbn − i/t), P¯ nk = P¯k(zbn − i/t) and Z¯ ′n = Z¯ ′(zbn − i/t). We have omitted
the cases zpk = zbn or zpk′ = zbn since we consider a branching point and not a branching pole.
Since λ¯nk ≈ zpk, we can neglect x in the denominators of the resolvents for times t ∼ 1/x ≫
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1/|zbn− zpk,k′|. In this case, the long-time scaling is determined by the scaling of δL(zbn− ix) for
small x. Besides additional logarithmic corrections (which again can be treated by replacing
x→ 1/t), we will show in Section 5 that
δL(zbn − ix) ∼ θ(x) (49)
for models with charge fluctuations (like the IRLM) and
δL(zbn − ix) ∼ x θ(x) (50)
for models with spin/orbital or energy fluctuations (like the Kondo and the ohmic spin boson
model), see Eq. (120). Therefore, if x can be neglected in the resolvents of the integrand of (48),
we obtain (up to logarithmic corrections) ρbn(t) ∼ 1/t for charge fluctuations and ρbn(t) ∼ 1/t2
for spin/orbital and energy fluctuations. For special resonant cases, where zbn comes close to zpk
or zpk′ , one can also define time regimes 1/|zbn| " t≪ 1/|zbn − zpk,k′|, where x dominates in the
denominators for certain values of k or k′, leading to different scaling. If x is not neglected in
(88), the integral can also be calculated exactly, leading typically to exponential integrals from
which the whole crossover behaviour from intermediate t ∼ 1/|zn| to long times t ≫ 1/|zn|
can be calculated.
In the regime of intermediate to long times the cutoff scales zn are very important. Each term of
the series (41) has to be treated separately, leading to different scaling of the individual terms (in
contrast to the short-time regime, where all exponentials can be approximated by one and only
the sum of all pre-exponential functions matters). As we have seen above, various functions
K(zn− i/t) with logarithmic scaling occur in the projectors, the Z-factors, and the jump of the
Liouvillian. In bare perturbation theory, the logarithmic functionsK(E) will contain powers of
terms∼ α ln DE−zm . To get rid of the high-energy cutoffD, a standard technique is to resum first
all leading logarithmic divergencies ∼ (α ln DΛc )n, where Λc ! |zm| is some maximal physicallow energy scale. Technically, this can be achieved by cutting off the RG flow at Λc, defining
renormalized coupling constants αc at this point, and expanding the full solution for |E| " |zm|
in αc. This is possible if αc is small, i.e. if Λc is much larger than the strong coupling scale
Λ∗, where the coupling constants become of O(1). As a result, K(E) will contain powers of
logarithmic terms ∼ αc ln ΛcE−zm . For E = zn − i/t the most dangerous case is n = m, leadingto powers in the time-dependent parameter αt ∼ αc lnΛct. Since αc ≪ 1, this parameter is
small αt ≪ 1, unless time is exponentially large. Therefore, it can be treated perturbatively,
leading to logarithmic corrections∼ αt in the pre-exponential functions. This strategy has been
used in Refs. [5, 7, 8, 9, 10] to determine the time evolution at intermediate and long times (but
not exponenitally large times) for the Kondo model, the IRLM, and the spin boson model.
Finally, the most complicated time regime is the one at exponentially large times, where
αt ∼ O(1). In this regime, a perturbative treatment is no longer possible and all powers of
αt are important. These logarithmic divergencies at low energies are independent of those at
large energies and can even arise if there is no logarithmic divergence at high energies. Their
occurence is related to the fact that, concerning the time evolution, the final cutoff scale at
low energies is set by inverse time 1/t and not by decay rates. The latter holds only for the
calculation of stationary properties, see Refs. [3, 4, 18]. The E-RTRG method is unique in the
sense that it is also capable of resumming the logarithmic divergencies at low energies, provided
the renormalized coupling constants remain small when E approaches one of the singularities
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zn. Recently, this has been achieved in a controlled way for the ohmic spin boson model [10],
where deviations from previously predicted scaling behaviour have been found. Results for the
Kondo model and the IRLM are still under investigation in this regime. In particular for the
Kondo model, the problem is that the renormalized coupling constants become of O(1) when
approaching one of the singularities although they might be small for the calculation of station-
ary quantities at E = 0. Thus, weak-coupling problems for stationary quantities can turn into
strong-coupling ones for the calculation of the long-time behaviour at exponentially large times.
4 Diagrammatic expansion
Effective Liouvillian. In this section we will derive a quantum field theoretical diagrammatic
representation of the effective Liouvillian by expanding in the system-reservoir interaction V ,
following Refs. [3, 19]. Although this can be done for the general case of an explicitly time-
dependent Hamiltonian [9], here we will restrict ourselves to the more simpler case of a time-
translational invariant Hamiltonian. To find a diagrammatic expansion of the effective Liouvil-
lian L(E) in Fourier space, we try to bring the local density matrix ρ(E) into the form (27). We
start from the formal solution of the von Neumann equation (1) for the total density matrix, use
the initial condition (3), and obtain by expanding in the system-reservoir interaction
ρ(E) =
∫ ∞
0
dt eiEt Trres ρtot(t) =
∫ ∞
0
dt eiEt Trres e−iLtott ρtot(t = 0)
= Trres i
E − Ltot ρt=0 ρ
(eq)
res = Trres
i
E − L(0) − Lres − LV ρt=0 ρ
(eq)
res
= iTrresR(0)(E − Lres)
∞∑
k=0
(LV R
(0)(E − Lres))k ρt=0 ρ(eq)res , (51)
where we have defined
R(0)(E) =
1
E − L(0) , L
(0) = [H, ·] , Lres = [Hres, ·] , LV = [V, ·] . (52)
Using the form (10) of the system-reservoir interaction, a similiar form can be derived for the
Liouville superoperator LV
LV =
1
n!
∑
p=±
G(0)p...p1...n : A
p
1 . . . A
p
n : . (53)
Here, p = ± is the so-called Keldysh index, which indicates whether the interaction V arises
from the first or the second part of the commutator LV b = V b− bV (b is an arbitrary operator).
Ap1 are reservoir field superoperators in Liouville space defined by
Ap1 b = σ
p
res
{
a1 b for p = +
b a1 for p = − , (54)
and G(0)p...p1...n is a superoperator acting in Liouville space of the local quantum system defined by
G(0)p...p1...n b =
{
1 for n even
σp for n odd
} {
g1...n b for p = +
−b g1...n for p = − . (55)
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σp and σpres are convenient sign superoperators which account for fermionic signs and measure
the parity of the fermionic particle number difference Ns − Ns′ of intermediate states |ss′⟩ in
Liouville states via the definition (Ns denotes the particle number of state s and ± refers to
bosons/fermions)
σ+ = 1 , σ−s1s2,s′1s′2 = δs1s
′
1
δs2s′2 (±)Ns−Ns′ , (56)
and a corresponding definition for σpres by replacing local states s by reservoir states. Since
the total parity (local system plus reservoirs) of all intermediate states must be even in Liouville
space for fermions (note that it is impossible to prepare a nondiagonal matrix element of the total
density matrix where the total fermionic particle number difference is odd, see Refs. [19, 20]
for a detailed discussion and the consequences of this point), we obtain the important property
σp σpres = 1 . (57)
From the definition of the reservoir field superoperators one can straightforwardly derive how
the product : Ap1 . . . Apn : occuring in Eq. (53) acts in Liouville space
: Ap1 . . . A
p
n : b =
{
1 for n even
σpres for n odd
} {
: a1 . . . an : b for p = +
b : a1 . . . an : for p = − , (58)
i.e. similiar to G(0)p...p1...n but a minus sign is missing for p = −. Taking this equation together
with (55) and using the property (57), one can easily prove the representation (53) for LV .
Most importantly, the reservoir field superoperators are defined such that the usual Wick the-
orem can be applied (see Ref. [19] for an elegant proof), i.e. the average TrresAp11 . . . Apnn ρres
decomposes into a product of pair contractions and the sum has to be taken over all combi-
nations, with the usual definition of a fermionic sign to disentangle the various contractions.
Using (9) a single contraction is given by the expression
γpp
′
11′ = A
p
1A
p′
1′ = TrresAp1Ap
′
1′ ρ
eq
res
= δ11¯′
{
1
p′
}
ρασ(ω) f
p′η
α (ω) = δ11¯′ p
′
{
η
1
}
ρασ(ω) fα(p
′ηω) . (59)
Using the form (53) in (51) one can shift all reservoir field superoperators Apii to the right by
using the analog of the commutation relation (7) in Liouville space
Ap1 Lres = (Lres − η(ω + µα))Ap1 . (60)
This means that by shifting a certain field superoperator Ap1 through all resolvents to the right,
we shift all reservoir Liouville operators Lres standing right to Ap1 by −η(ω + µα), where 1 ≡
ηασω. We note that, with the second form (10) of the interaction, there is no fermionic sign
when commuting local and reservoir operators. Shifting all reservoir field superoperators to the
right and using the notation
X1...n = ω¯1...n + µ¯1...n , ω¯1...n = ω¯1 + . . . ω¯n , ω¯1 = η1 ω1 ,
µ¯1...n = µ¯1 + . . . µ¯n , µ¯1 = η1 µ1 , (61)
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we obtain for (51) the form
ρ(E) = i
∞∑
k=0
TrresR(0)(E − Lres) ( 1
n!
G(0))R(0)(E +XM1 − Lres) ·
· ( 1
n!
G(0))R(0)(E +XM2 − Lres) . . . (
1
n!
G(0))R(0)(E +XMk − Lres) ρt=0 ·
· (: A . . . A :) (: A . . . A :) . . . (: A . . . A :) ρ(eq)res
= i
∞∑
k=0
R(0)(E) (
1
n!
G(0))R(0)(E +XM1) . . . (
1
n!
G(0))R(0)(E +XMk) ρt=0 ·
· Trres {(: A . . . A :) . . . (: A . . . A :)} ρ(eq)res , (62)
where we have used TrresLres = 0 in the last step. Thereby, the set Mi includes those indices
of reservoir field superoperators which were standing left to the corresponding resolvent in the
original expression. As a result the local and reservoir degrees of freedom have been decoupled
and the trace over the reservoir degrees of freedom can be performed by the application of
Wick’s theorem in Liouville space. Since all diagrams give the same contribution when the
indices of a particular vertex G(0)p...p1...n are permuted, the factor 1n! is cancelled, except for the
case when two vertices are connected by m contractions, leaving a symmetry factor 1m! . This
leads to a sum of diagrams which symbolically are translated by the rule
ρ(E) → i (±)
Np
S
(∏
γ
)
R(0)(E)G(0)R(0)(E+XM1) . . . G
(0)R(0)(E+XMk) ρt=0 , (63)
where∏ γ denotes the product over all contractions (59), Np is the number of permutations of
reservoir field superoperators to disentangle the fermionic contractions, and S = ∏imi! is a
symmetry factor arising for the case when pairs of vertices are connected bymi contractions.
The determination of the shift variables XMi is simplified by noting that, according to (59),
a single contraction γp1p212 between Ap11 and Ap22 is only possible for η1 = −η2, α1 = α2 and
ω1 = ω2. This gives ω¯12 = µ¯12 = 0, i.e. if the two indices fall both into the same setMi, there
is no contribution to the shiftXMi . As a consequence, the left index 1 of a contraction γp1p212 will
contribute only to those resolvents, which stand between the two field operators Ap11 and Ap22 in
the original series. For this reason, the last resolvent in (63) has no shift XMk = 0 and is given
by R(0)(E).
With the diagrammatic rules it is straightforward to translate a particular diagram, which we
visualize as follows:
ρ(E) → i
1 2 3 4 5 6
ρt=0
= i γp1p212 γ
p3p6
36 γ
p4p5
45 R
(0)(E)G(0)p11 R
(0)(E1 + ω¯1)G
(0)p2
2 R
(0)(E)
G(0)p3p434 R
(0)(E34 + ω¯34)G
(0)p5
5 R
(0)(E3 + ω¯3)G
(0)p6
6 R
(0)(E) ρt=0 , (64)
where we used the notation E1...n = E+ µ¯1...n, see (38). In the diagrams, the green lines are the
contractions, the circles denote the vertices, and the black lines connecting the vertices repre-
sent the resolvents R(0) describing the dot propagation in Fourier space. The indices of the shift
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variables of a particular resolvent can be determined by drawing a vertical line at the position
of that resolvent and taking the left indices of all contractions which cut through this line. We
note that we do not distinguish between diagrams which differ only by a permutation of the
contractions connected to a certain vertex, i.e. the permutation of the two green lines connected
to the indices 3 and 4 in the above example does not lead to a new diagram.
To bring the density matrix ρ(E) into the form (27) and to identify the effective Liouvillian
L(E), we note that each diagram consists of a sequence of connected blocks, defined by the
property that each vertical line will at least hit one contraction, connected by resolventsR(0)(E).
E.g., the diagram (64) consists of a sequence of two blocks. Denoting the sum of all connected
diagrams by Σ(E), the diagrammatic series can be written as
ρ(E) = i
{
R(0)(E) + R(0)(E)Σ(E)R(0)(E)+
+R(0)(E)Σ(E)R(0)(E)Σ(E)R(0)(E) + . . .
}
ρt=0 =
i
E − L(0) − Σ(E) ρt=0 .
(65)
Comparing to (27), we see that the effective Liouvillian is given by
L(E) = L(0) + Σ(E) , (66)
and Σ(E) consists of the sum of all connected diagrams with translation rule
Σ(E) → (±)
Np
S
(∏
γ
)
con
G(0)R(0)(EM1 + ω¯M1) . . . G
(0)R(0)(EMk + ω¯Mk)G
(0) , (67)
where (∏ γ)con means that only connected diagrams are considered. E.g. some of the lowest
order diagrams of Σ(E) are given by
Σ(E) = + + + . . . (68)
Σ(E) is the dissipative part of the effective Liouvillian, which contains the whole information
of the coupling to the reservoirs and leads to irreversible time evolution. In time space we obtain
L(t) = L(0)δ(t− 0+) + Σ(t), such that the kinetic equation (23) reads
iρ˙(t) = L(0) ρ(t) +
∫ t
0
dt′Σ(t− t′) ρ(t′) . (69)
The first term describes the von Neumann equation in the absence of the reservoirs, whereas the
second one is the dissipative part. The two terms are the analog of the “flow” and the “collision”
term of quantum Boltzmann equations.
Local observables. From the density matrix ρ(E) the time evolution of all averages of lo-
cal observables can be calculated. The diagrammatic expansion can also be formulated for
the calculation of arbitrary observables containing reservoir degrees of freedom or correlation
functions. E.g., if an observable I of the generic form (10) is taken
I =
1
n!
{
1
η1η2 . . . ηn
}
: anan−1 . . . a1 : i12...n → 1
n!
i12...n : a1a2 . . . an : , (70)
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we define a corresponding superoperator LI by the anticommutator
LI =
i
2
[I, ·]+ = 1
n!
∑
p=±
I(0)p...p1...n : A
p
1 . . . A
p
n : , (71)
with
I(0)p...p1...n b =
i
2
{
1 for n even
σp for n odd
} {
i1...n b for p = +
b i1...n for p = − , (72)
such that the average can be written as
⟨ I ⟩(t) = Trtot I ρtot(t) = −iTr Trres LI e−iLtott ρt=0 ρeqres . (73)
This expression has a formal similiarity to
ρ˙(t) = −iTrres Ltot e−iLtott ρtot(t = 0) = −iTrres(L(0) + Lres + LV ) e−iLtott ρt=0 ρeqres
= −i L(0) ρ(t) − iTrresLV e−iLtott ρt=0 ρeqres , (74)
where TrresLres = 0 has been used in the last line. Comparing to the kinetic equation (69), we
find
− iTrresLV e−iLtott ρt=0 ρeqres = −i
∫ t
0
dt′Σ(t− t′) ρ(t′) . (75)
Therefore, when applying the same perturbative expansion to (73), we obtain the result
⟨ I ⟩(t) = −i
∫ t
0
dt′ TrΣI(t− t′) ρ(t′) , ⟨ I ⟩(E) = −iTrΣI(E) ρ(E) , (76)
with the only difference that the first vertex of the kernel ΣI(E) has to be the vertex I(0) instead
of G(0), i.e. the diagrammatic rule (67) changes to
ΣI(E) → (±)
Np
S
(∏
γ
)
con
I(0)R(0)(EM1 + ω¯M1)G
(0)R(0)(EM2 + ω¯M2) . . . G
(0)R(0)(EMk + ω¯Mk)G
(0) .
(77)
A prominent example for an observable is the particle current operator flowing from reservoir
α into the local system defined by
Iα = − d
dt
Nα = −i [Htot, Nα] = −i [V,Nα] . (78)
Inserting the form (10) of V , one finds after some straightforward manipulations
(iα)1...n = i
n∑
k=1
ηk δαkα g1...n , (Iα)
(0)p...p
1...n = −
1
2
n∑
k=1
ηk δαkα pG
(0)p...p
1...n . (79)
Using the diagrammatic expansion (67) and (77), the kernelsΣ(E) andΣI(E) can be calculated
in perturbation theory w.r.t. the bare vertices G(0), and the local density matrix ρ(E) and the
average ⟨I⟩(E) of any observable I follow from (65) and (76) in Fourier space. Using inverse
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Fourier transform the time evolution can finally be discussed following the strategy described
in Section 3. Stationary quantities are obtained from
ρst = lim
t→∞
ρ(t) = lim
E→0+
(−iE) ρ(E) ⇔ L(E = 0+) ρst = 0 (80)
⟨I⟩st = lim
t→∞
⟨I⟩(t) = lim
E→0+
(−iE) ⟨I⟩(E) = −iTrΣI(E = 0+) ρst . (81)
Applications of these perturbative schemes for the calculation of transport properties will be
discussed in the lecture C7 by M. Wegewijs. Similiar schemes have also been developed to cal-
culate correlation functions [21] and to consider explicitly time-dependent Hamiltonians [9, 22].
Concerning the latter first applications have considered adiabatic response [22] and quantum
quenches [9] for the IRLM.
Analytic properties. From the perturbative expansion one finds that the effective Liouvillian
L(E) has a branch cut on the real axis and is analytic in the upper and lower half of the complex
plane. This can be seen from the resolvents R(0)(EM + ω¯M) since L(0) = [H(0), ·] is a self-
adjoint superoperator with real eigenvalues and all frequency variables ω¯ are integrated over the
real axis. The same analytic property holds for the resolvent R(E) = 1E−L(E) , since, due to
(27), we get for any initial density matrix ρt=0
R(E) ρt=0 = −i ρ(E) = −i
∫ ∞
0
dt eiEt ρ(t) = −i
∫ ∞
0
dt eiEt Trres ρtot(t)
= −i
∫ ∞
0
dt eiEt Trres e−iLtott ρtot(t = 0) = Trres 1
E − Ltot ρtot(t = 0) . (82)
This function can only have a branch cut on the real axis since Ltot = [Htot, ·] is a self-adjoint
superoperator with real eigenvalues. To calculate the time evolution we have seen from (28)
that the integration ∫ dE is slightly above the real axis and has to be closed in the lower half of
the complex plane (due to t > 0). It is very inconvenient to calculate this integral by enclosing
the branch cut of the integrand on the real axis due to the rapidly oscillating function e−iEt
in the integrand on the scale 1/t. Therefore, in analogy to the standard procedure for response
functions, one tries to find an appropriate analytic continuation of the functions L(E) andR(E)
into the lower half of the complex plane such that all branch cuts point into the direction of the
negative imaginary axis starting at certain singularities zn with Imzn ≤ 0. We achieve this
in two steps. First, we will transform the perturbative series for L(E) into a self-consistent
equation by resumming all blocks of connected diagrams on the propagators connecting the
vertices. The diagrammatic representation allows this to be done in a unique way and, as a
result, the bare resolvents R(0)(EM + ω¯M) are replaced by the full ones R(EM + ω¯M) and
no diagrams are allowed with connected sub-blocks without any free lines on the propagators
which we indicate by (∏ γ)irr
Σ(E) → (±)
Np
S
(∏
γ
)
irr
G(0)R(EM1 + ω¯M1) . . . G
(0)R(EMk + ω¯Mk)G
(0) . (83)
For ImE > 0, all resolvents are analytic functions w.r.t. the integration variables ω¯i in the upper
half of the complex plane. Therefore, in the second step, we can close all integration contours in
the upper half and have to enclose only the nonanalytic features arising from the spectral func-
tion ρασ(ω) and the Bose/Fermi distribution fα(p′ηω) in the contraction γpp
′
11′ , defined in (59).
Thereby we assume that the frequency dependence of the vertices G(0)p...p1...n can be neglected.
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Decomposing the Bose/Fermi distribution in symmetric and antisymmetric parts and using the
representation in terms of the Masubara frequencies ωαn = 2nπTα (ωαn = (2n + 1)πTα) for
bosons (fermions), we can write the contraction in the form
γpp
′
11′ = δ11¯′ p
′
{
η
1
}
ρ¯ασ(ω¯)
{
∓ 1
2
+ p′ (fα(ω¯) ± 1
2
)
}
= δ11¯′ (p
′ γs1 + γ
a
1 ) , (84)
γs1 = ∓
1
2
{
η
1
}
ρ¯ασ(ω¯) , (85)
γa1 =
{
η
1
}
ρ¯ασ(ω¯)
{
fα(ω¯) ± 1
2
}
=
{
η
1
}
ρ¯ασ(ω¯) Tα
1
2
∑
n
(
1
ω¯ − iωαn
+
1
ω¯ + iωαn
)
, (86)
where ρ¯ασ(ω¯) = ρασ(ω). Thus, after performing all integrations
∫
dω¯i, and assuming for the
moment that the spectral function ρ¯ασ(ω¯) is an analytic function in the upper half, the quanti-
ties ω¯M occuring in the resolvents R(EM + ω¯M) will consist of a sum of positive Matsubara
frequencies i∑j∈M |ωαjnj |. As a consequence, the analytic continuation w.r.t. E of this re-
sult for L(E) into the lower half of the complex plane will lead to nonanalytic features at
EM + i
∑
j∈M |ωαjnj | = zpk, where zpk are the poles of the resolvent R(E) after the analytic con-
tinuation into the lower half of the complex plane. Since R(E) is analytic in the upper half, the
poles zpk have to lie in the lower half, and we find that L(E) has an infinite series of poles in the
lower half located at
E = zpk − µ¯M − i
∑
j∈M
|ωαjnj | , (87)
which, at zero temperature, turn into a series of branch cuts in the direction of the negative
imaginary axis with branching points zn located at the poles zpk shifted by any combinations of
the chemical potentials of the reservoirs
zn = z
p
k − µ¯M . (88)
This result has formed the basis for the generic discussion of the time evolution in Section 3.
Influence of spectral function. We note that the spectral function ρ¯ασ(ω¯) of the models in-
troduced in Section 2 does not change this picture. For quantum dots coupled to Fermi liquid
leads, like the Kondo model or the IRLM, the spectral function ρ¯ασ(ω¯) = D2D2+ω¯2 defines just
a high-energy cutoff function with pole at ω¯ = iD in the upper half and residuum −iD/2.
The contribution of this pole to the frequency integration leads for D → ∞ either to a van-
ishing or to a regular contribution in E. For the ohmic spin boson model we get from (19)
that ρ¯(ω¯) = 2α|ω¯|θ(ηω¯) D2D2+ω¯2 , which has a branch cut on the whole imaginary axis. However,
since the vertex g1 = 12σz is independent of η, we can sum the contraction γpp
′
11′ over η and η′ at
fixed ω¯ and ω¯′ (which are the integration variables) and get from (59) for the case of bosons the
effective contraction
γpp
′
11′ = δ(ω¯ + ω¯
′) p′ 2α ω¯
D2
D2 + ω¯2
f(p′ω¯) = δ(ω¯ + ω¯′) (p′γs1 + γ
a
1 ) , (89)
with
γs1 = −α ω¯
D2
D2 + ω¯2
, γs1 = α ω¯
D2
D2 + ω¯2
(2f(ω¯) + 1) , (90)
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where the index 1 ≡ ω¯ contains only the frequency variable. Since ω¯ is an analytic function,
there is no change of the analytic structure of L(E) for the ohmic spin boson model. For a
generic frequency dependence of the spectral function, the analytic structure might change. If
ρ¯(ω¯) has a branch cut in the upper half in the direction of the positive imaginary axis starting
at ∆ρ + iγρ, with γρ ≥ 0, the position (88) of the branching points of L(E) can be shifted by
multiples of−∆ρ− iγρ. This can e.g. happen for superconducting leads, where∆ρ corresponds
to the superconducting gap and γρ = 0. For sub- or super-ohmic spin boson models there is no
change of the analytic properties since the branch cuts of the spectral function start at the origin.
Symmetric part of the contraction. We note that the part γs1 of the contraction (84) involving
the symmetric part of the Bose/Fermi distribution plays a special role. It is the only part of the
contraction γpp′11′ which depends on the Keldysh indices via p′ and it depends on the frequency
only via the spectral function. In particular for a spectral function of the form ρ¯(ω¯1) = D2D2+ω¯21 ,i.e. if it just acts as a high-energy cutoff function but has no other special form, the frequency
integration ∫ dω¯1 will involve only the pole of the spectral function at ω¯1 = iD when closed
in the upper half. In the limit D → ∞ this means that this integration gives either zero (if
more than one resolvent involves ω¯1) or a constant if this contraction connects two consecutive
vertices∫
dω¯1
D2
D2 + ω¯21
R(E1...n + ω¯1...n) = πDR(E1...n + ω¯2...n + iD)
D→∞−−−→ −i π . (91)
As a result, the symmetric part of the contraction can be integrated out analytically and can be
incorporated in an effective vertex by taking the two consecutive vertices together to a single
one. The same can be shown for the ohmic spin boson model [10] due to its special algebra,
whereas for more general spectral functions with nonanalytic features in the upper half this is
not the case. If it holds, one important consequence of this property is that the special pole
at EM + ω¯M = zpst = 0 of the resolvents R(EM + ω¯M) leads to regular contributions in the
limit D → ∞ and does not contribute to the branch cuts of L(E). The reason is the special
form Pst(E) = |xst(E)⟩Tr for the projector of the mode k = st (see Eq. (34)) together with the
property ∑
p
TrG(0)p...p1...n = 0, (92)
which follows straightforwardly from the definition (55). Since the contractions γpp′11′ are inde-
pendent of the first Keldysh index p (see Eq. (59)), this means that if the projector Pst(EM+ω¯M)
is inserted between two consecutive vertices, at least one of the contractions γpp′11′ associated with
the right vertex must point into the left direction and only its p′-dependent symmetric part p′γs1
will contribute
Pst
a1
s
1
(93)
As shown above this means that this contraction has to connect the two consecutive vertices
and the frequency integration gives a constant. Thus, the case k = st does not contribute to the
positions (88) of branch cuts for L(E) or R(E). There might be other accidental poles zpk = 0
for k ̸= st, like e.g. for multi-channel Kondo models with non-Fermi liquid behaviour [6], but
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for the models discussed in Section 2, this is not the case. Therefore, for these models, the pole
at zst = 0 is isolated, as already stated in Section 3 after Eq. (45).
Breakdown of perturbation theory for time-evolution problems. Finally we note that it is
very important to use the perturbative expansion of L(E) in the self-consistent form (83) in
order to find the right position of the branching points zn of the branch cuts of R(E). For the
original series (67) involving the bare resolvent R(0)(EM + ω¯M), the same considerations as
above lead to branch cuts of L(E) starting on the real axis at the value zn = λ(0) − µ¯M , where
λ(0) is a real eigenvalue of the bare Liouvillian L(0). This would have a dramatic effect on
the long-time evolution because it leads to non-exponential decay. However, this result is not
correct since perturbation theory is very dangerous in the regime |E − zn| ∼ Γ, where Γ is a
typical decay rate. At low frequencies, the resolvents can then become very large of the order
of the inverse coupling constant, raising serious questions about convergence. In particular for
the original series (67) involving R(0) this effect is most dramatic since a series of connected
sub-blocks contains an arbitrary number of resolvents with exactly the same argument, i.e. the
singularity at low frequency appears to an arbitrary power. Such a series is certainly not conver-
gent and it is necessary to resum it first to the self-consistent version (83) before determining
the position of the branching points. E.g. consider a contribution to the effective Liouvillian of
the form (α is some small dimensionless coupling constant and∆ denotes a typical low-energy
scale)
α (−iE + α∆) ln D−iE + α∆ = α (−iE + α∆) ln
D
−iE − α
2∆ − 1
2
iα3
∆2
E
+ O(α4) .
(94)
The logarithm on the l.h.s. has a branching point at E = −iα∆ but the expanded form gives
in O(α) and O(α2) a branching point at E = 0. The mistake can only be seen by considering
higher orders in α, where an infinite series of terms with a pole at E = 0 is obtained. Due to the
factor −iE +α∆ in front of the logarithm, this artifact is even not visible in O(α2) but starts in
O(α3) or higher. The form (94) arises e.g. for the Kondo model and for the ohmic spin boson
model, where we will show in Section 5 that ∂∂EL(E) must be a slowly varying logarithmic
function leading to typical terms of the form (94), see also Eq. (105). For the ohmic spin boson
model previous calculations [2] have predicted terms with non-exponential decay which have
been corrected recently [10, 23, 24].
5 Renormalization group
General remarks. At low temperatures the perturbative calculation of the effective Liouvillian
can break down even at small reservoir-system coupling for two reasons. First, at high ener-
gies (the so-called ultraviolett regime), the frequency integrals are typically logarithmic leading
to logarithmic contributions ∼ αk(ln DE−zn )l in higher-order perturbation theory, with k ≥ l,where zn are the branching points (88) of the resolvent R(E) and α is an appropriate dimen-
sionless coupling constant. Secondly, even if perturbation theory does not contain ultraviolett
logarithmic divergencies in the limit D → ∞, it may contain logarithmic terms ∼ α ln E−znE−zm ,
which, for E → zn, turn into the form ∼ α ln E−znzn−zm , which can lead to a breakdown of per-turbation theory at low energies (the so-called infrared regime). Therefore, a method is needed
capable of reorganizing perturbation theory such that all ultravioltett and infrared logarithmic
divergencies are resummed. Concerning high energies, resumming all logarithmic contributions
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∼ αk(ln DE−zn )l with l = k, k − 1, k − 2, . . . is called leading order, sub-leading order, sub-subleading order, etc. approximation (sometimes also referred to as 1-loop, 2-loop, 3-loop, etc.).
In traditional (so-called poor man scaling) RG methods [25], one tries to perform this resum-
mation by integrating out high-energy scales, i.e. the band width D is successively reduced in
infinitesimal steps and the physical quantity of interest is kept invariant by renormalizing the
coupling constants and other energy scales. Provided that the renormalized coupling constants
remain small (the so-called weak-coupling regime), a well-controlled truncation scheme can be
set up by neglecting higher-order terms in the renormalized couplings. This strategy has also
been used for calculating stationary quantities of nonequilibrium problems [18], but it turns out
that for the calculation of the effective Liouvillian L(E) it is very hard to set up a systematic
truncation scheme. This has been improved by using a high-energy cutoff on the imaginary
axis by cutting off the Matsubara frequencies of the Bose/Fermi distribution function [3] and
applied to various models [3, 5, 7, 19, 21]. Here we will follow another route by describing the
E-RTRG method [6], which is unique in the sense that it is capable of dealing with all loga-
rithmic divergencies at high and low energies. Technically, this is achieved by considering the
perturbation theory not for L(E) but for its first or second derivative w.r.t. the Fourier variable
E together with a proper resummation in terms of effective vertices. Whether a first or a second
derivative is needed depends on the model under consideration. This leads to a series where all
frequency integrals converge at high energies and the limit D → ∞ can be performed in all
orders. As a consequence one obtains a universal differential equation (called RG equation) for
L(E) independent of the specific choice of the high-energy cutoff function. Furthermore, the
RG equation for L(E) turns out to be such that the divergence at low energies for E → zn is
at most ∼ 1E−zn multiplied with a perturbative series in terms of effective vertices which existsin the limit E → zn. This allows for a systematic solution at low energies as well. Besides
the effective Liouvillian also effective vertices will appear in the RG equation due to the re-
summation procedure, for which similiar universal RG equations can be derived. Provided that
the effective vertices stay small (so-called weak coupling problems) the RG equations can be
systematically truncated and well-controlled universal properties can be determined at high as
well as at low energies. According to the discussion in Section 3 this allows a well-controlled
discussion of the time evolution at short and long times together with the crossover behaviour.
The high-energy cutoff D will only appear in the initial condition for the various quantities
which are calculated by a well-controlled perturbation theory in the bare couplings at E = iD.
This procedure has the advantage that by construction only the universal properties of the model
are obtained, although it is also possible to keepD fixed and solve the RG equations for a given
high-energy cutoff function. Furthermore, the use of a physical scale E as flow parameter of
the RG equations has the advantage that at each stage of the flow the solution L(E) provides
a result for a physical quantity. Moreover, since E is a complex flow parameter, the flow can
be solved on any path in the complex plane which is very helpful to find appropriate analytic
continuations of retarded functions into the lower half of the complex plane, even by using nu-
merical methods, see also the discussion in Section 3 after Eq. (38).
Derivation of the E-RTRG equations. To illustrate the general strategy for the derivation
of the RG equations within the E-RTRG method we consider here, for simplicity, a spectral
function of the form ρ¯(ω¯) = D2D2+ω¯2 , which arises typically for fermionic metallic reservoirs
where the d.o.s. is approximately a constant in the physically relevant energy regime. Therefore,
we consider only the fermionic case in the following. Furthermore, we assume that only 1- and
2-point vertices occur in the original model and that the frequency dependence of the bare
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vertices g1 and g12 can be neglected. This applies to the Kondo model and the IRLM introduced
in Section 2. For the ohmic spin boson model, a similiar procedure can be used to derive
the RG equations, see Ref. [10]. For such models, one obtains a problem with convergence
at high energies if the number of frequency integrations is larger or equal to the number of
resolvents where the frequencies occur. For models with 1- and 2-point vertices this means that
diagrammatic sub-elements of the form
(95)
lead to problems at high energies and have to be avoided. This can be achieved by taking a single
or a double derivative w.r.t. E of the resolvents occuring in these diagrams. Therefore, the idea
is to consider a perturbative expansion for the derivatives ∂∂EL(E) or ∂
2
∂E2L(E) and to resum the
series such that no subelements of the form (95) remain. The procedure is quite straightforward
and we illustrate it for the case of a model where only 2-point vertices occur, like e.g. the Kondo
model. Here, to guarantee convergence we consider two derivatives w.r.t. E of the diagrammatic
series (83) of L(E) in the self-consistent form. Since the E-dependence occurs only in the
resovents R(EM + ω¯M), we can either take two derivatives of a single resolvent or two single
derivatives of different resolvents. Fixing the positions of the resolvents we can then resum all
remaining diagrams in a unique way such that the bare 2-point vertices G(0)pp12 are replaced by
full effective 2-point verticesGp1p212 (E), which are defined as the sum of all connected diagrams
with 2 external reservoir lines. With the convention that these two external lines are directed to
the right, it turns out that the energy argument of an effective vertex is identical to the one of
the preceding resolvent, i.e. only the combination R(EM + ω¯M)Gp1p212 (EM + ω¯M) can occur in
the diagrammatic expansion. Furthermore, for all diagrams contributing to the effective vertex
Gp1p212 (E), where the two external lines have the sequence 21, a fermionic sign has to be added.
After this resummation, the diagrammatic series for ∂2∂E2L(E) up to third order in the effective
vertices reads
1
2
∂2
∂E2
L(E) =
1
2
1
2
+ + O (G4) , (96)
where the red slash indicates a derivative ∂∂E of the corresponding resolvent (two slashes indi-
cate the second derivative ∂2∂E2 ). This is one of the central equations in the E-RTRG approach.
Prefactors arsing from the symmetry factor 1S have explicitly been indicated and all vertices are
full effective 2-point vertices from now on. All frequency integrations are convergent even if
one neglects the frequency-dependence of the effective vertices (those can only enhance conver-
gence). Therefore on the r.h.s. of this differential equation we can take the limit D →∞. This
property holds in all orders since, by construction, all diagrammatic subelements (95) leading
to a divergence in the infinite-D limit have been eliminated by the resummation procedure. To
close the equation one can also derive in the same way a differential equation for the effective
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2-point vertex
∂
∂E
Gp1p212 (E) =
[
1 2
− (1↔ 2)
]
+
1
2 21
+
1
2 21
+
[
21
+
1 2
− (1↔ 2)
]
+ O(G4) . (97)
After the limit D → ∞ has been taken, the symmetric part (85) of the contraction becomes
an analytic function and does not contribute to the frequency integration when closing the inte-
gration in the upper half of the complex plane. This means that the Keldysh indices no longer
appear explicitly in the RG equations, i.e. only the effective 2-point vertices averaged over the
Keldysh indices are needed, which we denote by G12(E) =
∑
p1p2
Gp1p212 (E). This simplifies
the analysis considerably. As a result all contractions can be replaced by the antisymmetric part
given by (86)
γpp
′
11′ → γa1 = fα(ω¯) −
1
2
, (98)
where we have already taken the limit D → ∞ and integrated out the trivial part δ11¯ of all
contractions in the RG diagrams. By convention, ω¯ is always the frequency variable of the left
vertex.
Frequency dependence. To calculate the integrals over the internal frequencies in the RG dia-
grams, it is necessary to know the frequency dependence of the effective vertices and the Liou-
villian. This can be treated systematically by the formalism. Provided that the bare vertices are
frequency-independent, one finds for the vertices that the diagrammatic series for the difference
G12(E)−G12(E)ω¯1=ω¯2=0 can be resummed by a similiar procedure in terms of effective 2-point
vertices such that the limit D → ∞ is well-defined. The reason is that at least one resolvent in
the original perturbative series must involve the differenceR(EM+ω¯M+ω¯Mex)−R(EM+ω¯M),
where Mex contains some of the external indices {1, 2}. Fixing this resolvent and resumming
the rest of the diagram in terms of effective 2-point vertices yields in lowest order the equation
1 2
=
1 2
+
1 2
−
2 1
+ O (G3) , (99)
where the filled double dots represent the effective vertices at zero frequency. This is the second
key equation in the E-RTRG approach. A contraction with an open circle and external frequency
ω¯i indicates that the resolvent corresponding to the vertical cut at the position of that circle has to
be replaced by the differenceR(EM+ω¯M+ω¯i)−R(EM+ω¯M). This difference falls off∼ (ω¯M)2
w.r.t. the internal frequency integration variables ω¯M and, therefore, all frequency integrations
are convergent in the limitD →∞. For the frequency dependence of the LiouvillianL(EM+ω¯)
it turns out that the similiar diagrammatic series for the difference L(E + ω¯) − L(E) does not
exist in the limit D → ∞, similiar to the fact that two derivatives are needed for convergence
(see above). Therefore, one defines a discrete version of the second derivative ∆2ω¯L(E) via
L(E + ω¯) = L(E) +
∂
∂E
L(E) ω¯ + ∆2ω¯L(E) = L(E) +
∂
∂E
L(E) ω¯ + O(G2) , (100)
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and finds that ∆2ω¯L(E) exists in the limit D → ∞ and is at least of O(G2) since it involves
second and higher-order derivatives of the Liouvillian. Neglecting O(G2) (note that this con-
tributes O(G4) to the RG equations (96) and (97)), the resolvents occuring in the RG diagrams
of (96) and (97) can be written as
R(EM + ω¯M) =
1
ω¯M + χ(EM)
Z(EM) + O(G
2) , (101)
with
χ(E) = Z(E) (E − L(E)) , Z(E) = 1
1 − ∂∂EL(E)
, (102)
where the RG equation for Z(E) follows from the one for ∂2∂E2L(E) by
∂
∂E
Z(E) = Z(E)
{
∂2
∂E2
L(E)
}
Z(E) ∼ O(G2) . (103)
Inserting (99) and (101) into the RG equations (96) and (97), calculating all frequency in-
tegrations and neglecting all terms of O(G4), one obtains a closed set of RG equations for
G12(E)|ω¯1=ω¯2=0 and L(E), which can be easily solved numerically. These constitute the basic
equations of the E-RTRG approach. The crucial step in the formalism is the parametrization
of the frequency dependence, otherwise a numerical solution would be very time consuming.
Truncating the RG equations at O(G2) provides the solution up to leading order, whereas a
truncation at O(G3) includes in addition all sub-leading terms. An important check for the reli-
ability of the solution is whether these two truncation schemes lead approximately to the same
universal solution. For the nonequilibrium Kondo model at zero magnetic field, the equations
have been solved in Ref. [6] to calculate the stationary conductance with reliable results even
in the strong coupling regime. Similiar RG equations can be set up for the IRLM and the spin
boson model which have been studied in Refs. [7, 10].
RG equations for the slowly varying parts of the Liouvillian. We are now ready to show
how the decomposition (4) can be derived together with RG equations for the slowly varying
functions L∆(E) and L′(E). First of all, one can see from the RG equations (96) and (97)
that ∂∂EL(E) and G12(E) are slowly varying logarithmic functions. At large E we find from
dimensional arguments that
∂2
∂E2
L(E) ,
∂
∂E
G12(E) ∼ 1
E
(
1 + O(
∆
E
)
)
, (104)
where∆ is some physical scale exceptE. For largeE, we can neglect the higher orders∼ O(∆E )
and we see that, due to the factor 1E , logarithmic functions are generated by integrating over E.
For E close to some branching point zn, we find, that even in the worst case when all resolvents
contain the same branching point, that ∂2∂E2L(E) and ∂∂EG12(E) can at most diverge∼ 1E−zn for
E → zn. As a result, also for E → zn, ∂∂EL(E) and G12(E) are slowly varying logarithmic
functions of E − zn. This can only be the case if L(E) consists of terms
L(E) ∼ (E − zn)Kn(E − zn) = −znKn(E − zn) + EKn(E − zn) , (105)
whereK(E) is a slowly varying function, or, more precisely, zn = zpk − µ¯M will be replaced by
λk(EM)− µ¯M if E is not close to one of the singularities. Therefore, we see that L(E) can be
decomposed in the form (4),
L(E) = L∆(E) + E L
′(E) , (106)
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with slowly varying functions L∆(E) ∼ −znKn(E − zn) and L′(E) ∼ Kn(E − zn). We note
that we used precisely this form at the end of Section 4 in Eq. (94). It shows that L∆(E) and
L′(E) have a quite similiar structure.
We note that the property that ∂∂EL(E) and G12(E) are slowly varying logarithmic functions
can also be seen directly from the original perturbative expansion (83) since in all orders of
perturbation theory the number of frequency integrations is identical to the number of resol-
vents. This leads to logarithmic integrals at large and low energies even if all resolvents contain
the same cutoff scale at low energies. For the proof it is essential that the perturbation theory
is taken in the self-consistent form (83) since this leads to the property that all resolvents in-
volve a different combination of the frequencies. The same can be shown for the ohmic spin
boson model where the decomposition (4) holds also in all orders of perturbation theory. For
models with 1-point vertices and a flat spectral function (like e.g. quantum dot models in the
charge fluctuation regime), the number of resolvents can be arbitrarily larger than the number
of frequency integrations. Here, to show the logarithmic scaling at low energies in all orders of
perturbation theory, it is very important that the resolvents do not only have different frequency
combinations but many of them have also different cutoff scales at low energies. In contrast to
models with spin/orbital fluctuations, it turns out that already the first derivative ∂∂EL(E) exists
in the limit D → ∞, see e.g. the first diagram of (95). This means that ∂∂EL(E) ∼ ΓE−znmultiplied with a well-controlled series with no divergence at high or low energies. This part
influences only the function L∆(E) but not EL′(E). The systematic treatment of all orders in
the tunneling for models with charge fluctuations is still an issue of ongoing research.
To find RG equations for L∆(E) and L′(E), we try to bring the RG equation (96) for ∂2∂E2L(E)
into the form
∂2
∂E2
L(E) =
∂
∂E
L′(E) +
∂
∂E
{
∂
∂E
L∆(E) + E
∂
∂E
L′(E)
}
, (107)
such that ∂∂EL∆(E) and ∂∂EL′(E) can be identified and that L∆(E) is proportional to some
physical scale∆ except E. For simplicity we show the procedure only up to O(G2), for O(G3)
see Ref. [26]. Taking only the first term on the r.h.s. of the RG equation (96), replacing the
vertices by the ones at zero frequency via (99), and shifting the two derivatives of the resolvent
∂2
∂E2R(E12 + ω¯12) =
∂
∂ω¯1
∂
∂ω¯2
R(E12 + ω¯12) via two partial integrations to the contractions, we
obtain
∂2
∂E2
L(E) =
1
2
+
∂
∂E
{
1
2
}
+ O(G3) , (108)
where a cross at a contraction denotes the derivative ∂∂ω¯γa1 = ∂∂ω¯fα(ω¯), see (98). The dashed
line in the second term indicates that the resolvent is replaced by the Z ′-factor R(EM + ω¯M)→
Z ′(EM + ω¯), defined in (29). Therefore, this term is of O(G3) and can be added without
violating the consistency of the truncation scheme up to O(G2). The term has been added
in such a way that when identifying (108) with (107), the derivative ∂∂EL∆(E) will become
proportional to a physical scale ∆. Together with the relation
Z ′(EM + ω¯M) − E R(EM + ω¯M) = χ∆(E, µ¯M + ω¯M)R(EM + ω¯M) , (109)
χ∆(E, µ¯M + ω¯M) = µ¯M + ω¯M − L˜∆(EM + ω¯M) , (110)
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which follows from (29) with the definition L˜∆(E) = Z ′(E)L∆(E), we obtain
∂
∂E
L∆(E) =
1
2 r
6
+ O(G3) ,
∂
∂E
L′(E) =
1
2
+ O(G3) , (111)
where the symbol χ∆ at the resolvent means that the resolvent multiplied with χ∆(E, µ¯M+ω¯M)
has to be taken. Obviously, χ∆ is proportional to a physical scale, since µ¯M , ω¯M and L˜∆(EM +
ω¯) have this property. For ω¯M this follows from the fact that the RG equations contain only
the derivatives ∂∂ω¯γa1 = ∂∂ω¯fα(ω¯) of the contractions, such that |ω¯i| " Tαi . In contrast to the
RG equation (96) for the full Liouvillian L(E), the RG equations (111) for L∆(E) and L′(E)
are first order differential equations. Therefore, the differences L∆(EM + ω¯M)− L∆(EM) and
L′(EM + ω¯M)−L′(EM) are of O(G2) such that the frequency dependence of the resolvent and
χ∆ entering the RG equations (111) can be approximated by
R(EM + ω¯M) =
1
ω¯M + EM − L˜∆(EM)
Z ′(EM) + O(G2) (112)
χ∆(E, µ¯M + ω¯M) = µ¯M + ω¯M − L˜∆(EM) + O(G2) . (113)
As a consequence, all frequency integrations can be straightforwardly performed such that the
differential-integro equations (111) are converted into differential equations. E.g., at zero tem-
perature, the two frequency integrations in (111) are trivial leading to the explicit expression
∂
∂E
L∆(E) =
1
2
G12(E)
µ¯12 − L˜∆(E12)
E12 − L˜∆(E12)
Z ′(E12)G2¯1¯(E12) , (114)
∂
∂E
L′(E) =
1
2
G12(E)
1
E12 − L˜∆(E12)
Z ′(E12)G2¯1¯(E12) , (115)
together with the RG equation for the vertex which follows from the lowest order term of (97)
as
∂
∂E
G12(E) = G13(E)
1
E13 − L˜∆(E13)
Z ′(E13)G3¯2(E13) − (1↔ 2) . (116)
Solution of approximate E-RTRG equations. The first-order RG equations (114) and (115)
for L∆(E) and L′(E) provide the most convenient starting point for an analytical solution of
the RG equations at least in that regime of the complex plane where the effective vertices stay
small, see Refs. [10, 26] for details. The strategy is to solve the RG equations approximately
in three different energy regimes by expanding in the effective vertices but keeping large loga-
rithmic terms (either at large or low energies) to all orders, and matching the different solutions
to fix the integration constants. Denoting the small dimensionless coupling constant by α, we
distinguish the following regimes: (1) The regime of high energies |E| ≫ |zn|, where the RG
resums all ultraviolett logarithmic terms ∼ (α ln D−iE )k; (2) The regime of intermediate and
small energies |E− zn| " O(|zn|) but E not too close to the branching points such that one can
expand in the small parameter α| ln |zn||E−zn| |≪ 1; (3) The regime of small energies exponentially
close to some of the branching points, i.e. |E − zn| ≪ O(|zn|) and α| ln |zn||E−zn| | ∼ 1, where
the RG resums all infrared logarithmic terms ∼ (α| ln |zn||E−zn| |)k. In particular for the ohmicspin boson model and the IRLM, we will see in Section 6 that the coupling constant α stays
small in the whole complex plane such that a well-controlled analytical solution is possible for
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all E, showing that the resummation of logarithmic terms for high and low energies gives very
different results. For the Kondo problem a weak-coupling solution is only possible for high,
intermediate and small energies, but not for exponentially small energies where the coupling
constant α ∼ O(1).
Initial conditions. The initial conditions for the RG flow at large energies are set up at the
value E = iD, where D ≫ |zn| is the high-energy cutoff. The motivation for the choice
E = iD lies in the fact that, for D ≫ |E| ≫ |zn|, the bare perturbation series for L∆(E)
and L′(E) contain logarithmic terms ∼ (ln D−iE )k of all powers k (we have chosen −iE in the
argument, such that the branch cut is directed towards the negative imaginary axis). All other
terms ∼ ( |E|D )n are neglected since they vanish in the limit D → ∞ and thus do not contribute
to the universal solution which is independent of the cutoff details. Extrapolating this result up
to E = iD has the effect that all logarithmic terms vanish, which sets the initial point for the
universal RG flow. The calculation of the initial values can be done by bare perturbation theory
for D ≫ |E| ≫ |zn| and omitting all logarithmic contributions. For small bare coupling con-
stants it is sufficient to take the lowest order term if it is universal, otherwise one takes zero for
the initial condition. We note that this procedure works well to determine the universal initial
condition for L∆(E) and L′(E) atE = iD but fails for the initial condition of L(E) since L(E)
contains terms linear in E which are very large for E = iD. Therefore, for the RG equation
(96) one either has to keep the high-energy cutoff function in the RG equations and start the RG
flow at |E| ≫ D (where one can take the bare values as initial condition), or one has to find a
reference point at low energies where L(E) is known from exact results, see e.g. the solution
of the Kondo model in strong coupling in Ref. [6].
RG for the Liouvillian discontinuity jumps. Finally we show how RG equations can be de-
rived for the jump δL of the Liouvillian at a particular branch cut, as this jump is needed to eval-
uate the branch cut contributions to the time evolution, see Eq. (48). As described in Section 4
the branch cuts of L(E) occur only at zero temperature and can be identified in the perturbative
expansion (83) by closing all frequency integrations in the upper half of the complex plane and
considering the branch cuts of the Fermi distribution functions on the positive imaginary axis.
This means that the frequencies are shifted to the positive imaginary axis ω¯M → i|ω¯M |. In
leading order, a given branch cut at E = zn − ix ± 0+ is generated by some resolvent which
is resonant, i.e. the jump of this resolvent across the branch cut becomes a δ-function. If the
resolvent contains the eigenvalue λk(EM + i|ω¯M |) the resonance occurs if zn = zpk − µ¯M . With
EM = zn+µ¯M−ix±0+ = zpk−ix±0+, we replace approximately λk → zpk, Pk → P¯k(zpk−ix)
and Z ′ → Z¯ ′(zpk − ix), which gives for the jump of the resolvent the following δ-function
δR =
(
1
−ix+ iω¯1...n + 0+ −
1
−ix+ i|ω¯M |− 0+
)
P¯k(z
p
k − ix) Z¯ ′(zpk − ix)
= 2πδ(|ω¯M |− x) P¯k(zpk − ix) Z¯ ′(zpk − ix) . (117)
As expected, the frequency integrals give only a contribution for x > 0, since this is the region
where the branch cut starts. The RG equation for ∂δL∂E (zn− ix) is obtained by fixing the resonant
resolvent together with the resolvent where the E-derivative is taken and resumming the rest of
the perturbative series in terms of effective 2-point vertices. If both resolvent are the same, the
E-derivative is replaced by a frequency derivative ∂∂ω¯i and is shifted via partial integration to
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the derivative of some contraction crossing over the resolvent. Thus, we obtain in leading order
∂δL
∂E
(zn − ix) = i ∂
∂x
δL(zn − ix) = − 1
2 b
(118)
where the symbol δ at the resolvent means that we replace the resolvent by its jump δR given
by (117). The initial condition for the RG equation is δL(zn) = 0. At zero temperature both
frequency integrations are trivial. The contraction with the cross gives ∫ dω¯f ′α(ω¯){. . . } =
−{. . . }ω¯=0, whereas the contraction without the cross leads to∫
dω¯ (fα(ω¯)− 1
2
) {. . . } = −1
2
∫
dω¯ sign(ω¯) {. . . } = −i
∫ ∞
0
dω¯ {. . . }ω¯→iω¯ , (119)
where we have used that the jump of the sign-function at the branch cut is given by 2. Therefore,
(118) gives explicitly
∂
∂x
δL(zn − ix) = −π θ(x) G¯12(zpk − µ¯12 − ix) P¯k(zpk − ix) Z¯ ′(zpk − ix) G¯2¯1¯(zpk − ix) ,
(120)
where we have replaced all vertices that are discontinous across the branch cut by their average
value G¯. Up to the corrections from the weak x-dependence of the logarithmic functions on the
r.h.s. of this equation, we obtain
δL(zn − ix) ∼ x θ(x) , (121)
giving Eq. (50) used in Section 3. Therefore, if x can be neglected in the resolvents of the
integrand of (88), we obtain (up to logarithmic corrections) ρn,bt ∼ 1/t2 in the long-time limit for
all models with spin or orbital fluctuations, like e.g. the Kondo model. Similiar considerations
show that the same holds for the ohmic spin boson model, whereas for models with charge
fluctuations (like the IRLM), one obtains δL(zn − ix) ∼ θ(x).
6 Results
In this section we will discuss the application of the formalism to the models introduced in
Section 2. Since the Kondo model has the simplest algebra, we will take this model as a tutorial
example to discuss the solution of the RG equations and the consequences for the time evolution
in all detail. Since the general strategy is always the same, we will then show briefly the results
for the ohmic spin boson model and the IRLM, and will concentrate on interesting features
which are different from the ones for the Kondo model.
6.1 Kondo model
We consider the nonequilibrium Kondo model at zero magnetic field h(0) = 0 and zero tem-
perature T = 0 for the antiferromagnetic case J (0) > 0. We assume that the local spin-12 is
coupled to several reservoirs with chemical potentials µα. For the special case of two reservoirs
α ≡ L/R ≡ ±, we take µα = αV2 , where V denotes the bias voltage across the system. Fol-
lowing Refs. [5, 6] our aim is to calculate the time evolution of the local spin ⟨S⟩(t).
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The model is spin rotational invariant and therefore the effective Liouvillian L(E) should be an
invariant under spin rotations. Defining two basis spinoperators L± in Liouville space by (A is
an arbitrary local operator) L+A = SA and L−A = −AS, the only two invariants are given by
the identity and L+ · L−. Since the Liouvillian must also fulfil TrL(E) = 0, we find that the
Liouvillian can be parametrized by
L(E) = −iΓ(E)La , La = 3
4
+ L+ · L− . (122)
Γ(E) is the energy dependent spin relaxation rate. The Liouvillian has one zero eigenvalue with
projector Pst = 1−La and three degenerate eigenvalues at−iΓ(E) with projector 1−Pst = La.
Therefore, by using (28), we can write for the time evolution of the local density matrix
ρ(t) = ρst +
i
2π
∫ ∞+i0+
−∞+i0+
dE e−iEt
1
E + iΓ(E)
La ρt=0 , (123)
where ρst = (1 − La)ρt=0 is the diagonal stationary density matrix with equal probabilities for
both spin directions (ρst)ss = 12 . Using TrSρ(t) = TrSLaρ(t) and (La)2 = La, we find that the
spin relaxation rate Γ(E) determines the spin dynamics via
⟨S⟩(t) = i
2π
∫ ∞+i0+
−∞+i0+
dE e−iEt
1
E + iΓ(E)
⟨S⟩t=0 . (124)
As a consequence, the operator structure of the Liouvillian is no longer important, and we can
use all formulas derived in Section 28 for the time evolution with the replacement L(E) →
−iΓ(E) or R(E) → 1E+iΓ(E) . This means that all projectors Pk can be left out and Z ′(E) can
be used from the decomposition
Γ(E) = Γ∆(E) + E Γ
′(E) , R(E) =
1
E + iΓ(E)
=
1
E + iΓ˜∆(E)
Z ′(E) , (125)
with
Γ˜∆(E) = Z
′(E)Γ∆(E) , Z ′(E) =
1
1 + iΓ′(E)
. (126)
Analysing the functions Γ˜∆(E) and Z ′(E) in leading order from the RG equations (114) and
(115), we will show below that the branching poles and branching points of the resolvent R(E)
are given by
zp0 = −iΓ∗ , zbαα′ = −iΓ∗ + µα − µα′ for α ̸= α′ (127)
where we used the notation of Eq. (41) and assumed that all reservoirs have different chemical
potentials (otherwise they can be taken together). zp0 = iΓ˜∆(zp0) is the pole of the resolvent
R(E) and Γ∗ is called the Korringa rate which, as will be shown below, is given by
Γ∗ = 2π J2V
∑
α ̸=α′
xα xα′ |µα − µα′ | , JV = 1
2 ln VTK
, TK = D e
−1/(2J(0)) , (128)
where we have used the notation of Eq. (13). JV is the renormalized exchange coupling at the
scale V = maxαα′{|µα−µα′ |} (which is the bias voltage for two reservoirs) and TK is called the
Kondo temperature . The result for the Korringa rate holds in the weak-coupling case V ≫ TK
Open quantum systems B5.33
which we will consider from now on. In this case, we get JV ≪ 1 and Γ∗ ≪ V . Using (41) and
(127), we get the following general form for the time evolution of the local spin
⟨S⟩(t) = F p0 (t) e−Γ∗t ⟨S⟩(t)t=0 +
∑
α ̸=α′
F bαα′(t) e
−Γ∗t e−i(µα−µα′ )t ⟨S⟩(t)t=0 . (129)
For intermediate and long times t ! 1V , the pre-exponential functions can be calculated from
(45) and (48) as
F p0 (t) = Z¯
′(−iΓ∗ − i/t) , (130)
F bαα′(t) = −
i
2π
∫ ∞
0
dx e−xt
Z¯ ′(zbαα′ − i/t)2 δΓ(zbαα′ − ix)
(µα − µα′ − ix)2 , (131)
where we have neglected −iΓ∗ + i¯˜Γ∆(zbαα′ − ix) in the dominator of the integrand of the last
equation. This can be done for |µα − µα′| ≫ Γ∗ for all α ̸= α′, i.e. if the branch cuts
are sufficiently apart from each other (other cases can be treated as well but need a special
procedure [5]). For short times t≪ 1V , we can use (42) and get
⟨S⟩(t) = Z ′(1/t) e−Γ˜∆(1/t)t ⟨S⟩(t)t=0 . (132)
To evaluate (130), (131) and (132) explicitly, we need the functions Γ˜∆(E), Z ′(E) and δΓ(zαα′−
ix), which we will derive in the following by considering the RG equations (114), (115) and
(120), together with the RG equation (116) for the vertex.
In leading order it can be shown that the effective vertex G11′(E) can be parametrized in the
same form as the initial vertex G(0)11′ , defined by (15) and (55). This gives the form
G11′(E) = − Jαα′(E)L2 · σσσ′ for η = −η′ = + , L2 = −
1
2
(L+ + L−) , (133)
together with G11′(E) = −G1′1(E) for η = −η′ = −. Using this ansatz together with the form
(122) for the Liouvillian in the RG equations and omitting the terms ∼ La in the RG equation
for the vertex (which generate higher orders), one finds after some straightforward algebra [6]
the following RG equations
∂
∂E
Γ∆(E) = iχ∆(E, µˆαα′)R(Eˆαα′) Jαα′(E) Jα′α(Eˆαα′) , (134)
∂
∂E
Z ′(E) = Z ′(E)2R(Eˆαα′) Jαα′(E) Jα′α(Eˆαα′) , (135)
∂
∂E
Jαα′(E) = −1
2
R(Eˆαα′′) Jαα′′(E) Jα′′α′(Eˆαα′′) − 1
2
R(Eˆα′′α′) Jα′′α′(E) Jαα′′(Eˆα′′α) ,
(136)
where Eˆαα′ = E + µˆαα′ , µˆαα′ = µα − µα′ , χ∆(E, µˆαα′) = µˆαα′ + iΓ˜∆(Eˆαα′), and Z ′(E) and
R(E) have been defined in (125) and (126). The initial conditions at E = iD are Γ∆ = 0,
Z ′ = 1 and Jαα′ = 2√xαxα′J (0).
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We first start with the analytic solution in the regime of high energies |E| ≫ V . Neglecting
µˆαα′ everywhere gives the solution Γ∆(E) ≈ 0 and Jαα′(E) ≈ 2√xαxα′J(E), together with
∂
∂E
Z ′(E) =
4
E
Z ′(E)2 J(E)2 =
4
E
J(E)2 +O(J3) , (137)
∂
∂E
J(E) = − 2
E
Z ′(E) J(E)2 = − 2
E
J(E)2 +O(J3) , (138)
where we have used Z ′ = 1 + O(J) on the r.h.s. (see Eq. (139)). We find that − 12J(E) +
ln(−iE) ≡ lnTK is an invariant and ∂Z′∂J = −2, which gives the solution
Z ′(E) = 1 − 2 (J(E) − J (0)) → 1 − 2 J(E) , J(E) = 1
2 ln −iETK
, (139)
where the Kondo temperature TK is defined in (128) and we used the scaling limit in the first
equation, defined by D → ∞, J (0) → 0, such that TK remains a constant. We have cho-
sen −iE in the argument of the logarithm to define a real value for the Kondo temperature at
E = iD and since we want the branch cut of the logarithm to point into the direction of the
negative imaginary axis. In the solution (139) all logarithmic terms ∼ (J (0) ln D−iE )k have been
resummed. J(E) is the poor man scaling solution of the Kondo model, already introduced in
the lecture B3 by T. Costi, but with the difference that −iE plays now the role of the effective
energy scale. Most importantly, the solution would diverge at E = iTK when extrapolated to
small energies, indicating an increase of antiferromagnetic spin fluctuations at the scale of the
Kondo temperature. However, in this regime the solution can not be used since the RG flow
becomes very different for |E| " V . The solution at high energies can be used to evaluate the
universal solution (132) for short times t≪ 1V
⟨S⟩(t) =
(
1 − 1| ln(TKt)|
)
⟨S⟩(t)t=0 . (140)
In this result all logarithmic terms ∼ (J (0) ln(Dt))k have been resummed, which can be seen
from 1/ ln(TK) = −2J (0)/(1 − 2J (0) ln(Dt)). Sub-leading terms are not included but can be
taken into account by truncating the RG equations atO(G3) [5]. For ferromagnetic Kondo mod-
els the universal short time behaviour has also been discussed in Ref. [27] using flow equation
methods.
To find the solution at intermediate and small energies |E| " V but not exponentially close
to the singularites such that J(E) ≪ 1 is still fulfilled (we state below what this precisely
means), we first set the initial value by expanding the solution (139) at high energies for the
case when E starts to approach V such that |E| ≫ V is still fulfilled but JV | ln −iEV | ≪ 1,
where JV = 1/(2 ln(V/TK)) is the exchange coupling at high energies evaluated at the scale
−iE = V , as introduced in (128). This gives
Jαα′(E) ≈ 2√xαxα′ JV (1 − 2 JV ln −iE
V
) , Z ′(E) ≈ 1 − 2 JV + 4 J2V ln
−iE
V
.
(141)
Using the first term of this expansion in the r.h.s. of the full RG equations (134), (135) and (136),
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we can easily integrate the equations up toO(J2V ) by usingR(E) = ∂∂E ln −i(E+iΓ˜∆(E))V +O(J2V )
Γ˜∆(E) = i 4xαxα′ J
2
V (µˆαα′ + iΓ˜∆(Eˆαα′)) ln
−i(Eˆαα′ + iΓ˜∆(Eˆαα′))
V
, (142)
Z ′(E) = 1 − 2 JV + 4xαxα′ J2V ln
−i(Eˆαα′ + iΓ˜∆(Eˆαα′))
V
, (143)
Jαα′(E) = 2
√
xαxα′ JV
{
1 − xα′′ JV ln −i(Eˆαα′′ + iΓ˜∆(Eˆαα′′))
V
−xα′′ JV ln −i(Eˆα′′α′ + iΓ˜∆(Eˆα′′α′))
V
}
. (144)
The integration constants have been chosen such that for |E|≫ V and JV | ln −iEV |≪ 1, the re-
sult (141) at high energies is reproduced. From the solution we can see that branch cuts appear
starting at the singularities zn = −iΓ∗ + µˆαα′ , as stated in (127). Furthermore, we can see that
the expansion is well-defined provided that JV | ln V|E−zn| | ≪ 1, which is the precise conditionthat E should not be exponentially close to the branching points. This is the reason why the
scale V ∼ |zn| has been chosen as reference scale in the logarithm to integrate the RG equa-
tions perturbatively for intermediate and small energies. In the solution all logarithmic terms
∼ (J (0) ln DV )k have been resummed in JV , whereas a perturbative treatment has been used for
the logarithmic terms JV | ln V|E−zn| |≪ 1.
Since Γ˜∆(E) is a weakly varying function for |E| " |zn|, we can replace Γ˜∆(Eˆαα′)→ Γ∗ in the
above equations and neglect the term ∼ J2V Γ∗ ∼ J4V in (142). Inserting E = −iΓ∗+ δ in (142)
(where |δ| ≪ Γ∗ is a small scale to exclude an exponentially small region around zp0 = −iΓ∗),
we find straightforwardly the result (128) for Γ∗. Inserting the solution for Z ′(E) in (130),
we can calculate the pre-exponential function for the contribution from the branching pole at
E = zp0 = −iΓ∗. For long times t≫ 1V we obtain
F p0 (t) = 1 − 2 JV − 4
∑
α
x2α J
2
V ln(V t) , (145)
whereas, for intermediate times t ∼ 1V , the contribution in O(J2V ) is not logarithmic and unim-
portant (the precise coefficient is also influenced by other sub-leading terms). Several interest-
ing features appear in this result. The first term is the result from a Markov approximation,
where only the pole without the residuum is considered. We note that the pole position is
also influenced by non-Markovian contributions arising when (142) is solved self-consistently
for Γ∗. Here, this is a very weak effect occuring in O(J4V ). For quantum dot models such non-
Markovian contributions have been dicussed perturbatively in Ref. [28]. All other terms of (145)
are of pure non-Markovian nature arising from the term linear in E of the effective Liouvillian
(leading to the Z ′-factor). The second term linear in JV can not be obtained from perturba-
tion theory since this term of the Z ′-factor involves the difference JV − J (0) (see Eq. (139)),
which reduces to JV only in the scaling limit. It arises from a resummation of a series of log-
arithmic terms ∼ (J (0) ln DV )k which starts at k = 2, i.e. the k = 1 term is absent. The last
term ∼ J2V ln(V t) is logarithmic in time and becomes of O(1) for exponentially large times
t ∼ 1V e1/J
2
V . In this regime the solution can no longer be used since it corresponds to the regime
of energies E exponentially close to zp0 . In this regime, the full RG equation (136) for the vertex
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shows that J(E) does not stay small, i.e. a strong coupling problem arises and the truncation
scheme is no longer controlled. As a consequence we see that, concerning the long-time evo-
lution at exponentially large times, even in the regime V ≫ TK , a strong coupling method is
needed to calculate pre-exponential functions. On the other hand, the exponential decay e−Γ∗t
leads to a very small contribution for exponentially large times, so that it is of no practical use
to know the pre-exponential function in this regime. However, for other problems with quan-
tum critical points, like e.g. multi-channel Kondo models or the sub-ohmic spin boson model,
it happens that the pole zp0 = 0 lies at the origin such that no exponential decay appears. For
such models, it is an interesting subject for the future to calculate the precise form of F p0 (t) for
exponentially large times. E.g., for a multi-channel Kondo model with many channels N ≫ 1,
which turns out to be a weak-coupling problem in the whole complex plane, it has been shown
in Ref. [6] that F p0 (t) ∼ ( 1TKt)4/N .
Finally, to calculate the branch cut contribution (131), we need also the jump δΓ(zbαα′ − ix) for
x ∼ 1/t " V . This is obtained from the RG equation (120), which reads with Jαα′(E) →
2
√
xαxα′JV
∂
∂x
δΓ(zbαα′ − ix) = − 8πi xαxα′ J2V θ(x) . (146)
This leads to δΓ(zbαα′ − ix) = −8πixαxα′J2V xθ(x). Inserting this result in (131) and using
Z ′ = 1+O(J2V ), we obtain for long times t≫ 1|µα−µα′ | (note that α ̸= α
′ and we assumed that
|µα − µα′|≫ Γ∗)
F bαα′(t) = − 4xαxα′ J2V
(
1
(µα − µα′)t
)2
. (147)
Other time regimes t ∼ 1|µα−µα′ | can also be studied leading to exponential integrals [5]. In-
serting (147) in (129) we get an oscillating term ∼ J2V ( 1(µα−µα′ )t)
2e−Γ∗te−i(µα−µα′ )t for the time
evolution of the local spin. It appears in second order in JV and is again of non-Markovian na-
ture. In contrast to the Markov contribution it oscillates with a frequency set by the differences
of chemical potentials and the pre-exponential function decays as a power law ∼ 1/t2 for long
times. This behaviour is quite generic for models with spin or orbital fluctuations. In higher
orders the oscillation frequencies are set by the renormalized excitation energies of the system
associated with certain processes. E.g. a process where a particle is transferred from reservoir
α to reservoir α′ involves an energy cost µα′ − µα, which gives the oscillation frequency. In the
presence of a local magnetic field h(0), the same process costs the energy µα′ − µα ± h if the
local spin is flipped, where h is the renormalized magnetic field. As a consequence, these scales
define further oscillation frequencies. In addition, each process has its own decay rate, setting
the scale of the exponential decay. These issues have been discussed in detail in Ref. [5] for the
case of the anisotropic Kondo model at finite magnetic field.
6.2 Ohmic spin boson model
Here, we consider the ohmic spin boson model at zero bias ϵ = 0 and zero temperature T = 0.
We will follow Ref. [10] where the model has recently been solved for weak damping α ≪ 1
by a systematic RG analysis using the E-RTRG method. In contrast to the Kondo model it
turns out that the effective vertexG(E) = G1(E)ω¯=0 at zero frequency stays small in the whole
complex plane allowing for a full solution of the problem on all time scales. We show here only
the solution since the derivation is very similiar to the one for the Kondo model, except that the
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algebra is more involved and the solution of the RG equations can also be derived for E close
to the branching points zn. It turns out that the resolvent R(E) has four poles at
zst = 0 , z0 = −iΓ , z± = ±∆˜ − iΓ/2 , (148)
where
∆˜ = ∆
(
∆˜
D
)α
= ∆
(
∆
D
) α
1−α
, Γ = πα∆˜ . (149)
∆˜ is called the renormalized tunneling which is kept fixed in the scaling limit D → ∞ and
α → 0. In leading order truncation at O(α) it turns out that no branching poles appear, i.e.
all poles are isolated. In addition, the eigenvalue λ0(E) has two branch cuts starting at z± and
the eigenvalues λ±(E) have a branch cut starting at z0. Therefore, according to the general
expression (41) we get
ρ(t) = ρst +
∑
k=0,±
(
F pk (t) + F
b
k(t)
)
e−izkt ρt=0 , (150)
i.e. all singularities can either act as a pole or as a branch cut. Ordering the four possible states
in Liouville space by ++,−−,+−,−+, where ± are the two local states, one can show that
the stationary density matrix is given by ρst = 12(1, 1, ∆˜∆ , ∆˜∆) and the pre-exponential functions
for long times ∆˜t ≫ 1 (note that this includes the important regime Γt ∼ O(1) where the
exponentials are of O(1)) are given by [10]
F p0 (t) =
∆˜
∆
(
0 0
−1 ∆˜/∆
)
⊗ τ+ , F p±(t) = 12
(
1 ±∆˜/∆
±∆˜/∆ (∆˜/∆)2
)
⊗ τ− , (151)
F b0 (t) = − 2α
1
(∆˜t)2
(
1 0
0 0
)
⊗ τ− , F b±(t) = −α
s(t)
(∆t)2
(
0 0
0 1
)
⊗ τ+ , (152)
where τ± = 12(1± σx), and, for two 2× 2-matrices A and B, we have defined the 4× 4-matrix
A⊗B ≡
(
A11B A12B
A21B A22B
)
. (153)
Furthermore, the logarithmic function s(t) is defined by
s(t) =
(
1
[1 + α ln(∆˜t)] [1 − ln(1 + α ln(∆˜t))]
)2
. (154)
In terms of the expectation values of the Pauli matrices ⟨σi⟩(t) = Trσiρ(t), these equations can
also be written as(
1
⟨σx⟩(t)
)
=
(
1
∆˜/∆
)
+
∆˜
∆
(
0 0
−1 ∆˜/∆
) (
1
⟨σx⟩t=0
)
e−iz0t
− α s(t)
(∆t)2
(
0 0
0 1
) (
1
⟨σx⟩t=0
) ∑
σ=±
e−izσt , (155)
( ⟨σz⟩(t)
−i⟨σy⟩(t)
)
=
1
2
∑
σ=±
(
1 σ∆˜/∆
σ∆˜/∆ (∆˜/∆)2
) ( ⟨σz⟩t=0
−i⟨σy⟩t=0
)
e−izσt ,
− 2α 1
(∆˜t)2
(
1 0
0 0
) ( ⟨σz⟩t=0
−i⟨σy⟩t=0
)
e−iz0t . (156)
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In this result all logarithmic terms at high energies ∼ (α ln D∆)k have been resummed in the
renormalized tunneling ∆˜, and all logarithmic terms at low energies (or large times)∼ (α ln(∆˜t))k
are contained in s(t). For the pre-exponential function F b0 (t) it turns out that, in leading order,
no logarithmic terms are present at large times. This has to be contrasted to the solution within
the noninteracting blip approximation (NIBA) [2], where, for ⟨σz⟩t=0 = 1 and ⟨σy⟩t=0 = 0, one
obtains
⟨σz⟩(t)NIBA = e−Γ2 t cos(∆˜t) − 2α 1
(∆˜t)2−2α
, (157)
whereas the correct result from (156) reads
⟨σz⟩(t) = e−Γ2 t cos(∆˜t) − 2α 1
(∆˜t)2
e−Γt . (158)
Besides the missing exponential part in the second term, which has already been discussed at
the end of Section 4, the NIBA predicts a different exponent for the pre-exponential power law.
This shows that power-law exponents of pre-exponential functions can only be calculated by re-
summing consistently all logarithmic terms for long times. The E-RTRG method predicts that
no such logarithmic terms are present for ⟨σy,z⟩(t) but they appear for ⟨σx⟩(t) within the loga-
rithmic function s(t). The leading power-law behaviour ∼ (1t )2 of the pre-exponential function
is the same as for the Kondo model and can also be obtained from perturbative calculations [29].
There are always two terms with different decay rates Γ and Γ/2 for the time evolution. If one
transforms to the exact eigenbasis e1/2 = 1√2(|+⟩ ± |−⟩) of the local system, the expectation
values ⟨γi⟩ of the Pauli matrices in the new basis are related to the ones of the original basis by
⟨γx⟩ = ⟨σz⟩, ⟨γy⟩ = −⟨σy⟩ and ⟨γz⟩ = ⟨σx⟩. Thus the Markovian term ∼ e−Γt from the pole
contribution describes the decay of the diagonal matrix elements of the density matrix in the
new basis, whereas the one ∼ e−(Γ/2)te±∆˜t corresponds to the decay of the nondiagonal matrix
elements. Therefore, Γ is called the relaxation rate, whereas Γ/2 is the decoherence rate, in
accordance with the general rule that, in the absence of pure dephasing, the relaxation rate is
always twice as large as the decoherence rate.
For large energies |E| ≫ ∆˜, one needs the function Z ′(E) to determine the regime of short
times t ≪ 1
∆˜
from (42) (the contribution from the exponential is a small correction and can be
neglected). One obtains the result
Z ′(E) =
∑
σ=±
(
1 0
0 Zσ(E)
)
⊗ τσ , Z±(E) ≈
(−iE
D
)2α
(159)
This gives rise to the universal short time behavior
ρ(t) =
(
1 0
0 ( 1Dt)
2α
)
⊗ 1 ρt=0 , (160)
or
⟨σx,y⟩(t) = ( 1
Dt
)2α ⟨σx,y⟩t=0 , ⟨σz⟩(t) = ⟨σz⟩t=0 . (161)
This agrees with previous predictions and can also be obtained from the exact solution (20)
at ∆ = T = 0 in the universal regime t ≫ 1D . Again we can see that all logarithmic terms∼ (α ln(Dt))k have been resummed in this result.
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6.3 Interacting resonant level model
Finally we discuss the IRLM for the special case of a single reservoir with chemical potential
µ = 0 and zero level position ϵ = 0 (i.e. in resonance with the reservoir). As discussed in Sec-
tion 2, this model can be mapped to the ohmic spin boson model close to the exactly solvable
point α = 12 . In particular, we want to understand where the crossover from coherent to inco-
herent time evolution by changing the sign of U = 1−√2α comes from. We follow Ref. [8, 9],
where the IRLM has been studied by using E-RTRG and functional RG.
We concentrate on the time evolution of the occupation ⟨n⟩(t) of the local level which is related
via Eq. (22) to the expectation ⟨σz⟩(t) within the spin boson model by 2⟨n⟩(t) − 1 = ⟨σz⟩(t).
For ⟨σz⟩(t), one can show that the result can be written in the form ⟨σz⟩(t) = P (t)⟨σz⟩t=0, with
P (t) =
i
2π
∫ ∞+i0+
−∞+i0+
dE e−iEt
1
E + iΓ1(E)
. (162)
For this special case there is no Z ′-factor and Γ1(E) is a slowly varying logarithmic function
describing the energy dependent charge relaxation rate. It is determined from the RG equations
∂
∂E
Γ1(E) = −g R2(E)Γ1(E) , ∂
∂E
Γ2(E) = −g R1(E)Γ1(E) , (163)
where g = 2U − U2 = 1− 2α and the resolvents R1/2(E) are defined by
R1(E) =
1
E + iΓ1(E)
, R2(E) =
1
E + iΓ2(E)/2
. (164)
The initial conditions are given by Γ1/2(E = iD) = Γ(0). Γ2(E)/2 is also a slowly varying
logarithmic function and describes the energy dependent broadening of the local level corre-
sponding to the decoherence mode for nondiagonal matrix elements of the local density matrix
w.r.t. the charge states (note, however, that such elements can not be prepared). As we will see
below the subtle coupling of the two RG equations for Γ1/2(E) leads to the interesting effect
that, for g > 0, the resolvent R1(E) can have poles with a finite real part although the local
system has no finite excitation energy.
We start by solving the RG equations at high energies E ≫ Γ1/2(E). Neglecting Γ1/2(E) on
the r.h.s. of the RG equations, we find the solution
Γ1/2(E) = Γ
(0)
(
D
−iE
)g
= ∆˜
(
∆˜
−iE
)g
, (165)
where
∆˜ = Γ(0)
(
D
∆˜
)g
= Γ(0)
(
D
Γ(0)
)g/(1+g)
(166)
is the renormalized tunneling which is kept fixed in the scaling limit D →∞ and α,Γ(0) → 0.
Using the relation g = 1 − 2α and Γ(0) = ∆2D to the spin boson model, one can see that it is
identical to the definition (149) of the renormalized tunneling for the spin boson model. As
discussed in detail in Refs. [7, 9], the solution at high energies contains all leading logarithmic
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terms ∼ (U ln D−iE )k and all subleading ones ∼ U(U ln D−iE )k. From the solution (166) at high
energies we can calculate with (42) the time evolution for short times t≪ 1/∆˜ as
P (t) ≈ e−Γ1(1/t)t ≈ e−(∆˜t)1+g , (167)
i.e. the relaxation rate in the exponent is cut off at the energy scale 1/t. In contrast to the spin
boson model at small α and the Kondo model, there is no Z ′-factor and therefore the expo-
nential provides the leading order. Expanding the exponential we find P (t) = 1 − (∆˜t)1+g in
agreement with previous results [2]. Since (∆˜t)1+g = (Dt)gΓ(0)t, we see again that all loga-
rithmic terms ∼ (g ln(Dt))k have been resummed for small times.
Next we study the analytic structure of the resolvent R1(E) to find the time evolution for inter-
mediate and long times. As we will show below, for positive g > 0, R1(E) has two poles at
z± (followed by a branch cut with jump of O(g2) which can be neglected) and one branch cut
starting at z0 (with jump of O(g)), where the singularities zn, n = 0,±, are given by
z0 = − i ∆˜
2
, z± = ±Ω − i ∆˜ , Ω = πg∆˜ . (168)
For g < 0, there is only a branch cut starting at z0. Thereby, z0 is the position of the pole of the
resolvent R2(E), i.e. z0 and z± can be determined from the equations
z± + iΓ1(z±) = 0 , z0 + iΓ2(z0)/2 = 0 . (169)
Note that, in contrast to the singularities (148) for the spin boson model at small α, for the
IRLM (or the spin boson model at α = 12 ) the renormalized tunneling determines the rate
and not the oscillation frequency. Furthermore, we note that the pole of R1(E) describes the
charge relaxation mode, whereas for the spin boson model at small α it corresponds to the
decoherence mode w.r.t. the exact eigenstates of the local system. Therefore, z0 corresponds to
the decoherence mode for the IRLM and its imaginary part is half of the one of the relaxation
poles z±. To derive the result for the positions of the singularities we solve the RG equations
for intermediate and small energies |E| " ∆˜ but g ln ∆˜|E−zn| ≪ 1 , i.e. E should not be
exponentially close to the singularities. Expanding in the small parameter g ln ∆˜|E−zn| ≪ 1 andfixing the integration constants by comparing with the solution (165) at high energies in the
usual way, we find
Γ1(E)/∆˜ ≈ 1 − g ln −iE + Γ2(E)/2
∆˜
, Γ2(E)/∆˜ ≈ 1 − g ln −iE + Γ1(E)
∆˜
. (170)
In contrast to the corresponding equation (142) for the Kondo model, there is a subtle coupling
of the singularites of Γ1(E) and Γ2(E), which leads to the new feature that z± obtains a finite
real part for g > 0. We note that although the equations can not be used for E exponentially
close to the singularities, they can be used for |E − zn| ∼ g2 since g ln(g) ≪ 1 for g ≪ 1.
Therefore, the equations can be used to determine the positions of the branching points of
Γ1/2(E) up to O(g). From the equations we can see that Γ1(E) (Γ2(E)) have a branch cut
with jump of O(g) starting at the branching point of the logarithmic function where (169) is
fulfilled, i.e. at z0 (z±). Thereby, the branch cut of Γ2(E) starting at z± leads also to a branch
cut for Γ1(E) at the same position but this branch cut has a jump ofO(g2) and can be neglected.
Open quantum systems B5.41
Inserting the leading order results Γ1/2(E) ≈ ∆˜, z0 ≈ −i∆˜/2 and z± ≈ −i∆˜ on the r.h.s. of
(170), we find for the position of the singularities the result (168)
2iz0/∆˜ = Γ2(z0)/∆˜ ≈ 1− g ln(−iz0/∆˜+ 1) ≈ 1− g ln
(
−1
2
+ 1
)
≈ 1 , (171)
iz±/∆˜ = Γ1(z±)/∆˜ ≈ 1− g ln
(
−iz±/∆˜+ 1
2
)
≈ 1− g ln
(
−1∓ iΩ/∆˜+ 1
2
)
≈ 1± iπg . (172)
Due to the analytic structure of the resolvent R1(E) the time evolution can be written as
P (t) = θ(g)
∑
σ=±
e−izσt + F b0 (t) e
−iz0t = θ(g) 2 cos(Ωt) e−∆˜t + F b0 (t) e
−(∆˜/2)t , (173)
where the first term involves the contribution from the isolated poles (we have neglected cor-
rections of O(g) to the residuum) and the second term involves the analog of the branch cut
integral (48), which can be written as
F b0 (t) =
1
π
Im
∫ ∞
0
dx e−xt
1
−i(z0 + iΓ1(z0 − i/t+ 0+)) − x . (174)
For intermediate and long times t ! 1
∆˜
but g ln(∆˜t)≪ 1, F b0 (t) can be evaluated by using the
result (170), where we obtain−iΓ1(z0− i/t+0+) = z+(1+O(g ln(∆˜t)). In particular one has
to consider the fact that x ∼ 1t can not be neglected compared to the difference |z0−z±| ∼ ∆˜ for
intermediate times t ∼ 1
∆˜
. This time regime is of particular interest here since the exponentials
of the time evolution (173) decay on the time scale 1
∆˜
. Therefore, the integral (174) has to be
calculated more carefully in terms of the exponential integral E1(z)
F b0 (t) = −
1
π
Im {e−i(z0−z+)tE1(−i(z0 − z+)t)} . (175)
This result has been used in Refs. [8, 9] to discuss the competition between the oscillating (i.e.
coherent) and the purely decaying (i.e. incoherent) term of the time evolution in Eq. (173).
Since the incoherent term decays on a longer time scale it turns out that it wins very rapidly
such that the coherent term leads only to a few number of oscillations, in contrast to the physics
of a classical damped harmonic oscillator. For long times t≫ 1
∆˜
but still g ln(∆˜t)≪ 1, the in-
coherent term dominates and, using the asymptotic expansion E1(z) = ez/z of the exponential
integral, one obtains
F b0 (t) ≈ −4g
1
∆˜t
, (176)
i.e. a power law ∼ 1/t typical for models with charge fluctuations.
Finally, for exponentially large times g ln(∆˜t) ∼ O(1), we need the solution for Γ1(E)
for energies E exponentially close to the branching point z0. In this regime, we can replace
Γ2(E)/2→ iz0 on the r.h.s. of the RG equation (163) for Γ1(E), which gives the solution
Γ1(E) = ∆˜
(
∆˜
−i(E − z0)
)g
, (177)
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where the integration constant has been fixed by comparison with the solution (170) at in-
termediate and small energies. Using this solution for the evaluation of the branch cut inte-
gral (174) for exponentially large times, we can neglect x in the denominator and find with
Γ1(z0 − i/t + 0+) = ∆˜(∆˜t)g + 2πig∆˜(∆˜t)g the result (neglecting terms of O(g2) in the de-
nominator)
F b0 (t) ≈ −g
1
(1/2 − (∆˜t)g)2
1
(∆˜t)1−g
. (178)
This result holds for all times t≫ 1
∆˜
. For long times with g ln(∆˜t)≪ 1 it reduces to the result
(176). However, for exponentially large times where (∆˜t)g is some number of O(1), the result
changes. In the extreme regime (∆˜t)|g| ≫ 1, it reduces to
F b0 (t) ≈ −g [1 + 3θ(−g)]
1
(∆˜t)1+|g|
. (179)
This result agrees with the prediction of the NIBA [2] and its improved version [24] (where the
exponential term e−(∆˜/2)t has also been obtained, see Eq. (173)). However, as we have seen,
it holds only for extremely long times and, for g > 0, the prefactor is different from the result
(176) for more realistically long times ∆˜t ≫ 1 with g ln(∆˜t) ≪ 1. Therefore, we see that
the regime of long times is very subtle and the result can change significantly by entering the
regime of exponentially large times.
Finally, as already mentioned in Section 5, it has not yet been studied to a full extent how the
RG equation (163) looks like in higher orders in the tunneling. There is some evidence that all
higher order terms in Γ are of the form
Un
(
Γi
∆˜
)k
(ln
E − zn
∆˜
)l for n = 1, 2 , Un Γi
E − zn
(
Γi
∆˜
)k
for n > 2 , (180)
i.e., after integration, either vanish in the limit E → zn or contribute to higher orders in U ,
but this is still under investigation. Furthermore, the results have been compared to functional
RG in Refs. [8, 9], where all orders in the tunneling have been resummed keeping only the
lowest order term in the Coulomb interaction. The numerical results of functional RG agree
quite nicely with the analytical result (175) for intermediate and long times and, in particular
for extremely long times, the result (179) has been confirmed analytically by functional RG.
Therefore, there is good evidence that also within E-RTRG higher orders in the tunneling will
not change the results at least in leading order in U .
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1 Introduction
Graphene is a two-dimensional material consisting of a honeycomb lattice of carbon atoms [1].
It is due to this lattice geometry that the relevant part of the band structure (the part close to
the Fermi level) is well approximated by the famous Dirac cones (one cone for each K point
in the Brillouin zone). The effects of electron-electron interactions in graphene are, as will be
explained in more detail below, suppressed for usual bulk graphene samples. However, we will
see in this chapter that this suppression only works as long as the honeycomb lattice is perfect.
For real-life graphene samples with edges and defects, electron-electron interactions come back
into the game and are responsible for a rather unusual phenomenon: edge magnetism. But
some might ask, why one would consider edge magnetism to be more unusual than the standard
types of ferro- and antiferromagnetism. In short, this is due to the low dimensionality of the
phenomenon (edges are one-dimensional). Mean-field approximations (with DFT being much
like a mean-field approximation in this context) are dangerous in one dimension and we will see
that it is important to go beyond this approximation in order to describe the true ground state
and its qualitative features correctly.
But before we discuss the details of edge magnetism, let us first understand how we describe
electronic interactions and why they are not of much importance in the bulk of graphene.
Thereby we will also introduce the very basic description of interacting graphene that we will
use throughout this chapter. As far as the non-interacting physics is concerned, the tight-binding
Hamiltonian in second quantization
Hˆ0 = −
∑
i,j,σ
Jij cˆ
†
iσ cˆjσ (1)
with σ =↑, ↓ the z-direction of the electron spin, Jij the hopping amplitude from site i to site
j, and cˆiσ (cˆ
†
iσ) the 2nd quantized annihilation (creation) operator of an electron with spin σ in
the pi orbital at site i, is an excellent approximation for graphene. For our purposes it is even
sufficient to approximate the hopping Jij = J ≈ 3 eV for i, j being nearest neighbors and
Jij = 0 otherwise.
We have formulated the non-interacting electrons in the pi orbital basis. The same can be done
also for the electron-electron interaction. A reasonable starting point for the Coulomb repulsion
of the electrons is the general Hamiltonian
Hˆint = U
∑
i
nˆi↑nˆi↓ +
∑
i<j
Vijnˆinˆj, (2)
where nˆiσ = cˆ
†
iσ cˆiσ is the occupation number of the pi orbital at site i with spin σ and nˆi =
nˆi↑ + nˆi↓. U is the on-site Hubbard energy, which has to be be paid if two electrons occupy the
same site. Vij ∝ 1/|ri − rj| is the long-range Coulomb repulsion. For the considerations we
aim at, the Hubbard part of Hˆint is most important. We thus set Vij = 0 in the remainder of this
chapter and keep only the Hubbard term.2
We now argue that U is particularly large in graphene, compared to other effectively two-
dimensional electron systems. Given a Wannier wave function φWi (r) for the electron at the
2This should not be interpreted to the effect that the long-range part of the interaction is completely irrelevant.
In fact, it has some pronounced and experimentally observed effects on the electronic spectrum. Also for certain
parameters it might drive the system into a quantum spin-Hall state. The point here is, however, that the long-range
part is irrelevant for the magnetic properties.
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ith site, such that c†iσ =
∫
d3rφWi (r)ψˆσ(r), where ψˆσ(r) is the 2nd quantized field operator with
spin σ, the strength of the Hubbard interaction U can be estimated by
U ≈ e2
∫
d3r
∫
d3r′
|φWi (r)|2|φWi (r′)|2
|r− r′| . (3)
Obviously, the more localized the Wannier functions are, the larger is U . In a typical two-
dimensional electron gas, the Wannier functions are extended over several lattice constants in
the direction perpendicular to the 2D plane. This is because the confinement potential, which
is generated by building layered structures from semiconductors with slightly different band
structures, is relatively shallow and varies slowly. The confinement potential of the Wannier
functions in graphene is the atomic potential of the carbon atoms, and is much larger. There-
fore, this leads to a much stronger confinement. In other words: in graphene the electrons
are squeezed together in a two-dimensional sheet, the thickness of which is of the order of an
Angstrom. Thus, the energy U which must be paid for two electrons sitting at the same place in
the other two dimensions is considerably larger than for conventional two-dimensional electron
gasses.
From the point of view of electron-electron interactions, one of the most important features of
the Dirac-cone band structure is the linearly vanishing density of states near the charge neutral-
ity point. A small density of states at a certain energy means (in a sense) that ”there are not
many electrons in this energy range to which something could happen”. But for the electron-
electron interaction to actually have an impact, electrons are obviously needed. A slightly less
colloquial formulation of this thought is provided by the Stoner criterion D(F )U > 1, which
states that the Hubbard interaction U can drive a phase transition only if it is stronger than the
inverse density of states at the Fermi level D(F ). However, since the density of states is very
small or even vanishes in graphene, extremely large U would be needed for driving a phase
transition (in graphene this would be the transition to a bulk antiferromagnetic phase). Also
elaborate techniques, such as quantum Monte-Carlo simulations (see also Chapter B4) show
that U is not large enough for generating antiferromagnetism in graphene. And of course we
know from experiment that the graphene bulk is not antiferromagnetic. But now we understand
that it is the vanishing density of states, a feature of the Dirac-cone band structure, which is re-
sponsible for the suppression of interaction effects. The interaction itself, measured in absolute
values (U ) is not small at all.
So we are faced with the following situation: Due to the strong confinement to two dimensions,
the Coulomb repulsion in graphene is very large in absolute terms. But the vanishing density of
states at the charge neutrality point suppresses the effect of the electron-electron interactions.
Furthermore, the vanishing density of states is a result of the perfect honeycomb lattice of
graphene. But what happens if the lattice is not perfect so that we cannot count on a small
density of states? This is the setting which will be discussed in this chapter.
2 The zigzag edge – edge states
In this section, the electron spin is not important. Thus, we drop the label σ for all electron
operators. It can be reintroduced at the end by the usual doubling of the theory, i.e., the total
Hamiltonian is a sum of a spin-up and a spin-down Hamiltonian. Consider the hopping Hamil-
tonian for graphene Hˆ0. If we introduce explicit site labelling i = (n1n2s) with n1a1 +n2a2 the
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Fig. 1: (a) The definitions of the honeycomb lattice. a1, a2 are the Bravais lattice vectors. The
green circles are the unit cells with sublattice sites A and B. The red-dashed circles are the
truncated unit cells at the zigzag edge. The coordinates n1 and n2 are indicated. (b) The band
structure of a graphene ribbon with N2 = 100. The black curves, forming cone-like structures,
are the bulk bands. The bands with nearly zero energy in red are the edge states. The Fermi
level is at or at least close to zero energy.
vector of the unit cell and s = A,B the sublattice index (see Fig. 1a), the Hamiltonian reads
Hˆ0 = −J
∑
〈i,j〉
cˆ†i cˆj = −J
∑
n1n2
cˆ†n1n2A(cˆn1n2B + cˆn1n2−1B + cˆn1+1n2−1B) +H.c. (4)
The particular representations of a1, a2 are not important for us. We assume that they are
chosen such that they generate a honeycomb lattice. All that matters is already stated in the
Hamiltonian.
Next we introduce a zigzag edge along the a1 direction. Thus, the crystal momentum along the
a1 direction is a good quantum number – a fact we make use of by performing a partial Fourier
transformation to the momentum along the edge (k)
cˆn1n2s =
1√
N1
∑
k
eikn1 cˆkn2s, (5)
with N1 the number of unit cells in a1 direction. The transformed Hamiltonian then takes the
form of a one-dimensional chain with k-dependent alternating hopping (see Fig. 2a)
Hˆ0 = −J
∑
k
∞∑
n2=1
[
cˆ†kn2Acˆkn2B + cˆ
†
kn2A
(1 + eik)cˆkn2−1B +H.c.
]
, (6)
where we have restricted the sum to n2 ≥ 1 such that the edge in Fig. 1a is described.
If we further restrict n2 ≤ N2, this Hamiltonian can be easily diagonalized numerically. The
spectrum as a function of the momentum k yields the band structure of graphene with an edge.
It is shown in Fig. 1b. Instead of a two-dimensional band structure we obtain many one-
dimensional bands. Technically this is because we only have one translationally invariant direc-
tion due to the edge. But one might expect that this change in boundary conditions has the sole
effect of performing a zone folding of the full two-dimensional band structure. In Fig. 1b we
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Fig. 2: (a) The effective one-dimensional chain with k-dependent hoppings−J and−Juk, with
uk = 1 + e
ik. (b) The transverse edge state wave function |φk(n2)| = Nk|uk|n2 . Only the B
sublattice sites have non-zero weight.
see that this is nearly true, indeed. Most bands are the sections of the 2D Dirac cones. But there
is an additional band (in red) at practically zero energy which appears to connect the two Dirac
cones [2]. This additional band cannot be obtained by zone folding, but we will now calculate
the wave functions of these zero energy states directly. One may expect already at this point that
they will not be constructed from plain waves as the bulk states which form the Dirac cones.
We note that these wave functions have nearly zero energy. Closer (numerical) inspection of
the spectrum shows that the energy is in fact exponentially small in the width N2 of the ribbon.
Thus, we expect that for N2 → ∞ there should be zero-energy eigenstates of the Hamiltonian
Hˆ0 in Eq. (6). These we would like to find with the Ansatz
eˆ†kB =
∞∑
n2=0
φkB(n2)cˆ
†
kn2B
(7)
for the edge state creation operator, with φkB(n2) ∈ C the wave function of the edge state. Note
that we have already chosen our Ansatz such that the wave function is supported only on the B
sublattice. A more general Ansatz leads to the same result, of course. The general commutator
relation [Hˆ0, eˆ
†
kB] = keˆ
†
kB for eigenstates eˆ
†
kB with energy  reduces in our case  = 0 to the
notion that eˆ†kB commutes with Hˆ0. We find
[Hˆ0, eˆ
†
kB] = −J
∞∑
n2=1
c†kn2A[φkB(n2) + (1 + e
ik)︸ ︷︷ ︸
=uk
φkB(n2 − 1)] != 0, (8)
which is only zero if φkB(n2) = −ukφkB(n2 − 1). This relation can only be fulfilled for
φkB(n2) ∝ (−uk)n2 . The constant of proportionalityNk is found by requiring the wave function
to be normalized, i.e.
1
!
= N 2k
∞∑
n2=0
|uk|2n2 . (9)
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This geometric series is only convergent if |uk|2 < 1, which is the case for 2pi3 < k < 4pi3 .
This means that the edge state wave function is only normalizable for this k interval, and this
is consistent with the previous numerical result shown in Fig. 1b, i.e., that the edge state exists
only between the Dirac points. In this interval we have Nk =
√
1− |uk|2 and the edge state
reads
eˆ†kB = Nk
∞∑
n2=0
(−uk)n2 cˆ†kn2B,
2pi
3
< k <
4pi
3
. (10)
Thus, the edge state wave function decays exponentially with n2, i.e., it is localized at the edge
(near n2 = 0). The wave function of the edge states is shown in Fig. 2b. Apparently, for k = pi
the edge states are completely localized at the edge and start to leak into the bulk for k 6= pi.
As k approaches the Dirac points at 2pi/3 and 4pi/3, the edge state delocalizes completely and
merges into the bulk bands.
We have discussed a single edge in a half-infinite system and found that there are edge states
with exactly zero energy in a certain k-space interval. More interesting (and also more realistic)
is the situation with two edges, i.e., a graphene nanoribbon with two opposite zigzag edges.
Since we have two equal edges, we expect localized edge states at both of them. In the half-
infinite setting we have employed the fact that the energy of the edge states is exactly zero. This
is not true in the finite ribbon geometry. Instead, the edge state energies are exponentially small
in the ribbon width. This complicates the analytical solution for the edge states considerably. In
fact, it is possible but not very enlightening to calculate the edge state wave functions analyti-
cally. Thus, we just assume for the moment that we had calculated the edge state wave functions
φkA(n2) and φkB(n2) and construct the two edge state operators eˆ
†
kA and eˆ
†
kB from those wave
functions as before.
We have seen (Fig. 2b) that near k = pi the edge state wave functions are very well localized
so that states at opposite edges are essentially independent. Near k = 2pi/3 or 4pi/3 the states
extend far into the bulk so that the opposite edge states start to ’overlap’. However, it is not
exactly a wave function overlap since the states at opposite edges are supported on different
sublattices.3 Of course the hopping Hamiltonian Hˆ0, which couples the sublattices then also
has finite matrix elements between the states eˆ†kA and eˆ
†
kB.
4 Thus, the edge states eˆ†kA/B cannot
be eigenstates of the hopping Hamitonian if the ribbon width is finite. Instead, Hˆ0 projected
onto the single-particle Hilbert space spanned by the edge states |eks〉 = eˆ†ks|vacuum〉 must be
of the form
Hˆ0,es =
∑′
k
∑
ss′
eˆ†ks〈eks|Hˆ0|eks′〉eˆks′ =
∑′
k
tke
†
kAekB +H.c., (11)
where tk = 〈ekA|Hˆ0|ekB〉. For each momentum this projected Hamiltonian gives rise to the
energies k± = ±|tk|, with eigenstates eˆ†kA ± eˆ†kB.5 The energies and wave functions of those
eigenstates, which are simple linear combinations of opposite edge states, can easily be com-
puted by numerically diagonalizing the hopping Hamiltonian Hˆ0 [Eq. (1)]. From these it is
easy to reconstruct tk and eˆ
†
ks.
3This is also true in the finite ribbon geometry.
4Note that, because the edge states are supported only on one sublattice, Hˆ0 cannot give rise to non-zero
diagonal energies of eˆ†kA/B alone.
5We have assumed tk to be real here, which can easily be accomplished since the original hopping Hamiltonian
is real.
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Equation (11) is the non-interacting version of an effective theory for the edge states. At this
point this theory is in a sense trivial because we have solved the complete problem and obtained
the effective theory by cutting out only the edge states from the full solution. But the point is that
this can be done easily because we are only concerned with non-interacting Hamiltonians on the
way to Eq. (11). The interesting part is the generalization to the theory with electron-electron
interactions.
We have seen that a zigzag edge not only leads to the well-known change in boundary condi-
tions, which is usually accounted for by applying a simple zone-folding technique. Instead, it
introduces additional states eˆ†ks very close to the Fermi level (at zero energy). The wave func-
tions of these states are localized right at the edge s (remember that we denote the edge by
the sublattice at which it terminates). In the light of the introduction, where we have argued
that electron-electron interactions are of minor importance because the density of states van-
ishes, this is alarming. At an edge there are many states right at the charge neutrality point,
which of course leads to a strongly enhanced local density of states at the Fermi level. As a
consequence, our argument for the irrelevance of the electron-electron interaction breaks down
at such a zigzag edge and it is not a good approximation to just neglect it. Thus, we need an
interacting theory for the edge states.
3 Interacting edge state theories
3.1 Fermionic edge state theory
In the previous section we have derived a simple non-interacting effective theory for the edge
states of a graphene nanoribbon and understood that it is not a good approximation to neglect
the electron-electron interaction. We thus want to derive the effective interactions of the edge
states. For this we start from the Hubbard interaction on the honeycomb lattice
HˆU = U
∑
i
nˆi↑nˆi↓ = U
∑
i
cˆ†i↑cˆi↑cˆ
†
i↓cˆi↓, (12)
for which we want to perform a general basis transformation. The new basis dˆ†knσ =
∑
i ψkn(i)cˆ
†
iσ
will essentially be the eigenbasis of Hˆ0. In order to streamline the notation we introduce simpli-
fied indices 1 = (n1, k1), 2 = (n2, k2), . . . . By direct substitution of the cˆ operators expressed
in the new basis d one finds for the Hubbard Hamiltonian in the new basis
HˆU = U
∑
1234
[∑
i
ψ∗1(i)ψ2(i)ψ
∗
3(i)ψ4(i)
]
︸ ︷︷ ︸
=Γ1234
dˆ†1↑dˆ2↑dˆ
†
3↓dˆ4↓, (13)
where we have defined the interaction vertex Γ1234 in the general new basis. Note the symmetry
Γ1234 = Γ3412. In our case it is convenient to partition the eigenbasis of Hˆ0 into bulk states
bˆ†knσ and edge states eˆ
†
ksσ.
6 Thus HˆU consists of many different terms with different numbers of
edge- and bulk operators.
Up to this point, all manipulations have been exact. Now we perform the crucial approximation.
We assume that in all relevant basis states of the total Fock space, the bulk states are always
6The latter are not actually eigenstates of Hˆ0, but the simple linear combinations eˆ
†
kAσ ± eˆ†kBσ are.
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occupied if their energy kn with respect to Hˆ0 is negative, and empty if kn is positive. We
will only use matrix elements of HˆU with respect to this restricted Fock space. This assumption
is justified because it essentially assumes that the interaction is irrelevant for the bulk states,
a fact for which we have given arguments in the introduction. But one may also check the
validity of this assumption with hindsight by directly comparing calculations with and without
this assumption [3]. Employing this approximation leads to a dramatic simplification in the
interaction Hamiltonian. For instance, if dˆ4↓ in Eq. (13) is a bulk state, then dˆ
†
3↓ must be the
same bulk state as well. Otherwise the term has no non-zero matrix elements in the restricted
Fock space. As a consequence, the number of terms in the sum in Eq. (13) is greatly reduced.
In particular, bulk operators must come in pairs for each spin direction. Furthermore, the term
with only bulk operators can be dropped since it is a constant in the restricted Foch space. Thus,
we find the truncated Hubbard Hamiltonian
HˆtruncU = U
[∑
1234
Γeeee1234eˆ
†
1↑eˆ2↑eˆ
†
3↓eˆ4↓ +
∑
123
Γeebb1233eˆ
†
1↑eˆ2↑bˆ
†
3↓bˆ3↓ +
∑
123
Γbbee3312bˆ
†
3↑bˆ3↑eˆ
†
1↓eˆ2↓
]
. (14)
The second and third term can be further simplified by employing the above-mentioned sym-
metry of the vertex Γ. Combining those last two terms we get
U
∑
12,σ
eˆ†1σeˆ2σ
∑
3
Γeebb1233bˆ
†
3σ¯ bˆ3σ¯ = U
∑
12,σ
eˆ†1σeˆ2σ
∑
i
φ∗1(i)φ2(i)
∑
3
|ψ3(i)|2bˆ†3σ¯ bˆ3σ¯, (15)
where σ¯ denotes the spin direction opposite to σ. Furthermore, φ∗(i) are edge state wave func-
tions and ψ∗(i) are bulk state wave functions. In principle, those may be calculated from Hˆ0,
but we will see that it is sufficient to calculate the edge state wave functions only. This is con-
venient because the number of edge states is much smaller than the number of bulk states. Now
consider the sum over the bulk wave functions with the bilinear combination of the bulk state
operators. If we apply such a term to the states of the restricted Fock space, the bulk state occu-
pation number bˆ†3σ¯ bˆ3σ¯ is either 1 or 0, depending on whether 3 is negative or positive. Thus, as
far as the restricted Fock space is concerned, the bulk state sum is nothing but the total density
ρb(i) of bulk electrons per spin∑
3
|ψ3(i)|2bˆ†3σ bˆ3σ rest. Fock sp.→ ρb(i). (16)
Furthermore, due to electron-hole symmetry there is a relation between the bulk state density
and the edge state density (see Ref. [4])
ρb(i) =
1
2
− 1
2
∑
3
|φ3(i)|2 = 1
2
−
∑
34
φ∗3(i)φ4(i)〈eˆ†3σeˆ4σ〉0. (17)
In the last equality we have used that the average in the non-interacting ground state 〈eˆ†3σeˆ4σ〉0 =
δ34Θ(−3), with 3 a non-interacting edge state energy and that, due to electron-hole symmetry,
the total density of the edge state electrons with negative energy equals the one with positive
energy. Thus, we have eliminated even the non-interacting part of the bulk states from the
effective edge state theory. Moreover, we may recombine the wave functions to the interaction
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vertex Γ and find a compact form of the truncated Hubbard Hamiltonian
HˆtruncU = U
∑
1234
Γeeee1234
(
eˆ†1↑eˆ2↑ − 〈eˆ†1↑eˆ2↑〉0
)(
eˆ†3↓eˆ4↓ − 〈eˆ†3↓eˆ4↓〉0
)
= U
∑
1234
Γ1234 : eˆ
†
1↑eˆ2↑ :: eˆ
†
3↓eˆ4↓ := HˆU,es. (18)
Here we have used the normal order of the electron operators with respect to the non-interacting
ground state, which can be conveniently expressed as : A := A− 〈A〉0. Furthermore, since the
bulk states have vanished from the description, we may also drop the redundant upper indices
in the vertex, indicating that only edge state wave functions are involved Γeeee1234 → Γ1234.
Equation (18) is the effective interacting edge state Hamiltonian for a general edge state basis.
It can even be used for edge states at non-zigzag edges, such as chiral edges or even disor-
dered edges. One only must find the proper edge states from the corresponding non-hopping
Hamiltonian (see Ref. [3]). Since we restrict ourselves to zigzag edges, however, it is useful to
specialize Eq. (18) to the k-space basis of the zigzag edge states eˆ†ks for s = A,B. The indices
1, 2, 3, 4 thus consist of a momentum k and an index s for the edge. But remember that the index
s = A,B not only tells us that the edge state is localized at edge A or B; it also tells us that the
wave function is non-zero only on one sublattice s. Thus, as we calculate the Γk1s1;k2s2;k3s3;k4s4
we only get a non-zero vertex if s1 = s2 = s3 = s4. Furthermore, due to k-conservation, one
of the four momentum indices is redundant. So we find
Γk+q,s1;k,s2;k′−q,s3;k′,s4 = δs1s2δs1s3δs1s4
1
N1
Γ(k, k′, q) (19)
Γ(k, k′, q) =
∑
i
φ∗k+q,s(i)φk,s(i)φ
∗
k′−q,s(i)φk′,s(i). (20)
This means that the effective electron-electron interaction only couples edge states at the same
edge. Note also that, due to mirror symmetry at the central axis of a graphene ribbon, Γ(k, k′, q)
is independent of the edge s, so that Eq. (20) can be calculated with any s. The final k-space
Hamiltonian then reads
HˆU,es =
U
N1
∑
s
∑′
k,k′,q
Γ(k, k′, q) : eˆ†k+qs↑eˆks↑ :: eˆ
†
k′−qs↓eˆk′s↓ :, (21)
where the k sum must be restricted such that all momenta are in the interval [2pi/3, 4pi/3]. Note
that this form is very similar to the conventional one-dimensional Hubbard Hamiltonian, the
sole difference being the non-unity vertex Γ and the restricted k summation.
Before we continue, let us consider what we have gained up to now by deriving the effective the-
ory. From a computational point of view, we have considerably reduced the number of degrees
of freedom. As a result, calculations become much more efficient compared to the full theory.
In Section 4.1 this will be demonstrated within a mean-field approximation. But especially for
more rigorous calculations that do not rely on the uncontrolled mean-field approximation this
effective theory is useful. The fermionic effective theory allows to treat system sizes compara-
ble to or even larger than those of quantum Monte-Carlo calculations by exactly diagonalizing
the effective theory. But since exact diagonalization does not suffer from sign problems, the ef-
fective theory is more flexible than quantum Monte-Carlo techniques when it comes to adding
further terms to the Hamiltonian (see, e.g., Ref [5]). Furthermore, such a theory can be used for
completely new approaches which would not be possible within a lattice formulation [7].
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3.2 Heisenberg approximation
The fermionic effective theory for the edge states is formulated most conveniently in momentum
space. However, if one aims at further reducing the complexity of the theory (at a certain price
of accuracy, of course), it is opportune to have a theory in real space at hand. On the basis
of such a real-space formulation we will derive an effective theory directly for the spins at the
graphene edges. This theory is powerful enough to enable the investigation of extremely large
systems with hundreds of millions of lattice sites.
For the real-space formulation we need to perform a certain kind of Fourier transformation. The
edge states eˆ†ksσ we have used so far can be expressed in terms of the original lattice operators
cˆ†n1n2sσ as
eˆ†ksσ =
1√
N1
∑
n1n2
eikn1φks(n2)c
†
n1n2sσ
, (22)
where φks(n2) is the transverse wave function of the edge state on edge s = A,B and with mo-
mentum k along the edge. Remember that we may label the edge by the sublattice it terminates
on. It is also important to remember that the momentum for which edge states exist is restricted
to one third of the Brillouin zone 2pi/3 < k < 4pi/3. A naive Fourier transformation to real
space
∑′
k
e−ikn1 eˆ†ksσ results in a three-fold overcomplete set of edge states. This can most
easily be seen by counting the number of k points and the number of n1 positions in a finite
system: there are three times more n1 points than k points, because the k-space is restricted to
one third of its original size. A simple way to resolve this overcompleteness issue is to use the
stretched Fourier transform
eˆ†xsσ =
√
3
N1
∑′
k
e−3ikxeˆ†ksσ, (23)
where x = 1, 2, . . . , N1/3. It can be seen easily that the edge states eˆ†xsσ are orthonormal, i.e.,
{eˆ†xsσ, eˆx′s′σ′} = δxx′δss′δσσ′ . Furthermore, the states are spatially localized. In fact, they are
nothing but Wannier functions obtained from the effective edge state theory in k-space. The
wave functions read
φxs(n1, n2) =
√
3
N1
∑′
k
eik(n1−3x)φks(n2) (24)
and still have the property that the edge states at edge s live only on the sublattice s at which
the edge terminates.
Now we are in a position to transform the effective theory from the previous subsection to the
new basis defined by the states eˆ†xsσ
Hˆes =
∑
xx′,σ
[txx′ eˆ
†
xAσeˆx′Bσ +H.c.] + U
∑
s
∑
1234
Γ1234 : eˆ
†
1s↑eˆ2s↑ :: eˆ
†
3s↓eˆ4s↓ :, (25)
where
txx′ =
3
N1
∑′
k
tke
ik(x−x′) (26)
Γ1234 =
∑
n1n2
φ∗x1A(n1, n2)φx2A(n1, n2)φ
∗
x3A
(n1, n2)φx4A(n1, n2). (27)
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Note that the vertex Γ is still s-independent and we have chosen to calculate it from the A-edge
wave functions. But of course choosing the B-edge wave functions would not have made any
difference.
At this point one might ask what we have gained by transforming to the Wannier basis eˆ†xsσ.
It looks as if the theory had become considerably more complicated. The central reason for
transforming to the Wannier basis is that it provides an obvious route to further approximations.
To understand this, note that in the k-space formulation the vertex Γ(k, k′, q) is, in an order of
magnitude sense, similarly large for all k, k′, q. But for Γx1x2x3x4 it is easy to see that if the
positions xi are far apart, the vertex becomes very small compared, say, to the case where all
positions are equal. Thus, we now reorganize the sum in the interaction part of Eq. (25).
The terms in which all positions are equal have all the same7 prefactor U∗ = UΓxxxx and read∑
s
U∗
∑
x
nˆexs↑nˆ
e
xs↓, (28)
where nˆexsσ = eˆ
†
xsσeˆxsσ − 12 . For all realistic geometries and parameter ranges U∗ ≈ 0.1U is
the largest energy scale in the effective theory. And since this term favors the occupation of a
Wannier edge state at position x at edge s with exactly one electron, the spin of which will be
the most relevant degree of freedom in what follows, it is convenient to formulate the remaining
terms in a way that makes the spin physics obvious.
We now consider the terms in the interaction part of Eq. (25) which leave the single occupation
of the Wannier states invariant. These are the terms in which the indices in Γ1234 are either
1 = 2 and 3 = 4 or 1 = 4 and 2 = 3. Further note that Γ1122 = Γ1221.8 With the definition
JFxx′ = UΓxxx′x′ we may collect all these terms∑
s
∑
x 6=x′
JFxx′
(
nˆexs↑nˆ
e
x′s↓ + eˆ
†
xs↑eˆx′s↑eˆ
†
x′s↓eˆxs↓
)
. (29)
Since we are interested in the spin physics (and since it turns out that this is the dominant physics
anyway), we define the fermionic representations of the Pauli matrices sµ with µ = x, y, z
sˆµxs =
∑
σσ′
eˆ†xsσs
µ
σσ′ eˆxsσ′ (30)
and the total electron density nˆexs = nˆ
e
xs↑ + nˆ
e
xs↓ − 1 in the Wannier orbital x at edge s. With
these definitions Eq. (29) takes on the simple form
∑
s
∑
x<x′
JFxx′
2
[
nˆexsnˆ
e
x′s −
∑
µ
sˆµxssˆ
µ
x′s
]
(31)
of a ferromagnetic intra-edge coupling JFxx′/2 between the spins of the electrons at sites x and
x′. The first density-density term is of minor importance since the effective Hubbard term at the
edge, Eq. (28), which is the strongest Hamiltonian in the effective theory, forces each Wannier
state to single occupation. Thus, we may safely neglect the density-density term.
What about the many other terms we have neglected? A complete investigation of all those
terms is a lengthy but in principle straightforward business. Instead of discussing each subclass
7This is due to translational invariance along the edge.
8This can be verified directly from the definition in Eq. (27).
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of those terms separately, however, let us state the following qualitative argument. We know
that the effective Hubbard term at the edges is by far the strongest term and thus we know that
there is essentially one electron per Wannier state. All terms that we have not yet taken into
account change this single occupation of the Wannier states. And since these terms themselves
are much smaller than the effective Hubbard term, we may treat them perturbatively. These
terms typically transfer an electron from one site to the other. But due to the Pauli principle this
is only possible if there are electrons with opposite spin directions on those two sites. Thus,
there will be an energy gain for antiparallel spin alignments, which, as usual, results in an
antiferromagnetic coupling in second order perturbation theory between two electron spins in
the Wannier states x and x′.9 However, by the terms in Eq. (31), these two spins are already
ferromagnetically coupled – and this ferromagnetic coupling will be much stronger than the
perturbative antiferromagnetic coupling coming from the remaining terms. Thus, these terms
will only slightly diminish the ferromagnetic intra-edge coupling. We only need to keep this in
the back of our mind for possible quantitative considerations later, but for the moment we keep
only the effective Hubbard term and the ferromagnetic intra-edge coupling
Hˆes ≈
∑
xx′,σ
[txx′ eˆ
†
xAσeˆx′Bσ +H.c.] +
∑
s
U∗
∑
x
nˆexs↑nˆ
e
xs↓ −
∑
s
∑
x<x′
JFxx′
2
∑
µ
sˆµxssˆ
µ
x′s. (32)
If not for the hopping term (first term) in Eq. (32), we could completely get rid of the fermionic
representation and work exclusively with the spin degrees of freedom. So our aim is to reduce
also the hopping term to its contribution to the spin physics. For this we consider one pair
of Wannier orbitals at different edges (xA) and (x′B) and assume that there are in total two
electrons in these two orbitals. Thus, our basis is
| ↑; ↑〉, | ↓; ↓〉, | ↑; ↓〉, | ↓; ↑〉, | ↑↓; 0〉, |0; ↑↓〉, (33)
where the last two states are those where one Wannier orbital is doubly occupied. Let us write
down the Matrix representation of Hˆes in Eq. (32) in this subspace:
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −txx′ −txx′
0 0 0 0 txx′ txx′
0 0 −txx′ txx′ U∗ 0
0 0 −txx′ txx′ 0 U∗

(34)
One can directly check that this matrix has zero-energy eigenstates | ↑; ↑〉, | ↓; ↓〉, and (| ↑; ↓
〉+ | ↓; ↑〉)/√2, which are exactly the three spin triplets |T+〉, |T−〉, and |T 0〉, respectively. The
spin singlet (| ↑; ↓〉 − | ↓; ↑〉)/√2 is not an exact eigenstate of the Hamiltonian – it couples to
the doubly occupied states via the hopping terms. But since these doubly occupied states have
a much higher energy U∗ than all other energy scales, we can treat this coupling perturbatively.
However, it is also easily possible to fully diagonalize this matrix analytically. Doing so and
expanding the eigenvalues in txx/U , one finds that the singlet acquires an energy correction
9The same effect will give rise to antiferromagnetic inter-edge couplings, which we will discuss in some more
detail below. So if you are not familiar with this strong coupling limit of the Hubbard model, just go on reading –
it will be explained.
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of −4t2xx′/U∗ in leading order. This means that in the low-energy sector, where the Wannier
orbitals are singly occupied, the antiparallel alignment of the electron spins (this is the singlet)
is favored by an energy JAxx′ = 4t
2
xx′/U
∗.
So we have finally reduced the fermionic edge state theory to the leading spin physics. Now we
define our spin-1
2
operators Sµxs for the electron spins in the Wannier states
Sˆµxs=ˆ
1
2
sˆµxs. (35)
Note that there is no equal sign in the above equation because sˆ acts on the fermionic Fock
space, while Sˆ only acts on a spin space. In terms of these spin operators we may formulate the
Heisenberg theory of edge magnetism as
HˆH =
∑
x,x′
JAxx′SˆxA · Sˆx′B −
∑
s
∑
x<x′
JFxx′Sˆxs · Sˆx′s. (36)
Let us again discuss what we have gained by deriving this effective spin theory. Such a Hamilto-
nian as in Eq. (36) can be simulated very efficiently, e.g., by quantum Monte-Carlo techniques
(see Chapter B4) or by the density matrix renormalization group. Computations with tens of
thousands of effective spins are possible. Such a number of effective spins corresponds to tens
or even hundreds of millions of carbon lattice sites (see, e.g., Ref [6]), which is the size of actual
graphene ribbons available in experiments. On the other hand, a comparison of the solution of
this effective theory with the exact solution of the lattice system10 shows that the predictions of
the effective theory are extremely close to the results of exact methods, such as quantum Monte-
Carlo techniques [3]. Most importantly, however, the effective Heisenberg theory enables the
investigation of very fundamental questions regarding the interrelation of classical and quantum
physics in magnetic systems. This will be discussed Section 4.3.
4 The nature of edge magnetism
In the previous section we have derived a powerful description of correlation effects at graphene
edges. Now we want to actually use those effective theories in order to understand what edge
magnetism actually is.
4.1 Mean-field approximation
Mean-field approximations are a simple way of treating interacting systems. One may formulate
the aim of mean-field theory as follows: Find the non-interacting theory which gives the best
approximation to an interacting theory. However, one must emphasize here that mean-field
theory is not a controlled approximation. Not only that it usually overestimates interaction
effects; also it easily develops artifacts and provides qualitatively wrong results. So, mean-field
theory must be used with caution! And this is especially true in one dimension as in the case of
edge magnetism.
But despite of all its potential issues, mean-field theory is usually a good starting point. Thus,
we perform the mean-field approximation of the fermionic edge state theory Hˆ = Hˆ0,es + HˆU,es
10This is possible only for small systems, of course.
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[see Eqs. (21) and (11)]. The mean-field approximation of HˆU,es reads11
HˆU,es =
U
N1
∑
s
∑′
k,k′,q
Γ(k, k′, q) : eˆ†k+qs↑eˆks↑ :: eˆ
†
k′−qs↓eˆk′s↓ : (37)
M.F.≈ U
N1
∑
s
∑′
k,k′
Γ(k, k′, 0)
[
eˆ†ks↑eˆks↑〈: eˆ†k′s↓eˆk′s↓ :〉+ 〈: eˆ†ks↑eˆks↑ :〉eˆ†k′s↓eˆk′s↓
]
= HˆMFU,es,
where 〈·〉 is the average with respect to the mean-field Hamiltonian HˆMFes = Hˆ0,es + HˆMFU,es.
In the second line we have dropped the normal order in the non-averaged fermion bilinears,
since this only leads to a constant term in the Hamiltonian. Furthermore, we have assumed that
momentum is still a good quantum number in the mean-field theory (which is a very reasonable
assumption) so that 〈: eˆ†k+qsσeˆksσ :〉 ∝ δq,0. Thus, only the q = 0 term in the momentum sum
survives. Due to the symmetry Γ(k, k′, 0) = Γ(k′, k, 0) the mean-field Hamiltonian may be
further simplified to
HˆMFU,es = U
∑
sσk
eˆ†ksσeˆksσn˜sσ¯(k), (38)
with
n˜sσ(k) =
1
N1
∑
k′
Γ(k, k′, 0)〈: eˆ†k′sσeˆk′sσ :〉. (39)
The total mean-field Hamiltonian HˆMFes is bilinear in the edge state operators and diagonal in
k. The remaining degrees of freedom are the sublattice s and the spin σ, i.e., HˆMFes is a sum of
4 × 4 blocks. Furthermore, each block consists of two diagonal 2 × 2 blocks – one for each
spin σ. Thus, HˆMFes is very easy to diagonalize. One can either perform this diagonalization
analytically and obtain a closed formula for the averages 〈: eˆ†k′sσeˆk′sσ :〉 in terms of the n˜sσ(k)
from the previous run, or one can simply diagonalize this 4 × 4 matrix numerically. Here, we
will follow the latter route. We write the Hamiltonian as
HˆMFes =
∑′
k
(eˆ†kA↑, eˆ
†
kB↑, eˆ
†
kA↓, eˆ
†
kB↓)

n˜A↓(k) tk 0 0
tk n˜B↓(k) 0 0
0 0 n˜A↑(k) tk
0 0 tk n˜B↑(k)

︸ ︷︷ ︸
=h(k)

eˆkA↑
eˆkB↑
eˆkA↓
eˆkB↓
 . (40)
The averages 〈: eˆ†k′sσeˆk′sσ :〉 can be calculated from the eigenvectors χkn, n = 1, 2, 3, 4 of h(k),
which we find numerically. It is assumed that the eigenvectors are ordered such that lower
energies correspond to smaller n. We aim at a half-filled system, which means that the two
lowest energy eigenstates of h(k) are occupied for each k.12 Thus, one finds
〈: eˆ†kA↑eˆkA↑ :〉 = |(χk1(k))1)|2 + |(χk2(k))1)|2 − 1/2 (41)
〈: eˆ†kB↑eˆkB↑ :〉 = |(χk1(k))2)|2 + |(χk2(k))2)|2 − 1/2 (42)
〈: eˆ†kA↓eˆkA↓ :〉 = |(χk1(k))3)|2 + |(χk2(k))3)|2 − 1/2 (43)
〈: eˆ†kB↓eˆkB↓ :〉 = |(χk1(k))4)|2 + |(χk2(k))4)|2 − 1/2. (44)
11We have dropped the constant term in the Hamiltonian.
12This is actually a rather nontrivial assumption. However, one may check that without the assumption of ’half
filling per k’, the results are the same. Only the algorithm becomes a little more complicated.
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Fig. 3: Self-consistent mean-field solutions
of the averages 〈: eˆ†ksσeˆksσ :〉 for ribbon
lengths N1 = 200 and different ribbon
widths N2. The positive curves correspond
to (A ↑), (B ↓) and the negative curves
correspond to (B ↑), (A ↓). In the calcu-
lations we have assumed U = J .
Given an initial guess for the n˜sσ(k), which enters h(k), one then calculates the averages
〈: eˆ†k′sσeˆk′sσ :〉 and from them a new set of n˜sσ(k). This constitutes a self-consistency cycle,
which we run until the averages do not change any longer.
Figure 3 shows some solutions for different ribbon widths after the self-consistency cycle has
converged. One can see that for all ribbon widths (parametrized by N2) the different edges
A,B have opposite spin polarizations. The limits ±1/2 correspond to full spin polarization.
Further note that, although we have used fixed Hubbard U and hoppings J on the original
honeycomb lattice, the opposite spin polarizations at opposite edges are practically independent
on these parameters. A closer inspection shows, however, that not for all momenta k the spin
polarization is saturated. Instead, close to the two Dirac points at k = 2pi/3 and k = 4pi/3 the
spin polarization decreases. This has two reasons: (1) The edge states become more and more
delocalized into the bulk close to the Dirac points, and eventually opposite edge states start to
overlap and hybridize. But if electrons with different spin directions start to hop (one could also
say fluctuate) from one edge to the other, the spin polarization is suppressed. (2) Since the edge
states are less localized close to the Dirac points, the effective electron-electron interaction they
feel becomes also smaller (remember the argumentation in the Introduction). The interaction,
however, is the driving force for the spin polarization, and if the driving force becomes weaker,
so does the spin polarization.
4.2 Exact results
In the previous subsection we have discussed the simplest possible approximate solution to the
interacting effective edge state theory, i.e., the mean-field solution. The central feature of this
solution was a spin polarization, i.e., a magnetization at the edges, with opposite spin directions
at opposite edges. This suggests that, if one would measure the local magnetization at an edge,
it would be finite. Now we will argue that this is generally not true, but only an artifact of the
mean-field approximation. Further ingredients are needed in order to really obtain a static spin
polarization at the edges. In this section we employ the Heisenberg theory of edge magnetism
(36), which, we have to emphasize this here again, has been derived in a controlled way from
the original Hubbard model on the honeycomb lattice Hˆ0 + HˆU [see Eqs. (1) and (12)].
The Heisenberg theory of edge magnetism
HˆH =
∑
x,x′
JAxx′SˆxA · Sˆx′B −
∑
s
∑
x<x′
JFxx′Sˆxs · Sˆx′s (45)
has the form of a spin ladder with ferromagnetic leg couplings and antiferromagnetic rung cou-
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plings. The only difference to the traditional spin ladders is that not only the nearest-neighbor
spins couple, but the coupling is rather long-ranged (see Fig. 4).
Fig. 4: Quantum Heisenberg ladder. The green lines represent antiferromagnetic couplings, the
blue lines represent ferromagnetic couplings. The solid lines are nearest-neighbor couplings, as
they are present in the traditional Heisenberg ladders. The dashed lines represent the additional
distant spin couplings present in the Heisenberg theory of edge magnetism. For better visibility,
only those distant couplings attached to one particular spin are shown.
It is well known that the exact ground state of this type of spin ladders is a spin-singlet, i.e.,
the total spin S of the system, where S(S + 1) =
(∑
s,x Sˆsx
)2
, is zero. As a consequence,
the spin polarization 〈Sˆsx〉 = 0 for all s, x,13 which is in direct contradiction to the mean-field
solution. Of course, one may also calculate the spin polarization of the model Hamiltonian (45)
directly for small systems by exact diagonalization or by quantum Monte-Carlo techniques and
one consistently finds a vanishing spin polarization.
By a quantum Monte-Carlo technique based on the stochastic series expansion, one can simu-
late (45) for extremely large systems (up to several tens of thousands of spins) and extract the
spin-spin correlation 〈SˆzxsSˆzx′s′〉 between a given pair of spins. In mean-field theory this corre-
lation is constant – a trivial consequence of the static spin polarization erroneously predicted in
this approximation. The exact calculation however shows that the spin-spin correlation decays
exponentially as a function of the distance between the two spins under consideration. The
length scale on which this decay takes place decreases with the ribbon width (see Fig. 5).
Another useful quantity, which is accessible via the above-mentioned quantum Monte-Carlo
technique, is the spin gap ∆. In this context ∆ can be thought of as the energy of the lowest
excitation above the singlet ground state. Again, mean-field theory predicts ∆ = 0 while exact
methods give rise to a finite ∆. So in these respects, mean-field theory fails. In particular, it is
interesting to note that the failure of mean-field theory is independent of the size of the system,
i.e., the length of the nanoribbon.
4.3 Quantum-dynamical aspects
In the previous subsection we have argued that the mean-field prediction of static spin polariza-
tions at the edges of graphene ribbons is wrong, essentially because post mean-field methods,
as well as exact theorems [8], consistently predict a unique singlet ground state with zero spin
13This can easily be seen by the following hand-waving argument: The ground state is a spin singlet, which
means that it is non-degenerate. Furthermore, HˆH is invariant under global spin rotations. A local spin polarization,
however, is not invariant under global spin rotations, which is in contradiction to the fact that a unique ground state
must obey the symmetries of the Hamiltonian.
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Fig. 5: Spin gap ∆, correlation length ξ (left) and spin-spin correlation function (right) of the
effective Heisenberg ladder corresponding to a chiral ribbon (adopted from Ref. [6]).
polarization. The problem is that the same argument is in principle applicable to all antifer-
romagnetic models. Each spin system of finite size with two equally large subgroups of spins
which are coupled antiferromagnetically has a spin-singlet ground state and thus, following the
above argumentation, can never develop a Ne´el-like ground state with finite spin polarizations.
The good news is that this issue has been known for decades and its resolution for traditional
3D antiferromagnets is well understood by now.
A very convenient model for discussing this issue of the singlet ground state is the Lieb-Mattis
model of antiferromagnetism
HˆLM =
2
N
∑
x,x′
SˆxA · Sˆx′B, (46)
where N is the total number of spins per spin group. For simplicity we assume N to be even.
This model describes two groups of spins, A and B, and each spin in the A group is coupled
antiferromagnetically to each spin in the B group. It is due to this infinite range coupling that
this model is exactly solvable. With Sˆs =
∑
x Sˆxs the Lieb-Mattis Hamiltonian becomes
HˆLM =
2
N
SˆA · SˆB = 1
N
[
(SˆA + SˆB)
2 − Sˆ2A − Sˆ2B
]
. (47)
Now we employ the usual spin algebra and see that Sˆ2s = Ss(Ss + 1) with Ss = 0, 1, . . . , N/2
and (SˆA + SˆB)2 = S(S + 1) with S = |SA − SB|, . . . , SA + SB. The lowest possible energy
within these degrees of freedom is assumed for minimal S and maximal SA and SB, i.e., S = 0
and Ss = N/2. This is a more formal way of saying that the ground state is a spin singlet with
S = 0.
Now that we know the exact spectrum ES,SA,SB = [S(S + 1)− SA(SA + 1)− SB(SB + 1)]/N
of the Lieb-Mattis model, we may ask under which circumstances the Ne´el state, where, say,
SzA = SA and S
z
B = −SB, is a ground state. The Ne´el state is a superposition of states with the
same SA/B = N/2 but with different S = 0, 1, . . . , and is therefore not an eigenstate of HˆLM.
But on the other hand the energy differences of the different terms are proportional to 1/N , i.e.,
they decrease with the system size N . So in the thermodynamic limit N → ∞ the Ne´el state
indeed becomes an eigenstate. This mechanism is known as the collapse of the tower of states
[9, 10].
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Can we now directly apply this collapse of the tower of states to edge magnetism? This is where
the significance of the spin gap ∆ becomes apparent, since it directly answers this question with
No! In the Lieb-Mattis model, as well as in other three-dimensional models of ferromagnetism,
the excitation energies of those states needed to build the Ne´el state approach zero in the ther-
modynamic limit. But this is not true for the graphene nanoribbons (see Fig. 5). There, the
spin gap only depends on the width of the ribbon. Its length is actually irrelevant (as long as
the ribbon is longer than the correlation length) for the spin gap.14 So the relevant excitation
energies in nanoribbons do not vanish in the thermodynamic limit [6] and, therefore, the tower
of states does not collapse. As a consequence, ribbons of finite width will never have a Ne´el
ground state, even if they are infinitely long.
The spin gap ∆ becomes small for very wide ribbons, which raises the question: Shouldn’t there
be a point at which ∆ is so small that it is zero for all practical purposes? Or in other words:
What mechanism renders extremely small excitation energies irrelevant? In what follows we
will tackle this question on a phenomenological level, again employing the exactly solvable
Lieb-Mattis model. And at this point it should also be noted that the finite-size Lieb-Mattis
model with its infinite-ranged interaction can be simulated by special graphene nanoribbons
[6].
We have understood that the classical Ne´el state |ψN〉 is not an eigenstate, let alone the ground
state of the Lieb-Mattis Hamiltonian. This means that a system prepared into |ψN〉 will change
with time. Within the Lieb-Mattis model, this time evolution can actually be calculated exactly
by straightforward diagonalization of the Hamiltonian (see, e.g., Ref [6]). We will not do this
here explicitly, but only state the main result: The sublattice magnetization, which is maximal at
the time of the preparation of the system in |ψN〉, decays to zero on a ’quantum-dynamics’ time
scale τqd ∼ ~/∆, where ∆ is the first excitation energy (the spin gap). Now we assume that
at time t0 = 0 we measure the spin polarization of the system (zeroth measurement), with the
result that on the sublattice A (or, equivalently, on the edge A) the polarization is, say, positive,
while being opposite on the other sublattice. In other words, we have prepared the system in
a Ne´el state via the zeroth measurement. The next measurement takes place at time t = t1.
What will we measure? If t1  τqd, the system had no time to evolve away from the Ne´el
state. Therefore the result of the first measurement will be the same as the result of the zeroth,
with practically 100% probability. If we then proceed with the second, third, . . . measurement,
always with tn − tn−1  τqd, the system will stay in the initially prepared Ne´el state. Our
measurement frequency is so large that it pins the system to a certain state, no matter if this
is an eigenstate of the Hamiltonian or not. Phenomenon is known as the Quantum Zeno effect
[11]. In the other limit tn− tn−1  τqd the quantum dynamics due to the system Hamiltonian is
faster than our measurement frequency so that the prepared spin polarization decays completely
between successive measurements. In this case successive measurements will not yield the same
results but will fluctuate.
This mechanism described above is at the very heart of the more general crossover from quan-
tum physics to classical physics. The most important concept in this field is decoherence.
Conceptually, decoherence enters the game via the notion that it is not necessarily a dedicated
measurement apparatus which observes the system in order to pin it in an actually unstable state
(e.g. the Ne´el state). The environment, which is usually very hard to decouple from the system
under consideration, also plays the role of an observer (see, e.g., the relatively new concept of
environment as a witness in the context of Quantum Darwinism [12]). Thus, usually it is the
14This is a property well known for quantum spin ladders.
Edge Magnetism B6.19
time scale of decoherence τd which must be compared to the time scale of quantum dynamics
τqd in order to determine whether the system is perceived as classical (with spin polarizations
and Ne´el order) or quantum (with a singlet ground state) by an external observer.
5 Conclusion
It was the aim of this chapter to demonstrate how the quantum-mechanical nature of a certain
phenomenon, edge magnetism in our case, can be investigated theoretically without resorting to
uncontrolled approximations that spoil the true quantum nature of the ground state. The central
point of this theory was the reduction of the degrees of freedom to the most relevant ones,
thereby enabling the study of realistically large system with hundreds of millions of lattice
sites with post-mean-field methods. As a result of this reduction we obtained two effective
low-energy theories for the interacting edge states of a graphene nanoribbon.
On the basis of these theories we have developed a systematic understanding of edge mag-
netism. We have understood that the naive mean-field-theoretical treatment shows severe arti-
facts which suggest the presence of a static magnetization at zigzag edges of graphene’s hon-
eycomb lattice. Exact methods which do not rely on the mean-field approximation, however,
show that this simple picture is incomplete in that it does not respect the central role of quantum
fluctuations. Taken into account properly, these force the system into a singlet ground state and
thereby wash out the magnetization. Nevertheless, by the much simpler effective description
we were able to identify concepts and mechanisms (the quantum Zeno effect and decoherence)
which potentially destroy the quantum nature of edge magnetism in favor of classical spin po-
larizations. Is should also be clear from this study that the simple question, if edge magnetism
is a classical magnetization effect or rather a quantum effect, cannot be answered from within
the isolated theory of a graphene lattice. The role of the environment and of the measurement
itself must be accounted for properly.
B6.20 M. Schmidt
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1 Introduction
Many essentially analytical approaches to the quantum many-body problem of model Hamilto-
nians are based on the idea of a perturbative expansion in a small parameter; in its purest form
this is plain perturbation theory [1, 2, 3]. Often the single-particle problem encountered at van-
ishing two-particle interaction can be solved exactly—although, already this might provide a
challenge if e.g. several bands matter, disorder cannot be neglected or effective couplings such
as spin-orbit interaction are relevant. Throughout this lecture we will assume that the Green
function for U = 0 can be computed and that U , being the amplitude of the two-particle inter-
action, is our small parameter. We aim at the computation of the one-particle irreducible vertex
functions such as the free energy (zero-particle vertex), the self-energy (one-particle vertex),
and the effective two-particle interaction (two-particle vertex) from which observables, spectral
functions, and correlation functions of interest can be obtained. To classify the different terms
contributing in the perturbation theory Feynman diagrams become handy. Typically, perturba-
tion theory is limited to the first one or two orders in U as the effort to compute further terms
becomes exceedingly large.
Here we do not aim to give a complete account of the limitations of low-order perturbation the-
ory in the two-particle interaction and thus only describe two typical scenarios which motivate
the use of nonperturbative approaches.
1) Perturbation theory in U , that is a Taylor expansion of vertex functions around U =
0, usually leads to an asymptotic series. Evaluating the n-th order Taylor polynomial
beyond some order-dependent characteristic interaction strength U (n)c typically leads to
results which do not even qualitatively agree with the exact ones. E.g. an approximate
vertex function becomes negative while the exact one is positive. For a given model
U
(n)
c is usually not known which renders the use of perturbation theory beyond the rather
restricted regime of U → 0 at least “dangerous”. In applications one is often interested in
results beyond the regime of asymptotically smallU . In our discussion of the classical and
quantum harmonic oscillator with quartic perturbation we will encounter such a situation.
In this case resummations of entire classes of Feynman diagrams of related geometry
might be useful. The self-consistent Hartree-Fock (mean-field) approximation, the RPA
(random phase approximation), and GW are “classic” approximations schemes based on
this idea (see lectures A3 by M. Betziger and A4 by C. Friedrich).
2) Analytical expressions encountered in perturbation theory might diverge if, at temperature
T = 0, the energy is approaching the Fermi energy εF and simultaneously the momen-
tum k the Fermi momentum kF, that is if the models infrared (low-energy) limit is probed.
This constitutes a severe problem as one is particularly interested in interaction effects at
low energy scales at which these are most prominent. Interacting electron systems often
exhibit very distinct behavior on different energy scales. Composite objects and collective
phenomena emerge at scales far below the bare energy scales of the microscopic Hamilto-
nian (emergent energy scales). For example, in cuprate high-temperature superconductors
one bridges three orders of magnitude from the highest scale, the bare Coulomb interac-
tion, via the intermediate scale of short-range magnetic correlations, down to the lowest
scale of d-wave superconductivity and other ordering phenomena. This diversity of scales
particularly prominent in low-dimensional systems (e.g. the above mentioned effectively
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
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two-dimensional high-temperature superconductors) is the reason for the divergences ap-
pearing in perturbation theory in which all scales are treated at once and within the same
approximation. We note in passing that the multitude of scales is also a major obstacle
to a straightforward numerical solution of microscopic models, since the most interesting
phenomena emerge only at low temperatures and in systems with a large size. It is thus
natural to treat degrees of freedom with different energy scales successively, descending
step by step from higher to lower scales. This is the main idea behind the renormal-
ization group (RG), which you might have heard about in the context of quantum field
theory and/or critical phenomena. Here we will encounter a somewhat weaker form of
low-energy (often logarithmic) divergences associated to the appearance of an emergent
low-energy scale in our spinless quantum dot model discussed below.
The functional RG (funRG; often also called exact RG) provides a vivid and formally appealing
formulation of the RG idea which can directly be applied to microscopic models of (nonrela-
tivistic) many-Fermion systems. It is physically as transparent as Wilson’s momentum shell RG
but can (at least formally) easily be extended to higher orders. As already indicated funRG can
cure the shortcoming 2) of perturbation theory. In addition, it overcomes 1). In fact, “classic”
diagrammatic resummation schemes such as RPA can be rederived from funRG. The funRG
is flexible and other resummations can be achieved as well. With respect to 1) funRG can be
viewed as a ”renormalization group enhanced perturbation theory”.
RG methods have a long tradition in the theory of interacting Fermi systems. Already in the
1970s, various versions of the RG have been used to deal with infrared singularities arising
in one-dimensional Fermi systems [4]. Naturally, RG was also applied to (mostly bosonic)
effective field theories describing critical phenomena at continuous classical or quantum phase
transitions in interacting Fermi systems [5].
Renormalization group approaches dealing with interacting fermions in arbitrary dimensions d
have been developed much later. Due to the extended (not point-like) geometry of the Fermi
surface singularity in dimensions d > 1, the renormalization group flow cannot be reduced
to a finite number of running couplings. However, the main reason for the delayed develop-
ment of a comprehensive RG approach for interacting Fermi systems in higher dimensions was
probably not this difficulty, but rather a lack of motivation. The few infrared singularities ap-
pearing in three-dimensional Fermi systems could usually be handled by simple resummations
of perturbation theory (e.g. by RPA). Triggered by the issue of non-Fermi liquid behavior
in two-dimensional systems, and the related discussion on the validity of perturbation theory,
systematic RG approaches to interacting Fermi systems in arbitrary dimensions have been de-
veloped by various groups in the early 1990s.
The Wilsonian RG for interacting Fermi systems was popularized by Ref. [6], which contains
some of the main ideas in a pedagogical style. A Hamiltonian-based RG interpretation of Fermi
liquid theory was presented in Ref. [7], in which not only translation invariant systems but also
models for magnetic impurities in metals are discussed. As an alternative to the Wilsonian RG
one may also use flow equations for Hamiltonians based on infinitesimal unitary transforma-
tions, which make the Hamiltonian successively more diagonal [8]. This approach has been
used successfully for quantum impurity models and other systems [9]. A numerical version of
the RG concept—the so-called called numerical RG (NRG)—particularly suited for quantum
impurity problems was discussed by T. Costi in lecture B3.
We will introduce the funRG considering two toy models: the classical and quantum harmonic
oscillator with quartic perturbation. The quartic terms ∝ x4 and ∝ xˆ4, respectively, correspond
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to the two-particle interaction in fermionic many-body models (see lecture B2 by S. Jakobs).
For the oscillator models plain perturbation theory is of course regular (and you might have
encountered it before), that is no divergencies appear. The merits of funRG thus boil down
to provide resummations which agree very well to the numerically obtained exact results up
to very large interactions—in contrast to plain perturbative results the overall shape of the U -
dependence of the vertices is captured favorably. In the past roughly 15 years funRG was
applied to different two-, one- and “zero-”dimensional many-body systems. An application of
the first type will be discussed by C. Honerkamp (see lecture C5). Here we will focus on its
application to “zero”-dimensional problems of quantum dots featuring a few interacting degrees
of freedom coupled to noninteracting leads. Studying the single-impurity Anderson model (see
lecture B2 by T. Costi) as well as the interacting resonant level model we will discuss the merits
and shortcomings of the funRG in describing correlation physics of interacting quantum dots
characterized by spin as well as charge fluctuations (see lectures B5 by H. Schoeller and C7
by M. Wegewijs). For both models the funRG approach was extended to nonequilibrium (see
lecture B2 by S. Jakobs). We will present results for the bias voltage driven steady state as well
as the nonequilibrium relaxation dynamics towards this state for the interacting resonant level
model. A comprehensive review of the funRG approach to fermionic many-body systems is
given in Ref. [10]
2 The classical anharmonic oscillator
In standard notation the Hamilton function of the harmonic oscillator with quartic perturbation
is given by
H(x, p) =
p2
2m
+
1
2
mω0x
2 + Ux4. (1)
Within classical statistical mechanics we might be interested in computing the canonical parti-
tion function (β = 1/T )
Zc
Zc,0 =
1
Zc,0
∫ ∞
−∞
dp
∫ ∞
−∞
dx e−βH(x,p), (2)
where Zc,0 denotes the “noninteracting” partition function with U = 0. From Zc thermody-
namic observables can be computed as usual. While the momentum integral is the same in
the numerator and denominator and drops out the nongaussian integral over position cannot be
given in closed form. This observation already contains the essence of the quantum many-body
problem as follows from the functional integral approach to the latter [2] (see also lecture B2 by
S. Jakobs). To bring our notation closer to the one used in fermionic systems we rewrite Eq. (2)
as
Zc
Zc,0 =
1√
2piG0
∫ ∞
−∞
dψe−
ψ2
2G0 e−
g
4!
ψ4 (3)
with G0 = (βmω0)−1 and βU = g/4!. We used that the position integral of Zc,0 gives
√
2piG0.
This partition function can be supplemented to become the generating function of Green func-
tions as well as connected Green functions
W(θ) = 1√
2piG0
∫ ∞
−∞
dψ e−
ψ2
2G0 e−
g
4!
ψ4 e−θψ , Wc(θ) = ln [W(θ)] (4)
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with the external source θ which here is merely a real number but in actual many-body prob-
lems becomes a complex (bosons) or Grassmann (fermions) field [2]. The present choice of
definitions implies that
G0 =
d2Wc0
dθ2
∣∣∣∣
θ=0
=
〈
ψ2
〉
0
. (5)
As usual the averaging with the noninteracting action is denoted by
〈F (ψ)〉0 =
1√
2piG0
∫ ∞
−∞
F (ψ)e−
ψ2
2G0 .
with an arbitrary function F (ψ).
Taking the 2m-th derivative of Eq. (4) with respect to θ and setting θ = 0 leads to them-particle
connected Green functions
Gc0 = ln
〈
e−
g
4!
ψ4
〉
0
= ln I0, (6)
Gc1 =
d2Wc
dθ2
∣∣∣∣
θ=0
=
〈
ψ2e−
g
4!
ψ4
〉
0〈
e−
g
4!
ψ4
〉
0
=
I2
I0
, (7)
Gc2 =
d4Wc
dθ4
∣∣∣∣
θ=0
=
〈
ψ4e−
g
4!
ψ4
〉
0〈
e−
g
4!
ψ4
〉
0
− 3
〈
ψ2e−
g
4!
ψ4
〉2
0〈
e−
g
4!
ψ4
〉2
0
=
I4
I0
− 3I
2
2
I20
. (8)
The integrals In are defined by
In =
1√
2piG0
∫ ∞
−∞
dψ ψne−
ψ2
2G0 e−
g
4!
ψ4 .
For a given g they can easily be performed numerically providing us with exact results for the
Green functions. Relating to the many-body problem we define a self-energy Σ as
Gc1 =
1
[G0]−1 − Σ . (9)
We emphasize that what we are eventually interested in is Zc/Zc,0 or equivalently the interact-
ing part of the “free energy” (up to T ) Gc0. Thus considering higher order (connected) Green
(or vertex functions as introduced next) might on first glance be considered as unnecessary.
However, as we will see later these are required to obtain an accurate approximation for the free
energy within funRG.
With the definition
φ = −dWc/dθ (10)
a Legendre transform to the generating function of vertex functions is given by
Γ(φ) = −Wc(θ)− φθ − 1
2
[
G0
]−1
φ2,
where the one-particle irreducible vertices γm are obtained as
γm = d
2mΓ/dφ2m
∣∣
φ=0
. (11)
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This directly implies
Gc0 = −γ0. (12)
With
dΓ/dφ = −θ − φ [G0]−1 (13)
one obtains
1 =
dφ
dφ
= − d
dφ
dWc
dθ
= −dθ
dφ
d2Wc
dθ2
=
(
d2Γ
dφ2
+
[
G0
]−1) d2Wc
dθ2
. (14)
For φ = 0 = θ this leads to
Gc1 =
1
[G0]−1 + γ1
,
which implies γ1 = −Σ. Taking the second derivative of Eq. (14) with respect to φ and setting
the external sources to 0 it follows that
Gc2 = − (Gc1)4 γ2.
With these relations γ0, γ1, and γ2 can be computed exactly once the In are known.
Before computing the γm within funRG we treat the problem at hand in second order pertur-
bation theory and the mean-field approach (the self-consistent Hartree-Fock approximation).
As discussed in lecture A3 by M. Betziger the latter is very successfully used to study certain
types of many-body problems but fails if correlations matter. In fact, it is tempting to define
“correlation effects” as those which are not captured by the mean-field approach. As we will
see the mean-field approximation works very well in our toy models but leads to artifacts when
studying quantum dots with a few interacting degrees of freedom.
2.1 Perturbation theory and mean-field theory
To determine γ0, γ1 = −Σ, and γ2 up to second order perturbation theory in g we use Wicks
theorem, the linked-cluster theorem, and the fact that only one-particle irreducible diagrams
contribute to γm (see lecture B2 by S. Jakobs). Later we are interested in the case G0 = 1 and
therefore set up the perturbation theory only for this choice. We find
γ0 =
1
8
g − 1
12
g2 +O(g3), (15)
γ1 = −Σ = −1
2
g +
5
12
g2 +O(g3), (16)
γ2 = g − 3
2
g2 +O(g3). (17)
The g-dependence of the γn up to second order are compared to the exact results obtained by
numerical integration in Fig. 1. While perturbation theory gives very good results for2 g /
2The regime in which perturbation theory can be used increases with decreasing order of the vertex function.
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Fig. 1: The g-dependence of the vertices (a) γ0, (b) γ1, and (c) γ3. The exact results are
compared to the ones obtained within second order perturbation theory, the mean-field approx-
imation, and funRG to different truncation orders mc.
0.2 the agreement quickly deteriorates beyond this value and perturbation theory fails even
qualitatively.
Within the variational mean-field approach one determines the frequency of an effective har-
monic oscillator such that it provides a good approximation to the free energy of the oscillator
with quartic perturbation. In the quantum case (see below) it is equivalent to the Rayleigh-Ritz
variational approach discussed in almost every text book on quantum mechanics. For G0 = 1
the “effective” Hamilton function of the remaining problem reads
H(ψ) = H0(ψ) +Hint(ψ) =
1
2
ψ2 +
g
4!
ψ4 (18)
leading to the mean-field Hamilton function
HMF(ψ) =
1
2
ψ2
(
1 +
g
2
〈
ψ2
〉
MF
)
, (19)
with the mean-field expectation value
〈
ψ2
〉
MF
=
1√
2pi
∫∞
−∞ dψψ
2e−ψ
2(1+g〈ψ2〉
MF
/2)/2
1√
2pi
∫∞
−∞ dψe
−ψ2(1+g〈ψ2〉MF/2)/2
=
1
1 + g 〈ψ2〉MF /2
. (20)
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This equation must be solved self-consistently. In the present toy model the solution of the
Hartree-Fock equation can easily be obtained〈
ψ2
〉
MF
=
2
1 +
√
1 + 2g
(21)
such that the self-energy within the mean-field approximation is given by
ΣMF = −γMF1 = −
1
2
g
2
1 +
√
1 + 2g
. (22)
Within this approximation the free energy is as usual (see lecture A3 by M. Betziger) given
by the free energy resulting from the mean-field Hamilton function HMF after subtracting the
interaction energy
γMF0 =
1
2
ln
[
1 + g
〈
ψ2
〉
MF
/2
]− g
8
〈
ψ2
〉2
MF
. (23)
We emphasize that if expanded in g Eqs. (23) and (22) agree to their perturbative counterparts
Eqs. (15) and (16) only to linear order in g. We here refrain from discussing the mean-field
effective interaction, which would be the two-particle vertex in RPA. In Fig. 1 the g-dependence
of γMF0/1 is compared to the exact solution. In contrast to perturbation theory the mean-field
solution reproduces the over all shapes of the exact vertex functions although for larger g only
qualitatively.
2.2 The funRG flow equations and truncation schemes
We now compute the γm within the funRG. In a first step we supplement the noninteracting
single-particle Green function G0 by a parameter Λ leading to G0,Λ. This must be done in a
way such that G0,Λi = 0 and G0,Λf = G0 (= 1 for the chosen parameters; see above) with
the initial Λi and final Λf values of Λ. Besides this the functional dependence of G0,Λ on Λ
can be chosen arbitrarily but should be regular. We emphasize that the derivation of the funRG
flow equations does not rely on the specific choice. Later we will use the simple dependence
G0,Λ = Λ, Λi = 0, Λf = 1 for the classical anharmonic oscillator. For the case of the quantum
anharmonic oscillator and fermionic many-body problem of correlated quantum dots we will
choose the Λ-dependence of G0,Λ in such a way that Λ introduces an infrared cutoff to the
problem. This way one can realize the above described successive treatment of energy scales
characteristic to a RG procedure. For the classical case the notion of an infrared cutoff does
not apply as the variable is energy independent. Via G0,Λ the generating functionsW ,Wc, and
Γ become Λ-dependent. By taking the external source θ → θΛ of Wc,Λ as Λ-dependent we
can achieve that the (for our purposes) fundamental source φ = −dWc,Λ/dθΛ of ΓΛ remains
Λ-independent. As a crucial step in the RG procedure we now take the derivative
d
dΛ
ΓΛ(φ) =
d
dΛ
[
−Wc,Λ(θΛ)− φθΛ − 1
2
[
G0,Λ
]−1
φ2
]
= −W˙c,Λ(θΛ)− 1
2
Q˙Λφ2, (24)
were we used Eq. (13) to go from the first to the second line. The dot denotes the deriva-
tive with respect to the explicite Λ-dependence and QΛ =
[
G0,Λ
]−1. Taking the derivative of
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Eq. (4) (supplemented by all Λ-dependencies) with respect to the explicite Λ-dependence (not
the one acquired via θΛ) one obtains the funRG flow equation for the generating function of the
connected Green functions
W˙c,Λ = 1
2
G0,ΛQ˙Λ − 1
2
Q˙Λ
[
d2Wc,Λ
dθ2
+
(
dWc,Λ
dθ
)2]
. (25)
Inserting this into Eq. (24) and using Eq. (10) gives
Γ˙Λ = −1
2
G0,ΛQ˙Λ +
1
2
Q˙Λ
[
d2Wc,Λ
dθ2
+ φ2
]
− 1
2
Q˙Λφ2
= −1
2
G0,ΛQ˙Λ +
1
2
Q˙Λ
[
d2ΓΛ
dφ2
+QΛ
]−1
. (26)
This partial differential equation constitutes the fundamental flow equation of the funRG ap-
proach (in the one-particle irreducible formulation used here). It is supplemented by the initial
condition
ΓΛi(φ) =
g
4!
φ4, (27)
which follows form the vanishing of the free propagation at Λi, G0,Λi = 0: the only remaining
diagrammatic element is the interaction vertex. We emphasize, that Eq. (26) is still exact, that
is, a solution would provide the exact generating function from which the exact vertex functions
can be obtained. This implies, that the solution does not depend on the specific choice of the
Λ- (cutoff-)dependence of the noninteracting single-particle Green function G0,Λ as long as it
fulfills the above mentioned boundary conditions at Λi/f .
It will turn out to be efficient to rewrite the last factor of Eq. (26) in terms of the cutoff-dependent
full propagator, that is the connected one-particle Green function Gc,Λ1 = [Q
Λ + γΛ1 ]
−1
[
d2ΓΛ
dφ2
+QΛ
]−1
=
[(
Gc,Λ1
)−1
+
d2ΓΛ
dφ2
− γΛ1
]−1
=
[
1 +Gc,Λ1 U
]−1
Gc,Λ1 (28)
with
U = d
2ΓΛ
dφ2
− γΛ1 = O(φ2). (29)
Inserting Eq. (28) into Eq. (26) gives
Γ˙Λ(φ) = −1
2
G0,ΛQ˙Λ +
1
2
Gc,Λ1 Q˙
Λ
(
1 +Gc,Λ1 U
)−1
=
1
2
[
Gc,Λ1 −G0,Λ
]
Q˙Λ − 1
2
Gc,Λ1 Q˙
ΛGc,Λ1 U +
1
2
Gc,Λ1 Q˙
ΛGc,Λ1 UGc,Λ1 U + . . .
=
1
2
[
Gc,Λ1 −G0,Λ
]
Q˙Λ − 1
2
SΛU + 1
2
SΛUGc,Λ1 U + . . . . (30)
Besides the scale dependent full propagator Gc,Λ1 the (so-called single-scale) propagator SΛ =
Gc,Λ1 Q˙
ΛGc,Λ1 appears.
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Fig. 2: Graphical representation of the funRG flow equations for γ1, γ2, and γ3. The line stands
for propagation with Gc,Λ1 , the slashed one for propagation with SΛ.
Instead of attempting to directly solve the flow equation for ΓΛ in one of the above given forms3
we will expand ΓΛ as a Taylor polynomial in the source φ
ΓΛ(φ) =
∞∑
m=0
1
(2m)!
γΛmφ
2m, (31)
with the expansion coefficients being the cutoff-dependent vertices γΛm. By definition Γ
Λ is an
even function of φ. Thus only even powers contribute. By comparing the orders of φ on the left
and right hand side of Eq. (30) one obtains an infinite hierarchy of coupled differential equations
for the vertices. The first few read
γ˙Λ0 =
1
2
[
Gc,Λ1 −G0,Λ
]
Q˙Λ, γΛi0 = 0, (32)
γ˙Λ1 = −
1
2
SΛγΛ2 , γΛi1 = 0, (33)
γ˙Λ2 = −
1
2
SΛγΛ3 + 3SΛγΛ2 Gc,Λ1 γΛ2 , γΛi2 = g, (34)
γ˙Λ3 = −
1
2
SΛγΛ4 + 15SΛγΛ2 Gc,Λ1 γΛ3 − 45SΛγΛ2 Gc,Λ1 γΛ2 Gc,Λ1 γΛ2 , γΛi3 = 0. (35)
A graphical presentation of these equations reminiscent of Feynman diagrams is given in Fig. 2.
For m ≥ 1 the flow of γΛm only depends on the γΛn with n ≤ m and on γΛm+1. Remind that SΛ
and Gc,Λ1 contain the flowing self-energy −γΛ1 . The zero-particle vertex γΛ0 does not enter on
the right hand side of any of the flow equations while its flow is determined by γΛ1 . The latter
implies that, as mentioned above, to obtain a funRG result for γΛf0 we need to consider higher
order vertices as well.
To obtain a practical scheme the hierarchy has to be truncated such that the system of equations
becomes finite and closes. The guiding principle is perturbation theory. Using that for m ≥ 3,
γm has contributions only to order gm and higher, one sees that the truncation scheme to order
mc in which γΛmc+1 → γΛimc+1 reproduces all the vertices with m ≤ mc correctly at least to order
mc (in perturbation theory in g). The flow equations for the γm with m > mc do not have to
be considered. Further down I will show this explicitely. Before doing so we now return to our
specific choice of the cutoff function. Inserting that G0,Λ = Λ and using the definition of SΛ
3This might be a reasonable approach in the present toy problem but clearly becomes useless in case of quantum
many-body problems for which the corresponding flow equation is a partial functional differential equation.
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the flow equations (32)-(35) to truncation order mc = 3 read
γ˙Λ0 =
1
2
γΛ1
1 + ΛγΛ1
, (36)
γ˙Λ1 =
1
2
γΛ2
(1 + ΛγΛ1 )
2 , (37)
γ˙Λ2 =
1
2
γΛ3
(1 + ΛγΛ1 )
2 − 3Λ
(
γΛ2
)2
(1 + ΛγΛ1 )
3 , (38)
γ˙Λ3 = −15Λ
γΛ2 γ
Λ
3
(1 + ΛγΛ1 )
3 + 45Λ
2
(
γΛ2
)3
(1 + ΛγΛ1 )
4 , (39)
with the initial conditions
γΛi=02 = g , γ
Λi=0
m = 0 form 6= 2. (40)
They can easily be solved on a computer using standard algorithms. In Fig. 1 the results for
the g-dependence of γ0, γ1, and γ2 at the end of the flow at Λf = 0 are compared to the
exact ones. The three truncation orders mc = 1, 2, 3 are considered. Similar to the mean-field
approximation the over all interaction dependence of the vertices is reproduced quite well. With
increasing truncation order the quality of the approximation systematically improves. Already
for mc = 2 funRG is superior to the mean-field approximation and for mc = 3 the results
are highly accurate at least for the g-ranges shown. The lower the order of the vertex function
the longer the approximation is quantitative; note the different g-axis scales. This exemplifies
that the feedback of the flowing vertices on the right hand side of the differential RG equations
leads to a systematic and meaningful resummation of Feynman diagrams; in this sense funRG
is a ”renormalization group enhanced perturbation theory”. Note that none of the above funRG
truncation schemes is equivalent to the mean-field approximation. This will become important
further down when discussing quantum dots. In such systems self-consistent Hartee-Fock leads
to artificial spontaneous symmetry breaking which can be avoided using funRG.
We emphasize that after truncation the results at fixedmc will generically depend on the specific
choice of the cutoff; while agreeing to order mc two different cutoff choices lead to different
contributions of higher order terms. To gain insights into this dependence one can study the
same problem using two or more different cutoff schemes and compare results.
To complete the considerations of the classical harmonic oscillator with quartic perturbation we
show how the perturbative results Eq. (16) and (17) follow from the RG flow equations. One
expands the γΛm in powers of g
γΛm =
∞∑
n=1
γΛm,ng
n,
substitutes this expansion on both sides of the flow equations, and compares the orders of g. To
first order one obtains
γ˙Λ1,1 =
1
2
γΛ2,1,
γ˙Λm,1 = 0 for m ≥ 2
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and to second order
γ˙Λ1,2 =
1
2
γΛ2,2 − ΛγΛ2,1γΛ1,1, (41)
γ˙Λ2,2 = −3Λ
(
γΛ2,1
)2
, (42)
γ˙Λm,2 = 0 for m ≥ 3. (43)
As the γΛm are one-particle irreducible all vertices with m ≥ 3 are of higher order in g, or more
precisely
γΛm,n = 0 for n < m.
They do not contribute to the flow equations up to order g2.
Starting from γΛi=02,1 = 1 and γ
Λi=0
n,m = 0 the differential equations resulting from the expansion
in orders of g can successively be integrated analytically. One first integrates γ˙Λ2,1 and substitutes
the result in the equation for γ˙Λ1,1. This way one gets
γΛ2 = g +O(g2)
γΛ1 =
1
2
Λg +O(g2) ,
that is for Λ = 1 we reproduce the results of first order perturbation theory Eqs. (16) and (17).
After this step the right hand side of the equation for γ˙Λ2,2 is known and the differential equation
can be integrated. This leads to the right hand side of the equation for γ˙Λ1,2. This way one can
compute γ1 and γ2 up to second order in g
γ2 = g − 3
2
g2 +O(g3) (44)
γ1 =
1
2
g − 5
12
g2 +O(g3) . (45)
This explicitely shows that one can reproduce second order perturbation theory from truncated
funRG (this includes γ0 which was not discussed here). As elaborated on above using funRG to
truncation order mc one systematically captures all terms of plain perturbation theory to order
mc. Due to the feedback of the vertices on the right hand sides and the differential structure of
the RG equations specific higher order terms are resummed. Apparently, the selection inherent
to the funRG formalism is meaningful (at least for the present example).
3 A bit of the general formalism
Before studying our second toy problem, namely the quantum harmonic oscillator with quartic
perturbation, it is advantageous to take a brief look at the general funRG formalism for quan-
tum many-body problems. Compared to the above the variables and external sources become
functions, the generating functions become functionals, and Green and vertex functions become
matrices.
Expressed as a (coherent state) functional integral the grand canonical partition function of
a system of quantum mechanical particles (either fermions or bosons) interacting via a two-
particle potential can be written as [2] (see also lecture B2 by S. Jakobs)
Z
Z0 =
1
Z0
∫
Dψ¯ψ exp
{
(ψ¯,
[
G0
]−1
ψ)− Aint
({ψ¯}, {ψ})}, (46)
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with the interacting part of the action
Aint
({ψ¯}, {ψ}) = 1
4
∑
k′1,k
′
2,k1,k2
v¯k′1,k′2,k1,k2ψ¯k′1ψ¯k′2ψk2ψk1 , (47)
and Z0 being the noninteracting partition function. Here ψ and ψ¯ denote either Grassmann
(fermions) or complex (bosons) fields. The multi-indices k(
′)
j stand for the quantum numbers of
the single-particle basis in which the problem is considered (e.g. momenta and spin directions)
and Matsubara frequencies ω. We have introduced the short hand notation(
ψ¯,
[
G0
]−1
ψ
)
=
∑
k,k′
ψ¯k
[
G0
]−1
k,k′ ψk′ ,
with the propagator G0 of the related noninteracting problem given as a matrix. The anti-
symmetrized (fermions) or symmetrized (bosons) matrix elements of the two-particle interac-
tion are denoted by v¯k′1,k′2,k1,k2 . They contain the energy conserving factor δω+ω′,ν+ν′ and 1/β.
The generating functional of the m-particle Green function is given by
W ({θ¯}, {θ}) = 1Z0
∫
Dψ¯ψ exp
{(
ψ¯,
[
G0
]−1
ψ
)
− Aint({ψ¯}, {ψ})−
(
ψ¯, θ
)− (θ¯, ψ)} ,(48)
with
(
ψ¯, θ
)
=
∑
k ψ¯kθk and the external source fields θ and θ¯. From this the generating func-
tional of the connected m-particle Green function follows as
Wc ({θ¯}, {θ}) = ln [W ({θ¯}, {θ})]. (49)
The (connected)m-particle Green functionG(c)m can be obtained by taking functional derivatives
G(c)m (k
′
1, . . . , k
′
m; k1, . . . , km) =
δm
δθ¯k′1 . . . δθ¯k′m
δm
δθkm . . . δθk1
W(c) ({θ¯}, {θ})∣∣∣∣∣
θ=0=θ¯
. (50)
By a Legendre transformation (φk = −δWc
({θ¯}, {θ}) /δθ¯k, φ¯k = −ζδWc ({θ¯}, {θ}) /δθk)
Γ
({φ¯}, {φ}) = −Wc ({θ¯}, {θ})− (φ¯, θ)− (θ¯, φ)+ (φ¯, [G0]−1 φ) , (51)
the generating functional of the one-particle irreducible vertex functions γm, with external
source fields φ and φ¯ and
γm (k
′
1, . . . , k
′
m; k1, . . . , km) =
δm
δφ¯k′1 . . . δφ¯k′m
δm
δφkm . . . δφk1
Γ
({φ¯}, {φ})∣∣∣∣∣
φ=0=φ¯
, (52)
is obtained. The relations between the G(c)m and γm can be found in text books [2]. They
are matrix generalization of the ones discussed in the last section. The zero-particle vertex γ0
provides the interacting part of the grand canonical potential Ω
Ω = −T lnZ = Tγ0 − T lnZ0 .
For the one-particle Green function we obtain
G1(k
′; k) = Gc1(k
′; k) = −ζGk′,k =
[
γ1 − ζ
[
G0
]−1]−1
k′,k
,
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where
Gk′,k =
[[
G0
]−1 − Σ]−1
k′,k
,
with the self-energy Σ, and ζ = −1 for fermions or ζ = 1 for bosons, respectively. This implies
the relation Σ = ζγ1.
Following the steps described in the last section we introduce a cutoff Λ to the noninteracting
propagator G0 → G0,Λ obeying the boundary conditions given above at Λi/f . The generating
functionals, Green functions, and vertices acquire a Λ-dependence. In most of our applications
we use a sharp Matsubara frequency cutoff with
G0,Λ = Θ (|ω| − Λ)G0 (53)
and consider Λi → ∞ as well as Λf = 0. By excluding the degrees of freedom close to the
Fermi surface (at ω = 0) problems which are infrared divergent in perturbation theory are
regularized; energy scales are treated successively. We differentiate Wc,Λ with respect to Λ,
which after straightforward algebra leads to
d
dΛ
Wc,Λ = ζ Tr (QΛG0,Λ)+ Tr (QΛ δ2Wc,Λ
δθ¯δθ
)
+ ζ
(
δWc,Λ
δθ
,QΛ δW
c,Λ
δθ¯
)
, (54)
with
QΛ = d
dΛ
[
G0,Λ
]−1
. (55)
From Eq. (51) we obtain
d
dΛ
ΓΛ
({φ¯}, {φ}) = − d
dΛ
Wc,Λ ({θ¯Λ}, {θΛ})− (φ¯, d
dΛ
θΛ
)
−
(
d
dΛ
θ¯Λ, φ
)
+
(
φ¯,QΛφ) .
Applying the chain rule and using Eq. (54) this leads to
d
dΛ
ΓΛ = −ζ Tr (QΛG0,Λ)− Tr (QΛ δ2Wc,Λ
δθ¯ΛδθΛ
)
.
Using the standard relation [2] between the second functional derivatives of Γ andWc we obtain
the functional partial differential equation
d
dΛ
ΓΛ = −ζ Tr (QΛG0,Λ)− Tr (QΛV1,1
φ¯,φ
(ΓΛ, G0,Λ)
)
, (56)
where V1,1
φ¯,φ
stand for the upper left block of the matrix
Vφ¯,φ(ΓΛ, GΛ) =
 δ2ΓΛδφ¯δφ − ζ [G0,Λ]−1 δ2ΓΛδφ¯δφ¯
δ2ΓΛ
δφδφ
δ2ΓΛ
δφδφ¯
−
[[
G0,Λ
]−1]t
−1 (57)
and the upper index t denotes the transposed matrix.
To obtain differential equations for the γΛm which include self-energy corrections we express
Vφ¯,φ in terms of GΛ instead of GΛ,0. This is achieved by defining
Uφ¯,φ =
δ2ΓΛ
δφ¯δφ
− γΛ1
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and using
GΛ =
[[
G0,Λ
]−1 − ζγΛ1 ]−1 (58)
which leads to
d
dΛ
ΓΛ = −ζ Tr (QΛG0,Λ)+ ζTr (GΛQΛV˜1,1
φ¯,φ
(ΓΛ, GΛ)
)
, (59)
with
V˜φ¯,φ
(
ΓΛ, GΛ
)
=
[
1−
(
ζGΛ 0
0
[
GΛ
]t )( Uφ¯,φ δ2ΓΛδφ¯δφ¯δ2ΓΛ
δφδφ
ζU t
φ¯,φ
)]−1
. (60)
For later applications it is important to note that Uφ¯,φ as well as δ2ΓΛδφ¯δφ¯ and δ
2ΓΛ
δφδφ
are at least
quadratic in the external sources. The initial condition for the exact partial functional differential
equation (59) can either be obtained by lengthy but straightforward algebra not presented here,
or by the following simple argument: at Λ = Λi, G0,Λi = 0 (no degrees of freedom are “turned
on”) and in a perturbative expansion of the γΛim the only term which does not vanish is the bare
two-particle vertex. We thus find
ΓΛi
({φ¯}, {φ}) = Aint ({φ¯}, {φ}) . (61)
An exact infinite hierarchy of flow equations for the γΛm can be obtained by expanding Eq. (60)
in a geometric series and ΓΛ in the external sources
ΓΛ
({φ¯}, {φ}) = ∞∑
m=0
ζm
(m!)2
∑
k′1,...,k′m
∑
k1,...,km
γΛm (k
′
1, . . . , k
′
m; k1, . . . , km) φ¯k′1 . . . φ¯k′mφkm . . . φk1 .
The equation for γΛ0 reads
d
dΛ
γΛ0 = −ζ Tr
(QΛG0,Λ)+ ζ Tr (QΛGΛ) . (62)
Via GΛ the derivative of γΛ0 couples to the one-particle self-energy. For the flow of the self-
energy we obtain
d
dΛ
γΛ1 (k
′; k) = ζ
d
dΛ
ΣΛk′,k = Tr
(SΛγΛ2 (k′, . . . ; k, . . .)) , (63)
with the single scale propagator
SΛ = GΛQΛGΛ . (64)
Here γΛ2 (k
′, . . . ; k, . . .) is a matrix in the variables not explicitly written, i.e.[
γΛ2 (k
′, . . . ; k, . . .)
]
q′,q = γ
Λ
2 (k
′, q′; k, q).
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The diagrammatic representation of Eq. (63) is of the form given in Fig. 2 supplemented by
arrows at the lines and labels k and k′. The flow equation for γΛ2 reads
d
dΛ
γΛ2 (k
′
1, k
′
2; k1, k2) = Tr
(SΛγΛ3 (k′1, k′2, . . . ; k1, k2, . . .))
+ζ Tr
(
SΛγΛ2 (. . . , . . . ; k1, k2)
[GΛ]t γΛ2 (k′1, k′2; . . . , . . .))
+ζ Tr
(
SΛγΛ2 (k′1, . . . ; k1, . . .)GΛγΛ2 (k′2, . . . ; k2, . . .)
+ζ [k′1 ↔ k′2] + ζ [k1 ↔ k2] + [k′1 ↔ k′2, k1 ↔ k2]
)
. (65)
A simplified (no arrows and labels) diagrammatic representation is shown in Fig. 2. Crucially,
the structure of the funRG flow equations for a general quantum many-body problem is the
same as the one obtained for the classical anharmonic oscillator discussed in the last section.
The right hand sides of the coupled differential equations contain the feedback of the scale
dependent vertices on the flow of these. The initial conditions for the γΛim can be obtained from
Eq. (61) and are given by
γΛi2 (k
′
1, k
′
2; k1, k2) = v¯k′1,k′2,k1,k2 , γ
Λi
m = 0 for m 6= 2 . (66)
In contrast to our discussion of the above toy model we here refrain from explicitly presenting
flow equations for γΛm with m ≥ 3 since later on the set of differential equations is truncated by
setting γΛ3 = γ
Λi
3 = 0, which implies that vertices with m ≥ 3 do not contribute.
The truncation procedure to obtain a finite, closed set of coupled equations is exactly the same as
introduced for the toy model: formc ≥ 2, the vertex γΛmc+1 on the right hand side of the coupled
flow equations is replaced by its initial condition γΛimc+1 = 0. This set of differential equations
can then be integrated over Λ starting at Λi down to Λf providing approximate expressions for
the γm of the original (cutoff free) problem with m ≤ mc. Expanding γΛm in terms of the bare
interaction, conventional perturbation theory for the grand canonical potential, the self-energy,
the effective interaction and higher order vertex functions can be recovered from an iterative
treatment of the flow equations (see above). The vertex functions obtained from the truncated
equations are at least correct up to order mc in the bare interaction but contain (incomplete)
resummations of higher order terms.
4 The quantum anharmonic oscillator
We now consider a second toy model namely the quantum harmonic oscillator with quartic
perturbation. Due to the quantum nature the variables and external sources will become func-
tions of the Matsubara frequency but do not carry single-particle quantum numbers. The funRG
approach to this toy problem is in many respects as complex as the approach to problems of
quantum dots with local Coulomb interaction coupled to noninteracting reservoirs (see below).
In appropriate units the Hamiltonian is given by
Hˆ =
1
2
pˆ2 +
1
2
xˆ2 +
g
4!
xˆ4 = Hˆ0 + Hˆint (67)
with the position operator xˆ, the momentum operator pˆ, and the coupling constant g. We here
focus on T = 0 and are interested in low-lying eigenenergies En as well as the (imaginary)
time-ordered propagator
G(τ) = 〈E0| T [xˆ(τ)xˆ(0)] |E0〉 , (68)
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with |En〉 being the eigenstates of Eq. (67) and xˆ(τ) = exp (iHˆτ)xˆ exp (−iHˆτ). We note that
the Green function/propagator considered here differs structurally from the ones defined in the
last section. The latter are expectation values of a product of a raising and a lowering operator,
while the current one includes a product of the position operator which is the sum of two ladder
operators: xˆ = (aˆ+ aˆ†)/
√
2. The Fourier transform of this Green function can be written as
G(iω) =
∫ ∞
−∞
dτ eiωτG(τ) = 1
[G0(iω)]−1 − Σ(iω) , (69)
where we have introduced the self-energy Σ and the noninteracting propagator
G0(iω) = 1
ω2 + 1
. (70)
In contrast to the more general notation used in the last section, propagators and the self-energy
only depend on a single frequency and do no longer contain the energy conserving δ-function
here. The propagator has the Lehmann representation [1, 2]
G(iω) = 1
2
∞∑
n=1
[
1
iω + (En − E0) −
1
iω − (En − E0)
] ∣∣〈E0| (aˆ+ aˆ†) |En〉∣∣2 . (71)
The spectral weights
sn =
∣∣〈E0| (a+ a†) |En〉∣∣2
and energies En fulfill the f-sum rule [1]
1 =
∞∑
n=1
(En − E0) sn. (72)
It turns out that for coupling constants g ≤ 50 considered here the sums in Eqs. (71) and
(72) are dominated by the first few terms. For this reason only the first few eigenstates and
eigenenergies are required to obtain accurate (“numerically exact”) results for G(iω). These
can quite easily be obtained by expressing Hˆ in the basis of eigenstates |n〉 of the unperturbed
harmonic oscillator and numerically diagonalizing the upper left corner of the (infinite) matrix
〈n|H |n′〉 with n, n′ ≤ nc and a sufficiently large nc. For g ≤ 50, nc = 100 turns out to be
large enough to fulfill the sum rule Eq. (72) to very high precision.
4.1 Second order perturbation theory and mean-field theory
For the g-dependent part of the ground state energy second order perturbation theory yields
e
(2)
0 = E
(2)
0 − E00 =
1
32
g − 7
1536
g2 (73)
and for the self-energy one obtains
Σ(2)(iω) = −1
4
g +
1
32
g2 +
1
8
g2
1
ω2 + 9
. (74)
Within the funRG approximate expressions for
En,0 = En − E0
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and sn can be obtained from the poles and residues of the propagator G(iω). Furthermore,
since Eqs. (71) and (72) are dominated by the first few terms we only consider E1,0 and s1.
Second order approximations for these quantities are given by the smallest pole of G(2)(iω) =[
ω2 + 1− Σ(2)(iω)]−1 and the related residue. It is important to note that this approximation
for E(2)1,0 agrees with E
(2)
1 −E(2)0 , where E(2)1 is determined directly from Rayleigh-Schro¨dinger
perturbation theory, only up to second order in g, but is closer to the exact E1,0.
Within mean-field theory, eMF0 and a frequency independent Σ
MF are given by
eMF0 =
1
2
√
1 +
g
2
〈X2〉MF −
g
8
〈
X2
〉2
MF
− 1
2
, ΣMF = −g
2
〈
X2
〉
MF
and 〈X2〉MF is the solution of the self-consistency equation〈
X2
〉
MF
=
1
2
1√
1 + g 〈X2〉MF /2
.
From the mean-field propagator one obtains
EMF1,0 =
√
1− ΣMF , sMF1 =
1
2
1√
1− ΣMF .
4.2 The funRG approach
The grand canonical partition function of the Hamiltonian Eq. (67) can be written in terms of
a Feynman path integral which corresponds to the functional integral presentation of the last
section in position states instead of coherent ones. It reads
Z
Z0 =
1
Z0
∫
D x¯ x exp
{
(x¯,
[G0]−1 x)/2− Aint ({x¯}, {x})} , (75)
with the interacting part of the action
Aint ({x¯}, {x}) = g
β 4!
∑
n1,...,n4
δn1+n2,n3+n4 x¯(iω1)x¯(iω2)x(iω3)x(iω4) , (76)
bosonic Matsubara frequencies ωj = 2pi nj/β, and complex fields x¯(iω) = x(−iω).
As outlined in the last section and using the frequency cutoff Eq. (53) flow equations for the γΛm
can be obtained. Here we focus on the equations in truncation order mc = 2. For T → 0 and
after introducing
eΛ0 = lim
T→0
TγΛ0
we find
d
dΛ
eΛ0 = −
1
2pi
ln
[
1− G0(iΛ) ΣΛ(Λ)] , (77)
with the initial condition eΛi=∞0 = 0. At the end of the flow, e
Λf=0
0 directly provides the funRG
approximation efunRG0 for the g-dependent part of the ground state energy. The flow equation
for the self-energy follows as
d
dΛ
ΣΛ(iω) =
1
2pi
1
Λ2 + 1− ΣΛ(iΛ) g
Λ(iω,−iω, iΛ,−iΛ) , (78)
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with initial condition ΣΛi=∞ = 0. The funRG approximation for the self-energy is ΣfunRG(iω) =
ΣΛi=0(iω). Here gΛ denotes the totally symmetric two-particle vertex which, in contrast to the
vertex γΛ2 introduced in the last section, does not contain an energy conserving δ-function and
factors of β. Due to energy conservation it depends only on three frequencies, but the fourth
will nevertheless always be included in the following. To derive Eqs. (77) and (78) one has to
deal with products of delta functions δ(|ω| −Λ) and terms involving step functions Θ(|ω| −Λ).
These seemingly ambiguous expressions are well defined and unique if the sharp cutoff is im-
plemented as a limit of increasingly sharp broadened cutoff functions Θ, with the broadening
parameter  tending to zero. The expressions can then be conveniently evaluated by using the
following relation, valid for arbitrary continuous functions f [10]:
δ(x− Λ) f [Θ(x− Λ)]→ δ(x− Λ)
∫ 1
0
f(t) dt , (79)
where δ = −dΘ/d.
For gΛ the flow equation reads
d
dΛ
gΛ(iω1, iω2, iω3,−iω1 − iω2 − iω3) = 1
2pi
∫ ∞
−∞
d ν
[SΛ(iν)GΛ(iν − iω1 − iω2)
×gΛ(iω1, iω2,−iν, iν − iω1 − iω2)gΛ(iω3,−iω1 − iω2 − iω3,−iν + iω1 + iω2, iν)
+ (ω2 ↔ ω3) + (ω2 ↔ −ω1 − ω2 − ω3)] . (80)
As the single-scale propagator SΛ(iν) contains a factor δ(|ν| − Λ) the integral over ν in Eq.
(80) can be performed analytically.
To numerically solve the set of differential equations (77), (78), and (80) we have discretized
the frequencies (which at T = 0 are continuous) on a linear mesh ωj = jδ with j = −j0,−j0 +
1, . . . , j0. By increasing j0 and decreasing δ convergence can be achieved up to the required
accuracy. For our purposes j0 = 40 and δ = 0.5 turned out to be appropriate. This leads to a
set of roughly 5.3 × 105 coupled equations. The Λ-integration is started at Λi = 105 making
sure that further increasing Λi does not lead to significant changes in the results. Figure 3 shows
comparisons of e0, E1,0, and s1 for the different approximations considered here and the exact
results. Although the approximate funRG correctly reproduces only the first two derivatives
with respect to g at g = 0, it gives very accurate results even up to g = 50, while conventional
second order perturbation theory can only be trusted for g < 1. This provides yet another
impressive example of the power of “renormalization group enhanced perturbation theory”. To
avoid the problem of analytic continuation from imaginary to real frequencies (see lecture B4
by S. Wessel) the results for efunRG1,0 and s
funRG
1 were obtained by fitting a function a/(ω
2 + b2)
with a and b as fitting parameters to GfunRG(iω) = [ω2 + 1− ΣfunRG(iω)]−1. Assuming this
fitting form we have used that the spectral function is dominated by the first peak.4 For the
problem studied also mean-field theory leads to fairly accurate results (but not as good as the
funRG). This is related to the fact that low-lying eigenstates of the Hamiltonian in Eq. (67) can
be described quite well by the eigenstates of a harmonic oscillator with a modified frequency
determined self-consistently.
4For symmetry reasons the sn with even n vanish. For the g considered here the exact spectral weight s3 is
roughly three orders of magnitude smaller than s1. Thus extracting more than sfunRG1 and E
funRG
1,0 is beyond the
accuracy of our numerical treatment of the flow equations.
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Fig. 3: (a) Coupling constant dependent part of the ground state energy e0 = E0 − E00 as a
function of g. The different approximations are compared to the exact result. The inset shows
the difference between the exact result and the funRG approximation. (b) Energy differenceE1,0
of the first excited state and the ground state. (c) The spectral weight s1 of the first peak.
5 The single impurity Anderson model
We will consider two models of quantum dots with local correlations coupled to two noninter-
acting leads (reservoirs). The single impurity Anderson model (SIAM) is the prototype model
to describe quantum dots with level spacings ∆ much larger than any other energy scale of the
problem, e.g. the level-lead coupling Γ or the charging energy U . Considering T  ∆ one can
then focus on a single dot level and the Hamiltonian consists of three parts (see also the lecture
B3 by T. Costi)
Hˆ = Hˆres + Hˆdot + Hˆcoup. (81)
The left (index L) and right (index R) reservoirs are described by noninteracting electrons with
(for simplicity equal) single-particle dispersion ~k
Hˆres =
∑
~kσl
~kcˆ
†
~kσl
cˆ~kσl, (82)
where cˆ~kσl denote fermionic annihilation operators for electrons with momentum ~k and spin
direction σ =↑, ↓ (= ±) in lead l = L/R. The impurity Hamiltonian contains both single- and
two-particle terms,
Hˆdot =
∑
σ
(
+ σ
B
2
)
dˆ†σdˆσ + U
(
dˆ†↑dˆ↑ −
1
2
)(
dˆ†↓dˆ↓ −
1
2
)
, (83)
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with dˆσ annihilating an electron of spin σ located at the impurity. The single-particle energy
 was shifted such that at B = 0,  = 0 corresponds to the point of particle-hole symmetry,
and U and B denote the strength of the local Coulomb repulsion and of the local Zeeman field,
respectively. Finally, the coupling between the dot and the reservoirs is given by
Hˆcoup = −t
∑
σl
cˆ†σldˆσ + H.c. , (84)
where cˆσl is the local electron operator cˆσl =
∑
~k cˆ~kσl/
√
N with N the number of lead lattice
sites. For simplicity we assume that the tunneling from the dot to the left and right reservoirs
is equal. This assumption can easily be relaxed. In lecture B3 T. Costi already gave you an
overview of the physics of this model with a particular focus on the Kondo effect.
In order to apply the funRG scheme presented above to the SIAM Hamiltonian Eq. (81), the
noninteracting reservoirs have to be integrated out. This leads to the reservoir self-energy as
introduced by S. Jakobs in lecture B2. Thereafter, instead of dealing with an infinite system
(after taking N →∞) one only needs to consider two interacting (spin up and down) particles.
For the noninteracting dot Green function we obtain
G0σ(iω) =
1
iω − − σB/2 + i sgn(ω)Γ , (85)
where the hybridization Γ = ΓL + ΓR = 2pi|t|2
∑
~k δ(E − ~k)/N is assumed to be energy-
independent (wide-band limit).
Here we will primarily consider the case T = 0 in which correlations are most prominent.
Perturbation theory of this model in the local two-particle interaction U is regular (the different
terms do not diverge) but does not show Kondo physics [1]. The mean-field solution of the
SIAM is e.g. discussed in the text book Ref. [3]. In particular, for  = 0 and B = 0 it shows
spontaneous spin symmetry breaking if U/Γ > pi, that is when entering the regime in which
Kondo physics starts to matter. This is an artifact of the approximation and provides sufficient
motivation to use alternative resummation schemes such as funRG.
5.1 The funRG to truncation order mc = 1
We will start out by considering funRG in the simplest truncation scheme with mc = 1. Within
this the two-particle vertex does not renormalize, that is it remains the bare interaction, and
the interacting part of the self-energy is frequency independent. This directly follows from
the Hartree-Fock-like topology of the diagrammatic representation of γ˙Λ1 and the frequency
independence of the bare two-particle interaction. We use the frequency cutoff Eq. (53). The
set of flow equations derived within the general formalism thus boils down to two equations for
the dot self-energies of the up and down spin directions. Combined with the unrenormalized
(bare) level positions  + σB/2 we end up with flow equations for effective renormalized ones
V Λσ = + σB/2 + Σ
Λ
σ which read
d
dΛ
V Λσ =
UV Λ−σ/pi
(Λ + Γ)2 + (V Λ−σ)2
, (86)
with initial conditions V Λ=∞σ =  + σB/2. At the end of the flow, the renormalized level
position Vσ = V Λ=0σ determines the dot spectral function
ρσ(ω) = − 1
pi
ImGσ(ω + iη) =
1
pi
Γ
(− Vσ)2 + Γ2 , (87)
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Fig. 4: Level position dependence of the linear conductance for U/Γ = 4pi at B = 0.
which is a Lorentzian of full width 2Γ and height 1/piΓ centered around Vσ. The approximation
Gσ(ω + iη) of the single-particle Green function (the dot propagator) is given by Eq. (85) with
the bare level position + σB/2 replaced by the renormalized one. We note that in the present
truncation order the analytic continuation from Matsubara to real frequencies (see lecture B4 by
S. Wessel) is straightforward as the self-energy is frequency independent. It is very appealing
and helps a lot in developing an intuition of interaction effects, that in truncation order mc = 1
at the end of the funRG flow one has to deal with an effective single-particle problem (frequency
independent self-energy). The interaction effects are coded in the parameter dependence of the
self-energy. This is reminiscent of the Hartree-Fock approximation with the crucial difference
that for the SIAM funRG avoids the spurious spontaneous symmetry breaking.
Let us for now consider the case of vanishing Zeeman splitting. The solution of the differential
Eq. (86) at Λ = 0 can be given in closed from as
vJ1(v)− γJ0(v)
vY1(v)− γY0(v) =
J0(e)
Y0(e)
, (88)
with v = V pi/U , e = pi/U , γ = Γpi/U , and Bessel functions Jn, Yn. For || < Vc this
equation has a solution with small |V |, where vc = Vcpi/U is the first zero of J0 corresponding
to Vc ' 0.77U . For U  Γ the crossover to a solution with |V | being of order U (for || > Vc)
is fairly sharp. Expanding both sides of Eq. (88) for small |v| and |e| gives
V =  exp
(
− U
piΓ
)
. (89)
The consequent exponential pinning of the spectral weight in Eq. (87) at the chemical potential
for small || and the sharp crossover to a V of order U when || > Vc is characteristic of Kondo
physics (see lecture B3 by T. Costi). The pinning is captured by our approximate approach
despite the fact that the true spectral function has a very different form than the Lorentzian
Eq. (87) with a very sharp Kondo resonance of width TK ∼ exp [−piU/(8Γ)] [1, 3] and Hub-
bard satellites. The Kondo scale TK is a prototype emergent energy scale as discussed in the
introduction.
On the one hand side we must thus conclude that the present approximation scheme cannot be
used when aiming at the dot spectral function. On the other hand it becomes meaningful when
considering observables which are given by the frequency integrated spectral function such as
the dots occupancy (not shown here) or the spectral weight at the chemical potential ρ(ω = 0)
such as the linear response conductance (see lectures A9 by S. Tsukamoto, B2 by S. Jakobs, B3
by T. Costi, B5 by H. Schoeller, and C7 by M. Wegewijs). In general the linear conductance is
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Fig. 5: Level position dependence of the total conductance G (a) and the spin-resolved one (b)
of a single dot with U/Γ = 3pi for different Zeeman fields B expressed in units of the  = 0
Kondo temperature TNRGK /Γ = 0.116. Solid lines: NRG data from Ref. [11]. Dashed line:
funRG approximation with flow of static part of the vertex.
given by the current-current correlation function (Kubo formula) [1, 3]. For the present model
at zero temperature the exact conductance has the simple form5
G() = G↑() +G↓(), Gσ() =
e2
h
piΓρσ(0) (90)
in terms of the dot spectral function. The pinning of the spectral weight when varying the bare
level position  then leads to a plateau like resonance in the linear conductance G() which has
a completely different line shape as the U = 0 one which is Lorentzian. This is shown for
rather strong interaction U/Γ = 4pi in Fig. 4. For the SIAM the T = 0 conductance can be
computed exactly using a method called Bethe ansatz. Obviously to order mc = 1 the  regime
of the pinning is overestimated. This weakness can be cured by slightly extending the mc = 1
scheme.
Flow of the static part of the two-particle vertex: The next step is to include the flow of
the two-particle vertex γΛ2 , but still neglect the three-particle vertex γ
Λ
3 as well as the frequency
dependence of γΛ2 . For the effective flowing local two-particle interaction we obtain the equation
d
dΛ
UΛ =
2
(
UΛ
)2
V Λ↑ V
Λ
↓ /pi[
(Λ + Γ)2 + (V Λ↑ )2
] [
(Λ + Γ)2 + (V Λ↓ )2
] , (91)
with initial condition UΛ=∞ = U . It complements Eq. (86) for the flow of the level positions
in which on the right hand sides U must be replaced by the flowing interaction UΛ. The set of
coupled differential equations can easily be solved on a computer using standard algorithms. As
shown in Fig. 4 keeping the flow of the static part of the interaction improves the quality of the
approximation significantly. We emphasize, that we cannot speak of this approximation as the
truncation order mc = 2 scheme as the later requires to keep the dependence of the two-particle
vertex on three frequencies which then also leads to a frequency dependent self-energy.
Zeeman field dependence of the linear conductance: We next consider the case of finite
Zeeman fields. For B > 0 the Kondo resonance in the NRG solution of the spectral function
splits into two peaks with a dip at ω = 0, resulting in a dip of G() at  = 0. In Fig. 5 we
compare the total G = G↑ + G↓ and partial G↑ conductance obtained from the above funRG
truncation scheme including the flow of the effective interaction with NRG results (see lecture
5Note that we use the same letter for the linear conductance and the Green function. From the context it should
become clear which of the two is meant.
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B3 by T. Costi) for different B expressed in units of TNRGK = 0.116Γ, where T
NRG
K is the
width of the Kondo resonance at the particle-hole symmetric point  = 0 obtained by NRG
[11]. As the data for B/TNRGK = 1 suggest (see Fig. 5 (a)) the Zeeman field dependence of
the conductance allows to extract the Kondo scale; the latter is given by the B at which the
conductance is suppressed by a factor 1/2 compared to the unitary value 2e2/h. In fact, at
particle-hole symmetry T funRGK ∼ exp [−U/(pi8)]. The funRG approach to order mc = 1 thus
leads to a resummation which implies an exponential dependence on U/Γ; the prefactor of U/Γ
in the argument is 1/pi which is rather close to the exact prefactor pi/8.
Applications to more complex dot models: As the physics discussed in the present section
was known prior to the application of funRG to truncation order mc = 1 the above results can
merely be seen as a verification (“benchmarking”) that this approximation provides a reasonable
starting point to study more complex dot models, such as e.g. multi-level dots. The effort to
numerically solve the funRG flow equations only grows moderately with increasing number of
correlated degrees of freedom which must be contrasted to other approaches in which the com-
putational limits are reached more quickly. The present funRG approximation was e.g. used to
study two-level dots showing novel resonance [12] (with experimental verification in Ref. [13]),
to investigate the so-called phase lapse problem of mesoscopic physics experimentally uncov-
ered in the mid nineties [14] in which several dot levels matter [15], and the Josephson current
through a single-level quantum dot with superconduction leads [16] also investigated experi-
mentally [17]. We reemphasize, that due to the lack of frequency dependence of the self-energy
the mc = 1 truncation should not be used when aiming at dynamical properties or finite temper-
ature effects. To tackle those one has to resort at least to the order mc = 2 truncation at which
the effective interaction and the self-energy become frequency dependent. We next discuss the
latter in its application to the SIAM.
5.2 The funRG to truncation order mc = 2
After integrating out the leads in the SIAM one has to deal with two interacting degrees of
freedom (spin-up or -down electron on the dot level). The complexity of setting up funRG flow
equations to order mc = 2 is thus comparable to the one for the toy problem of the quantum
harmonic oscillator with quartic perturbation discussed in Sect. 4.2.
We refrain from presenting the derivation of the corresponding set of coupled differential flow
equations and here do not even give these equations. These and a detailed derivation can be
found in Refs. [18] and [19]. We instead focus on a discussion of the merits and shortcomings.
The numerical solution of the funRG flow equations and the computation of observables pro-
vides two challenges: (i) one has to ensure that the discretization of frequency space was chosen
fine enough and (ii) that funRG provides imaginary frequency results. The required analytic
continuation (see lecture B4 by S. Wessel) is an ill-posed problem and based on numerical
data contains several pitfalls. Figure 6 shows a comparison of the dots spectral function at
T =  = B = 0 obtained by a (stable) analytic continuation (by Pade´ approximation) of funRG
data with highly accurate NRG results and other approximate ones. The interaction is U/Γ = 5
being at the boundary of the regime in which the Kondo effect starts to dominate the physics.
This can e.g. seen by the sizable narrowing of the central resonance compared to the nonin-
teracting width Γ. The funRG spectral function nicely agrees to the NRG data and is clearly
superior to second order perturbation theory (in particular at small frequencies; see the inset of
Fig. 6). In addition, the outcome of the restricted Hartree-Fock approximation is shown. In the
latter one considers the not spin symmetry broken solution of the self-consistency equation. It
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Fig. 7: The renormalized mass as a function of U/Γ (for B = 0). The funRG results are
compared to NRG and second order perturbation theory.
does not capture the narrowing of the central peak.
Going to significantly larger U/Γ that is approaching the strong coupling regime is not possible
within the funRG approach based on truncation schemes which are guided by perturbation
theory (as considered here). Even if a stable analytic continuation can be achieved—the latter
is getting more and more difficult with increasing U—the agreement with NRG data starts to
deteriorate. In fact, at large U/Γ the width of the central peak which is proportional to the
Kondo scale does not become exponential in U/Γ within funRG (to truncation order mc = 2).
A measure for the inverse of this width, namely the renormalized mass m∗, is shown in Fig. 7.
While for U/Γ / 5 the agreement with NRG data is excellent it quickly starts to become bad
at larger U/Γ. The second order perturbation theory results start to deviate significantly earlier
form the NRG curve. Fortunately, many of the experimental systems showing indications of
Kondo physics have effective interactions of the order of those accessible to funRG. It thus
becomes a useful tool despite its lack of capturing the strong coupling physics. Furthermore,
using certain tricks computing the linear conductance does not require a full fledged analytic
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continuation of numerical funRG data and can be obtained in a more stable way [20]. In Fig. 8
we compare the level position dependence of funRG results for the linear conductance G at
different temperatures with NRG data for U/Γ = 4 (at B = 0).
Two alternative funRG based approaches to the SIAM which do not rely on the assumption that
U constitutes a small parameter are described in Refs. [24] and [25]. Both have their individual
merits and shortcomings.
By considering a functional integral representation of the generating functional for connected
Green functions on the Keldysh contour (see lecture B2 by S. Jakobs) the present funRG scheme
was extended to study the SIAM in a bias voltage driven nonequilibrium steady state; for the
order mc = 1 truncation, which has a rather limited range of applicability, see Ref. [21] while
the superiormc = 2 truncation is discussed in Ref. [22]. Note that in nonequilibrium it is advan-
tageous to use a different cutoff scheme which in contrast to the sharp energy cutoff preserves
causality [22]. The current-(bias-)voltage characteristics computed within the second scheme
nicely agrees to those obtained by alternative numerical or analytical methods [23]. We empha-
size that at finite bias voltage no exact results for the SIAM are known. The nonequilibrium
steady-state physics of correlated quantum dots is a topic of great current interest.
6 The interacting resonant level model
Up to now we only applied funRG to models for which the perturbation theory in U is regular.
We thus shed some light on the “RG enhanced perturbative” nature of funRG. In the SIAM we
in addition exemplified if and how it deals with emergent many-body low-energy scales such as
the Kondo scale TK. We now proceed with a model which is also characterized by an emergent
scale which strongly depends on the two-particle interaction, namely the interacting resonant
level model (IRLM). In contrast to the SIAM in the IRLM the creation of the emergent scale is
indicated by logarithmic terms appearing in perturbation theory.
The IRLM is a fundamental model to describe correlated quantum dots which are either spin-
polarized or dominated by charge (instead of spin) fluctuations. Its Hamiltonian has the form
Eq. (81) with the dot region consisting of three lattice sites which each can only be occupied by
a single spinless fermion. The reservoir fermions are also assumed to be spinless. The onsite
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Fig. 9: Sketch of the IRLM.
energy  of the central site can be varied by a gate voltage and the fermions on the dot interact
via a density-density-type interaction (nˆj = dˆ
†
j dˆj)
Hˆdot = nˆ2 − U
(
1
2
nˆ1 + nˆ2 +
1
2
nˆ3
)
+ t′(dˆ†1dˆ2 + dˆ
†
2dˆ3 + H.c.) + U(nˆ1nˆ2 + nˆ2nˆ3). (92)
The diagonal single particle terms in the second addend are chosen such that  = 0 again
corresponds to the particle-hole symmetric point. The model is sketched in Fig. 9. Here we
are mainly interested in the so-called scaling limit t′  Γ in which the two dot sites 1 and 3
are effectively incorporated into the leads and the detailed structure of the leads does not matter
(similar to the wide-band limit considered for the SIAM); the physics becomes universal.
We focus on the discussion of the results and refrain from giving the funRG flow equations in
their full glory. They can be found in Refs. [26] (for equilibrium and the bias-voltage driven
nonequilibrium steady state) and [27] (for the nonequilibrium relaxation dynamics).
We first consider equilibrium properties of the IRLM. Computing the Fock term of first order
perturbation theory (the Hartree term vanishes) leads to an effective level-lead hopping(
t′ pert
t′
)2
= 1− 4U
piΓ
ln
(
t′
Γ
)
. (93)
In the scaling limit t′  Γ the logarithm grows and the first order correction is small compared
to the bare value only for very small U/Γ. In this sense perturbation theory shows a logarithmic
divergence. It must be contrasted to the type of divergencies appearing in the infrared limit
of higher dimensional models (see the introduction) but still requires an appropriate regular-
ization/resummation. In fact, the logarithmic term indicates the appearance of a renormalized
level-lead coupling which scales as a power law with U -dependent exponent. The ordermc = 1
funRG flow equation for the renormalized hopping at ε = 0 reads
d
dΛ
t′Λ = − U
piΓ
t′Λ/Γ
(Λ/Γ)2 + Λ/Γ + 2(t′Λ/Γ)2
, t′Λ=∞ = t′. (94)
In the limit of small U/(piΓ) and t′/Γ it can be solved analytically(
t′Λ=0
t′
)2
∼
(
t′
Γ
)− 4U
piΓ
, (95)
which shows the above mentioned power-law scaling. This scale manifests in e.g. the line
width of the linear conductance as a function of level position . In Fig. 10 ordermc = 1 funRG
results are compared to highly accurate results obtained by the numerical density-matrix renor-
malization group (DMRG) approach. With increasing U the width of the resonance increases in
accordance with Eq. (95). The funRG provides an excellent approximation up to sizable U/Γ.
To obtain funRG results for the linear conductance G is computationally rather cheap which
must be contrasted to the heavy numerics required within DMRG.
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6.1 The bias-voltage driven steady state
After having gained confidence that funRG to truncation order mc = 1 captures the renormal-
ization of the level-lead coupling in equilibrium we proceed and use Keldysh funRG to study
the bias voltage driven steady state. The bias voltage Vb is given by the difference of chemical
potentials of the left and right reservoirs (see Fig. 9). After driving the system out of equilibrium
the infinite reservoirs ensure that a steady-state is reached and the Keldysh funRG formalism
can directly be set up for single time (or real frequency) Green functions (see lecture B2 by
S. Jakobs). As mentioned above in nonequilibrium it is advantageous to use a different cutoff
scheme than the sharp energy cutoff as the later spoils causality at order mc + 1. The so-called
reservoir cutoff in which a structureless auxiliary reservoir is coupled with strength Λ to every
interacting site turned out to be convenient [22]. The cutoff Λ is then sent from infinity down
to zero; at the end of the funRG flow the auxiliary reservoirs are decoupled and the system of
interest is recovered.
In Fig. 11 the bias voltage dependence of the current J at particle-hole symmetry is shown
(red curve, left y-axis). For Vb much smaller than the renormalized resonance width—the latter
defines an emergent energy scale often denoted TK in analogy to the Kondo scale of the SIAM—
the current is ohmic J ∼ Vb. This becomes clear from the blue curve (right y-axis scale) which
shows the logarithmic derivative of the current. A plateau in the blue curve signals power-law
scaling of J with the plateau value being the exponent; for Vb  TK a plateau with value 1
develops. For TK  Vb  Γ the current decreases with increasing Vb (negative differential
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conductance). This second regime of power-law scaling is characterized by a U -dependent
exponent which to leading order in U is given by −2U/(piΓ) [29]. The rather flexible funRG
approach now allows to investigate the current in due detail also considering  6= 0, left-right
asymmetric level-lead couplings [30], and finite temperatures [31]. It turns out that the current
is affected by a subtle interplay of the different energy scales which can nicely be captured using
funRG. In particular, it was shown that the bias voltage does not enter the current as a simple
infrared cutoff.
In addition, funRG was used to investigate the linear response as well as nonequilibrium ther-
moelectric transport properties of the IRLM with a special focus on the output power and ef-
ficiency when using a IRLM-like quantum dot for converting waste heat into electrical energy
[32]. A complementary approach very successfully used to study the nonequilibrium physics
of the IRLM is the real-time RG [30, 33].
6.2 Quench dynamics
As a final application of funRG to study correlated quantum dots we discuss the nonequilibrium
relaxation dynamics of the IRLM. A simple setup with a product initial state of the reservoirs
each separately being in equilibrium at temperatures T = 0 and chemical potentials µL 6= µR
and the dot being empty was investigated using real-time RG in Ref. [30]. At time t = 0
the dot-lead coupling is turned on and fermions start to flow onto and through the dot. Within
funRG one can reproduce the results of this study including the appearance of oscillations and of
power-law corrections with U -dependent exponents to the exponential decay towards the steady
state with interaction dependent decay rates [27]. To exemplify the flexibility of the funRG
approach to the nonequilibrium real-time dynamics of correlated quantum dots we consider a
more complex situation in which one prepares the system according to the above initial state,
turns on Γ at t = 0, waits until a steady state is reached, and at time tq > 0 quenches the system
by abruptly changing the on-site energy of the central dot site (see Fig. 9) from ini = 0 to
fin > 0. For t tq the system relaxes towards a second steady state. Quenches of this type are
currently heavily investigated in condensed matter physics.
To study the quench dynamics using Keldysh funRG one cannot resort to frequency space and
has to consider two-time Green functions (see lecture B2 by S. Jakobs). The funRG flow equa-
tions to truncation order mc = 1 are given (and derived) in Refs. [27] and [34]. We choose
t′/Γ = 0.5, which is no longer deep in the scaling limit. In this case one can resolve that the
dot consists of three levels (see Fig. 9). Note that in the time evolution in general the currents
across the left and right dot-lead bonds must not be the same. They become equal only at long
times, that is in the steady state.
Figure 12 shows the time evolution of the occupancies of the three sites as well as the left cur-
rent JL(t) for Vb/Γ = 2 following from a numerical solution of the funRG flow equations. The
occupancy of the middle site and the current drop quickly after the -quench at Γtq = 20 as
the onsite energy is raised far above the chemical potential. Whereas in the noninteracting case
n2(t) = 〈nˆ2(t)〉 smoothly decreases (up to weakly developed shoulders; dashed line in the up-
per panel) this depletion is periodically interrupted for U > 0 (solid line; see the ellipses in the
upper panel). This effect, which clearly goes beyond the renormalization of the decay rates by
the local two-particle interaction, can be understood as follows. The interaction enhances the
coherence of the system [30, 27] leading to an increase of the oscillation amplitudes. Plateau-
like features show up for time regimes where maxima of the current leaving the left reservoir
coincide with the decreasing part of the oscillatory occupancy of the first site n1(t). The combi-
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Fig. 12: Top: Time evolution of the occupancy n2(t) of the central level as a function of time.
The quench from ini/Γ = 0 to fin/Γ = 2 is performed at time Γtq = 20. At this time the system
has reached a steady state after initially being prepared according to the protocol described in
the main text. The other parameters are t′/Γ = 0.5 and Vb/Γ = 2. The plateau-like features
interrupting the exponential decay beyond Γtq = 20 are highlighted by ellipses. For comparison
n2(t) for U/Γ = 1 and Vb = 0 is shown as well. Bottom: Time evolution of n1/3(t) and the left
current JL(t). These are crucial for the explanation of the plateau-like features of n2(t) (see
the text). The units are chosen such that ~ = 1 = e.
nation of these tendencies temporarily stops the depletion process on the central site leading to
the plateaus. These time regimes are marked with A in Fig. 12. For times in which minima in
the left lead’s current coincide with an increase of n1(t), marked with B in Fig. 12, the depletion
of the central site is even enhanced compared to the noninteracting case. The comparison to the
curve for U/Γ = 1 but Vb = 0 (dashed-dotted line in the upper panel) shows that a finite bias
voltage is vital for the development of the plateaus. We note that only a few, mostly numerical,
quantum many-body methods are available to study problems of this type.
The funRG approach to real-time dynamics was in addition used to study closed systems [35]
as opposed to the open ones (due to the infinite reservoirs) considered here.
7 Summary
The present lecture had two main goals: (A) introducing the functional renormalization group
approach to quantum many-body physics and (B) exemplifying how it is used as a versatile
tool to study correlated quantum dots in and out of equilibrium. Over the last decade funRG
was established as a modern tool to study quantum many-body systems with competing energy
scales often resulting as a consequence of sizable correlations [10]. We introduced the method
considering two toy models you have encountered before namely the classical and quantum
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harmonic oscillator with quartic perturbation. By comparison to numerically exact results it
was possible to show that the resummation inherent to the truncated funRG procedures leads to
accurate results even beyond the limit of small perturbations. This holds despite the fact that the
necessary truncations rendering the funRG an approximate method are guided by perturbation
theory. Considering the single impurity Anderson model as well as the interacting resonant level
model we discussed the prospects and limitations of the funRG approach to correlated quantum
dots. Our particular focus was on transport through such systems either considering linear
response or bias voltage driven nonequilibrium. An application of funRG to two-dimensional
correlated materials is presented by C. Honerkamp in lecture C5.
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1 Introduction
Magnetic materials undergo in many cases a phase transition at some characteristic, critical
temperature Tc. For ferromagnets, Tc is the Curie temperature of the transition from the low-
temperature ferromagnetic phase to high-temperature paramagnetic phase; for antiferromag-
nets, Tc is the Ne´el temperature where the antiferromagnetic order is lost in favour of the
paramagnetic state again. Other magnetic phase transitions are known, e.g. between the an-
tiferromagnetic and ferromagnetic state, or between non-collinear and paramagnetic states; the
bottom line is, however, that if some type of magnetic order is present at low temperatures,
then the temperature-induced fluctuations of the magnetization will kill it at high temperatures,
unless of course the material melts before this point. The low-temperature order may be simple,
as in a ferromagnet or antiferromagnet, or complex, as in the case of non-collinear magnetism,
but it is always (by definition) characterized by an order parameter that is not always obvious
and must be found by observation.2
Transitions between different types of order can occur as a function of the temperature; for ex-
ample there is the notorious case of FeRh that has an antiferromagnetic ground state, turns to a
ferromagnetic state at a temperature of about 370K, and has then a ferromagnetic-paramagnetic
transition at Tc = 670K. The mechanism underlying such transitions could be either solely elec-
tronic in nature (i.e., arising solely from fluctuations of the electron spins) or could be related to
a structural phase transition or to external fields. They can be of first order, of second order, as
the usual ferromagnetic-paramagnetic transition at the Curie point, or even higher orders. Their
theoretical modelling and treatment can be a highly non-trivial task, with a program involving
an understanding of the important degrees of freedom and the order parameter, the development
of a statistical-mechanical model, the derivation of the interaction parameters for the model and
the solution of the model equations.
For certain classes of problems the program has been developed and widely applied with rather
good success. Such a class is the one of the materials showing a second order ferromagnetic-
paramagnetic or antiferromagnetic-paramagnetic phase transition. Examples are the elemental
ferromagnets Fe, Co, Ni or Gd, many transition metal alloys such as FeCo, or Heusler alloys of
transition elements with non-magnetic elements, e.g. Co2MnSi. In the present manuscript we
will discuss their modelling, starting from the electronic structure calculations, the degrees of
freedom relevant for magnetic order, the statistical-mechanical model based on the Heisenberg
Hamiltonian and its extensions and its solution. Needless to say that the full program is not
applicable to every ferromagnet, but it works for surprisingly many, taking into account the
approximations involved.
Starting with an electronic structure method, and given the statistical-mechanical model, two
main extensions are necessary from a computational point of view. The one is to extract the
magnetic excitation energies from the electronic structure calculations. The second is to solve
the model equations. Here we discuss both, emphasizing the utilization of the force theorem
and Green-function based methods to reduce the numerical load of first task and the utilization
of the Monte Carlo method for the second task.
2Although there is no prescription to find the order parameter in a system, one can infer the existence of a phase
transition at some temperature by observing a divergence of the specific heat.
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2 Energy scales, time scales and the Heisenberg model
We begin the discussion by motivating the use of a classical Heisenberg model for the statistical-
mechanical description of magnetic systems. First we introduce the classical Heisenberg Hamil-
tonian that reads
HHeis[{Mi}] = −
∑
nn′
Jnn′Mn ·Mn′ (1)
where Jnn′ are interaction parameters and Mn is the magnetic moment at the atomic site n.
It is assumed that the moments are only allowed to rotate and their modulus is constant. The
negative sign is a usual convension leading to ferromagnetic interaction for Jnn′ > 0 and an-
tiferromagnetic for Jnn′ < 0. The interactions are real and symmetric, Jnn′ = Jn′n while by
definition Jnn = 0. The double sum implies double-counting.
Now we discuss under which physical assumptions Eq. (1) is valid. For the sake of simplicity we
consider a ferromagnet at T = 0. If we wish to describe its magnetic behaviour up to the Curie
temperature we should first estimate the degrees of freedom relevant for magnetism up to Tc,
disregarding the rest. The magnetization is expected to be dominant in a certain region around
the nuclei, within the so-called muffin-tin sphere where the wave-functions are most localized,
while it should be small or negligible in the interstitial region. This motivates the concept of
localized atomic magnetic moments in a material that are represented by Mn in Eq. (1). The
next question is what type of magnetic fluctuations occur at low energies. We distinguish two
types, the longitudinal fluctuations that are induced by suppressing the length of the atomic
moments and the transverse fluctuations that are induced by tilting the directions of the atomic
moments with respect to each other. Of the two, in the ferromagnets that we consider here, the
transverse fluctuations are formed at a lower energy scale, rendering the tilting of the moments
the low-lying type of excitation. Of course there are weak ferromagnets where the moments
are small (e.g. ZrZn2 with 0.12µB) and “soft” and where the longitudinal and the transverse
fluctuations are of the same scale, but we will not discuss their modelling here. Instead, we will
discuss systems where the high localization of d or f states causes the electrons to be trapped
at an atomic site long enough for the exchange interaction to form a strong, stable moment.
This discussion clarifies the motivation for choosing only the rotational degrees of freedom in
Eq. (1).
Next we motivate the choice of a classical model where Mn is the expectation value of the
moment and not an operator. This choice is related to time-scale arguments. The precession
of the atomic moments that has a time scale of the order of ps is normally much slower than
the inter-site electron hopping with a time scale of the order of fs and than the intra-atomic
electronic motions that determine the magnitude of the moments. In this respect, the magnetic
moments appear as inert objects to the mobile electrons that move along the lattice. In the
large time scale the local, longitudinal fluctuations of the moments have time to be averaged
out, contributing to the scattered electrons by their expectation value only. This approach is
called the adiabatic approximation in a similar sense to the Born-Oppenheimer approximation
decoupling the electron motion from the lattice vibrations.
This lign of arguments has been supported and mathematically founded by e.g. You and Heine
[1], Staunton et al. [2], Antropov et al. [3], Halilov et al. [4], or Gebauer and Baroni [5]. It
has proven very fruitful, since it paves the way to calculate the exchange interactions Jnn′ from
electronic structure calculations, as outlined in the next section, with results comparing rather
well with experiment.
The major drawback of using a classical Heisenberg model is the low-temperature behaviour.
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It is well known that the quantized nature of the magnon energies leads to a modest drop of the
magnetization as a function of temperature following Bloch’s law, m(T ) −m(0) ∝ −T 3/2 for
T → 0. This is theoretically established within the quantum Heisenberg model and experimen-
tally found to a very good approximation. However, in the classical Heisenberg model the drop
of m(T ) is linear, i.e., m(T ) −m(0) ∝ −T for T → 0, since the low excitations described by
Eq. (1) are not quantized and can be formed for arbitrarily low moment angles. This difference
in the behaviour is, as it turns out, not confined to very low temperatures, but continues up
to perhaps 2
3
Tc, after which m(T ) drops rather abruptly in the quantum model. Still, the fact
that there is no obvious way to extract the interaction parameters for a quantum model from
electronic structure calculations,3 while density-functional methods make this possible for the
classical model with reasonable success in predicting Tc makes the classical model popular and
practically applicable. The successful prediction of Tc also suggests that the quantum nature of
the magnetic excitations ceases to play a role at temperatures close to or above Tc.
3 From density functional theory to the Heisenberg model
We turn now to the way of calculation of the exchange parameters Jnn′ by means of density-
functional calculations. For this we need the energy of the system in a number of excited states
and in the ground state in order to fit the difference to Eq. (1). Since density-functional calcula-
tions provide only the ground state energy in principle, we resort to the adiabatic approximation
that we discussed in the previous section. Assuming for simplicity of the discussion that we
are examining a ferromagnet, the excited states that are relevant for the problem will be char-
acterized by non-collinear atomic moments. In order to describe a non-collinear state within
the adiabatic approximation we need to freeze the moments to form this state as if it were the
ground state and use density-functional theory to calculate the energy. In order to freeze the mo-
ments, an additional constraining fieldBconstrn is applied at each atomic cell n and is adjusted in
magnitude and direction so that the desired non-collinear state results. The direction of Bconstrn
is chosen to be perpendicular to the desired direction of Mn in order to avoid any energy con-
tribution of the type Bconstrn ·Mn. At the end, the density and spin density of the constrained
state are calculated self-consistently using the usual Kohn-Sham procedure where the {Bconstrn }
are treated as additional external potentials. From this follows the energy of the constrained
state, ECDFT[{Mn}], which in the adiabatic approximation is identified to the energy of the
excited state. Thus the philosophy of the method is to substitute the ground state energy of an
appropriately designed constrained system for the excited state energy of the original magnetic
system and to accept the difference ECDFT[{Mn}] − EDFT, where EDFT is the ground-state
energy of the unconstrained ferromagnet, as the excitation energy.
This philosophy is the basis of constrained density functional theory introduced by Dederichs
et al. [7] that is mathematically founded on the concept of a constrained energy functional that,
it the case that we are examining here, reads
FCDFT[ρ,m; {Bconstrn }] = FDFT[ρ,m]−
∑
n
∫
Ωn
d3rBconstrn · [m(r)−Mn] (2)
where FDFT is the normal energy functional of the density ρ and spin-density m and Ωn is the
volume of the nth atom in which the constraining field Bconstrn is acting. From Eq. (2) one can
3If the classical parameters are used in the quantum Heisenberg model, then the Tc is strongly overestimated
compared to experiment [6].
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see that Bconstrn acts formally as a Lagrance parameter; minimization of FCDFT with respect
to ρ and m leads to the solution
∫
Ωn
d3rm(r) = Mn and the second term vanishes in the
CDFT ground state. The minimization is done via the well-known Raleygh-Ritz method leading
to Kohn-Sham equations with the additional potential term VCDFT = −
∑
n θn(r)B
constr
n · σ,
where θn(r) confines the action ofBconstrn inside the n
th atomic sphere; in other words the usual
magnetic exchange-correlation field B(r) is simply replaced by B(r) +
∑
n θn(r)B
constr
n . It
should be noted, however, that the input parameters in the calculations are the Bconstrn and not
theMn, therefore theBconstrn must be adjusted to obtain the desiredMn.
Following this procedure one arrives at the aforementioned energy difference of the two states
EmagCDFT[{Mi}] := ECDFT[{Mi}] − EDFT that has to be compared to the Heisenberg model,
Eq. (1). Examining if the form of EmagCDFT for several non-collinear states fits Eq. (1) is a first
test of the validity of the Heisenberg model. It frequently happens that Eq. (1) fails at high
angles between nearest neighbours, in particular for d systems since the electron hopping can
reduce the moment (in f systems the effect is much smaller because of the higher localization
of the f wavefunctions). In this case one must either reconsider the model or further justify
it. An argument for the use of the model even in the case of failure at high angles comes
from Liechtenstein et al. [8] who argue that the magnetic state even at the Curie temperature
is characterized by a non-vanishing correlation of neighbouring moment directions; in other
words, some degree of ferromagnetic short range order is present at or above Tc, even if the
long-range order is lost. This means that neighbouring moments will in general not reach too
high angles with respect to each other, so that the Heisenberg model will still be a reasonable
approximation to the energy EmagCDFT. This assumption should be tested in practice in each
case. The argument, however, shows also that the parameters Jnn′ should not be calculated
by comparing the ferromagnetic and antiferromagnetic state (which requires no constraining
field and can be done within a collinear-magnetism calculation) but by comparing low-angle,
non-collinear states, because the antiferromagnetic state could be outside the regime of validity
of the Heisenberg model but is anyhow beyond the regime of possible configurations that the
system is likely to reach even above Tc. From this perspective, going to the low-angle limit for
the calculation of EmagCDFT, we may write
Jnn′ = −∂
2HHeis[{Mi}]
MnMn′
= −∂
2EmagCDFT[{Mi}]
MnMn′
(3)
Here the derivative with respect toMn andMn′ is to be interpreted as a derivative with respect
to the directions only, not the magnitude. The first equation follows directly from the Eq. (1).
The second equation follows from the assumption that the constrained-density-functional en-
ergy landscape with respect to the moments is well approximated by the Heisenberg model at
low angles. Thus the way is paved to fit the constrained-density-functional results to the Heisen-
berg model. Naturally the fitting does not necessarily have to be done by taking a derivative.
Other methods, such as calculating EmagCDFT[q] for spin-spiral states of wave-vector q in recipro-
cal space and making a Fourier transform to obtain Jnn′ [4] have proven successful. One may
also avoid the Fourier transform altogether and calculate Jnn′ as in Ref. [10] by a least-square fit
to a number of EmagCDFT[q] at a reduced number of q-points without necessity to cover the whole
Brillouin zone, reducing computational time.4
The realization that the low-angle limit is physically correct leads to a further simplification.
It is a good approximation at low angles to assume that the local moment is parallel to the
4In principle one needs a number of independent q-states no greater than the number of independent Jnn′ that
need to be calculated. Increasing the number of q-states betters the quality of the fit.
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local exchange plus constraining field, i.e., Mn ‖ Bn + Bconstrn where Bn :=
∫
Ωn
d3rB(r).
This is because at low angles the “restoring force” of the moment to the equilibrium position is
proportional to the angle, since the energy behaves quadratically around equilibrium, so that it
can be neglected with respect to Bconstr. Then the derivative in the last term of Eq. (3) may be
replaced by
∂2EmagCDFT
∂Mn∂Mn′
=
1
MnMn′
∂2EmagCDFT
∂en∂en′
. (4)
with en and en′ unit vectors in the directions ofBn andBn′ , respectively. The advantage of this
approximation is that one avoids having to adjust the Bconstrn to achieve the desired direction
of Mn by a number of self-consistent calculations, thus reducing the computational time. The
small discrepancy that is still present can be easily corrected for, as has been suggested by
Bruno [14].
A further reduction of computational time comes from the use of the magnetic force theo-
rem. The force theorem for density-functional calculations was introduced by Mackintosh and
Andersen [15] as an approximation to total energy differences when displacing atoms in the
crystal and its magnetic counterpart was introduced by Oswald et al. [16] for the calculation of
exchange interactions in magnetic impurity pairs in nonmagnetic hosts. Loosely speaking, it
states that the energy difference ∆E between two ground states that differ by an external pa-
rameter may be well approximated by calculating only one state, say state a, self-consistently,
then modifying the potential so that it rigidly follows the change of the external parameter
into the second state (b), calculating only the sum single-particle energies Esp(b) without self-
consistency, and finally subtracting the sum of single-particle energies of the first state; i.e.,
the theorem states that ∆E ≈ Esp(b)− Esp(a) with Esp(b) calculated non-self-consistently by
rigidly modifying the potential of a. In terms of atom displacements the rigid displacement of
the potential is represented by displacing the whole atomic sphere of the atom along with the
nuclear position rN but keeping the form of the potential around the nucleus V (r − rN) con-
stant. In terms of magnetic states the rigid displacement is a displacement only in spin space
and amounts to calculating the ferromagnetic state (state a) and then flipping theB-field in the
atomic sphere of one of the atoms to obtain state b. The proof of the force theorem is based on
the extremal properties of the energy functional and on the assumption that the density result-
ing from the rigid shift, ρrigid(b), is already a good approximation to the self-consistent density
ρsc(b) making the error in the energy difference of order (ρrigid(b)−ρsc(b))2 small. For magnetic
systems, the assumptions of the force theorem are satisfied if Mn is parallel to Bn +Bconstrn ,
which is the case if one calculates the ferromagnetic-antiferromagnetic energy difference, as in
Ref. [16], or is approximately the case if the tilting angle from the ground state is small. The
computational advantage due to the force theorem is that only one self-consistent calculation
has to be performed, the one for the ground state, and the single-energy levels of all other states
need to be calculated by their initial potential only without self-consistency.
Utilizing the magnetic force theorem, the small-angle approximation (4), and Eq. (3), we may
derive a formula for the calculation of the interaction parameters Jnn′ that was given in an equiv-
alent form by Liechtenstein et al. [8]. The strategy underlying this formula is called method of
infinitesimal rotations. For the derivation we will need the concept of Green functions and a re-
sult from scattering theory that was presented in Chapter A5, Section 3.5 of the present volume.
In the spirit of Eq. (3) we consider the two systems whose energy difference we need to calcu-
late as (a) the ferromagnetic system and (b) the same system but with the moments at n and n′
tilted by an infinitesimal amount by respective angles δα and δα′ around given respective axes
un and un′ (which should be perpendicular to the ground-state magnetization). The rotation of
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the moments is achieved, according to Eq. (4), by rotating the directions of the local B-fields,
en and en′ , by the same angles. The rotation of the potentialBn · σ is expressed as
Bn · σ → ei δα2 un·σ(Bn · σ)e−i δα2 un·σ
≈ Bn · σ + i δα
4
[un · σ,Bn · σ]
= Bn · σ − δα
2
(un ×Bn) · σ
= Bn · σ − δα
2
Bn u⊥n · σ. (5)
where we expanded the exponential keeping only first order terms in δα, e±i
δα
2
un·σ ≈ 1±i δα
2
un·
σ, in the second step we used the property of the Pauli matrices, (a·σ)(b·σ) = a·b+i(a×b)·σ
for arbitrary vectors a and b, and in the third step we defined the unit vector u⊥n = un × en
in the direction of un ×Bn and implied Bn(r) = Bn(r) · en (to a good approximation, Bn is
collinear within the atomic cell). The quantity (δαBn u⊥n) is just the constraining fieldBconstrn ,
while δαu⊥n = δen. Repeating this for the field at n′ we arrive at the result for the potential
difference δV :
δV = −δα
2
Bn u⊥n · σ − δα
′
2
Bn′ u⊥n′ · σ (6)
=: δVn + δVn′
with obvious abbreviations δVn and δVn′ . This potential difference causes a change on the
density of states n(E) and on the integrated density of states N(E) =
∫ E
dE ′ n(E ′) that are
directly related to the sum of single particle energies. Taking into account a convolution with
the Fermi function, we have:
Esp =
∫
dEf(E)E n(E)
=
[
f(E)EN(E)
]+∞
−∞
−
∫
dE (f ′(E)E + f(E))N(E)
= EF N(EF)−
∫ EF
dE N(E) for T → 0. (7)
where we performed an integration by parts, used the fact that N(−∞) = 0 and f(+∞) = 0,
and that the derivative −f ′(E) approaches δ(E − EF) as T → 0. Setting the Fermi energy as
a reference (which we can choose without loss of generality), we have Esp =
∫
dEf(E)(E −
EF)n(E) and the above expression is simplified to
Esp = −
∫ EF
N(E) dE. (8)
According to the force theorem, we must form the difference δEsp = Esp(δα, δα′)−Esp(0, 0) =
− ∫ EF δN(E) dE (with obvious notation) in order to arrive at an expression for Jnn′ . Using
Eq. (3), Eq. (4) and the force theorem we have
Jnn′ =
1
MnMn′
∫ EF δN(E) dE
δen δen′
. (9)
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For the calculation of δN(E) we use the result of scattering theory from Chapter A5, Sec-
tion 3.5, which states that in the presence of a potential perturbation δV , the difference in the
integrated density of states with respect to the unperturbed system is
δN(E) =
1
pi
ImTr ln T (E), (10)
where
T (E) = δV + δV G˚(E) δV + δV G˚(E) δV G˚(E) δV + · · · (11)
is the T -matrix corresponding to the scattering potential δV with G˚(E) the Green function of
the unperturbed system. Since δV here is infinitesimal, its magnitude being controlled by the
infinitesimal angles δα and δα′, the expansion of Eq. (11) will be truncated to third order that is
sufficient for the calculation of the interaction parameters, as we will see.
Inserting Eq. (11) into Eq. (10) we may use the rule Tr log(AB) = Tr logA + Tr logB that is
valid for matrices due to the trace even if A and B do not commute. We obtain
δN(E) =
1
pi
ImTr ln δV +
1
pi
ImTr ln[1 + G˚(E) δV + G˚(E) δV G˚(E) δV + · · · ] (12)
The first term on the rhs vanishes because of the imaginary part and because δV is hermitian
making Tr ln δV real. In the second part the logarithm may be expanded since δV is small
(controlled by an infinitesimal real prefactor) yielding
δN(E) =
1
pi
ImTr[G˚(E) δV ] +
1
pi
ImTr[G˚(E) δV G˚(E) δV ] + · · · (13)
Inserting δV = δVn + δVn′ (Eq. (6)) we obtain the expansion
δN(E) =
1
pi
ImTr[G˚(E) δVn + G˚(E) δVn′ ]
+
1
pi
ImTr[G˚(E) δVn G˚(E) δVn + G˚(E) δVn′ G˚(E) δVn′ ]
+
2
pi
ImTr[G˚(E) δVn G˚(E) δVn′ ]
+ · · · (14)
This expression must be substituted into Eq. (9). On taking the derivatives with respect to the
directions {en}, or equivalently with respect to the parameters δα and δα′ contained in δVn
and δVn′ , the various terms of Eq. (14) give different contributions either to Jnn′ or to other
interaction parameters, on which we will briefly comment.
• The first term vanishes when taking the second derivative with respect to δαδα′. This
term would be relevant only when taking the first derivative, giving a contribution to the
energy dependence of a single moment, e.g. for the calculation of the anisotropy energy.
However, since according to the assumptions of the force theorem one must start from a
stationary state, i.e., at an energy minimum, in principle the first derivative should always
vanish. Still, in some cases of non-collinear magnetism, especially in the presence of
spin-orbit coupling, one applies the force theorem to the ferromagnetic state which is
not the ground state, neglecting the possible error. Then the first term would have a
contribution.
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• The second term contributes only when taking the second derivative with respect to either
δα2 or δα′2 and vanishes when taking the derivative with respect to δαδα′. This has
no effect on the Jnn′ but contributes to the the anisotropy energy to lowest order, if one
starts from the ground state. For a ferromagnet, the single-ion anisotropy will mainly
include the exchange interaction summed over all neighbours; for a magnetic defect in a
non-magnetic crystal the single-ion anisotropy will arise due to spin-orbit coupling.
• The third term is the only non-vanishing term when taking the derivative with respect to
δαδα′, and is therefore the only one contributing to the Jnn′ according to Eq. (9).
• If the expansion had been carried out to higher orders in δV , then higher derivatives would
be obtainable, containing also the Green function G˚ to higher order and corresponding
to higher-order interactions, such as the bi-quadratic or the 4-spin interaction. These are,
however, beyond the scope of the present chapter.
Returning to the calculation of Jnn′ we substitute the third term of Eq. (14) it into Eq. (9) and
use the form of Eq. (6) as the perturbation δV . Remembering that δαu⊥n = δen and similarly
for n′, we obtain the result
Jnn′ =
1
MnMn′
1
2pi
Im
∫ EF
dE Tr
[
G˚(E)Bnu⊥n · σ G˚(E)Bn′u⊥n′ · σ
]
=
1
MnMn′
1
2pi
∫
Ωn
d3r
∫
Ω′n
d3r′ Im
∫ EF
dE
×Trs
[
G˚(r′, r;E)Bn(r)(u⊥n · σ) G˚(r, r′;E)Bn′(r′)(u⊥n′ · σ)
]
. (15)
In the last step we used a real-space representation whence the multiplication of matrices and
the trace was converted into a space integrals in the volumes Ωn and Ωn′ of cells n and n′,
leaving only a trace over spins, Trs.
From the assumptions of the Heisenberg model, Eq. (1), the value of Jnn′ does not depend on
the direction of variation of the momentsMn andMn′ . Due to this assumption it is sometimes
said that the Heisenberg model is isotropic. Although this assumption is not always true in mag-
netic materials, and the resulting anisotropy is also found in electronic structure calculations,
we assume for the moment that the assumption is valid, which is true if one can neglect the spin-
orbit coupling or other causes for orbital polarization in the system. Under this assumption it
does not matter which direction we choose for u⊥n and u⊥n′ , as long as they are perpendicular
to en. In the ground state of a ferromagnet or antiferromagnet that shows collinear magneti-
zation we may also choose the direction of moments to be along the z axis and the directions
of tilting of the moments equal to each other, u⊥n = u⊥n′ , and along the x axis. Then we
may set u⊥n′ · σ = σx in Eq. (15). In addition, the Green function of a collinear magnetic
state withB(r) ‖ z is diagonal in spin space with elements G˚↑(E) and G˚↓(E) and additionally
the individual spin-matrix elements obey the symmetric property G˚s(r, r′;E) = G˚s(r′, r;E).
Then the action of σxG˚(E)σx merely interchanges the elements G˚↑(E) and G˚↓(E). Under these
conditions we arrive at the result
Jnn′ =
1
MnMn′
∫ EF
dE
1
pi
Im
[∫
Ωn
d3r
∫
Ω′n
d3r′G˚↑(r′, r;E)Bn(r) G˚↓(r, r′;E)Bn′(r′)
]
(16)
=:
1
MnMn′
∫ EF
dE jnn′(E).
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This expression is simple to implement in any method that utilises the Green function. Based
on it, one can delve into the microscopic background of the various exchange mechanisms.
Before discussing this matter, we will make a comment on Eq. (15). The integrand under∫
d3r
∫
d3r′ is basically a special case of the magnetic susceptibility tensor χij(r, r′) that was
derived in Chapter A5, Section 2 (Eq. 37) of the present volume. This realization suggests
the following interpretation: a small constraining field at atom n′ of the form δBconstrn′ (r
′) =
δα′Bn′(r′)u⊥n′ (the particular form causes a moment rotation by δα′) induces an additional
magnetization at n of the form δmn(r) =
∫
Ωn′
d3r′χ(r, r′)δB(r′).5 The latter interacts with a
local constraining field at δBconstrn (r) = δαBn(r)u⊥n via the energy term δEnn′ = −
∫
Ωn
d3r δmn(r)·
δBconstrn (r). Setting this interaction energy equal to
6 −2Jnn′ δMn · δMn′ gives us Eq. (15) for
Jnn′ .
Returning to the discussion of Eq. (16), the integrand jnn′(E) shows by how much the states at
a certain energy contribute to the exchange interaction. The sign of jnn′(E) can change with
energy, meaning that some states contribute to a ferromagnetic coupling and some contribute to
an antiferromagnetic coupling. Thus it reveals competing interactions that in the end add up to
the net value. Better intuition is provided by the integrals
Jnn′(E1, E2) =
∫ E2
E1
dE ′ jnn′(E ′) (17)
Jnn′(E) =
∫ E
−∞
dE ′ jnn′(E ′) = Jnn′(−∞, E). (18)
These energy-dependent exchange interactions show in a sense the value that the interaction
would have if only some of the levels were filled (but without changing the band structure); the
value of value of Jnn′(EF) is just the exchange parameter Jnn′ . This line of thought gives a good
starting point for analysis. For example, if a distinct group of states is recognized between E1
and E2, then Jnn′(E1, E2) shows if and by how much these states contribute to the interaction.
In another example, if Jnn′(E) is close to a change of sign near EF, then we expect that small
perturbations that can displace the bands or affect the chemical potential, e.g., external pressure
or heavy doping, can potentially lead to a sign change of Jnn′ . If the particular Jnn′ is known
to be the most important for the ferromagnetic state, as is the case for the nearest-neighbour
interaction in some ferromagnetic systems, then one can infer that small external perturbation
can lead to a change of the magnetic ordering. Conversely, if the most important Jnn′(E)
is close to a local maximum near EF, then the ferromagnetic state is robust against external
perturbations. We will see an example of Jnn′(E) for bcc Fe in Section 5.
We close this section by noting that the exchange interaction, Jnn′Mn ·Mn′ , is affected by the
value of Jnn′ but also by the magnitude of the moments. The interaction between distant atoms
is governed by both: Jnn′ gives the susceptibility χnn′ of the electron liquid at atom n to a rota-
tion of the moment at n′ (if all other moments are held constant), while the magnitude of Mn′
determines the amount of polarization induced through this susceptibility and the magnitude
of Mn determines the interaction energy with the polarized liquid. In this sense, it is physi-
cally meaningful to consider the interaction as proportional to Mn and Mn′; in metallic systems
it often shows an oscillating and decaying behaviour as a function of distance, analogous to
the Rudermann-Kittel-Kasuya-Yoshida rule that is derived purely from the susceptibility due
to the form of the Fermi surface [9]. On the other hand, for nearest neighbours the interaction
5We assume that the all moments other than n and n′ are held constant.
6A prefactor 2 enters because we have both Jnn′ and Jn′n present in Eq. (1).
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is mediated by direct interaction of the atomic wavefunctions. Often, when mutually rotating
the moments, chemical bonds that were present between the spin-up states or between the spin-
down states of the neighbouring atoms are broken, while other bonds, between the spin-up states
of one atom and the spin-down states of the other, are formed. The interaction strength is then
governed by the energetics of bond formation and there is only little meaning in considering the
magnitude of the moment, which could just as well be absorbed in the value of J .
4 The Monte Carlo method
We turn now to a different topic, namely the calculation of the temperature-dependent magneti-
zation, susceptibility, and other thermodynamic quantities once the classical Hamiltonian (1) is
given. The simplest way is to use mean-field theory [11]. The mean-field result for the critical
temperature in a ferromagnet with one atom per unit cell is
kBT
mf
c =
2
3
∑
n′
Jnn′ . (19)
The mean field method has the benefit of being numerically inexpensive and giving usually cor-
rect trends, but also has severe shortcomings. It always overestimates the Curie temperature to
the point that it gives non-zero Tc even in one-dimensional systems. While in three-dimensional
close-packed systems it performs reasonably well, especially if the interactions are long-ranged,
it fails for instance in diluted magnetic alloys with short-range interactions. Additionally, it pro-
vides no information on the fluctuations.
Alternatively there is the random phase approximation originally developed by Tyablikov [12]
and Callen [13] that approaches much better the correct solution of the Heisenberg model but
is not able to handle systems with a non-collinear ground state. It should be noted that the
random phase approximation is a method for solving the quantum Heisenberg model H =
−∑ Jnn′ sˆn · sˆn′ , where {sˆn} are spin operators of a given spin quantum number s, however
it can be used in for the classical model by taking the limit of large spin quantum number,
S → ∞ and scaling down the value of Jnn′ accordingly, so that the product Jnn′s(s + 1)
remains constant.
A method to solve the Heisenberg model to arbitrary precision, albeit with increasing numerical
cost, is the Monte Carlo method, which we will introduce in this section. It is a stochastic
method based on the use of series of random numbers for the generation of Markov chains, i.e.,
a succession of states in a system where a state i is followed by another state i + 1 based on a
rule that depends only on state i and to a given probability distribution. In this way, the space
of states of the system (also called phase space) is sampled step-by-step and at the end one may
average the desired quantities over a large number of steps in order to obtain thermodynamical
information. The name Monte Carlo was coined by Metropolis et al. [17] who were among the
first to apply this method.
The Monte Carlo method has applications on a wide range of problems in statistical physics
and even quantum many-body problems. Here we will give the general principles and discuss
some applications in magnetism. A comprehensive introduction can be found in the books of
Newman and Barkema [18] or Landau and Binder [19].
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4.1 Preliminaries on statistically averaged physical quantities
In this section we remind the reader of a few basic formulas of statistical physics that are useful
in the subsequent sections. We are interested in the statistical properties of a system at thermal
equilibrium at temperature T . For the purpose of the present lecture notes the system is a
magnetic material described by the classical Heisenberg Hamiltonian, Eq. (1). The probability
that the system is at the ith state with energy Ei is given by the Gibbs-Boltzmann distribution
pi =
1
Z e
− Ei
kBT =
1
Z e
−β Ei (20)
where we introduced β = (kBT )−1 for later convenience. Z is the partition function
Z =
∑
j
e−β Ej (21)
where the sum, extending over all states j, should be re-interpreted as an integral in the case
of a continuous phase space.7 The quantity F = logZ is called free energy. Z is evidently
a function of all external parameters that define the dynamics of the system, e.g. the volume,
the external fields, etc., since all energy levels Ej depend on these parameters. In the Gibbs-
Boltzmann distribution (20) the partition function plays merely the role of a normalization con-
stant but in reality it serves as a generating function for a number of thermodynamic quantities.
For example, the average energy of the system, 〈E〉 := ∑j Ej pj , is written as
〈E〉 = 1Z
∑
j
Ej e
−β Ej (22)
= − 1Z
∂Z
∂β
= −∂ logZ
∂β
(23)
while the average of the squared energy fluctuation amplitude is〈(
E − 〈E〉 )2〉 = 〈E2〉− 〈E〉2 (24)
=
1
Z
∑
j
E2j e
−β Ej −
(
1
Z
∂Z
∂β
)2
=
1
Z
∂2Z
∂β2
−
(
1
Z
∂Z
∂β
)2
=
∂2 logZ
∂β2
. (25)
On the rhs we recognize the derivative −∂ 〈E〉 ∂β according to Eq. (23). But since β =
(kBT )
−1, this term is directly related to the specific heat CT = ∂ 〈E〉 /∂T . Thus we have
the result
CT :=
∂ 〈E〉
∂T
= kB β
2
(〈
E2
〉− 〈E〉2) . (26)
Observable quantities that couple linearly to external fields can be averaged following the same
procedure. For instance, since the magnetization m(r) couples to an external magnetic field
7For example, in the case of the Heisenberg model (1), we may postulate
∑
j →
∏
n
∫
dωn, where dωn is
the solid angle element of the nth moment. If the moments are of different length we may postulate
∑
j →∏
nM
2
n
∫
dωn.
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Bext by the adding the term −Bext ·M tot := −
∫
d3rBext ·m(r) to the Hamiltonian, the
energy levels are shifted as Ei → Ei −Bext ·M toti , whereM toti is the total magnetic moment
of the ith state. Let us consider for simplicity the component of M toti is in the direction of
Bext and call this M tot‖ i (which is the case for the Heisenberg model (1) and for magnets without
magnetic anisotropy). Then the average magnetic moment alongBext can be found by〈
M tot
〉
=
1
Z(Bext)
∑
j
M tot‖ j e
−β (Ej−BextMtot‖ j )
=
1
β
∂ logZ(Bext)
∂Bext
(27)
and the squared fluctuation amplitude by〈(
M tot‖ −
〈
M tot‖
〉)2〉
=
〈
(M tot‖ )
2
〉− 〈M tot‖ 〉2 (28)
=
1
Z(Bext)
∑
j
(M tot‖ j )
2 e−β (Ej−B
extMtot‖) −
(
1
β
∂ logZ(Bext)
∂Bext
)2
=
1
β2
∂2 logZ(Bext)
∂(Bext)2
(29)
Again, on the rhs we recognize the presence of the derivative ∂
〈
M tot‖
〉
/∂Bext by virtue of
Eq. (27). But this is the just the longitudinal magnetic susceptibility XT . Thus we obtain the
result, known as linear response theorem,
XT :=
∂
〈
M tot‖
〉
∂Bext
= β
[〈
(M tot‖ )
2
〉− 〈M tot‖ 〉2] . (30)
Since the derivation of this expression did not explicitly depend on the fact that M tot‖ is the
magnetic moment and Bext an external field, but only on the fact that they are linearly coupled
in the Hamiltonian, the same expression is valid for the response function of any quantity to an
external perturbation as long as the two are coupled linearly.
By virtue of Eq. (30) the susceptibility can be calculated via the fluctuation amplitude without
resorting to numerical differentiation that requires an accurate calculation of M tot‖ at a number
of values of Bext. Since this expression is still valid at Bext → 0, the fluctuation amplitude in
the absence of a magnetic field suffices to find the zero-field susceptibility. Similarly, Eq. (26)
allows the calculation of the specific heat without resorting to numerical differentiation. This
leads to a significant reduction of computational time, especially in the Monte Carlo technique,
since the numerical differentiation may require very precisely calculated values of the differen-
tiated function, while the precision in the Monte Carlo method increases only logarithmically
with computational time (number of sampling steps).
Other quantities whose calculation is simplified by this trick are the entropy S = kB log Γ (with
Γ the volume of phase space compatible with a certain thermodynamical state) and the free
energy F = 〈E〉 − TS. In particular it is known from statistical physics that the entropy is
related to the specific heat via the relation CT = T∂S/∂T = −β∂S/∂β. On the other hand,
CT is most conveniently calculated by means of the energy fluctuation, Eq. (26). This suggests
that the entropy is found by means of an integration,
S(T ) = S(T0) +
∫ T
T0
CT (T
′)
T ′
dT ′, (31)
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where it is assumed that S is known at some initial temperature T0. In systems satisfying the
third law of thermodynamics we have by assumption S(0) = 0, thus we may set T0 = 0.
This is not, however, the case in the Heisenberg model (1) that has a degenerate ground state
with a continuous symmetry (all spins may be rotated by the same angle without changing the
energy), thus S(0) = −∞. The same problem occurs for all models that show a continuous
symmetry in the ground state. Then one may choose T0 = ∞ (in practice very large) using
some approximation for S(∞) and integrate downwards to obtain S(T ). Once S(T ) is found,
the free energy is calculated using F = 〈E〉 − TS.
4.2 Basic principles of the Monte Carlo method
The Monte Carlo method is based on a sampling of the phase space by means of a stochastic
process, i.e., a process where the next state is always chosen with a certain probability among
many possible states. Each state found j during the process contributes to the quantity that is
being averaged, e.g. the energy or magnetization. In the ideal case the rule of the stochastic
process, i.e., the rule for constructing the transition probability wfi from the initial state i to the
final state f , should be constructed in such a way that the number of necessary steps in order to
obtain a converged averaging is kept to a minimum. Thus for every different type of problem
there might be a different optimal rule. Unfortunately there is no systematic way of optimizing
the stochastic rule, so the optimization relies solely on ingenuity and intuition.
In the stochastic rule, wfi depends only on the initial and final state, but not explicitly on any
of the states that were visited prior to the initial. A stochastic rule is formally correct if it obeys
two principles:
1. It should be ergodic, i.e., all states of the phase space should in principle be accessible.
2. It should obey the principle of detailed balance, i.e.,
wi←j pj = wj←i pi (32)
where pi and pj are the probabilities of occurrence of states i and j, respectively, in the
statistical distribution. The arrows in the subscripts stress the initial and final states. With-
out the detailed balance condition it may be that the stochastic process overestimates or
underestimates the probability of occurrence of some states resulting in wrong statistics.
In Section 4.3 we will discuss two stochastic rules, the Metropolis algorithm and the heat-bath
algorithm.
Importance sampling and statistical averages
Having decided on some stochastic rule, we create a random walk in phase space by a sequence
of stochastic processes. During this walk we sample the phase space, meaning that we calculate
the quantities that we wish to average (e.g. energy or magnetic moment) at each visited state.
Since the random walk will never have the time to visit all of phase space (or even to create an
approximately dense trajectory in the full phase space), the stochastic rule should be optimized
in such a way that the physically most important part of phase space is sampled. Therefore the
name importance sampling has been coined for this procedure.
In the concrete example of a ferromagnet, we model the system by a supercell containing a large
number of elementary cells and obeying periodic boundary conditions to avoid spurious surface
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effects. The magnetization is then defined as the magnetic moment per atom, m = M tot/Nat,
where M tot is the calculated total moment of the supercell (the summed moments of all atoms)
andNat the number of atoms in the supercell. We introduce an integer parameter t that is named
simulation time and that basically counts the steps of the stochastic process.8 At each step we
define the magnetization m(t); the full state at each t is sometimes called a snapshot. The
thermal average of the magnetization is then found by averaging over a large simulation time
interval t1 ≤ t ≤ t2. We simply have
〈m〉 = 1
t2 − t1 + 1
t2∑
t=11
m(t), m(t) =
M tot(t)
Nat
. (33)
All observables are averaged in the same way which also provides derived quantities. For
example, the susceptibility per atom, χT = XT/Nat is given, using Eq. (30), by the squared
fluctuation amplitude of the magnetization:
χT = βNat (
〈
m2
〉− 〈m〉2) (34)
with 〈
m2
〉
=
1
t2 − t1 + 1
t2∑
t=11
m(t)2. (35)
Correlation functions
Other quantities that are of interest are correlation functions, 〈AB〉 showing how a quantityA is
dependent upon a quantity B. For example, it can be of interest to see how much two magnetic
moments Mn and Mn′ are correlated in a ferromagnet, as a function of the distance between
sites n and n′. Then we may build the average Gnn′(T ) = 〈Mn′ ·Mn′〉 that defines the corre-
lation function, or the average G(c)nµ;n′ν(T ) = 〈(Mn;µ − 〈Mn;µ〉)(Mn′;ν − 〈Mn′;ν〉)〉 that defines
the connected correlation function and gives the correlation between the moment fluctuations at
n in the direction µ and at n′ in the direction µ (µ, ν ∈ x, y, z), rather than between the moments
themselves. Applying the same procedure that led us to the linear response theorem, Eq. (30),
we find that χnµ;n′ν(T ) = βG
(c)
nµ;n′ν(T ) is a susceptibility tensor describing the change in the
moment Mn if an infinitesimal external field is applied at Mn′ . Intuitively this makes sense,
since the fluctuations of the moments can affect each other if the application of a field at one
moment affects the direction of the other moment.
Autocorrelation function
We proceed by introducing the concept of the autocorrelation function of a calculated quantity.
As an example we use again the magnetization in the Heisenberg model of a ferromagnet. The
question is how long the time interval ∆t should be in Eq. (33) to obtain reliable results. Except
the obvious fact that the fluctuations will decrease with increasing ∆t, there is the additional
issue that the system may stay in the vicinity of the initial state for a long time so that the
phase space is not properly scanned. It can be that this is because there is an energy barrier
between the initial state and other parts of the phase space, and the stochastic process needs
time to overcome the barrier between two local minima. A second reason could be that there
8The simulation time t is not necessarily related to physical time, but certainly related to computational time.
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is no barrier but the stochastic rule is just poorly designed for this case, keeping the system
close a phase-space point for too long. For example, if the ferromagnet is close to T = 0 and
the stochastic rule is to pick a moment at random and rotate it in a random direction, using the
Metropolis criterion for acceptance (which is discussed in Section 4.3), then the resulting state
will have a too high energy and will be rejected in most cases. Thus the system will remain
long in the initial state, even though there is no barrier to overcome. In this sense, the state of
the system remains correlated to states at earlier times.
The autocorrelation function quantifies this correlation. For the example of the magnetization
it is defined as
c(t) = 〈m(t′)m(t′ + t) 〉 − 〈m(t′)〉 〈m(t′ + t)〉t′
=
1
∆t
t2∑
t′=t1
m(t′)m(t′ + t)−
(
1
∆t
t2∑
t′=t1
m(t′)
)(
1
∆t
t2∑
t′=t1
m(t′ + t)
)
. (36)
where the subscript 〈· · · 〉t′ indicates an average over t′ and ∆t = t2 − t1 + 1. Effectively,
c(t) measures not the correlation between the time-displaced magnetization, but between the
fluctuations of m around the equilibrium at different times displaced by t. To see this, we can
assume that at equilibrium 〈m(t′)〉t′ = 〈m(t′ + t)〉t′ = 〈m〉 so that from the definition we obtain
the relation c(t) = 〈 [m(t′)− 〈m〉][m(t′ + t)− 〈m〉] 〉t′ .
The autocorrelation function falls off approximately as c(t) ∝ e−t/τ , where τ is called the
autocorrelation time. After approximately 2τ , c(t) reaches zero and fluctuates at small positive
and negative values. At this point we can say that the state is not correlated to the initial state.
Thus in calculating thermally averaged quantities we must sample for a time interval ∆t τ .
Initial relaxation time
When starting a Monte Carlo simulation the very first state is rarely a good representative of
thermal equilibrium. For instance, in order to study the state of a ferromagnet close to Tc, neither
a ferromagnetic state nor a paramagnetic state with fully randomized directions of the moments
can be regarded as a good approximation. The magnetic state at Tc comprises regions that
appear nearly ferromagnetic, but with their magnetization pointing in different directions with
respect to each other, as well as regions that appear paramagnetic, encompassing fluctuations
at all length scales from the inter-atomic nearest neighbour distance atom to the full crystal (or
simulation supercell in calculations). Such a state is next to impossible to design as an “initial
guess,” so it must be produced by simulation.
Clearly then, starting from a given state that does not reflect the equilibrium properties at T , one
must let the simulation run for a number of steps before starting to sample, so that the system
is able to reach thermal equilibrium. This necessary number of steps is called initial relaxation
time. It is not the same as the autocorrelation time, since the latter refers to a starting point that
corresponds already to equilibrium.
One way to estimate the initial relaxation time is to monitor the averaged quantities until they
are stabilized around some mean value and then start the sampling. Using a trick, it is even
possible not to waste any more Monte Carlo steps than necessary. In particular we observe
(taking the magnetization as an example)
1
t2 − t1 + 1
t2∑
t=t1
m(t) =
t2
t2 − t1 + 1
1
t2
t2∑
t=1
m(t)− t1
t2 − t1 + 1
1
t1
t1∑
t=1
m(t) (37)
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or
〈m〉(t1,t2) =
t2
t2 − t1 + 1 〈m〉(1,t2) −
t1
t2 − t1 + 1 〈m〉(1,t1) (38)
where we denoted by 〈m〉(t,t′) the mean value of m averaged between t and t′. Evidently, if
the values of 〈m〉(1,t1) (and the other averaged quantities) are stored every few steps between
1 and t2, we can use Eq. (38) to find at which value of t1 the magnetization does not change
any more and accept this as the initial relaxation time. Simultaneously we obtain the correct
average. With this trick we avoid the need to repeat the calculation or to store the full state at
every few steps.
Random number generation
Since each step of the stochastic process involves a probability distribution, a numerical imple-
mentation of the method requires a random number generator. This is the heart of any Monte
Carlo algorithm and the correctness of the results depends critically on its quality. Usually a
numerical simulation of a random number sequence is employed giving a uniform probability
distribution in the semi-open interval [0, 1). It is created by an algorithm and is fully repro-
ducible and also periodic, but it appears to have the characteristics of “truly random” numbers,
hence it bears the name pseudo-random sequence. In particular it should have a period long
enough so as not to repeat itself during the stochastic process and it should show no correlation,
meaning that the probability of obtaining a value should not detectably depend on the values
previously obtained. Needless to say that the algorithm should also appear ergodic, i.e., densely
cover the full interval [0, 1) limited only by its period and by the truncation of decimal points in
the computer.
In many applications there is the need for a non-uniform probability distribution following a
function p(x) ≥ 0 with ∫ b
a
p(x) dx = 1, where a can be −∞ and b can be ∞. There is
a method for obtaining random numbers x according to p(x), if random numbers r are pro-
vided in the uniform distribution in [0, 1). The method requires knowledge of the integral
P (x) =
∫ x
a
p(x′) dx′ and its inverse function, P−1. Obviously, P is monotonously increas-
ing and P (a) = 0, P (b) = 1; thus, P−1 is a monotonous function defined in the interval [0, 1]
and P−1(0) = a, P−1(1) = b. Then, if a random variable r obeys the uniform distribution in
the interval [0, 1), the random variable P−1(r) obeys the distribution p in [a, b). This is proven
e.g. in Refs. [18, 19].
4.3 Metropolis, heat-bath, and cluster-flipping algorithms
Metropolis algorithm
We now introduce one of the first and simplest stochastic rules for Monte Carlo calculations,
the Metropolis algorithm [17]. For the Heisenberg model, it has as follows:
1. Starting from an initial state i, choose a moment at random.
2. Choose a candidate new state f by rotating the moment to a new direction at random.
3. Calculate the energy difference between the new and old state, Ef − Ei.
4. If Ef −Ei < 0 accept the candidate state as the next state. Otherwise compare a random
number r ∈ [0, 1) to exp [−β (Ef − Ei)]; if r < exp [−β (Ef − Ei)] accept the state f
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otherwise reject it and keep i as the next state. Perform a sampling at the resulting state
(either f or i).
5. Using the resulting state (either i or f ), return to step 1.
Basically, steps 3 and 4 are called Metropolis criterion and are the essence of the metropolis
algorithm. Steps 1 and 2 have to do with the specific system (i.e., interacting magnetic mo-
ments), the way of partitioning phase space (one atomic moment at a time) and the principle of
choosing the candidate new state f (rotate the moment to a randomly chosen direction).
The Metropolis algorithm satisfies the basic criteria for a stochastic rule. It is obviously ergodic,
since all moments have a probability of being rotated in any direction, thus all final states have
a probability of being accepted. It also satisfies the principle of detailed balance by construction
of the Metropolis criterion. To see this we may write the detailed balance principle (32) as
wj←i
wi←j
= e−β (Ej−Ei). (39)
But this is exactly what is done by the Metropolis criterion: going lower in energy has proba-
bility 1 while going higher in energy has probability e−β |∆E|.
The Metropolis algorithm is the workhorse of the Monte Carlo method. It is simple to imple-
ment and in many cases very efficient. However, one can make adjustments to improve it for
particular problems by improving the acceptance ratio, which is the ratio of accepted states in
step 4 to the total number of trials. Intuitively we expect that the optimal acceptance ratio is
1
2
. If it is much lower, the computational time is waisted in rejecting states that were proba-
bly irrelevant for the problem anyway; if it is too close to 1, then it means that the stochastic
process could be failing to sample an important part of the phase space, being trapped at some
local minimum of the free energy (although at very high temperatures the ratio must approach
1). A typical example for the former scenario is the case of a ferromagnet at low temperatures
that we discussed when introducing the autocorrelation function: many new random moment
directions increase the energy too much, posing the moment at a high angle to the neighbours,
and are rejected. One simple but efficient way to circumvent this problem is to restrict the can-
didate new moment direction to a cone of fixed opening angle θ0 around the previous direction.
As θ0 becomes smaller, the energy of the candidate state will be closer to the one of previous
state, increasing the acceptance ratio. The optimal θ0 is temperature-dependent; at a certain
temperature we may adjust θ0 by a few trials to optimize the acceptance ratio and then fix it and
continue the simulation. A reasonable guess of θ0 for an acceptance ratio of 12 in the case of the
Heisenberg model (1) at low temperatures is motivated by the demand that a rotated moment
should give e−β|∆E| = 1
2
, i.e., exp[(2β
∑
n′ Jnn′MnMn′)(1 − cos θ0)] = 12 ,9 or equivalently
cos θ0 = 1− [2β
∑
n′ Jnn′MnMn′ ]
−1 log 2.
Heat-bath algorithm
Next we discuss a stochastic rule of different philosophy, the heat-bath algorithm. It was
first introduced for the Ising model but extended also to the Heisenberg model by Miyatake
et al. [20]. The idea is to consider, at each step, a magnetic moment of the crystal Mn as if it
were in contact with a heat bath of temperature T and under the action of a local Hamiltonian
H locn = −2Mn · Beffn := −2Mn · (
∑
n′ Jnn′Mn′), where we have defined an effective field
9The factor 2 in the exponential originates from the double counting in Eq. (1).
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acting onMn as the sum of the interaction to all neighbours of the Heisenberg Hamiltonian (1).
Being in this environment, the momentMn will fluctuate, attaining various directions according
to the Gibbs-Boltzmann distribution, p(Mn) = exp
[−β (−2Mn ·Beffn )] /Z , where the parti-
tion function comprises an integral over the solid angle: Z = ∫ dωn exp [−β (−2Mn ·Beffn )].
Given this form of p(Mn), the next step is to choose a new direction as a set of two random vari-
ables, the angles θ and φ, that obey this particular probability distribution. This new direction
is always accepted; i.e., the heat-bath method has no rejection.
Using a local coordinate system with the z axis along Beffn , the angle φ trivially obeys the
uniform distribution in the interval [0, 2pi), since the energy is rotationally invariant aroundBeffn .
For the angle θ the situation is more complicated and one must resort to the transformation from
the uniform distribution to the new distribution as was outlined at the end of Section 4.2. The
resulting integral and function inversion was performed analytically by Miyatake et al. [20]
yielding an angle θn that should be chosen according to the rule
cos θn =
1
βE0
log
[
(1− r) exp(βE0) + r exp(−βE0)
]
(40)
where r is a random variable obeying the uniform distribution in [0, 1) and E0 = |Mn||Beffn |.
Eq. (40), together with the angle φ chosen randomly in [0, 2pi) gives the value of the new direc-
tion of the momentMn in the local system.
Since the heat-bath method has no rejection, it should at first sight be faster than the Metropolis
method. However, it has two obvious drawbacks. The first is that the exponentials and the
logarithm in Eq. (40) are numerically by far more expensive than the evaluation of cos θn =
2 (1
2
− r) as a uniform random variable in the range [−1, 1) that is required in the Metropolis
method. The second drawback is that the method cannot be easily generalized, since it relies
on the transformation of the random variable from the uniform to the new distribution. For the
Heisenberg model this is given by Eq. (40), but for a different model an analytical expression
might not be obtainable in closed form. For example, as soon as one adds a single-ion anisotropy
term −KM2z to the Heisenberg Hamiltonian, Eq. (40) is no more valid.
A further point to have in mind is the need for fast convergence of the stochastic process in
terms of the number of Monte Carlo time-steps. This largely depends on the method, and it can
be that for certain problems the Metropolis method is very efficient. Still, there is at least one
problem where the heat-bath method for the Heisenberg model has proven to be by far supe-
rior to the Metropolis method: this is the problem of finding the Curie temperature in diluted
magnetic semiconductors [21]. These systems comprise magnetic defects that are diluted in a
non-magnetic, semiconducting or insulating host at a concentration of a few percent. Due to
the band gap of the host, the exchange interaction between the impurities falls off exponen-
tially with distance, resulting in a situation that most magnetic ions are only weakly coupled to
their far-away neighbours, while some others that happen to be clustered together are strongly
bound to their nearest magnetic neighbours. As it turns out, under these circumstances case the
Metropolis method has a very long autocorrelation time, exceeding by two or three orders of
magnitude the autocorrelation time of the heat-bath method [22] that proves to be an extremely
valuable tool.
Cluster-flip methods
We close this section with a brief mention of cluster-flip methods. In such methods, designed for
the Ising or Heisenberg model, the stochastic rule does not process one magnetic moment at a
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time but a whole cluster of moments. The algorithms start at a certain site and then add on some
of its neighbours, then some of the added-neighbours’ neighbours, etc., each with a certain
probability that is depends on the temperature, on the relative moment direction, and on the
interaction strength. Once the addition of neighbours is exhausted, a connected cluster has been
formed whose magnetic moments are flipped as a whole. One of the benefits of such methods is
that they approach the configurations of the critical point by a physically motivated algorithm,
since close to the critical point the system shows long-range fluctuations. Two well-known
cluster-flip methods are the Wolff algorithm [23] and the Swendsen-Wang algorithm [24], both
of which are well discussed by Newman and Barkema [18].
5 Application to bcc Fe
We come now to an application of the theory in the case of bcc Fe, one of the few elemen-
tal ferromagnets. We first summarize a few technical details of the calculation. The elec-
tronic structure calculations were carried out within the generalized gradient approximation
to density-functional theory and employed the full-potential Korringa-Kohn-Rostoker Green
function method [25]. Relativistic effects were taken into account within the scalar relativis-
tic approximation. An angular momentum truncation at lmax = 3 was taken. The exchange
constants for the Heisenberg Hamiltonian (1) were calculated using the method of infinitesimal
rotations that was discussed earlier here (Eq. (16)) and that was derived for the Korringa-Kohn-
Rostoker method by Liechtenstein et al. [8]. For the calculation of thermodynamic properties,
the Monte Carlo method was used, employing the Metropolis algorithm in periodic supercells.
The number of sampling steps varied depending on the temperature, but close to Tc each atom
in the supercell was sampled 8000 times at each temperature. As a random number generator
we used the Mersene Twister code [26].
We continue by discussing the calculated exchange interactions. Fig. 1 shows the spin-resolved
density of states at the ferromagnetic state together with the nearest-neighbour Jnn′(E), that we
call J1(E), given by Eq. (18). At EF, J1(EF) is the physical interaction. We see in Fig. 1 that
J1(E) obtains positive and negative values, i.e., there are ferromagnetic and antiferromagnetic
contributions from the various bands. This has an origin in the bonding character between the
states of nearest neighbours. We provide two examples, while we refer to Ref. [21] for a more
thorough discussion. When rotating the two moments with respect to each other, some peak
of the density of states centered at EF may reduce its width because the same-spin hybridiza-
tion of neighbouring wavefunctions lessens. This gives a ferromagnetic contribution to J1(EF),
because the reduced broadening means that occupied states are driven to higher energies, in-
creasing the total energy by rotation. In a second example, two peaks of opposite spin might be
centered at EF + ∆E for spin up and EF −∆E for spin down. In the ferromagnetic state these
states are orthogonal by spin and do not hybridize. But when the moments rotate, then there
is a non-vanishing projection of the spin-up states of one atom to the spin-down of the other,
and this results in hybridization and mutual repulsion of the peaks. Since the occupied peak
will be shifted lower by this repulsion, a reduction of energy occurs by rotation, indicating an
antiferromagnetic contribution. The same principle holds for the whole curve J1(E). The sum
of all these contributions yields the displayed curve.
Next we examine the parameters Jnn′ as a function of distance between n and n′. These are
shown in Fig. 2 (red dashed line). Since it obviously matters not only how strong is the interac-
tion at a certain distance, but also how many equivalent neighbours there are in a shell of atoms
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Fig. 1: Spin-resolved density of states (DOS) (shaded area, left-hand scale) and nearest neigh-
bour exchange interaction as a function of energy according to Eq. (18) (blue, right-hand scale)
for bcc Fe.
at this distance, the parameters Jnn′ have been multiplied by the number of neighbours in the
shell and are depicted by the full green line. The strongest interactions are the ones to the near-
est and second-nearest neighbours, where there is a direct overlap of dwavefunctions. At higher
distances we clearly witness an oscillatory behaviour that is a Fermi-surface effect. These os-
cillations indicate that many shells of neighbours are necessary to obtain a convergence in the
thermodynamic values. Indeed, when calculating the Tc either by mean-field theory (Eq. (19))
or by the Monte Carlo method (discussed below), we are practically forced to set a cutoff in the
interaction distance, dropping the Jnn′ father than this cutoff. Fig. 2 shows the calculated Tc as a
function of the cutoff within mean-field theory (upper blue curve) and Monte Carlo (lower blue
curve).10 The value of Tc is evidently oscillating with distance just as the Jnn′ with rather slow
convergence. The experimental value of Tc = 1043 Kelvin is underestimated by approximately
17% by the calculation that gives 870 Kelvin. This underestimation is not universal, since in
other materials it can be larger or smaller or also an an overestimation can occur.
Now we come to the Monte Carlo calculations. The calculated quantities from the Monte
Carlo simulation are the magnetization 〈m〉(T ), the (longitudinal) susceptibility per atom χT
(Eq. (34)), the specific heat per atom cT = CT/Nat according to Eq. (26), and the fourth-order
cumulant,
U4(T ) = 1− 1
3
〈m4〉
〈m2〉2 (41)
The role of the latter quantity will be discussed later on.
The Monte Carlo results are presented in Fig. 3. We show calculations for different supercell
sizes to demonstrate the finite-size effects. The distance cutoff was taken at 4.5 lattice parame-
ters.
10We remind the reader that mean-field theory always overestimates the Curie temperature.
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Fig. 2: Variation of calculated Curie temperature of bcc Fe as a function of the cutoff in the
distance-dependent exchange parameters. Shown is the mean-field and Monte Carlo derived Tc
in a 12×12×12 supercell, the exchange parameters J M2 (red dashed curve) and the exchange
parameters multiplied by the number of atoms in each. The units of J M2 are transformed to
Kelvin by multiplying with kB.
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Fig. 3: Calculated magnetization curve (upper panel) and susceptibility per atom χT (lower
panel) for bcc Fe using the Monte Carlo method for three different periodic supercell sizes,
12×12×12, 20×20×20, and 30×30×30. For larger cells the magnetization curve falls more
abruptly and the susceptibility becomes more peaked as T approaches Tc. The magnetization
curve for a 20×20×20 supercell with open boundary conditions is also depicted, demonstrating
the underestimation of Tc in this case due to surface effects. The inset in the lower panel shows
the cumulantU4(T ) for the case of the three supercell sizes. The crossing point of the cumulants,
shown by an arrow, converges fast with supercell size towards the value of Tc. Also the specific
heat per atom, cT/kB, for the 30×30×30 supercell is depicted in the lower panel with a dashed
curve (multiplied by a factor 100 to agree with the scale). The fluctuations in the curves are
highest close to Tc and can be reduced by increasing number of sampling steps. Here, close to
Tc, the supercell was sampled 8000 times for each temperature using the Metropolis method.
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At T = 0 the system is at the ferromagnetic state, the magnetization has its highest value, and
the longitudinal susceptibility vanishes. This is understandable, since the moments cannot be
elongated, by assumption of the model. The specific heat, however, does not vanish, since the
system has the possibility to be excited to infinitesimally small energies absorbing energy even
at T = 0. Here we see a clear difference to the quantum model, where the presence of a gap
between the ground-state energy and the first excited level causes the specific heat to vanish.
As the temperature increases, the individual moments deviate in direction from the average,
thus they can be re-oriented by a field that is along the average moment. This causes χT to
slowly rise. The magnetization drops linearly at first, as was discussed in the last paragraph of
Section 2.
In the vicinity of the Curie temperature the magnetization drops fast and almost reaches zero.
This is actually one way of locating Tc. The fact that 〈m〉(T ) does not exactly vanish above Tc
is a finite-size effect of the simulation supercell, as is demonstrated by the different curves for
different supercell sizes. Clearly the curve for the 27000-atom supercell (Fig. 3, upper panel) is
much closer to what one expects from a second-order transition, i.e., that 〈m〉(T ) should drop
to zero continuously but with discontinuous derivative at Tc. Next to these curves we also see
the magnetization of an 8000-atom supercell but with open boundary conditions (dashed line);
compared to the same-size supercell with periodic boundary conditions, the former clearly gives
a lower value for Tc. Intuitively, one expects that any surface effects of the open boundary
conditions should disappear, as the supercell becomes larger. However, this happens too slowly
in the Heisenberg model. Thus, periodic boundary conditions improve the quality of the results.
The susceptibility, depicted in the lower panel of Fig. 3, shows a peak at Tc. The peak becomes
sharper and taller as the supercell size increases, and it is known that in the limit of Nat → ∞
the susceptibility shows a divergence at Tc. Actually the position of the peak gives a very
good estimate for Tc already at moderate supercell sizes. In order to understand this behaviour
better, consider that the state at Tc comprises fluctuations at all length scales (as is typical for
a second order phase transition). It includes large volumes, of arbitrarily large size (limited
only by the supercell size in the calculation and by the sample size in reality) that may appear
almost collinear but with the magnetization inside them pointing in any arbitrary direction.
These volumes, say of size Ω interact with their surrounding moments via their surface only.
Then, by applying a field, and as long as they keep their mutual angles, their reorientation as
a whole costs energy proportional to their surface only, i.e. grows as Ω2/3, while the energy
gain is proportional to Ω. At large Ω the surface energy cost becomes insignificant next to
the volume energy gain, so that the reorientation of the magnetization in Ω towards the field
direction is complete and the susceptibility diverges. From another perspective, these volumes
are not static; they change in size, position, and orientation of magnetization as a function
of time, causing extremely large fluctuations in time along with the large fluctuations in space.
Since the susceptibility is proportional to the squared fluctuation amplitude (Eq. (34)) it diverges
along with the fluctuations.
The same is true for the specific heat, as it depends on the energy fluctuation (Eq. (26)). At Tc
the fluctuations of the energy are also diverging, and along with them follows cT . Thus the peak
of cT is also a good estimate for the determination of Tc or of a phase transition in any system,
even if the order parameter is not known.
From the lower panel of Fig. 3 we see that the susceptibility peak occurs at ever so slightly
lower temperature as the supercell size increases. The limit of Tc for Nat → ∞ is found
by different procedures that are collectively named finite size scaling. In the ferromagnetic
Heisenberg model, one very powerful way for finite size scaling is to examine the fourth-order
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cumulant U4(T ) that was defined in Eq. (41) (see, e.g., Landau and Binder [19]). This quantity
is monotonically decreasing, takes the valuesU4(0) = 23 andU(∞) = 0, and for the infinite-size
supercell limit it is just a step-function at Tc. At finite sizes, the values of U4(T ) for different
sizes cross at a point very close to Tc. The crossing point converges to Tc rapidly as the size
increases. Thus one can perform the calculation of U4 at two cells of moderate but different
size, find the crossing point, and perhaps cross-check with a third cell.
For our example of bcc Fe the values of U4 near Tc are shown in the inset of Fig. 3. The
crossing of all three at almost the same point is evident, but if the statistical sampling was better
and the curves were smoother, then we would see that the three curves do not cross at a single
point; in that case the crossing point for the larger cells would be a better approximation to
Tc. Here we should note that the necessary number of sampling steps to obtain well-converged
averages increases with the power of the order parameter that needs to be sampled: we need
more steps for 〈m2〉 than for 〈m〉 and even more for 〈m4〉. This is why the susceptibility values
are fluctuating stronger than the magnetization values in Fig. 3.
6 Epilogue: Critical slowing down
We close this chapter with a comment on numerical accuracy, in particular on the necessary
number of sampling steps close to Tc. This number increases as one approaches Tc, where the
fluctuations become large. It increases still more as the supercell becomes larger, merely be-
cause then the fluctuation amplitude becomes larger (proportional to the number of atoms in the
supercell at Tc). This effect of second-order phase transitions is known as critical slowing down
and hampers most Monte Carlo methods [18, 19]. It has, however, also a physical origin, since
in an experiment that is performed at Tc the fluctuations would also be large and slowly chang-
ing, and one would need a longer observation time to measure averaged quantities, compared
the time at temperatures lower or higher than Tc. Normally the time scale involved is anyhow
very short compared to the observation time, but new ultrafast probe techniques in magnetism
can reach down to the femtosecond time-scale, i.e., far below the time-scale of the fluctuations.
The effect of critical slowing down is also observed in real-life situations, especially in the
scientific task of completing and polishing a manuscript or a thesis. Even when one naively
believes that little is left to be done, critical slowing down makes the last corrections and ad-
justments take forever. In the same spirit as in phase-transition simulations, one is forced in real
life to accept a cutoff for the time of optimization, that is otherwise only limited by the natural
cutoff of human lifetime.
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1 Introduction
Density Functional Theory has emerged as a very successful technique to calculate the ground
state properties of electronic systems, whether in bulk, nanostructures, or molecules. Formally
DFT only provides the ground state density and total energy, and there are well known failures
in the representation of electronic excited states. If however the ground state is perturbed very
lightly, typically in such a manner as to leave the system close to its electronic ground state,
one can easily apply the traditional quantum formalism for perturbation theory, giving density
functional perturbation theory (DFPT). This approach was invented at the end of the 1980s,
and has been particularly successful in predicting many experimentally observable quantities:
experiment always probes excitations of a system, but for low energy “slow” excitations DFPT
builds on the very good representation of the ground state in DFT to give accurate excitations as
well. Higher energies imply more electronic transitions, in which the intrinsic DFT is a much
worse approximation. The cures to these woes (TDDFT, GW etc...) are presented in several
other chapters of these proceedings.
The first development of DFPT came from Baroni, Giannozzi, and Testa in Trieste [1]. Several
groups followed suite in the 1990s, in particular those of Xavier Gonze, Serguei Savrasov, Amy
Liu, and then many others. A large number of electronic structure simulation packages now
implement and use DFPT. The historic ones are Quantum Espresso [2] and ABINIT [3], but
also VASP [4], octopus [5], CASTEP [6] and many others. DFPT has become a popular tool
for the analysis of the vibrational and spectroscopic properties of materials, routinely providing
phonon frequencies and dielectric properties with just a few percent of error with respect to
experiment.
In the following sections we will give basic definitions and review the important concepts of
DFPT. Some derivations will be followed through, but the details will be left buried in the
appropriate literature. The aim is to provide a framework and support for the lectures in the FZJ
Spring School 2014, and to showcase a variety of representative and interesting applications
which have links to other Lectures from the school. By the end of this Lecture students should
have an accurate idea of what they can calculate with DFPT, how the calculation is carried out,
and which experimentally observable quantities can be extracted. A number of review articles
have been published over the past 25 years (e.g. Ref. [7] which we referred to frequently), in
particular the Review of Modern Physics by Baroni et al. [8].
This chapter is dedicated to the memory of Professor Jean-Pol Vigneron (1950-2013).
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2 Density Functional Perturbation Theory
2.1 Response functions
Many interesting physical properties (response functions) are the result of the application of an
external perturbation to the system under investigation. Response functions are second, third,
or higher order derivatives of the total energy with respect to applied perturbation(s). Typical
perturbations can be atomic displacements, homogeneous external electric or magnetic fields,
strain, alchemical change, etc... The physical properties related to the derivatives of the total
(electronic plus ionic) energy are
1st order: forces, stress, dipole moment, ...
2nd order: phonon dynamical matrix, elastic constants, dielectric susceptibility, Born effective
charges, piezoelectricity, internal strain
3rd order: non-linear dielectric susceptibility, phonon-phonon interaction, Gru¨neisen parame-
ters, anharmonic elastic constants, ...
Further physical properties - such as entropy or thermal expansion - can be obtained integrating
the total energy (or a thermodynamic potential) over phononic degrees of freedom.
Total energy derivatives can be computed using either direct approaches (e.g., finite differences,
molecular-dynamics spectral analysis) or perturbative techniques. The former suffer from var-
ious limitations such as size effects, ergodicity constraints, commensurability problems or the
difficulty to decouple the responses to perturbations of different wavelength. The perturbative
theory applied to DFT, instead, allows one to treat not only periodic perturbations but also per-
turbations characterized by a non-zero, commensurate or incommensurate, wavevector [9]. In
addition, the computation of 1st order corrections to wavefunctions within perturbation theory
can be done using a variational approach (Section 2.3) and algorithms similar to those used for
ground-state (i.e. unperturbed) calculations. Hence, the perturbative technique can be naturally
included in the usual DFT framework. In the following, unless otherwise specified, we will use
Hartree atomic units ~ = me = e = 1/4πε0 = 1
2.2 Perturbation theory
Any perturbation theory starts by the identification of a small parameter, λ << 1, characterizing
the change in the unperturbed Hamiltonian of the system H(0) due to an external potential
Vext(λ):
H(λ) = H(0) + Vext(λ) (1)
We assume that the unperturbed Schro¨dinger equation
H(0) |ψ
(0)
i 〉 = ǫ
(0)
i |ψ
(0)
i 〉 (2)
can be solved exactly and the normalization condition on the unperturbed wavefunctions is
satisfied 〈
ψ
(0)
i
∣∣∣ψ(0)i 〉 = 1 (3)
where i labels eigenvalues and eigenvectors ofH(0). Our goal is to solve the perturbed Schro¨dinger
equation
H(λ) |ψi(λ)〉 = ǫi(λ) |ψi(λ)〉 (4)
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with the normalization condition on wavefunctions
〈ψi(λ) |ψi(λ)〉 = 1 (5)
The next section will describe the specific types of perturbations usually examined. The fun-
damental hypothesis is that all of the observables and physical quantities can be expanded in
Taylor series with respect to λ, and that these series are well defined and will converge. This
constraint is not trivial formally, but in practice is usually verified. A perturbation of the Hamil-
tonian will change the resulting eigenstates and eigenvalues, generically to arbitrary order in λ.
Let
H(λ) = H(0) + λH(1) + λ2H(2) + ... (6)
Then the resulting eigensolutions for the full H are:
ψi(λ) = ψ
(0)
i + λψ
(1)
i + λ
2ψ
(2)
i + ... (7)
and eigenvalues
ǫi(λ) = ǫ
(0)
i + λǫ
(1)
i + λ
2ǫ
(2)
i + ... (8)
The nth order correction to the eigenvalues (respectively, eigenvectors) is nth-derivative of the
eigenvalue (respectively, eigenvectors) computed at λ = 0. For instance
ǫ
(1)
i =
dǫi(λ)
dλ
∣∣∣∣
λ=0
(9)
Hence the utility of perturbation theory to compute 1st, 2nd and 3rd order derivatives of the total
energy with respect to small perturbations. For certain perturbations the zeroth or first order,
or, e.g., all even order corrections can be 0, depending on symmetry. In Eq. 7 we will presume
that the eigenstate starts from a Kohn Sham (KS) independent particle orbital, and that H(0)
is the corresponding KS Hamiltonian (the same form would be true for the full Many Body
wavefunction and hamiltonian, of course). The new state is again a stationary solution of the
new Hamiltonian, and we restrict ourselves to static perturbations for the moment. Replacing
the above in the eigenequation for ψ (Eq. 4) and identifying terms in powers of λ gives a
hierarchical and constructive set of equations for progressively higher order solutions:
H(0) |ψ
(1)
i 〉+H
(1) |ψ
(0)
i 〉 = ǫ
(0)
i |ψ
(1)
i 〉+ ǫ
(1)
i |ψ
(0)
i 〉 (10)
H(0) |ψ
(2)
i 〉+H
(1) |ψ
(1)
i 〉+H
(2) |ψ
(0)
i 〉 = ǫ
(0)
i |ψ
(2)
i 〉+ ǫ
(1)
i |ψ
(1)
i 〉+ ǫ
(2)
i |ψ
(0)
i 〉 (11)
...
with the 0th order Schro¨dinger equation given by Eq. 2. Inserting the perturbative series of ψ (7)
in the normalization condition (5) we obtain a condition on the orthonormality of wavefunctions
at each order: 〈
ψ
(0)
i
∣∣∣ψ(1)i 〉+ 〈ψ(1)i ∣∣∣ψ(0)i 〉 = 0 (12)〈
ψ
(0)
i
∣∣∣ψ(2)i 〉+ 〈ψ(1)i ∣∣∣ψ(1)i 〉+ 〈ψ(2)i ∣∣∣ψ(0)i 〉 = 0 (13)
...
where the 0th order normalization condition is given by Eq. 3. Left multiplying the 1st order
Schro¨dinger equation (10) by 〈ψ(0)i | and using the orthonormality conditions (3) and (12) we
obtain the 1st order eigenvalues:
ǫ
(1)
i = 〈ψ
(0)
i |H
(1) |ψ
(0)
i 〉 (14)
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This result is equivalent to the Hellmann-Feynman theorem [10, 11], which states that the first
derivative of the eigenvalues of the Hamiltonian H(λ) is given by the expectation value of the
derivative of the Hamiltonian with respect to the parameter λ. From Eq. 14 it follows that
the first-order corrections to the energy can be computed from the unperturbed wavefunctions
and from the first-order change in the external potential. Higher-order terms are not needed to
compute ǫ(1)i .
The first-order correction to the wavefunctions can be computed by solving the so-called Stern-
heimer equation [12]:
(H(0) − ǫ
(0)
i ) |ψ
(1)
i 〉 = −(H
(1) − ǫ
(1)
i ) |ψ
(0)
i 〉 (15)
which is obtained by rearranging the terms in the 1st order Schro¨dinger equation (10). Solv-
ing the Sternheimer equation for the ψ(0)i requires the inversion of the (H(0) − ǫ
(0)
i ) operator.
However, the inversion cannot be done for arbitrary vectors since ǫ(0)i is an eigenvalue of H(0).
The problem can be solved by expanding |ψ(1)i 〉 in the basis of |ψ
(0)
i 〉 (which is orthonormal and
complete):
|ψ
(1)
i 〉 =
∑
j
c
(1)
ij |ψ
(0)
i 〉 (16)
This allows one to separate the 0th order wavefunctions in two subsets: the subset I of the
wavefunction(s) corresponding to the eigenvector ǫ(0)i and the subset of the wavefunctions in
the orthogonal subspace I⊥. After some algebra, it is possible to determine the coefficient c(1)ij
with j ∈ I⊥, which permits to write the 1st order correction to the wavefunctions in terms of a
sum over the spectrum of the unperturbed Hamiltonian:
|ψ
(1)
i 〉 =
∑
j∈I⊥
|ψ
(0)
j 〉
〈ψ
(0)
j |H
(1) |ψ
(0)
i 〉
ǫ
(0)
i − ǫ
(0)
j
(17)
This sum runs over all the states (both occupied and empty) of the system except the specific
eigenstate under consideration, for which the denominator would vanish. The coefficient c(1)ij
with j ∈ I remains unknown in this approach, which gives us a gauge freedom. Imposing the
normalization condition on the 1st order eigenvector results in c(1)ij = 0 when j ∈ I .
The Sternheimer equation can also be written in terms of the projector onto the I⊥ subspace
PI⊥ =
∑
j∈I⊥
|ψ
(0)
j 〉 〈ψ
(0)
j | as
PI⊥
(
H(0) − ǫ
(0)
i
)
PI⊥ |ψ
(1)
i 〉 = −PI⊥H
(1) |ψ
(0)
i 〉 (18)
where a full identity I = PI⊥ + PI has been inserted in the left hand side, and applied to the
left. The advantage of this expression is that the singularity has been removed and, hence, the
Sternheimer equation can be solved for ψ(1)i . Defining the Green’s function in the subspace I⊥
as
GI⊥(ǫ) =
[
PI⊥
(
ǫ−H(0)
)
PI⊥
]−1 (19)
the equation to solve becomes
PI⊥ |ψ
(1)
i 〉 = GI⊥(ǫ
(0)
i )H
(1) |ψ
(0)
i 〉 (20)
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i.e. Green’s function techniques can be used to solve the Sternheimer equation (15).
Several expressions exist for the second-order corrections to the energy. A simple expression
can be obtained by left multiplying the 2nd order Schro¨dinger equation (11) by 〈ψ(0)i | and using
the 0th order equations (2) and (3):
ǫ
(2)
i = 〈ψ
(0)
i |H
(2) |ψ
(0)
i 〉+ 〈ψ
(0)
i |H
(1) − ǫ
(1)
i |ψ
(1)
i 〉 (21)
summing this expression to its Hermitian conjugate and using the 1st order normalization con-
dition (12) we obtain:
ǫ
(2)
i = 〈ψ
(0)
i |H
(2) |ψ
(0)
i 〉+
1
2
(
〈ψ
(0)
i |H
(1) |ψ
(1)
i 〉+ 〈ψ
(1)
i |H
(1) |ψ
(0)
i 〉
)
(22)
The 2nd order correction to the energy can also be obtained by minimizing with respect to ψ(1)i
the expression
ǫ
(2)
i = min
ψ
(1)
i
{
〈ψ
(0)
i |H
(2) |ψ
(0)
i 〉+ 〈ψ
(1)
i |H
(0) − ǫ
(0)
i |ψ
(1)
i 〉+
〈ψ
(0)
i |H
(1) − ǫ
(1)
i |ψ
(1)
i 〉+ 〈ψ
(1)
i |H
(1) − ǫ
(1)
i |ψ
(0)
i 〉
} (23)
under the normalization constraint Eq. 12. The expression enclosed by curly brackets is usually
referred to as the variational expression of the 2nd order correction to the energy. Similar
variational expressions exist for all even orders. The number of terms to be calculated is larger,
and the non-variational expressions (which exist for all orders) are often used for simplicity in
other cases. They can often obtain the full set of ǫ(2) without needing the full set of ψ(1).
2.3 Density Functional Perturbation Theory
The DFT ground-state energy of the electronic system is obtained by minimizing the functional
of the electronic density:
Eel[ρ(λ)] =
Ne∑
i=1
〈ψi(λ)| (T + Vext(λ)) |ψi(λ)〉+ EHxc[ρ(λ)] (24)
under the orthonormality constraint on the Kohn-Sham orbitals:
〈ψi(λ) |ψj(λ)〉 = δij (25)
The sum in Eq. 24 is performed on all the occupied states, T is the kinetic energy operator,
Vext is the external potential (which includes the nuclear potential), EHxc is the Hartree and
exchange-correlation energy functional. The electronic density is given by
ρ(r;λ) =
Ne∑
i=1
ψ∗i (r;λ)ψi(r;λ) = ρ
(0)(r) + λρ(1)(r) + λ2ρ(2)(r) + ... (26)
and the minimization can be performed using the Lagrange multiplier method. The canoni-
cal Euler-Lagrange equations can be cast in the form of a Schro¨dinger equation (4) with the
Hamiltonian
H = T + Vext(λ) + VHxc(λ) (27)
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where
VHxc(r;λ) =
∂EHxc[ρ(λ)]
∂ρ(r)
(28)
Analogously to standard perturbation theory (Section 2.2), it is assumed that the unperturbed
problem (λ = 0) can be solved exactly and the perturbing potential is known at all orders. As
mentioned in the Introduction, the goal of Density Functional Perturbation Theory (DFPT) is
to compute the derivatives of the DFT electronic energy with respect to different perturbations.
The full derivation of the (many) DFPT equations can be found in [1, 13, 14, 15]. In order to
describe the whole Born-Oppenheimer energy, the electrostatic repulsion between nuclei must
be added to the electronic contribution. The nuclei-nuclei interaction energy can be obtained
by treating the nuclei as classical point charges, so it does not present particular computational
difficulties and hence we focus here on the electronic contribution only.
In standard perturbation theory it is shown that the first order correction to the electronic energy
can be computed from the 0th order wavefunctions and the perturbing potential at the 1st order
(14):
E
(1)
el =
Ne∑
i=1
〈ψ
(0)
i |H
(1) |ψ
(0)
i 〉 =
Ne∑
i=1
〈ψ
(0)
i | (T + Vext)
(1) |ψ
(0)
i 〉+
dEHxc[ρ
(0)]
dλ
∣∣∣∣
λ=0
(29)
which is the Hellmann-Feynman theorem for DFT.
The constraint on the wavefunctions at 1st order is given by Eq. 12. The 1st order change
in the wavefunctions can be obtained by solving directly the Sternheimer equation (15) using
iterative techniques or a self-consistent approach analogous to the self-consistent solution of the
unperturbed problem where the Kohn-Sham equation is replaced by Eq. 15. Sternheimer gives
a system of Ne linearly coupled equations: this is formally much simpler than standard DFT,
where the Exc[ρ] dependency is non-linear. The ψ(1)i - solution of Eq. 15 - can also be computed
using the sum over states expression (Eq. 17) which only requires the knowledge of eigenvalues
and eigenvectors of the unperturbed Hamiltonian, and the perturbing potential at 1st order.
As discussed in Section 2.2 the Sternheimer equation can also be solved using Green’s function
techniques (Eq. 18). For semiconductors PI⊥ becomes the projector upon the conduction states.
For metals one should take explicitly into account that a finite density of states is present at
the Fermi energy and hence the external perturbation can affect the occupation numbers. The
linear response of metals has been treated by de Gironcoli [16]. The limits of validity of DFPT
are dictated by the requirement that the external perturbation is small, i.e. λ |ψ(1)i 〉 ≪ |ψ
(0)
j 〉.
Hence Eq. (17) implies |λ 〈ψ(0)j |H(1) |ψ(0)i 〉 | ≪ |ǫ(0)i − ǫ(0)j |, which means that the external
perturbation must be small with respect to electronic excitations.
Once the 1st order change of wavefunctions ψ(1)i is known, the first-order change of density can
be obtained by inserting the expansion (7) in Eq. 26:
ρ(1)(r) =
Ne∑
i=1
[
ψ
∗(1)
i (r)ψ
(0)
i (r) + ψ
∗(0)
i (r)ψ
(1)
i (r)
]
(30)
and, hence, the computation of the first-order change in the Hamiltonian can be done using [1]
H(1) = T (1) + V
(1)
ext + V
(1)
Hxc = T
(1) + V
(1)
ext +
∫
∂2EHxc
∂ρ(r)∂ρ(r′)
∣∣∣∣
ρ(0)
ρ(1)(r′)dr′ (31)
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The 2nd order derivative of the electronic energy can be given by a non-variational expression
that follows from Eq. 22:
E
(2)
el =
Ne∑
i=1
〈ψ
(0)
i |H
(2) |ψ
(0)
i 〉+
Ne∑
i=1
〈ψ
(0)
i |H
(1) |ψ
(1)
i 〉 (32)
A more accurate variational expression (analogous to Eq. 23 of standard perturbation theory)
can be obtained by minimizing
E
(2)
el
[{
ψ
(0)
i
}
,
{
ψ
(1)
i
}]
=
Ne∑
i=1
[
〈ψ
(0)
i | (T + Vext)
(2) |ψ
(0)
i 〉+ 〈ψ
(1)
i | (H − ǫi)
(0) |ψ
(1)
i 〉+
〈ψ
(0)
i | (T + Vext)
(1) |ψ
(1)
i 〉+ 〈ψ
(1)
i | (T + Vext)
(1) |ψ
(0)
i 〉
]
+
1
2
∫ ∫
∂2EHxc[ρ
(0)]
∂ρ(r)∂ρ(r′)
ρ(1)(r)ρ(1)(r′)drdr′ +
∫
d
dλ
∂EHxc[ρ
(0)]
∂ρ(r)
∣∣∣∣
λ=0
ρ(1)(r)dr+
1
2
d2EHxc[ρ
(0)]
dλ2
∣∣∣∣
λ=0
(33)
with respect to {ψ(1)i } under the constraints
〈
ψ
(0)
i
∣∣∣ψ(1)j 〉 = 0 for all occupied states i and all j.
Since E(2)el is variational with respect to {ψ
(1)
i }, this leads to Euler-Lagrange equations which
are equivalent to the self-consistent Sternheimer equation (Eq. 18).
Equations (32) and (33) explicitly show that the 2nd order derivatives of the total energy are
completely determined by the 1st order derivatives of the wavefunctions. In both standard
perturbation theory and DFPT it can be shown that the 3rd order correction to the energies can
be obtained by knowing the correction to the wavefunctions up to the 1st order. These results
are actually more general and are a consequence of the so-called “2n+ 1” theorem of quantum
mechanics. This theorem states that the knowledge of the derivatives of the wavefunctions at
order nth permits the computation of the derivatives of the energy up to order 2n + 1. The
theorem follows from the variational principle and has been demonstrated in DFT by Gonze
and Vigneron [13]. The practical importance of the “2n + 1” theorem is that it allows one
to access 3rd order derivatives of the total energy, e.g. 3rd order effects (such as anharmonic
phonon line widths, Raman scattering cross sections, nonlinear optical response) at the same
computational cost as harmonic properties.
As a final cherry on the cake, once certain first-order wavefunctions are known, the non-
variational expressions produced from Eq. 32 can be used to obtain many more mixed perturba-
tions, at no extra cost. As an example see the Born effective charges below, or the off-diagonal
terms of the dielectric susceptibility. The same holds true for third order (“2n+1”) quantities:
normally only two of the three ψ(1) are explicitly needed to get all of the mixed E(3) derivatives.
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3 The most common perturbations
3.1 Phonons
The quantum mechanical modeling of bulk, molecules and nanostructured materials is usually
performed in the adiabatic approximation of Born and Oppenheimer [17]. This approximation
relies on the much greater mass of nuclei with respect to electrons. From this it follows that
the nuclear motion is much slower than the electrons motion. Hence, it is possible to decouple
nuclear (i.e. vibrational) and electronic degrees of freedom in the Hamiltonian and perform
the computation of the total energy of the system in two steps. At first, the kinetic energy of
the nuclei is supposed to be constant and subtracted from the total Hamiltonian. The resulting
Born-Oppenheimer Hamiltonian HBO depends parametrically upon the nuclear positions τ and
describes the problem of the interacting electrons moving in the electrostatic field of nuclei at
fixed positions:
HBO(τ) = −
1
2
∑
i
∂2
∂r2i
+
1
2
∑
i 6=j
1
|ri − rj|
−
∑
i,κ
Zκ
|ri − τκ|
+
1
2
∑
κ 6=µ
ZκZµ
|τκ − τµ|
(34)
where r are the electronic coordinates, latin (i, j) and greek (κ, µ) letters respectively label
electron and nuclei, and Z is the nuclear charge. In HBO the kinetic energy of the electrons and
the various electrostatic interaction terms (the repulsive electron-electron, the attactive electron-
nucleus, and the repulsive nucleus-nucleus) can easily be identified. Eq. 34 can be solved, for
instance, using DFT techniques and gives the ground-state Born-Oppenheimer energy of the
system EBO(τ). Then the kinetic energy of the nuclei is added, resulting in a Schro¨dinger
equation for the nuclear motion which determines the dynamics of the lattice of the system(
−
1
2
∑
κ
1
Mκ
∂2
∂τ 2κ
+ EBO(τ)
)
Ψ(τ) = EΨ(τ) (35)
where E is the total energy and Mκ are the masses of the atoms.
Let us suppose that the system under investigation is periodic and, hence, can be described by
the periodic repetition of a unit cell. Let the vector R identify the position of a periodic image
of the unit cell with respect to the chosen origin, κ label a nucleus within the unit cell, and β
label the cartesian directions. The nuclei are not fixed to their classical zero-temperature ideal
positions but actually perform small displacements uRκβ around their equilibrium positions
τRκβ . Hence the Born-Oppenheimer energy of a crystal can be expanded in a Taylor series as a
function of the nuclear displacements
EBO(u) = E
0
BO +
1
2
∑
Rκβ
∑
R′κ′β′
∂2EBO
∂τRκβ∂τR′κ′β′
uRκβuR′κ′β′ + ... (36)
where E0 is the minimum of the energy in the static approximation, when all the displacements
are zero, and can be calculated within standard DFT. The 1st order term in the series repre-
sents the forces acting on each nucleus, which vanish at the equilibrium when EBO reaches a
minimum and FRκβ = ∂EBO/∂τRκβ = 0. Hence the linear contribution in the expansion (36)
disappears. The term containing the 2nd derivative of the energy is called harmonic and the
Taylor expansion truncated at the 2nd order is referred to as the harmonic approximation. An-
harmonic effects are described by higher order terms in Eq. 36 and will be discussed in Section
4.1.
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When a nucleus is displaced from its equilibrium position a force appears to bring the atom
back, according to the principle of virtual work. In the harmonic approximation (36), the force
acting on a nucleus presents a linear dependence on the displacement of that nucleus:
F (R′κ′β′) =
∂EBO
∂uRκβ
= −
∑
R′κ′β′
∂2EBO
∂τRκβ∂τR′κ′β′
uR′κ′β′ = −
∑
R′κ′β′
Φ(2)(Rκβ;R′κ′β′)uR′κ′β′
(37)
Equation (37) defines the matrix of interatomic force constants (IFCs), which is used to describe
the force acting on a specific nucleus κ due to the displacement of another nucleus κ′.
In classical mechanics the lattice dynamics is described by the Newton equations of motion
whose solution (in the harmonic approximation) is a superposition of the normal modes of
vibration of the system. Taking into account the periodicity of the lattice, the normal modes can
be written as Bloch states, i.e. as the product of a plane wave (which depends on the cell R in
the direct lattice) and a lattice-periodic function
URmq(κβ) = e
iq·RUmq(κβ) (38)
where the wavevector q is a vector in the first Brillouin zone and characterizes the normal modes
of vibration. The harmonic ansatz also implies a simple phase dependency on time exp(−iωt)
to be added to Eq. 38 before insertion in Newton’s law. In quantum mechanics the nuclear
displacements URmq(κβ) are quantized and known as phonons. Phonon eigendisplacements
and their frequencies ωmq can be obtained by solving a generalized eigenvalue equation for the
periodic part of the Bloch state
∑
κ′β′
Φ˜(2)(κβ;κ′β′;q)Umq(κ
′β′) = Mκω
2
mqUmq(κβ) (39)
where the dynamical matrix Φ˜(2)(κβ;κ′β′;q) is the Fourier transform of the IFC matrix
Φ˜(2)(κβ;κ′β′;q) =
∑
R′
Φ(2)(0κβ;R′κ′β′)eiq·R
′ (40)
and the eigendisplacements satisfy the normalization condition
∑
κβ
Mκ[Umq(κβ)]
∗Umq(κβ) = 1 (41)
If the system under investigation has N atoms in the unit cell, the dimension of the dynamical
matrix is 3N×3N and the eigendisplacements are vectors of length 3N describing the displace-
ments of the N nuclei along the 3 Cartesian directions. The resulting phonon band structure
is not unbounded from above in energy, as is the case for electrons, but contains exactly 3N
bands, with usual energies in the 1-10 meV range (up to several hundreds of meV for bonds
involving Hydrogen).
The interatomic force constants and dynamical matrices are 2nd-order derivatives of the Born
Oppenheimer energy with respect to atomic displacements. Hence they can be accurately and
efficiently computed using DFPT.
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3.2 Periodic systems and incommensurate perturbations
The quantum mechanical modeling of systems under a periodic external potential can easily
be accomplished thanks to the Bloch theorem. In this section we will discuss how to treat
the case of a perturbation characterized by an incommensurate wavevector, which breaks the
translational symmetry.
Bloch’s theorem demonstrates that the wavefunction of a system subject to a potential with
translational periodicity R in the direct lattice
V
(0)
ext (r+R) = V
(0)
ext (r) (42)
can be expressed as the product of a plane wave characterized by a vector k of the reciprocal
lattice and a periodic function u(0)jk having the same periodicity as the external potential:
ψ
(0)
jk (r) =
1
NcellΩ0
eik·ru
(0)
jk (r) (43)
whereNcell is the number of replicas of the unit cell included in the Born-von-Karman supercell,
Ω0 is the volume of the unit cell, and j is the electronic band index. The electron density has
the same periodicity of the wavefunctions and is given by integrating the wavevectors k in the
first Brillouin zone and summing j on the occupied bands
n(0)(r) =
1
(2π)3
∫
BZ
occ∑
j
u
(0)∗
jk (r)u
(0)
jk (r)dk (44)
Let us consider a perturbation to the periodic potential V (0)ext which is characterized by an incom-
mensurate wavevector q [13, 15, 18]: such that
V
(1)
ext,q(r+R) = e
iq·RV
(1)
ext,q(r) (45)
As written, this perturbing potential is Hermitian only when q is half of a vector of the reciprocal
lattice. For generic q, the sum of this potential and its Hermitian conjugate, V (1)ext,q + V (1)ext,−q,
should be used instead, such that the Hamiltonian is Hermitian. With this potential we have:
V
(1)
ext,q(r+R) = e
iq·RV
(1)
ext,q(r) + e
−iq·RV
(1)
ext,−q(r) (46)
If we apply a translation R, the 1st order wavefuction can be obtained from Eq. (17) of pertur-
bation theory:
ψ
(1)
jkq(r+R) = e
i(k+q)·Rψ
(1)
jkq(r) (47)
where the 0th order wavefunction Eq. (43) and the periodicity of u(0)jk (r) have been used. The
1st order density at (r+R) is given by Eq. (30)
n(1)q (r+R) = e
iq·Rn(1)q (r) (48)
In order to restore the translational periodicity of the unperturbed system, we need to eliminate
the phase factor eiq·R in the 1st order wavefunction and density (as with ordinary applications
of Bloch’s theorem). To this end we define the following functions:
u
(1)
jkq(r) =
√
NcellΩ0e
−i(k+q)·rψ
(1)
jkq(r) (49)
n(1)q (r) = e
−iq·rn(1)q (r) (50)
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whose periodicity in R can be easily tested using Eq. (47) and Eq. (48). The latter relationships
allow one to write the 1st order change in the electron density as
n(1)q (r) =
2
(2π)3
∫
BZ
occ∑
j
su
(0)∗
jk (r)u
(1)
jk (r)dk (51)
In this manner, the 1st order problem can be addressed by solving equations which have the
same translational symmetry as the unperturbed system.
Thermodynamical quantities
At usual temperatures for Humans, up to perhaps a thousand Kelvin, the main contributors
to the variation of entropy and internal energy are the phonons. Electronic energies, of order
eV, correspond to tens of thousands of degrees, and, whether in metals or high-T insulators,
the number of thermally active electronic degrees of freedom (i.e. those close to the chemical
potential) is quite low. Other degrees of freedom, e.g. magnetic ones or strong or weak nuclear
forces, correspond to very small or very large energy scales, and are usually inactive at ambient
conditions, either frozen out or saturated uniformly. The vibrational modes of a system thus
give quantitative access to many thermodynamical observables. These are derived directly from
the number of accessible states at a given energy, viz. the normalized density of phonon states
g(ω) =
(2π)3
3NΩ0
∑
m
∫
BZ
δ(ω − ωqm)dq (52)
The internal energy and entropy are expressed simply using Bose-Einstein statistics with a di-
mensionless argument x = ~ω/kBT :
Eph = (3N)
∫ ωmax
0
(
ex + 1
ex − 1
)
~ω
2
g(ω)dω
Sph = (3N)kB
∫ ωmax
0
(
xex
ex − 1
− ln(ex − 1)
)
g(ω)dω
which combined give the free energy
F ph = (3N)kBT
∫ ωmax
0
ln
(
2 sinh
x
2
)
g(ω)dω
whose T derivative is the constant volume specific heat
CphV = (3N)kB
∫ ωmax
0
(
x
ex/2 − e−x/2
)2
g(ω)dω
So far we have considered only constant volume quantities in the (N, V, T ) ensemble. As we
will see in Sec. 4.1 interatomic forces are not purely harmonic and this leads to variations of V
with T - most experiments are performed at constant pressure. The simplest approach to this is
the quasi-harmonic approximation: performing several calculations for different volumes, we
can obtain both variations of F ph with V and T and the full equation of state (EOS), presuming
all anharmonic effects are in the volume expansion. Extracting the bulk modulus B and the
volume thermal expansion coefficient αV from the EOS, one can derive the constant pressure
specific heat: CphP = C
ph
V + α
2
V (T )BΩ0T
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3.3 Macroscopic Electric Field
Overview and k derivatives
After atomic displacements, the next most common perturbation is that by a macroscopic elec-
tric field E . Its inclusion in DFPT is relatively simple, in that no term in the normal BO Hamil-
tonian depends explicitly on the electric field, only implicitly through induced changes in the
wave functions and density. Thermodynamically an external electric field couples directly to
the electrical dipole moment or polarization P , and we must add a term E · P ∼
∫
drE · rˆ to the
Hamiltonian.
As is, this term is unbounded and ill defined in periodic boundary conditions. For the ground
state it should be treated with the modern theory of polarization, see Ref. [19], Lecture A6, and
comments below. This is possible and has other advantages, but makes the formalism more
involved. Here for the description of linear responses it will be sufficient to start with a finite q
field, whose potential is bounded, and whose wavelength will later be taken to infinity (q→ 0).
The chosen dependency on E limits us to longitudinal fields, but again this will be the response
function we are interested in. Finally we will consider static fields and insulators - the response
of metals is more complex (electrical transport is considered in Sect. 4.4).
In general one can relate the macroscopic electric field with an electrical polarization P and the
corresponding displacement D = E + 4πP . The linear term in D gives the (purely electronic
part of the) dielectric permittivity tensor:
ε∞αβ = δαβ + 4π
∂Pα
∂Eβ
(53)
which is measured experimentally at frequencies high enough to be ignored by the phonons but
low enough not to excite electrons into the conduction band. As the first derivative of the total
energy with respect to E is just P , we can relate ε∞ to the second derivative of E with respect
to E , which is also the dielectric susceptibility χ.
The photon has no mass, such that its (relativistic) momentum is almost negligible compared to
that of the phonons. Short of going to hard X rays or gamma radiation, we can consider that ∆q
due to the photon is 0, and the macroscopic E field considered here will be valid in general. The
long wavelength limit is carried out [15] with a second Taylor expansion, with respect to the
wavevector q. The first non-zero term (dψ(1)/dqα) must be orthonormalized to ψ(0) but also to
dψ(0)/dkα. This derivative with respect to wavevector (or momentum) should not surprise us:
the position operator rˆ (present in the electric field term of the Hamiltonian) can be linked by
Fourier transform to the operator d/dk operating on a plane wave. The wave-vector derivatives
dψ(0)/dkα must be pre-calculated, but at little extra cost: the only terms with a contribution
(those which do not commute with d/dk) are the kinetic energy and an eventual non-local
pseudopotential. In reciprocal space the derivatives of these terms are straightforward. The
external potential is local, and in DFT the xc potential is as well: locality in real space implies
no dependency on k and d/dk = 0.
Once the ψEα have been calculated through a stationary expression like Eq. 33, the full matrix
of second derivatives with respect to macroscopic electric field can be calculated from a simple
non-stationary expression:
EEαEβ =
Ω0
8π3
∫
BZ
dk
∑
j
〈iψ
(1)kα
kj |ψ
(1)Eα
kj 〉 (54)
where the superscripts on the ψ indicate which derivative/perturbation is being taken.
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Born effective charges
The Born effective charge is defined as the change in polarization when an atom is displaced,
or equivalently the change in force induced on a given atom when an electric field is applied:
Z⋆κβα = Ω0
∂Pβ
∂τκα(q = 0)
=
∂Fκα
∂Eβ
(55)
These values are tensorial since the induced charge may potentially give polarization changes
in any direction β for an atomic displacement along α, depending on symmetry. For cubic and
hexagonal systems the Z⋆ are usually diagonal. With the ψ(1) obtained for atomic-displacement
perturbations, one can use a non-stationary expression to calculate Z⋆:
Z⋆κβα = Zκδβα + 2
Ω0
8π3
∫
BZ
dk
∑
j
〈ψ
(1)τκα
kjq=0|iψ
(1)kβ
kj 〉 (56)
where Zκ is the (valence) ionic charge of atom κ.
Static dielectric response and LO/TO splitting
The Born effective charges are a univocal and quantitative way to assess charge associations in
solids: if the second term in Eq. 56 is large something interesting is happening with bonding
or electronic states in interaction with the phonons. The main use of Z⋆ is as an ingredient to
describe the dielectric response in other quantities.
In the low frequency limit (photon energy comparable with the phonon ones) the dielectric re-
sponse of solids includes the electronic part derived above but also the ionic part. We define
pmγ =
∑
κβ Z
⋆
κγβηmq=0(κβ) to be the mode polarity, i.e. the nominal variation of the polariza-
tion along the phonon displacement vector. The full response is then:
ε0αβ(ω) = ε
∞
αβ +
4π
Ω0
∑
m
pmαpmβ
ω2mq=0 − ω
2
= ε∞αβ +
4π
Ω0
∑
m
Smαβ
ω2mq=0 − ω
2
(57)
where Sm is the mode-dependent oscillator strength. This also provides the infrared absorption
intensity
I(ω) =
∑
m
δ(ω − ωm)Tr[Sm] =
∑
m
δ(ω − ωm)
∣∣∣∣∣∑
κβ
pmβ
∣∣∣∣∣
2
(58)
for an α polarized E field.
The infrared reflectivity follows directly from the determination of ε0. One needs to project
onto the direction of the (longitudinal) E field for an EM wave normal to a surface
εqˆ(ω) =
∑
αβ
qˆαε
0
αβ(ω)qˆβ (59)
to yield the reflectivity
R(ω) =
∣∣∣∣∣ε
1/2
qˆ (ω)− 1
ε
1/2
qˆ (ω) + 1
∣∣∣∣∣
2
(60)
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One final consequence of the dynamical behavior of charges around atoms is that the frequency
of certain long wavelength (q → 0) phonons will be affected in ionic compounds: if atomic
displacements are longitudinal (i.e. along the direction of q), a macroscopic electrical polariza-
tion may develop. This will cost energy, pushing the phonon frequency up. The correction term
to the dynamical matrix (resp. frequencies) is proportional to the Born effective charges, and is
screened by the electronic dielectric permittivity:
Φ˜(2)(κα;κ′β;q→ 0) = Φ˜(2)(κα;κ′β;q = 0) +
4π
Ω0
(
∑
γ qγZ
⋆
κγα)(
∑
δ qδZ
⋆
κ′δβ)∑
γδ qγε
∞
γδqδ
ωLOm = ω
TO
m +
4π
Ω0
(q · pm)
2∑
γδ qγε
∞
γδqδ
(61)
For acoustic modes all atoms move together, whether along q or not, and no polarization devel-
ops in any event. The optical modes must be separated into two sets. For a given q there will
be two phonons which are transverse (labeled TO if Z⋆ · q = 0), where nothing happens, and
one mode which is longitudinal (LO). For ionic systems there will be a splitting between the
LO and TO frequencies at Γ.
Care must be taken with limits coming from different directions in q. Due to the tensorial nature
of Z⋆ the correction term is not analytic, and its value at q = 0 will depend on the direction
qˆ (note the norm of q simplifies in Eq. 61). This strange behavior is physical, and several sets
of frequencies can be observed, e.g. by infrared spectroscopy, depending on the orientation of
a crystal. The frequency of the observed phonons depends on the polarizability in the different
directions, with respect to the propagation of the incoming electric field.
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4 Other perturbations and developments
This section details a selection of extensions of DFPT to other perturbations: other external
fields or other internal parameters of the DFT Hamiltonian. We also mention a few develop-
ments of the “normal” theory to include interesting electronic effects, in particular relativistic
and spin effects for heavy and magnetic elements.
4.1 3rd order responses
Tensors of Raman intensities
Raman spectroscopy observes the shift in frequency of a laser passing through a material, usu-
ally in the infra-red or visible range [20]. As a chemical and structural analysis tool Raman
is very widely used to characterize molecules, additives, biological complexes, minerals and
many other materials, both experimentally and industrially. The shift in light frequency is due
to the absorption or emission of a Γ-point phonon in the material (usually the only ones able to
interact with photons), such that the distribution of Raman frequencies can be calculated from
the harmonic phonon frequencies developed in the previous sections, choosing the irreducible
representations which are active for the Raman interaction Hamiltonian. The symmetry of the
specific phonon mode involved can be determined experimentally by polarizing the light com-
ing in and out of the sample, giving selection rules for the full 3D tensor of Raman intensities
ℵαβ (see chapter 8 of Ref. [21]). The intensity of the absorption, however, is a more complex
quantity, which includes the number of available phonon states (DOS) and the strength of the
transition matrix element. Because of the quantum mechanics of harmonic oscillator creation
and annihilation operators, the absorption is always favored (the shifts in frequencies are also
known as Stokes and anti-Stokes). The transitions can be seen electromagnetically as a modu-
lation of the dielectric constant of the medium by the phonons. We have detailed above that the
(static) dielectric constant εαβ can be calculated from the electronic response corrected by the
ionic response given as a function of Z⋆, the Born effective charges (i.e. harmonic or second
order derivatives). For the Raman intensities we need the variation of these quantities with re-
spect to a phonon mode, and is therefore a 3rd order derivative of the energy. Luckily, using the
2n+1 theorem, we can extract this derivative from the 1st order perturbed wavefunctions, which
are already provided by the normal harmonic phonon calculation [22].
The dielectric constant can be obtained as the second order derivative of the total energy with
respect to macroscopic external electric fields: the first derivative gives the polarization, and the
linear term in the polarization is proportional to εαβ , or equivalently to the polarizability χαβ .
The Raman scattering cross section per unit solid angle is given by
dS
dΩ
= (nm + 1)
h
2ωm
(ω0 − ωm)
4
c4
|es · ℵ
m · e0|
2 (62)
where ωm is the phonon energy, ω0 the photon energy, es and e0 the outgoing and incoming
polarizations, and nm is the Bose-Einstein occupation factor for the phonon under consideration.
The central DFPT quantity is the third order derivative of the energy with respect to two electric
fields E (i.e. the first order dielectric susceptibility) and one atomic position τκβ (atom κ and
direction β).
∂χ
∞(1)
αβ
∂τκβ
=
∂3E
∂Ei∂Ej∂τκβ
∣∣∣∣
E=0
−
8π
Ω0
∑
l Z
⋆
κβγqγ∑
γγ′ qγε
∞
γγ′qγ′
∑
γ
χ
∞(2)
αβγ qγ (63)
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where we have added the non-analytic contribution for polar crystals (the most common case) in
which Z⋆ is the Born effective charge, q the wavevector of the photon, which is only important
by its direction, ε∞ is the optical dielectric constant as above, and χ∞(2)αβγ is the non-linear optical
susceptibility.
The Raman tensor is then given by
ℵmαβ =
√
Ω0
∑
κγ
∂χ
∞(1)
αβ
∂τκγ
ηm(κγ) (64)
where ηm(κγ) is the displacement vector for phonon mode m. In powder, polycrystalline, or
disordered samples appropriate averages of ℵmust be taken to compare to experiment. The the-
ory exposed so far has described non-resonant Raman, and presumed no electronic transitions
are available at the same photon energies. In many materials, in particular metals, this is not
true, as there is no energy gap in the electron spectrum. The generalization to resonant Raman
is an active field of research, e.g. for DFPT in a recent paper by Gillet et al. [23].
Note finally that ℵ gives the intensity of the Raman peaks (in particular it tells you if for some
Raman-allowed modes ℵm is small or 0) but does not give the broadening or line width. To this
end one must explicitly consider the processes which limit phonon lifetimes, in particular the
electron-phonon and phonon-phonon interactions, which will be described below.
Electro-optic coefficients
A closely related quantity is the elecro-optic coefficient, which is the variation of dielectric
constant ε under applied external electric field. The field will give a direct effect through χ∞(2)
(the third partial derivative with respect to electric field) and an indirect effect when the atomic
positions relax under the field. The latter can be estimated to first order from the phonon and
electric field derivatives we already have. The variation of ε
∆(ε−1)αβ =
3∑
γ=1
rαβγEγ (65)
is given by the Pockels coefficient r = rel + rion
relαβγ =
−8π
n2αn
2
β
χ
∞(2)
αβγ (66)
rionαβγ = −
4π
√
Ω0n2αn
2
β
∑
m
ℵmαβpmγ
ω2m
(67)
where n is the refractive index and pmγ is the mode polarity as in section 3.3.
If, further, the strain changes under applied field (which is generically always the case) a full
set of linear equations must be solved for the so-called “unclamped” effect of the external field,
including piezoelectric and strain perturbation effects. For finite electric fields within the Berry
phase formulation of the modern theory of polarization [19] (see Lecture A6) it is not trivial
whether to first discretize the calculation of the Berry phase then do the perturbation theory
or the reverse. Veithen et al. [22] have shown the former (Perturbation Expansion After Dis-
cretization) is more efficient in terms of convergence, though both give the same numerical
results.
C2.18 M.J. Verstraete and Z. Zanolli
Anharmonic inter-atomic force constants
The lattice dynamics of real crystals is never fully harmonic. Interatomic potential energies and
the corresponding force constants are always anharmonic beyond a certain distance of stretch-
ing, and often beyond just a small fraction of an interatomic distance. The anharmonicity of
these potentials leads to lower forces upon stretching bonds, and when a crystal is heated and
more phonons are excited the distances expands. With respect to the ideal harmonic phonon
picture, the presence of a non-harmonic potential gives rise to (quasi)-particles with a finite life-
time. Spectroscopic features (e.g. Raman) due to a phonon will no longer be infinitely sharp,
but have a width in frequency/energy, which is linked to the inverse of the lifetime through a
Heisenberg relation.
Thermal expansion is the first visible consequence of anharmonicity, but there are many others.
The thermal conductivity of solids is determined mainly by phonon heat transfer, limited by
phonon-phonon interactions (the “lattice” contribution). This is true both in insulators and, for
intermediate temperatures, in metals - at very high T the electronic contribution dominates as
there are often many more degrees of freedom in the electrons. The thermal variation of any
experimental observable is a combination of a term due to thermal expansion, and additional
terms due to direct interaction with phonons. Thermal motion guarantees that some of the
anharmonic energy landscape will be sampled by atomic trajectories, and in many cases can
dynamically stabilize or destabilize a crystal. One such case is Calcium under pressure, where
a simple cubic phase is stabilized by anharmonic renormalizations of the phonon frequencies:
a tetragonal phase with lower internal energy is rendered unstable at finite temperature [24]
with full anharmonic renormalization (NB this is beyond DFPT), and may even be less stable
in internal energy at low temperature, if full quantum effects are taken into account [25] (NB
this builds on developments in the present section).
The full energy of a crystal can be written in a Taylor series (as Eq. 36 above) but with an extra
term written explicitly),
E = E0 +
∑
Rκβ
Φ(1)(Rκβ)uRκβ +
1
2
∑
RκβR′κ′β′
Φ(2)(Rκβ;R′κ′β′)uRκβuR′κ′β′
+
1
3!
∑
RκβR′κ′β′R′′κ′′β′′
Φ(3)(Rκβ;R′κ′β′;R′′κ′′β′′)uRκβuR′κ′β′uR′′κ′′β′′ + ... (68)
with the various orders of force constants Φ and displacements u of the atomic positions τ in
the unit cell at R, and κ runs over all atoms in the cell. If atoms start from their equilibrium po-
sitions the linear term (the force) is 0 and the second order (harmonic) force constants are those
calculated in Section 3.1. For temperatures well below melting, the u can be considered small
parameters and the series converges, each higher order term being smaller than the previous
one. Near melting, or in ionic conductors, atoms can diffuse and the u are by no means small,
or even bounded, and the series expansion is not well defined. With these limitations, DFPT
can in principle calculate all of the Φ(n), following the ladder of variational approximations and
2n+1 theorems exposed above, but the increasing complexity of the formulae and the associated
phase space (number of q vectors) limit calculations to Φ(3) for the moment - these are also the
most important contributions in almost all cases. Combinations of DFPT with additional finite
differentiation have yielded Φ(4) for some simple systems, such as in Ref. [25].
The theory for the calculation of Φ(3) was implemented by Alberto Debernardi [26, 27] for
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Fig. 1: Thermal conductivity of Silicon (top red curve) and Germanium (bottom blue curve),
compared to experimental data. From Reference [30]. Excellent agreement is obtained with
3rd order phonon-phonon scattering, plus isotopic and defect contributions (both of which have
much simpler forms).
Γ-point phonons, yielding directly the derivative
Φ(3)(Rκβ;R′κ′β′;R′′κ′′β′′) =
∂3E
∂τRκβ∂τR′κ′β′∂τR′′κ′′β′′
(69)
(each atom κ is in unit cell R and displaced in direction β) or more often its lattice Fourier
transform:
Φ
(3)
κβκ′β′κ′′β′′(qq
′q′′) =
1
N
∑
R=0R′R′′
eiq·Reiq
′·R′eiq
′′·R′′Φ(3)(0κβ;R′κ′β′;R′′κ′′β′′) (70)
with the variation of κ restricted to a single unit cell at the origin and the use of translational
invariance. Note that this partial FT with respect to lattice vectors is very common, and yields a
hybrid quantity in reciprocal (for q) and real space (for τ0κ). Both energy and momentum must
be conserved in the 3 phonon interaction:
q+ q′ + q′′ = G (71)
ωqm + ωq′m′ ± ωq′′m′′ = 0 (72)
where the sign determines phonon emission or absorption. For Γ point phonons a significant
reduction of the phase space happens, as q′ = −q′′ to within a G vector. This is the useful
case for the Raman modes mentioned above. Extensions of the implementation to finite q were
carried out in the Regensburg group by Deinzer, Strauch et al. [28, 29].
From the Φ(3) one can calculate the phonon linewidth as a function of temperature (here at Γ
for simplicity):
Γmq=0 =
π
2~2
∑
q′m′m′′
∣∣∣∣∣∑
κβ
Φ
(3)
κβκ′β′κ′′β′′(0 q
′ − q′)ηm0(κβ)ηm′q′(κ
′β′)ηm′′q′′(κ
′′β′′)
∣∣∣∣∣
2
× [(1 + nq′m′ + n−q′m′′)δ(ωq′m′ + ω−q′m′′ − ωm)
+ 2(nq′m′ − n−q′m′′)δ(ωq′m′ − ω−q′m′′ − ωm)] (73)
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and other quantities such as Gru¨neisen parameters [31] through similar formulae:
γmq = −
1
6ω2mq
∑
κβ;R′;κ′β′R′′κ′′β′′
Φ(3)(0κβ;R′κ′β′;R′′κ′′β′′)η∗mq(κβ)ηmq(κ
′β′)eiq·R
′
τR′′κ′′β′′
The positions τ in the final factor will be renormalized by the thermal phonon displacements if
the symmetry is low enough - see Ref. [31]. Finally, the thermal conductivity was first deter-
mined from DFPT by Broido et al. in Ref. [30] - see Fig. 1. In many systems Φ(3) gives the
bulk of the anharmonicity and very good agreement can be obtained, once isotopic and impurity
scattering is added to the phonon contribution.
4.2 Spin and magnetic effects
Magnetic field and magnons
The second variation of the energy with respect to an external magnetic field gives the magnetic
susceptibility χm. In non magnetic materials, paradoxically, the (dia)magnetic response is more
complex to calculate. This response determines the nuclear magnetic resonance (NMR) or elec-
tron paramagnetic resonance (EPR) shifts, and is the subject of ongoing research [32, 33, 34].
In ferromagnetic or antiferromagnetic systems (in particular metals, but sometimes insulators
as well) the χm presents poles for excitations of the magnetic system (waves of oscillating spins
or magnons). These excitations are quite low in energy (meV or much less). Because the de-
gree of freedom (the spin) being perturbed is intimately linked to the electron wave functions,
one can not use a phonon-like separation of ionic and electronic coordinates to study “just” the
effect of the B field perturbatively. The correct formulation was developed by Savrasov [35]
as a perturbation theory built on top of time dependent DFT [36] (see Lecture A7). The action
is varied perturbatively, instead of the total energy, under an applied time dependent magnetic
field
δBext(rt) = δbe
i(q+G)reiωt (74)
The first order change in wave functions induces changes in density and magnetization:
δm = µB
∑
iss′
ψ
(1)
is σss′ψ
(0)
is′ + c.c. (75)
summing over bands i and spins s, where µB is the Bohr magneton and σ are the Pauli matrices.
The change δm for a given field yields χm. The 2n+1 and variational principles are extended,
giving the time dependent Sternheimer equation, conveniently written in frequency space:
(H − ǫi ± ω)ψ
(1)
i + (V
(1)
effI − µBσδBxc)ψ
(1)
i = 0 (76)
where I is the 2×2 spin identity matrix. There is a further feedback effect through the exchange-
correlation magnetic field δBxc, which is induced by the DFT electrons themselves.
Magnon bands are seen as peaks or divergencies of χm at specific energies, but χm(ω) is a
continuous function giving the full response at all frequencies. The equations must be solved
for the full q ω space, which makes things quite heavy numerically. Few systems with more than
1 atom per unit cell have been calculated in this way. Other approaches such as the Korringa
Kohn Rostoker [37] Green’s function approach are more widely used for magnon dispersions.
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Spin-orbit coupling
In heavy atoms the Coulomb potential is extremely strong near the nucleus. Core electrons
see a very large electric field, and feel a very strong potential. This quantum confinement
implies a correspondingly high kinetic energy, and core electrons can quickly attain relativistic
speeds, obeying the Dirac 4-component spinor equation instead of the “classical” Schro¨dinger
one (see Ref. [38] and Lecture A10). In the frame of reference of the electrons, the electric
field is equivalent to a magnetic one, which affects the spin angular momentum of the electron.
Depending on the orbital angular momentum L of the electrons, they will have an angular speed,
and a Taylor expansion of the Dirac equation leads to scalar corrections and then the famous
spin-orbit coupling (SOC) term, proportional to L · s with a prefactor proportional to ∇vext (i.e.
the electric field).
The coupling between spin and angular orbital moments is almost always treated in DFT
through a reduced equation for 2-component Pauli spinors [39] with spin up and spin down
components, instead of the full Dirac equation. In this case the scalar and spin-orbit relativistic
terms are simply additive in the normal Kohn-Sham Hamiltonian, and the extension of DFPT
is quite straightforward. Only the spin-orbit term is not spin-component diagonal. In norm-
conserving pseudopotential [40] and projector augmented wave [41] formalisms the effect on
the active valence electrons is treated in a perturbative way: the valence electron wave functions
are projected on an atomic basis, in which the matrix element of the SOC is evaluated. The ef-
fect can be wrapped into non-local pseudopotential like projectors, in a sphere around each
atom. In this way, for phonon perturbations, the dependency on atomic positions is simple: the
projector is rigidly shifted with the atom. In reciprocal space the phase factor corresponding
to the non-local projection operators are simple to derive with respect to ionic positions. We
consider a SOC pseudopotential term of the form:
V SOl (Gs,G
′s′) = −i
4π
Ω0
(2l + 1)
∑
κ
EKB,SOκl P
′
l (Gˆ · Gˆ
′)ζSOκl (G)ζ
SO
κl (G
′)(
〈s|σ|s′〉 ·
G×G′
GG′
)
ei(G
′−G)τκ (77)
in reciprocal space G, where ζSOκl (G) is the spherical Fourier transform of the radial part of the
potential, and with Kleinman Bylander energies EKBl and Legendre polynomials Pl for each
angular momentum channel l. It becomes clear that the atomic position dependency is simple.
The second derivative of the energy term becomes:
∂2ESO
∂τκα∂τκα
= i
4π
Ω0
∑
nl
fn(2l + 1)E
KB,SO
κl
∑
GsG′s′
P ′l (Gˆ · Gˆ
′)ζSOκl (G)ζ
SO
κl (G
′) (78)
(
〈s|σ|s′〉 ·
G×G′
GG′
)
× 2Re[(G′α −Gα)G
′
β · c
(0)∗
ns (G)c
(0)
ns′(G
′) · ei(G
′−G)τκ ]
where fn is the Fermi Dirac occupation and cns(G) are the plane wave coefficients for ψ(0)n . The
formalism has been developed for norm-conserving pseudopotentials in Verstraete et al. [42]
and for PAW by Dal Corso [43]. For Pb the effect of spin orbit coupling on the phonons is
particularly strong at the X point. The SOC produces a shift of the Fermi surface, part of which
moves to half of the distance between X and the zone center. The resulting nesting emphasizes
a Kohn anomaly [44] at X and softens the phonon frequency - see Fig. 2.
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Fig. 2: Phonon band structure and DOS of lead, with (solid) and without (dashed) spin-orbit
coupling, compared to experiment (symbols). A huge softening at X results from changes in the
Fermi surface due to SOC and a resulting Kohn anomaly. From Reference [42]
4.3 Elastic constants
Another important physical response function is the elastic constant tensor, the second deriva-
tives of the total energy (or rather the Helmholtz free energy) with respect to applied strain ς .
As with all second derivatives they can be calculated from the first order perturbed wave func-
tions, but the derivatives are much more involved for reasons we will see. A DFPT formalism
was first written down by Baroni, Giannozzi and Testa [45] for isotropic stress and local pseu-
dopotentials, and generalized more recently by Hamann et al. [46] (we will follow the latter).
Because the strain can change the unit cell angles as well as the cell parameters, the basis set
itself will be affected, and all of the terms of the energy will vary. The formalism is expressed
as a function of the reduced atomic coordinates and the metric tensors:
Ξij =
∑
α
RαiRαj (79)
Υij =
∑
α
GαiGαj (80)
in real and reciprocal space, with α here a cartesian coordinate, i j reduced coordinates (we
use roman letters to denote reduced coordinates in this section for clarity), and R and G the
real and reciprocal space lattice vectors. The main advantage is that in reduced coordinates
the boundary conditions do not change, which is not the case in cartesian coordinates: any
finite strain produces arbitrarily large shifts for atoms far enough away from the origin. The
derivatives of Υ (idem for Ξ) with respect to strain are apparently simple:
Υ
(αβ)
ij =
∂Υij
∂ςαβ
= −GαiGβj −GβiGαj (81)
Υ
(αβγδ)
ij =
∂2Υij
∂ςαβ∂ςγδ
= δαγ(GβiGδj +GδiGβj) + δβγ(GαiGδj +GδiGαj)
+ δαδ(GβiGγj +GγiGβj) + δβδ(GαiGγj +GγiGαj) (82)
The dependency on Ξ and Υ can be made explicit in each of the energy terms, as well as the
wave function normalization expressions. We will not go through all of the derivatives, but
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show as an example the effect on the kinetic energy T , which is not directly affected by any
other perturbation (only indirectly through variations of the wave functions). The contribution
of individual plane waves to T is:
〈K˜′|T |K˜〉 =
1
2
δK˜K˜′
∑
ij
ΥijK˜iK˜j (83)
where the tilde denotes reduced vectors. The first derivatives (stress contributions) are then:
〈K˜′|
∂T
∂ςαβ
|K˜〉 =
1
2
δK˜K˜′
∑
ij
Υ
(αβ)
ij K˜iK˜j (84)
The second derivatives (elastic constant contributions) are:
〈K˜′|
∂2T
∂ςαβ∂ςγδ
|K˜〉 =
1
2
δK˜K˜′
∑
ij
Υ
(αβγδ)
ij K˜iK˜j (85)
As can be seen the diagonal character of the kinetic energy and its simple form are preserved in
reduced coordinates. Corresponding terms can be written for the Hartree, exchange-correlation,
and pseudopotential energies, and a variational second order expression found which can be
minimized to give ψ(1), then the elastic constants (supposing you start from an unstressed equi-
librium state) are:
C¯αβ;γδ =
1
Ω0
∂2E
∂ςαβ∂ςγδ
(86)
Combining the strain derivatives with electric field derivatives, one can access the piezoelectric
coefficients (specifically the frozen ion piezoelectric tensor) through the mixed second deriva-
tive:
e¯γ;αβ = −
∂2E
∂E˜γ∂ςαβ
= −2
Ω0
(2π)3
∫
BZ
occ∑
m
〈ψ
(k˜γ)
km |ψ
(ςαβ)
km 〉dk (87)
in which the first perturbed wave function is derived with respect to the k-point coordinates
(reduced), as above for other E field derivatives, and the second with respect to strain.
Under applied strain all of the cartesian atomic positions will change as well. The reduced
coordinates can often stay the same (e.g. a centered atom in a BCC unit cell under isotropic
dilation), but, even if the system is very highly symmetric, a shear strain will usually break
enough symmetries to allow additional internal degrees of freedom. In this case one must
couple the strain derivatives to phonon derivatives to calculate the relaxed ion elastic tensor.
The systematic treatment of phonon, electric field, and strain perturbation combinations is given
in Ref. [47]. Quantities calculated with frozen ions are denoted with a bar. The internal strain
tensor is defined as
Λm;αβ = −Ω0
∑
κγ
ηq=0m(κγ)
∂2E
∂τκγ∂ςαβ
(88)
and the resulting relaxed ion elastic and piezoelectric tensors are:
Cαβ;γδ = C¯αβ;γδ − Ω
−1
0 Λm;αβ((Φ
(2))−1)mm′Λm′;γδ (89)
eγ;αβ = e¯γ;αβ + Ω
−1
0 Z
⋆
mγ((Φ
(2))−1)mm′Λm′;αβ (90)
using the Born effective charges and the inverse of the harmonic force constants.
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4.4 Electron-Phonon coupling
Framework theory
The response functions described up to this point determine the reaction of a system to perturba-
tions, either of electrons or ions to external fields, or of electrons to the movement of the ions.
We have supposed that the independent particle Kohn Sham picture is a good starting point,
and that the corresponding single particle orbitals are good representations of the electronic
states and excitations. Similarly we have supposed (except in Sect. 4.1) that the phonons are
also ideal quasiparticles, with infinite lifetimes at a given volume and temperature. In reality,
neither phonons nor electrons are ideal, and their main interaction is usually with each other -
the presence of phonons (and many other scattering centers) limits the lifetime and free path
of electrons, and vice versa. The electron phonon coupling (EPC) is central to “ordinary” BCS
superconductivity, normal phase electron resistivity, and many other phenomena. The theory of
EPC has been reviewed extensively by Allen and Mitrovic [48] and in a book by Grimvall [49].
The first DFT calculations in this framework were carried out by Marvin Cohen and coworkers
in the 1980s [50]. The extension to DFPT is due to Savrasov [51]. Within the phonon pertur-
bation theory exposed in the preceding sections we already have access to the necessary matrix
element, which is
gqmk+qi′ki = 〈ψ
(0)
k+qi′ |δ
qmVeff |ψ
(0)
ki 〉 (91)
=
1
√
ωqm
∑
κα
ηqm(κα)
∂Veff
∂τκα
(92)
=
1
√
ωqm
∑
κα
ηqm(κα)〈ψ
(0)
k+qi′ |H
(1)
qκα|ψ
(0)
ki 〉 (93)
for phonon mode m at wave vector q, and momentum conservation imposes k′ = k + q (we
will impose energy conservation later). The phonon displacement vector ηqm(κα) is in units
of meters (i.e. it is normalized with the square roots of atomic masses). The matrix element
is nothing but ǫ(1)qκα from the Sternheimer equation. It contains the self consistent induced
change in the effective KS potential. Within the Migdal approximation the self-interaction
terms for EPC are only considered with one phonon propagator [52], so this matrix element is
all we need. Through Fermi’s Golden Rule, the interaction will determine an inverse lifetime
for phonons (by interaction with electrons with Fermi level ǫF ):
γphqm = 2πωqm
∑
kii′
|gqmk+qi′ki|
2δ(ǫki − ǫF )δ(ǫk+qi′ − ǫF ) (94)
and for electrons (by interactions with phonons - see e.g. Ref. [53, 49]):
γelki = 2π
∑
qmi′
|gqmi′k+qik|
2 × {[f(ǫk+qi′) + n(ωqm)]δ(ǫki − ǫk+qi′ + ωqm)
+ [1− f(ǫk+qi′) + n(ωqm)]δ(ǫki − ǫk+qi′ + ωqm)} (95)
In the former we have made an additional approximation of elastic interaction, neglecting the
phonon energy before the electron one, and restricting both initial and final states to be on the
Fermi surface. In the latter one sees explicitly the terms for phonon emission and absorption,
respectively.
DFPT C2.25
Superconductivity
The full theory of phonon driven superconductivity is due to Eliashberg, who wrote a full mi-
croscopic and Green’s function theory for the BCS interaction. The single term self-energy
gives a spectral function analogous to a density of states, weighted by the EPC, known as the
Eliashberg function:
α2F (ω) =
1
2πN(ǫF )
∑
qm
γqm
ωqm
δ(ω − ωqm) (96)
whose first inverse moment is the EPC coupling strength λ, which can be injected in your
favorite formula for predicting superconducting critical temperatures (McMillan [54], Allen
Dynes [55] ...).
The historical shortcoming of such formulae, and Eliashberg’s final formulation as well, is the
need for an empirical parameter characterizing the Coulomb repulsion between the Cooper-
paired electrons in the system. The repulsion is well beyond the DFT interaction as it concerns
two explicit electrons, and no mean field can provide a useful value. This problem has been
addressed by the group of Hardy Gross [56, 57] using diagrammatic techniques on top of an
explicit density functional theory for superconductors. Two density components are considered,
for normal and superconducting electrons, and the coupling between the normal and “anoma-
lous” densities are included. Very good agreement has been found in a number of systems (e.g.
[58]).
Electron transport
The EPC matrix element also provides the main ingredient for theories studying electron trans-
port. Phonon limitation of electrical conductivity can be included in any perturbational tech-
nique, but usually [59] starts from the semiclassical/mesoscopic Boltzmann transport equations
(BTE). A number of seminal papers on EPC and BTE expressions were written by P.B. Allen
since the 1970s [60, 61] and implemented in the work by Savrasov [51]. With a variational
ansatz for the way the electron distribution is pushed out of equilibrium (away from Fermi
Dirac) one can find a closed form for the transport coefficients. Allen introduces a generalized
spectral function for transport, analogous to α2F but including Fermi velocity factors:
α2trF (α, β, ω) =
1
2N(ǫF )
∑
m;kik′i′
|gqmkik′i′ |
2 [vα(k)− vα(k
′)]
〈vα〉
[vβ(k)− vβ(k
′)]
〈vβ〉
δ(ǫki)δ(ǫk′i′)δ(ωqm−ω)
where N is the density of states, and v(k) is the Fermi velocity at k, 〈vβ〉 the FS average of v
and ǫF has been set to 0. In the elastic approximation mentioned above, and to lowest order, the
electrical resistivity is:
ραβ =
2πΩ0kBT
N(ǫF )〈vα(ǫF )〉〈vβ(ǫF )〉
×
∫ ∞
0
dω
ω
x2
sinh2 x
α2trF (α, β, ω) (97)
where x = ω/2kBT . The electronic thermal resistivity (without the lattice contribution) has a
similar form.
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Fig. 3: Seebeck coefficient of BCC lithium within DFPT (black) compared to experimental
data (symbols) and constant relaxation time (red dashed). The values are positive, despite the
negative sign of the charge carriers in this simple metal, due to a complex energy dependency
of the electron lifetime. From Reference [62]
Seebeck coefficients
Within the elastic approximation the Seebeck coefficient is identically zero, as electrons and
holes will diffuse in exactly the same way at ǫF . Fermi smearing effects must be included, and
the full expressions derived by Allen employed [61]. This was done recently [62] for BCC Li
which presents an anomalous sign of the Seebeck coefficient. Standard approximations such as
the constant relaxation time fail qualitatively (see Fig. 3).
Band gap renormalization
The interaction with phonons also has a more direct effect on the electronic energies, renormal-
izing them both through thermal expansion and through ionic screening and polarization effects.
These are beyond the first order EPC described above, and were first codified by Allen, Heine
and Cardona [63, 64] for empirical potentials. In the past few years several teams [65, 66] have
implemented the DFPT calculation of the necessary terms and published results for diamond.
There is some debate about the completeness of the AHC formalism and how close the DFT
values should be to experiment.
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1 Introduction
Molecular dynamics is a computer simulation of the motion of interacting particles (atoms
or molecules). In this method, particles are treated as classical objects evolving according
to Newton’s equations of motion. To include quantum effects on the particle motion, more
sophisticated methods have been developed, e.g. path integral molecular dynamics, which will
not be discussed here.
Molecular dynamics simulations can be used to compute the equilibrium thermodynamic vari-
ables of a system, which can be expressed as statistical (ensemble) averages. Evaluation of these
quantities is possible under the assumption that the ergodic hypothesis [1, 2] holds. Roughly
speaking, this hypothesis states that the ensemble average of a thermodynamic property A is
equal to its time average:
⟨A(RI ,PI)⟩ = lim
t→∞
1
t
∫ t
0
A(RI(τ),PI(τ))dτ, (1)
where ⟨...⟩ denotes the relevant ensemble average and the right-hand side denotes the integral
of A over a typical trajectory.
Molecular dynamics can also be employed to investigate the structural and dynamical properties
of a system of particles. As an example of a dynamical quantity, we consider here the macro-
scopic diffusion coefficient D. Assuming the system is isotropic, this quantity can be easily
computed from
D =
1
2d
lim
t→∞
d
dt
⟨r2(t)⟩, (2)
where d denotes the dimensionality of the system. This formula relates a macroscopic quantity,
D, to the microscopic mean-squared distance ⟨r2(t)⟩ over which the atoms have moved in the
time interval t.
Molecular dynamics methods can be divided into several classes, which differ in how the forces
describing the interactions between particles are modeled.
In ab initio molecular dynamics (also called first-principles molecular dynamics) [3, 4], the
forces acting on the particles are derived from quantum-mechanical calculations of electronic
energies. The most widely employed ab initio methods are based on the Born-Oppenheimer
approximation. and on the derivation of the forces from electronic ground-state energies, using
Hellmann-Feynman theorem [4]. The ground state energies are most often evaluated by density
functional theory [5, 6]; however, other methods, such as Hartree-Fock theory, can also be
employed to compute electronic ground-state properties, in principle.
In classical molecular dynamics, on the other hand, interactions between particles are mod-
eled by classical potential functions [7] obtained by fitting against experiments or higher-level
quantum-mechanical calculations. This scheme is computationally cheap but often less accu-
rate than the ab initio one. In particular, standard classical potentials cannot describe changes in
bonding and chemical reactions, nor they can describe metal binding and strong polarization ef-
fects in a satisfactory way. However, sometimes they are more accurate than ab initio methods!
Consider, for instance, a system of particles (such as rare-gas atoms or non-polar molecules)
interacting via van der Waals forces. Standard density functionals based on the local density
approximation or the generalized gradient approximation generally fail to describe accurately
long-range van der Waals forces [5]. On the other hand, the use of classical Lennard-Jones
potentials,
ELJ(R) = 4ϵ[(σ/R)
12 − (σ/R)6], (3)
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where the parameters ϵ and σ are extracted from experimental data, often yields satisfactory
results.
There are two other important molecular dynamics schemes, which lie between classical and ab
initiomethods. The first one employs semi-empirical potentials [8, 9]: these potentials are based
on a quantum mechanical description of the electrons but several approximations are made to
compute the matrix elements between the Hamiltonian and the basis set. More specifically,
a) the most computationally demanding integrals are neglected and, b) to compensate for this,
the remaining integrals are made into parameters and their values estimated from ab initio or
experimental data. Tight-binding methods belong to this class of potentials.
The second scheme is based on the so called QM/MM methods [10, 11]: within this approach,
a small part of the system is treated quantum-mechanically (the one where reaction phenomena
occur) and the rest of the system is treated classically. The biggest challenge faced by these
methodologies is how to model the boundary region and the interaction between quantum and
classical parts. The QM/MM scheme is particularly suited to the study of large systems, in
which chemical reactions occur in a small subsystem (e.g. a small portion of a protein inter-
acting with an ion or a molecule). This scheme has been further generalized in the ONIOM
method [12] by dividing the system into three or more parts and applying different ab initio,
semi-empirical or classical methods to the different parts.
In the following sections we provide a concise introduction to molecular dynamics methods and
explain how it works and why it is useful. The chapter is divided as follows: after providing
some basic notions of statistical mechanics (section 2), we discuss how molecular dynamics
works in some detail and then focus on the simulation of different statistical ensembles (section
3). The second part of the chapter is devoted to the two most important classes of potentials
used in molecular dynamics simulations: classical potentials (section 4) and first-principles
potentials based on density functional theory calculations of electronic ground-state energies
(section 5).
2 Basic notions of statistical mechanics
It is more natural to derive the basic laws of statistical mechanics within the framework of
quantum mechanics. We follow this approach, but also provide the classical expressions for
the most important quantities. Although statistical mechanics is a very well-established branch
of physics, its foundations are still a subject of debate and a topic of research. Here we only
discuss the standard approach based on the equal a priori probability postulate (we mostly fol-
low Ref. [1] and [2]). This postulate asserts that, at equilibrium, an isolated system with fixed
number of particles N , volume V and energy E is found with equal probability in each of its
microstates with energy E. Here the term microstate refers to a microscopic configuration of
the system, whereas a macrostate describes its macroscopic, thermodynamic properties. The
so-called microcanonical ensemble is the probability distribution for the states of an isolated
system. If we denote by Ω(N, V, E) the number of microstates with energy E, then the proba-
bility associated with each of these microstates is 1/Ω. The quantity Ω(N, V, E) is also called
microcanonical partition function. Notice that, since we are considering systems with a very
large but finite number of particles in a finite volume, the corresponding Hamiltonian has dis-
crete eigenvalues. Nevertheless, the eigenvalue degeneracy will typically be huge. We define
the entropy of the system as
S(N, V, E) ≡ kB lnΩ(N, V, E). (4)
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Classically, an isolated system is constrained on a constant energy surface; however, for com-
putational convenience, it is better to consider an energy shell instead of a surface (see, for
instance, Ref. [13]). The volume of the shell is:
Ω∆E(N, V, E) = Σ(N, V, E)∆E, (5)
where∆E is a small quantity andΣ(N, V, E) is the area of the energy surface. The correspond-
ing expression for the entropy
S(N, V, E) = kB ln[Ω∆E(N, V, E)/h
dN ]. (6)
This “classical” formula contains the quantity hdN , which is the volume of a quantum state in the
2dN dimensional phase-space. Hence, Ω∆E(N, V, E)/hdN yields the total number of states in
the energy shell. In the case of indistinguishable particles, this quantity must be further divided
by the factor N !, in that all the points in the phase space which differ only by a permutation of
the particles correspond to the same quantum state. The presence of this factor solves Gibbs
paradox. It can be easily shown that, in the thermodynamic limit,
N →∞, V →∞, N/V = const., (7)
it holds
lnΩ∆E(N, V, E)→ lnΩE(N, V, E), (8)
where ΩE(N, V, E) is the total volume enclosed by the energy surface. Hence, in this limit the
classical entropy can be written as
S(N, V, E) = kB ln[ΩE(N, V, E)/h
dN ]. (9)
Now we assume that the isolated quantum system can be divided into two weakly-interacting
systems, A and B, such that the two subsystems can exchange energy but have well defined
energiesEA andEB withE = EA+EB . We want to find the most likely distribution of energies.
For a given energyEA, the total number of degenerate states of the system isΩA(EA)×ΩB(E−
EA) or, in terms of the logarithm of Ω(E):
lnΩ(EA, E − EA) = lnΩA(EA) + lnΩB(E −EA). (10)
To find the most likely value of EA, we calculate the derivative of lnΩ(EA, E − EA) with
respect to EA and set it to zero. We obtain from formula (10):(
∂ lnΩA(EA)
∂EA
)
NA,VA
=
(
∂ lnΩB(EB)
∂EB
)
NB ,VB
. (11)
When this condition is met, the two subsystems can be considered to be in equilibrium. Recall-
ing the thermodynamic relation between temperature and entropy,
1
T
=
(
∂S
∂E
)
N,V
, (12)
the meaning of formula (11) becomes clear: it simply states that, at equilibrium, the two subsys-
tems have the same temperature. Here we just assume that the entropy and temperature defined
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above are equivalent to the thermodynamic quantities we are familiar with, without proving it
(for a more thorough discussion see, for instance, Refs. [1, 2]).
In the following we consider the case where the subsystem B is much larger than A, so that it
can be considered as a heat bath. We assume that the volume and the number of particles of A
remain constant. If the system A is in a microstate α with energy Eα, then the degeneracy of
the heat bath is equal to ΩB(E − Eα). Hence, the probability to find the subsystem A in this
microstate is:
Pα =
ΩB(E − Eα)∑
β ΩB(E −Eβ)
, (13)
where the sum is over all microstates of A. Since the subsystem B is much larger than A, we
can safely assume that Eβ ≪ E for each Eβ. For the same reason, we can use the definition of
entropy for an isolated system given in formula (4) and rewrite formula (13) as
Pβ =
exp(SB(E − Eα)/kB)∑
β exp(SB(E − Eβ)/kB)
. (14)
We now expand SB(E − Eβ) around E:
SB(E − Eβ) ∼ SB(E)− Eβ ∂SB(E)
∂E
= SB(E)− Eβ
T
. (15)
Inserting this expansion into formula (14), we finally obtain
Pα =
exp(− EαkBT )∑
β exp(− EβkBT )
. (16)
This is the probability distribution for a system at constant N , V and T , i.e. the canonical
ensemble. The denominator is the partition function Z:
Z(N, V, T ) ≡
∑
β
exp
(
− Eβ
kBT
)
=
∑
E
exp
(
− E
kBT
)
Ω(N, V, E), (17)
where the last equality provides a link between Z and the microcanonical partition function Ω.
Assuming identical particles, the classical limit for the partition function reads:
Z(N, V, T ) =
1
hdNN !
∫
V
drN
∫
dpN exp
[
− 1
kBT
(∑
i
p2i
2M
+ U ({ri})
)]
, (18)
where pi is the momentum of particle i, M is the mass of the particles and U({ri}) is the po-
tential energy. Again, the factor 1/N ! accounts for the indistinguishability of the particles. The
quantity hdN makes Z into a dimensionless quantity. The volume dependence of the classical
expression of Z is contained in the limits of integration for the coordinates ri. Notice that the
integral over momenta can be easily carried out, yielding
Z =
1
N !ΛdN
Zc, (19)
where Λ =
√
h2/2πmkBT is the thermal De Broglie wavelength and Zc is the configurational
partition function:
Zc =
∫
V
drN exp
(
− 1
kBT
U ({ri})
)
. (20)
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We define the Helmholtz free energy as
F (N, V, T ) ≡ −kBT lnZ. (21)
Since we now know the probability distribution for this ensemble, we can easily write down the
expression for the average energy ⟨E⟩ of the system, which coincides with the thermodynamic
internal energy U :
⟨E⟩ =
∑
αEα exp(− EαkBT )∑
β exp(− EβkBT )
=
∂F/T
∂1/T
. (22)
The latter equality is a well-known thermodynamic relation between F and U .
We now drop the assumption that the volume of the subsystem A remains constant and assume
that B is a constant pressure bath, besides being a heat bath. The number of particles N of A
is fixed. We derive the probability distribution for the corresponding ensemble, which is called
isothermal-isobaric ensemble. The derivation is analogous to the canonical case. The system
A+B is isolated and has constant energy and volume. The probability to find the subsystem A
in the microstate α having energy Eα and volume Vα is:
Pα =
ΩB(E − Eα, V − Vα)∑
β ΩB(E −Eβ , V − Vβ)
, (23)
where the sum is over all microstates of A. We can rewrite formula (23) in terms of entropies
as well,
Pα =
exp(SB(E −Eα, V − Vα)/kB)∑
β exp(SB(E − Eβ, V − Vβ)/kB)
, (24)
and expand around E and V , taking into account that Eβ ≪ E and Vβ ≪ V .
SB(E −Eβ , V − Vβ) ∼ SB(E, V )− Eβ ∂SB(E, V )
∂E
− Vβ ∂SB(E, V )
∂V
(25)
= SB(E, V )− Eβ
T
− PVβ
T
, (26)
where P is the pressure of the system (not to be confused with the probabilities Pβ). We insert
this expansion in formula (24) and obtain the relevant probability distribution:
Pα =
exp(− EαkBT − PVαkBT )∑
β exp(− EβkBT −
PVβ
kBT
)
. (27)
The denominator is the isothermal-isobaric partition function,∆(N, T, P ):
∆(N, T, P ) ≡
∑
β
exp
(
− Eβ
kBT
− PVβ
kBT
)
. (28)
Equivalently, we can rewrite∆ as an integral over volumes and, for each volume, as a sum over
all the corresponding microstates β(V ) of A:
∆(N, T, P ) =
1
V0
∫
V
dV
∑
β(V )
exp
(
−Eβ(V )
kBT
− PV
kBT
)
, (29)
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where V0 is a constant having the unit of volume. ∆ can be easily expressed in terms of the
canonical and microcanonical partition functions:
∆(N, T, P ) =
1
V0
∫
V
dV exp
(
− PV
kBT
)
Z(N, V, T ) (30)
=
1
V0
∫
V
dV
∑
E
exp
(
− E
kBT
− PV
kBT
)
Ω(N, V, E). (31)
The classical expression for ∆ (assuming identical particles) is:
∆(N, T, P ) =
1
V0hdNN !
∫ ∞
0
dV
∫
V
drN
∫
dpN exp
[
− 1
kBT
(∑
i
p2i
2M
+ U ({ri}) + PV
)]
.
(32)
We define the Gibbs free energy G as
G(N, T, P ) ≡ −kBT ln∆(T, P ). (33)
To show that this quantity indeed coincides with the thermodynamic potential which determines
the behaviour of a system at constant T and P , one calculates ∆ within the maximum term
approximation (which is an excellent approximation for large systems):
∆(N, T, P ) =
1
V0
∫
V
dV
∑
E
exp
(
− E
kBT
− PV
kBT
)
Ω(N, V, E) (34)
=
1
V0
∫
V
dV
∑
E
exp
(
− E
kBT
− PV
kBT
+
S
kB
)
(35)
∼ exp
[
− ⟨E⟩
kBT
− P ⟨V ⟩
kBT
+
S(N, ⟨V ⟩, ⟨E⟩)
kB
]
. (36)
From this follows immediately that
G = ⟨E⟩ − TS + P ⟨V ⟩. (37)
3 How molecular dynamics works
3.1 Integration of the equations of motion
In this section, we consider molecular dynamics simulations of isolated systems, where the total
number of particles N, the volume V and the total energy E are kept constant. For obvious rea-
sons, these simulations are called NVE simulations. In principle, molecular dynamics appears
to be the ideal computational tool to investigate isolated systems. However, one must keep in
mind that energy is never strictly conserved during a run, due to discretization and numerical
errors. To perform reliable NVE simulations, it is thereby crucial to employ algorithms for the
integration of Newton’s equations of motion which conserve energy to a good accuracy on long
time scales.
A proper discretization of Newton’s equations is clearly a prerequisite for a reliable and accurate
simulation. The timestep ∆t controls this discretization: it is the time interval between two
consecutive evaluations of the forces. In principle, one would like to choose the timestep as
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large as possible, for the calculation of forces is, generally, the most time-consuming task.
However, to avoid large discretization errors, ∆t must be smaller than the inverse of the fastest
vibrational frequency ωmax in the system:
∆t < 1/ωmax. (38)
For this reason, typical timesteps used in molecular dynamics simulations are of the order of fs
(for Car-Parrinello molecular dynamics, they must be significantly smaller: see section 5.2).
Turning now to integration algorithms, one of the simplest and most widely employed scheme
is the Verlet algorithm [14],
RI(t+∆t) = 2RI(t)− RI(t−∆t) + ∆t
2
MI
FI(t). (39)
This algorithm turns out to work remarkably well, in spite of its simplicity. In particular, it
shows small energy drifts on large time scales, due to the fact that a) it is time-reversible and b)
it is symplectic, i.e. it preserves area in the phase space. Obviously, this property does not imply
that the Verlet algorithm predicts accurately trajectories for long times. In fact, there exists
no algorithm capable of doing that! Generally, the trajectory of a N-particle system depends
sensitively on the initial conditions: two trajectories that are very close at time t = 0 will
diverge exponentially as a function of time. This behaviour is called Lyapunov instability [15].
In particular, the trajectories generated in a simulation will differ slightly from the true ones
at the beginning of the run due to intrinsic integration errors of the algorithms employed: the
exponential divergence with respect to the true trajectory is thus unavoidable. Nevertheless,
molecular dynamics is still useful because
• its goal is to investigate the statistical properties of a system, not to calculate its exact
evolution starting from precisely known initial conditions;
• there is numerical evidence that there exist true trajectories, called shadowing (or shadow)
orbits, which are similar to the numerical trajectories for long times [1, 16]. The latter
property can be seen as a consequence of the shadowing lemma of classical mechanics,
which states that systems experiencing slightly different potential surfaces must exhibit
a similar dynamics as a whole, in spite of the exponential sensitivity of the trajectories
to the initial conditions and/or potential energy differences. Hence, such systems display
similar trajectories (possibly corresponding to different initial conditions), which remain
close to each other on time scales which are long compared to the typical times needed
for the Lyapunov instabilities to develop [16]. Since numerical trajectories are expected
to follow closely some real trajectories for long time scales, they can be used to carry out
statistical investigations of the behaviour of the system.
There are a few other popular algorithms, which are essentially equivalent to the Verlet algo-
rithm (i.e. they yield the same trajectories) but differ in how velocities are evaluated (in the case
of the Verlet algorithm, velocities are not explicitly computed), namely the Leap Frog algo-
rithm, the Beeman scheme and the velocity-corrected Verlet algorithm. The latter two methods
provide a more accurate evaluation of the velocities.
There exists another class of algorithms, called predictor-corrector methods, which are widely
used to solve differential equations numerically. As far as the integration of Newton’s equations
is concerned, these methods have both advantages and disadvantages with respect to the simpler
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Verlet algorithm [17]. The most important advantage is the possibility to use longer time steps
without sacrificing the short-time energy conservation. On the other hand, predictor-corrector
methods are usually neither time-reversible nor symplectic: these drawbacks generally lead to
energy dissipation on long time scales. In the last section, we will discuss a predictor-corrector
scheme which, although slightly dissipative, enables one to perform extremely efficient ab initio
molecular dynamics simulations.
3.2 Thermostats
Thermostats are needed to perform simulations at constant temperature, including investigation
of canonical ensembles (NVT simulations) and isobaric-isothermal ensembles (NPT simula-
tions). Since, at thermal equilibrium, the equipartition theorem holds, every atom has an aver-
age kinetic energy equal to 3/2kBT . This property is exploited to calculate the temperature of
the system as a function of time in molecular dynamics simulations:
T (t) =
1
3kBN
N∑
i=1
Miv
2
i (t), (40)
where vi is the velocity of particle i. One has to keep in mind that, for a finite canonical system,
the temperature T is not strictly constant but fluctuates, because the kinetic energy per particle
fluctuates. If we keep the kinetic energy per particle constant, we do not simulate the true
canonical ensemble but another ensemble, called isokinetic ensemble [1].
Thermostats are employed to add or remove energy to the system, so as to keep the average
temperature constant. An ideal thermostat should satisfy the following requirements:
• sample the canonical distribution;
• do not perturb the particle dynamics significantly;
• be easy to implement and use, in particular be tunable via a coupling parameter.
The first point may sound like an obvious requirement, nevertheless it turns out that many
widely employed thermostats do not have this property. In spite of this shortcoming, such ther-
mostats can yield reliable results for sufficiently large systems, in that, in the thermodynamic
limit, the average properties of a system do not depend on the ensemble selected.
Thermostats can be divided into two categories: stochastic and deterministic thermostats. In
the case of stochastic thermostats, random variables are used to mimic the interaction of the
system with the heat bath. Examples of stochastic thermostats are Langevin thermostats [18],
the Andersen [19] thermostat and the recently developed Bussi [20] thermostat. On the con-
trary, deterministic thermostats, such as Berendsen [21] thermostat and Nose´-Hoover [22, 23]
thermostats, do not use any random quantity. In the following, we briefly discuss the properties
and the behaviour of selected thermostats in more detail.
- Velocity rescaling
The velocities of all the particles are multiplied by the same factor α, calculated by enforc-
ing the total kinetic energy K to be equal to the average one, ⟨K⟩, at the target temperature:
α =
√⟨K⟩/K. Rescaling can be carried out at a selected frequency or when K exceeds a
threshold value. This thermostat does not sample the canonical ensemble.
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- Andersen thermostat
It is a simple stochastic thermostat which correctly samples the canonical ensemble. At each
step, a prescribed number of particles are selected randomly and their velocities are drawn from
the appropriate Maxwell-Boltzmann distribution at the chosen temperature T :
P (v) =
(
M
2πkBT
)3/2
exp
(
−Mv
2
2kBT
)
. (41)
This prescription is meant to mimic collisions with the particles of the bath at temperature T .
This thermostat is not very efficient though and introduces discontinuities in the trajectories.
- Langevin thermostat
It is a stochastic thermostat which applies a friction force γvI and a random force Ξ to each
particle, so that they evolve according to a Langevin dynamics:
MI
d2
dt2
RI = FI − γ d
dt
RI +Ξ, (42)
where Ξ obeys
⟨Ξi(0)Ξj(t)⟩ = 2γkBT δi,jδ(t). (43)
This thermostat samples the canonical ensemble but strongly affects the dynamics of the parti-
cles. Hence, it should not be employed to investigate the dynamical properties of a system.
- Berendsen thermostat
The equations of motion are supplemented by a first-order equation for the kinetic energy K,
whose driving force is the difference between the instantaneous kinetic energy and its target
value:
dK
dt
=
⟨K⟩ −K
τ
, (44)
where τ is the relaxation time of the thermostat. τ is a tunable parameter, which controls the
strength of the coupling between the system and the thermostat: the larger τ , the weaker the
coupling. This thermostat is deterministic, stable and easy to use but does not sample the canon-
ical ensemble. Since it can steadily drive the system towards the equilibrium state, it is often
used to equilibrate the system at the start of the simulation.
- Nose´-Hoover thermostats
The Lagrangian of the system is extended by introducing an additional degree of freedom,
which describes the heat bath. The equations of motion obeyed by this generalized coordinate
guarantee that the true degrees of freedom of the system sample a canonical ensemble. These
thermostats sometimes show non-ergodic behaviour: to compensate for this drawback, chains
of Nose´-Hoover thermostats have been introduced.
- Bussi thermostat
This thermostat is a generalization of both the velocity rescaling scheme and Berendsen ther-
mostat. Within this approach, the scaling factor α is given by
√
K ′/K, where K ′ is obtained by
evolvingK using a stochastic dynamics, which leaves the canonical distribution of K invariant.
The stochastic dynamics contains a deterministic term, which coincides with Berendsen’s driv-
ing force. This thermostat samples the canonical ensemble if the algorithm used to integrate the
equations of motion is ergodic (e.g. the Verlet algorithm).
3.3 Barostats
Barostats are employed to carry out constant pressure simulations, e.g. to perform NPT simu-
lations. In the following we provide a description of the most commonly employed barostats.
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- Berendsen barostat
The Berendsen barostat [21] is similar in spirit to the Berendsen thermostat. Pressure is made
to obey the equation of motion:
dP
dt
=
⟨P ⟩ − P
τP
, (45)
where τP is the relaxation time of the barostat. As a result, the size of the cell varies: more
specifically, the volume of the cell is scaled by a factor η, which evolves according to
η(t) = 1− ∆t
τP
βT (⟨P ⟩ − P (t)), (46)
where βT is the isothermal compressibility of the system. Here the scaling is assumed to be
isotropic (i.e. the shape of the cell does not change) but it is possible to consider anisotropic
scaling as well.
- Andersen barostat
The Andersen barostat [19] is an extended system method, which bears some analogies with
the Nose´-Hoover thermostat. The system is coupled to the the volume V of the simulation box,
which is treated as an external variable. The coupling is supposed to mimic the action of a
piston on the system. The piston has an effective mass Q, which is a tunable parameter. The
kinetic and potential energy of the piston read:
Episton =
1
2
Q
(
dV
dt
)2
+ ⟨P ⟩V. (47)
The potential energy stems from the external pressure (equal to the target pressure ⟨P ⟩) acting
on the piston. Within this method, it is not possible to change the shape of the cell during the
simulation.
- Parrinello-Rahman barostat
The Parrinello-Rahman barostat [24] is an extension of Andersen barostat, which allows one
to change both the shape and the size of the cell in a simulation. This method has proven to
be particularly useful in the study of structural phase transitions in solids. The simulation cell
can be described in full generality by the three vectors a, b, c, which represent the sides of the
cell. If we define the (3 × 3) matrix H ≡ {a, b, c}, then the volume of the cell is given by
V = detH = a · (b× c). The kinetic and potential energies of the fluctuating volume are
Evolume =
1
2
QTr
(
dHT
dt
dH
dt
)
+ ⟨P ⟩V. (48)
3.4 Computation of equilibrium properties
Some thermodynamic quantities can be expressed in terms of a statistical average. Such quanti-
ties can be calculated directly from a molecular dynamics simulation, using the ergodic hypoth-
esis. For instance, the internal energy of a system at constant T and V is given by a canonical
average (Formula (22)), which can be estimated during a simulation by calculating a time aver-
age
⟨E⟩ = lim
t→∞
1
t
∫ t
0
Edτ. (49)
Time averages must be taken over sufficiently long times, so as to allow the system to explore
the relevant portion of the phase space. One should keep in mind, however, that the ergodic
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hypothesis is not universally true: there are systems, such as nearly harmonic solids, which ex-
hibit ergodicity breaking. Furthermore, there are classes of systems for which an astronomically
large time would be needed to explore the phase space, e.g. systems trapped in a metastable
phase, such as glasses, or systems in a symmetry-broken phase, such as ferromagnets.
There are thermodynamic variables which cannot be expressed in terms of a statistical average
and, thereby, cannot be computed from a molecular dynamics run in a straightforward way.
Examples of such quantities are the entropy S and the Helmholtz free energy F , which are ex-
pressed in terms of the microcanical and canonical partition function respectively, see Formulas
(4) and (21). Hence, to compute F or S, a different strategy must be adopted. In the following
we focus on F . It turns out that the derivative of F with respect to specific thermodynamics
variables is given by a statistical average. For instance, the derivative of F/T with respect to
1/T (at constant V ) is equal to the energy. This suggests a route to calculate F based on the
integration of some derivative of F along a path which links the state we are interested in to
another state, whose F is known. In simulations one can also consider the derivative of F with
respect to some coupling parameter λ, on which the potential energy U is assumed to depend.
This approach is called Kirkwood’s coupling parameter method [25]. Here we follow this ap-
proach and assume that U(λ = 0) and U(λ = 1) correspond to the reference system and the
system of interest, respectively. The derivative of F with respect to λ can be expressed as an
ensemble average:(
∂F
∂λ
)
N,V,T
= −kBT 1
Z
(
∂Z
∂λ
)
=
∫
drN(∂U/∂λ) exp[−U(λ)/kBT ]∫
drN exp[−U(λ)/kBT ] =
〈
∂U
∂λ
〉
λ
, (50)
where ⟨∂U/∂λ⟩λ denotes the ensemble average of ∂U/∂λ for a system with potential energy
U(λ). The free energy can then be computed as:
F (λ = 1) = F (λ = 0) +
∫ 1
0
dλ
〈
∂U
∂λ
〉
λ
. (51)
Usually, a linear function is used to connect the initial and final potential:
U(λ) = U(0) + λ(U(1)− U(0)). (52)
It is also of great interest to compute the free energy barriers separating different phases (typi-
cally, a stable and a metastable phase) of a system. In case of high barriers, however, standard
molecular dynamics methods are of little use, in that the overcoming of such barriers brought
about by thermal fluctuations is a rare event, which generally occurs on time scales much longer
than those accessible by simulations.
Several enhanced sampling methods [26, 27, 28, 29, 30] have been developed, which, in combi-
nation with molecular dynamics or Monte Carlo simulations, enable one to compute the energy
barriers separating the different phases. The thermodynamic integration method introduced
above can also be used to calculate free energy barriers along a reaction path defined by a
proper reaction coordinate s [31]. In this approach the thermodynamic integration variable is
not an independent coupling parameter but the reaction coordinate itself, which is a function of
the coordinates of the particles, s = s({ri}). The free energy difference reads
F (s2)− F (s1) =
∫ s2
s1
ds′
〈
∂U
∂s′
〉
s′, cond
, (53)
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where the last subscript indicates that, in contrast to Formula (50), the integrand is a conditional
average calculated at s({ri}) = s′:〈
∂U
∂s
〉
s′, cond
≡
∫
drN (∂U/∂s) exp[−U/kBT ]δ(s′ − s({ri}))∫
drN exp[−U/kBT ]δ(s′ − s({ri})) . (54)
To calculate the conditional average efficiently, the so-called blue-moon ensemble method [32]
can be applied: within this method, this quantity is evaluated by a time average over a con-
strained trajectory with s fixed at the selected value, s({ri}) = s′.
Another important enhanced sampling technique is metadynamics [33, 34, 35]. This recently
developed method is enjoying growing popularity due to its high degree of flexibility: metady-
namics has been successfully applied to many different fields, including chemistry, biochem-
istry and biophysics, solid state physics and materials science. This method is also based on the
assumption that the process under study can be described in terms of a small number of reaction
coordinates called collective variables, which depend on the coordinates of the particles. The
method amounts to adding a history-dependent bias potential Vb, typically consisting of a sum
of repulsive Gaussian functions, in the coarse-grained space of the collective variables, thus ac-
celerating the occurrence of rare events and enabling an efficient exploration of the free energy
surface of the system.
Denoting with s = (s1({ri}), ..., sd({ri}) the set of collective variables, the expression for the
free energy in this coarse-grained space, F (s), is obtained by integrating out the irrelevant
degrees of freedom:
F (s′) = −kBT ln
(∫
drN exp (−βU ({ri})) δ (s′ − s ({ri}))
)
. (55)
The probability distribution for the variables s can be expressed in terms of F (s):
P (s′) = exp[−F (s
′)/(kBT )]∫
exp[−F (s)/(kBT )]ds . (56)
If we consider, for simplicity, a 1D coarse-grained space, the bias potential Vb is given by
Vb (s({ri}), t) = w
∑
t′=τ,2τ,...<t
exp
(
−(s({ri})− st′)
2
2σ2s
)
, (57)
where st′ is the value of the CV of the system taken at time t′, w and σs are the height and
width of the Gaussians respectively and τ is the deposition interval. If the size of the Gaussians
is small compared to the size of the free energy wells corresponding to the relevant phases of
the system, then the Gaussians will gradually fill up the basins and flatten the barriers, until the
evolution of the collective variables becomes diffusive (see Fig. 1). In this limit, the biasing
potential yields an estimate of the free energy surface:
lim
t→∞
−VG (s, t) ∼ F (s). (58)
It can be shown that a relation similar to (58) holds rigorously for the average of VG over
independent metadynamics runs, ⟨VG⟩runs [36]:
lim
t→∞
−⟨VG (s, t)⟩runs = F (s). (59)
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Fig. 1: The history dependent potential fills up the free energy basin in the coarse-grained space
of the collective variable s, thus allowing the system to escape the minimum.
The accuracy and efficiency of metadynamics depend on the height w and the width σs of the
Gaussians, as well as on the deposition interval τ [36]. To reduce the error, one can decrease
the size of the Gaussians. However, the use of smaller Gaussians leads to an increase of the
simulation times needed to fill the free energy basins. To improve the accuracy of the free
energy reconstruction without sacrificing the efficiency of the method, new schemes have been
proposed, wherein the Gaussian height [37] and/or width [38] are adapted to the local free
energy or to the bias potential.
3.5 Computation of structural properties
Molecular dynamics allows one to investigate the equilibrium structural properties of a system.
For disordered systems like liquids or glasses, the structural information provided by molecular
dynamics is crucial to understand experimental results. Although liquids and glasses lack long-
range crystalline order, the position of the particles are not truly random and some structural
order is always present. This can be divided into short-range, medium-range and long-range
order according to the typical length scales of the structural correlations [39].
In this respect, a very important quantity is the pair correlation function g (2)(r1, r2), which
describes the probability of finding any two particles in a small volume element about the points
r1 and r2 respectively. In the canonical case, this quantity reads:
g(2)(r1, r2) = N(N − 1)
ρ2
1
Zc
∫
exp(−βU({ri}))dr3 · · · rN , (60)
where ρ is the density of the system.
For a homogeneous and isotropic system, g (2) does not depend on r1, nor on the direction of the
vector r1−r2. In this case, one can define a radial distribution function g(r), which is a function
of the distance r = |r1−r2| only. g(r) describes the variation of the particle density as a function
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Fig. 2: g(r) of amorphous GeTe doped with Cr and Mn impurities calculated from an ab initio
molecular dynamics run at T=300 K.
of the distance r from a selected particle or, in other words, the probability of finding a particle
at distance r from the reference particle (see Fig. 2). The function g(r) provides information
about the distribution of bond lengths. More precisely, the position of the first peak and second
peak give the average interatomic distance between nearest neighbor and next nearest neighbour
particles respectively. From these two quantities, one can calculate the average bond angle as
well. It is more difficult to extract geometric information from higher order peaks. Another very
important property of g(r) is the fact that its Fourier transform, the so called structure factor
S(q), can be determined directly from neutron diffraction or x-ray diffraction experiments.
There are many other quantities one can compute from a molecular dynamics run, which yield
information about the medium-range order (e.g. distribution of dihedral angles and primitive
rings) and long-range order (e.g. Fourier transform of the atomic positions).
3.6 Computation of dynamical properties
As already mentioned in the introduction, molecular dynamics can also be used to calculate dy-
namical properties. Although these properties are related to non-equilibrium conditions, in the
case of small perturbations they can be expressed in terms of equilibrium properties by using
the relevant Green-Kubo relations [40].
In this section, we discuss how to calculate two important quantities characterizing the be-
haviour of liquids and glasses, namely the diffusivity D and the viscosity η. In the case of
Stokes flow, these two quantities are related via the Stokes-Einstein relation,
D =
kBT
6πηr
, (61)
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where r is the radius of the particle. One should keep in mind that this relation, which is
based on macroscopic hydrodynamics, is not of universal validity though. The simplest way
to calculate D is to use Formula (2) of the introduction. The mean-squared distance ⟨r2(t)⟩ at
time t is typically calculated by averaging over initial times and particles. An alternative way is
to compute the velocity autocorrelation function, ⟨vα(t)vα(0)⟩ (here vα(t) denotes the cartesian
component α = x, y or z of the particle velocity at time t), and exploit the relation
D =
∫ ∞
0
⟨vα(t)vα(0)⟩dt. (62)
Formula (62) is an example of a Green-Kubo relation linking a transport coefficient to an au-
tocorrelation function. The latter quantity is an equilibrium property of the system and can be
calculated from a molecular dynamics run. More specifically, ⟨vα(t)vα(0)⟩ is also calculated by
averaging over particles and initial times.
The viscosity η can also be evaluated using a Green-Kubo formula:
η =
V
kBT
∫ ∞
0
⟨ταβ(t)ταβ(0)⟩dt, (63)
where ταβ denotes an off-diagonal element of the stress tensor. Generally, long simulation times
(of the order of a few ns) are required to accumulate sufficient statistics to get converged values
of η using Formula (63). This fact makes the calculation of η by ab initio molecular dynamics
prohibitively expensive computationally. The statistical uncertainty of the data can slightly be
reduced by averaging over independent off-diagonal tensor elements.
So far, we have not considered finite size effects. It turns out, however, that the use of periodic
boundary conditions affects the diffusion coefficient considerably, if the size of the simulation
cell is small. This problem can be severe in the case of ab initio simulations, where typical
system sizes are of the order of hundreds of atoms. The dependence of D on the system size
is due to the hydrodynamic interactions of a moving particle with the periodic images of the
particle itself and of the other particles. Assuming that the simulation cell is a cube with size L
and the liquid obeys Stokes equations, the following scaling relation holds [41, 42],
D(L) = D − kBT ξ
6πηL
, (64)
where D(L) and D are the diffusivities of the finite and infinite system respectively and ξ ∼
2.837297. Since the right-hand side of this formula depends on η, it is possible to evaluate both
D and η by doing a series of calculations of D(L) for different L and fitting the data. Figure 3
shows the behaviour of D(L) as a function of L for a simulation of CO2 employing classical
potentials.
As a last remark, we want to point out that, generally, thermostats affect the dynamical proper-
ties of a system significantly. This problem can be particularly severe for stochastic thermostats
(with the exception of Bussi thermostat [20]). Hence, the most sensible way to compute dy-
namical properties at a given temperature is to perform microcanonical simulations, after equi-
librating the system.
4 Classical molecular dynamics
Classical molecular dynamics is based on a description of the forces between particles in terms
of empirical potential functions. In chemistry and biology, the empirical potentials are called
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Fig. 3: Transport properties of CO2 obtained from classical molecular dynamics simulations.
The interaction between molecules was modeled with a Lennard-Jones potential plus an elec-
trostatic point-charge interaction (see next section).
force fields. Force fields stand on the assumption that molecules are composed of units (such
as bonds or, more generally, functional groups) which behave in a similar way in different
chemical environments. Force fields consist of a) bonded terms describing the behaviour of the
chemical bonds and b) non-bonded terms. The bonded terms typically consist of stretching po-
tentials (two-body terms), bending potentials describing the bending of the angle formed by two
bonds (three-body terms), torsional potentials describing the rotation around bonds (four-body
terms) and cross terms which couple the previous three terms. The non-bonded terms consist
of electrostatic interactions and van der Waals forces. Since these terms involve interactions
between all the particles of the system, they are computationally more demanding than bonded
terms. The electrostatic interactions are usually modeled by either assigning a point charge to
each atom or by assigning a dipole moment to each bond. The relevant charges or moments are
obtained by fitting against experimental or theoretical data. The van der Waals terms consist of
a) a strong repulsive term at short distances due to the overlap of the electron clouds and b) an
attractive term at large distances, due to induced dipole-dipole interactions, which varies as the
sixth power of the distance. In the Lennard-Jones potential the repulsive term varies as R−12:
this is a computationally convenient choice.
Classical potentials consisting only of non-bonded terms can be used to simulate systems of
weakly-interacting atoms (such as rare-gas atoms, for which only the van der Waals interaction
must be considered) or rigid molecules (whose internal degrees of freedom are assumed to be
frozen).
A severe shortcoming of standard force fields is the inability to describe the formation or
breaking of chemical bonds. Recently, more sophisticated potentials, such as reactive force
fields [43, 44] and neural network potentials [45], have been developed to overcome this prob-
lem.
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Standard pair potentials or force fields do not work well for bulk metals: two-, three- and four-
body potentials are not sufficiently accurate for these systems. To describe metallic cohesion, a
large number of many-body potentials [46, 47], including, very recently, neural network poten-
tials [48], have been developed.
5 Ab initiomolecular dynamics
In the next two subsections, we introduce the two most popular ab initio molecular dynam-
ics methods: Born-Oppenheimer (BO) molecular dynamics and Car-Parrinello (CP) molecular
dynamics. Historically, the work by Car and Parrinello published in 1985 [3] marked the be-
ginning of the ab initio molecular dynamics era. BO molecular dynamics became competitive
with the CP method many years later [49]. Since BO molecular dynamics is conceptually sim-
pler than the CP method, we discuss the former method first. Finally, in the last section, we
introduce a novel molecular dynamics scheme, which is proving to be more efficient than both
BO and CP methods.
5.1 Born-Oppenheimer molecular dynamics
BO molecular dynamics is based on the BO approximation, which roughly states that, since
nuclei are much heavier than electrons, the latter can be assumed to follow the nuclei adia-
batically, such that they are in their ground state at each nuclear configuration. Hence, in this
approximation the electronic Hamiltonian reads:
[Tˆ + Vˆee({ri}) + Vˆext({ri} : {Rα})]Ψ0({ri} : {Rα}) = E0({Rα})Ψ0({ri} : {Rα}), (65)
where Tˆ , Vˆee and Vˆext indicate the electronic kinetic energy, the electron-electron Coulomb
interaction and the external potential operator due to the nuclei respectively. {ri} and {Rα} are
the electronic and nuclear coordinates, E0 and Ψ0 are the electronic ground-state energy and
wave function. E0 and Ψ0 depend parametrically on the positions of the nuclei. Ψ0 must be
computed at each time step in order to calculate the forces acting on the nuclei using Hellman-
Feynman theorem [50]. If we define the total energy Etot as
Etot = E0 + Enuclei, (66)
where Enuclei is the repulsive interaction energy between nuclei, then the force acting on a
nucleus α is given by
Fα = −∂Etot
∂Rα = −
∂
∂Rα ⟨Ψ0|Hˆ|Ψ0⟩ −
∂Enuclei
∂Rα . (67)
Since Ψ0 corresponds to the minimum of the energy functional ⟨Ψ|Hˆ|Ψ⟩ (we assume that the
wave functions are normalized), one gets
Fα = −⟨Ψ0| ∂Hˆ
∂Rα |Ψ0⟩ −
∂Enuclei
∂Rα . (68)
If the external potential Vext felt by the electrons is just the sum of the Coulomb potentials due
to the nuclei, this expression can be further simplified:
Fα = −
∫
ρ0(r)∂Vext(r, {R})
∂Rα dr−
∂Enuclei
∂Rα , (69)
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where ρ0 is the electronic ground state density. If, on the other hand, the Hamiltonian contains
effective non-local pseudopotentials [4] instead of the bare Coulomb terms, one has to use
Eq. 68. Once forces are evaluated, integration of the classical equations of motion for the nuclei
proceeds the same way as for classical molecular dynamics. In particular, the Verlet algorithm
is used in most ab initio molecular dynamics codes.
To calculate E0 is a formidable task, which cannot be solved exactly. As already pointed out
in the introduction, the most popular method used to solve it approximately is, by far, density
functional theory [5, 6]. This topic is covered in lecture A2 by M. Lezˇaic´. Here we will just
mention that, according to Hohenberg-Kohn theorem [51], E0 is uniquely determined from ρ0
and, for any given external potential Vext, there exists a density functional EVext [ρ] such that
min
ρ
EVext [ρ] = EVext [ρ0] = E0. (70)
Within the Kohn-Sham scheme [52], the ground-state density ρ0 of the interacting system is
evaluated by solving an auxiliary set of single-particle equations, called Kohn-Sham equations,
self-consistently:
− !
2
2m
∇2ϕi + (vext + vH [ρ] + vxc[ρ])ϕi = ϵiϕi, (71)
where m is the mass of the electron, vH [ρ] is the Hartree potential and vxc[ρ] is the so called
exchange-correlation potential. Both potentials depend on the total density of the system. The
self-consistent solutions of Eq. 71 are called Kohn-Sham orbitals. They satisfy the property
ρ0(r) =
n∑
i=1
|ϕi(r)|2, (72)
where n denotes the number of occupied states.
5.2 Car-Parrinello molecular dynamics
We assume that Kohn-Sham orbitals ϕi are expanded in a normalized plane-wave basis set (the
CP method is usually used in combination with plane waves, although other basis sets can also
be employed, in principle):
ϕi(r) =
∑
G
ci,G exp(iG · r), (73)
For a given ionic configuration, the Kohn-Sham orbitals ϕi minimize the Kohn-Sham functional
EKS[{ϕi}] ≡ EVext [ρ[{ϕi}]] and the ground state energy is given by
E0 = min
ϕi
EKS[{ϕi}]. (74)
If we express the orbitals in terms of the coefficients ci,G, then, for a finite set of plane waves,
EKS becomes a function of ci,G:
EKS({ci,G}) ≡ EKS[{ϕi({ci,G})}]. (75)
The condition that the orbitals ϕi minimize the functional EKS[{ϕi}] and that the ground-state
energy corresponds to the minimum of EKS can be obviously restated as:
E0 = min
ci,G
EKS({ci,G}). (76)
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Hence, the problem of findingE0 can be seen as a classical minimization problem in the space of
the coefficients ci,G. In other words, for a fixed nuclear configuration, the quantity EKS({ci,G})
can be considered as an effective potential energy defined in the configuration space spanned
by the ci,G. Of course, this quantity contains both the kinetic energy and the potential energy of
the quantum-mechanical electron gas.
There exists an effective method to tackle global optimization problems called simulated an-
nealing [53]. A variant of this method based on molecular dynamics was used by Car and
Parrinello [3] to minimize the Kohn-Sham functional. The method boils down to considering a
fictitious dynamics for the coefficients ci,G by introducing fictitious velocities dci,G/dt:
µ
d2
dt2
ci,G = −∂EKS
∂c∗i,G
−
∑
j
λijcj,G, (77)
where µ is a fictitious electronic mass (with dimensions of mass times squared length) and λ ij
are Lagrange multipliers introduced to enforce the orthonormality of the wavefunctions. Sup-
pose that the electronic system is trapped in a local minimum of EKS(ci,G). Due to the fictitious
kinetic energy, the system can overcome the surrounding barriers. Furthermore, it is possible to
reach the global minimum (in principle) by gradually reducing the fictitious temperature down
to zero.
The following step is to treat nuclear and fictitious electronic degrees of freedom on equal
footing:
µ
d2
dt2
ci,G = − ∂E
∂c∗i,G
−
∑
j
λijcj,G, (78)
MI
d2
dt2
RI = − ∂E
∂RI , (79)
where E ≡ EKS({ci,G}, {RI})+Enuclei({RI}). By doing so, one can calculate the equilibrium
nuclei configuration and achieve self-consistency simultaneously by simulated annealing.
One can also perform molecular dynamics simulations using the same classical equations of
motion. The dynamics generated by these equations is generally different from the BO dynam-
ics and therefore the forces on the ions are different from the BO ones: however, if the electronic
degrees of freedom ci,G remain close to the BO surface, i.e. if the fictitious electronic kinetic
energy remains small, then the ionic trajectories will be good approximations to the BO ones.
To keep the fictitious kinetic energy small, the following 3 conditions must be fulfilled.
1. Given the initial ionic configuration, the Kohn-Sham Hamiltonian must be solved self-
consistently in the first molecular dynamics step to ensure that the electronic system is in
its ground state at the initial time;
2. the initial fake velocities of the coefficients ci,G must be small;
3. during the simulation, one has to make sure that the exchanges of energy between the
nuclei and the fictitious electronic degrees of freedom are small. If this is the case, the
fictitious kinetic energy will indeed remain small along the trajectory.
How can the third condition be achieved?
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It turns out that the (fake) electronic and (true) ionic motion are decoupled if
• the system has an energy gap;
• the fictitious mass µ is sufficiently small.
In order to understand this point, it is useful to consider the limit of small deviations from the
ground-state minimum, in which the electronic dynamics can be regarded as a superposition
of harmonic oscillations: it can be shown (see Appendix A) that the corresponding electronic
frequencies are given by [54]
ω1i,j ∼ (fj(ϵ∗i − ϵj)/µ)1/2, (80)
ω2i,j ∼ ((fi − fj)(ϵi − ϵj)/2µ)1/2. (81)
where ϵ∗i and ϵj indicate the eigenvalue of the i-th unoccupied and j-th occupied level respec-
tively. From these formulas follows that, if the system has a band gap, all the frequencies are
finite. Furthermore, one can make the frequencies as large as needed by tuning µ. If all the
fictitious electronic frequencies are significantly higher than the highest frequency of the ionic
motion (which we denote as ωmaxI ), then the two sets of oscillators, which approximately de-
scribe the motion of the two subsystems (ions and electrons), are decoupled. Hence, the basic
physical fact behind the success of the method is that interacting oscillators with very different
frequencies are practically decoupled!
How to choose the optimal value of the fictitious mass µ?
• On the one hand, one would like to set µ as small as possible, so as to make the minimum
electronic frequency, ωmini,j , much higher than ωmaxI .
• On the other hand, one would like the maximum electronic frequency, ωmaxi,j , to be as
small as possible. The reason for this is that the larger ωmaxi,j is, the smaller the time
step ∆t needs to be to describe the motion of the fictitious electronic degrees of freedom
accurately (∆t must be smaller than 1/ωmaxi,j ).
Since both ωmini,j and ωmaxi,j are approximately proportional to µ−1/2, a compromise must be
made. Nevertheless, since it must hold ωmaxi,j > ωmaxI , the typical time steps used in CP molec-
ular dynamics are smaller than those used in BO dynamics.
The ability of the CP method to keep the electron trajectories close to the BO surface is a
consequence of classical adiabaticity, i.e. of the fact that the fake (classical) motion of the
electronic coefficients ci,G is much faster than the ionic motion. This is the classical counterpart
of quantum adiabaticity: the latter yields the BO approximation. Two important results of the
theory of adiabaticity in dynamical systems are relevant to CP molecular dynamics [54]:
1. a system of rapidly oscillating degrees of freedoms (the coefficients ci,G) perturbed by a
slow variation of the parameters (the ionic coordinates RI )) can be approximated by a
system obtained by averaging over the fast motion;
2. there exist adiabatic invariants.
As far as point 1) is concerned, the motion of the coefficients ci,G consists of rapid oscillations
around the minimum of the Kohn-Sham energy functional and, by averaging over the fast mo-
tion, the trajectories of the ionic system closely resemble the BO ones. Notice that the fake
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trajectories and the true trajectories (which lie on the BO surface) do not diverge over time. As
a result, the CP forces, FCP , will also oscillate around the values of the real BO forces, FBO.
Due to this property, there is no need to calculate forces very accurately, in contrast to the case
of BO molecular dynamics.
The existence of adiabatic invariants is also a consequence of the fast dynamics of the electrons
with respect to the ions. For a classical harmonic oscillator with a slowly varying frequency
ω(t), the action 2π(E/ω) where E is the total energy of the oscillator, is an adiabatic invariant,
i.e. it is approximately conserved [55]. Hence, In CP dynamics, in the regime of small oscil-
lations, the quantity 2π(Eα/ωα) is an adiabatic invariant for each normal mode α. Therefore,
if the frequency ωα(t) is approximately equal to ωα(0), then Eα(t) ∼ Eα(0): there is (approx-
imate) reversibility of the exchanges of energy between mode α and the rest of the system.
Since, for linear oscillators, the average kinetic energy of a mode α is proportional to Eα, a
metastable two-temperature regime can be maintained.
Typically, the Verlet algorithm is used to integrate both (fictitious) electronic and nuclear equa-
tions of motion:
ci,G(t+∆t) = 2ci,G(t)− ci,G(t−∆t)− ∆t
2
µ
[∑
G′
HGG′ci,G′(t)−
∑
j
λijcj,G(t)
]
,(82)
RI(t+∆t) = 2RI(t)− RI(t−∆t) + ∆t
2
MI
FI(t). (83)
The first equation can be easily obtained from
∂E
∂c∗i,G
=
∑
G′
HGG′ci,G′ . (84)
We have mentioned that the CP method becomes problematic when there is no energy gap in
the system, such as in metals. It is possible, however, to apply it successfully even to this
class of systems either by performing periodic self-consistent energy minimizations [56] or by
employing two thermostats [57]. In the latter case, the two thermostats are coupled to the ionic
and the fake electronic degrees of freedom, respectively, and they are set at different T . Hence,
the two subsystems can be kept at different T, so that the whole system remains in a metastable
state. In other words, by using a separate thermostat for electrons, one can ensure that the
electronic system does not heat up due to exchanges of energies with the ionic system, so that
its fictitious kinetic energy remains very small.
As already mentioned, the CP method was the ab initio method of choice for several years, due
to the two important advantages discussed above, namely the fact that there is no need to a)
solve the Kohn-Sham Hamiltonian self-consistently at each time step and b) calculate forces
very accurately. BO molecular dynamics started to become competitive with CP molecular
dynamics in the 1990s [49], thanks to advances in algorithms to perform the minimization of
the Kohn-Sham functional (e.g. improved conjugate-gradient and wave function extrapolation
techniques) and the possibility to use larger time steps.
5.3 Recent developments
Recently, a very promising method has been developed by Ku¨hne et al. [58], which combines
the efficiency of the CP method with the large time steps used in BO molecular dynamics.
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Within this method, no self-consistent diagonalization is performed during the simulation, how-
ever a predictor-corrector scheme is used to propagate the coefficients ci,G, instead of the CP
equations of motion. More precisely, Ku¨hne et al. employ the always stable predictor-corrector
method introduced by Kolafa to study the classical dynamics of polarizable molecules [59].
This scheme makes it possible to maintain the system close to the BO surface, without having
to use small time steps. So far, this method has been only implemented in the Quickstep pro-
gram [60], where it is used in combination with a Gaussian, non-orthogonal basis set. Defining
a M×N matrixC containing the expansion coefficients of the N occupied Kohn-Sham orbitals
with respect to the M basis functions, the predictor-corrector scheme reads
Cp(tn) =
k∑
m=1
(−1)m+1m
(
2K
K −m
)
(
2K − 2
K − 1
)C(tn−m)CT (tn−m)S(tn−m)C(tn−1), (85)
Cc(tn) = ωmin[Cp(tn)] + (1− ω)Cp(tn), (86)
where ω = K/(2k − 1) (K ≥ 2), S is the M × M overlap matrix of the basis functions
and min[Cp(tn)] denotes a single minimization step of the Kohn-Sham orbitals. This method
is time reversible up to order hK+2 but it is not symplectic. Due to the latter property, the
dynamics is dissipative and the method cannot generally be used to perform microcanonical
simulations (although it is possible, in many cases, to make the dissipation very small by tuning
the parameters of the method [58, 61]). To carry out canonical simulations, it is necessary to
perform preliminary runs to estimate the intrinsic friction coefficient, γD, and then to add a
random noise term, ΞDI , so that the system obeys a Langevin-type equation (Eqs. 42 and 43).
It is also possible to add an additional friction term, γLvI , and the corresponding random noise
term, ΞLI . If γL >> γD, then the additional term dominates over the intrinsic term and there is
no need to evaluate the latter term with great accuracy to sample the canonical ensemble.
Ku¨hne’s method has proven to be very efficient and to provide reliable results, irrespective of
the band gap of the system [58]. Recent simulations of GeTe, Ge2Sb2Te5 and similar small gap
semiconductors have shown that the use of this method yields a factor of 20-30 speedup over
conventional BO molecular dynamics [62, 63].
Appendices
A Fictitious dynamics of the electronic coefficients in the Car-
Parrinello method
We follow Ref. [54]. Consider the expansion of a generic Kohn-Sham state ϕi with respect to
an orthonormal basis:
ϕi =
∑
m
cl,mζm. (87)
If we choose the basis set {ζm} to consist of the Kohn-Sham states ϕi themselves, then obvi-
ously the ground state of a system with n occupied states has coefficients
c0l,m =
{
δi,m m ≤ n,
0 m > n.
(88)
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If we now consider a state ψi “close” to ϕi, such that ψi = ϕi + δϕi, then its coefficients can be
expressed as
ci,m = c
0
i,m + δci,m. (89)
At first order in δc we have, for each i and j, due to the orthonormalization of the states,
δci,j + δc
∗
i,j = 0. (90)
Now we consider the matrix of Lagrange multipliers λij . Since this matrix is Hermitian, it
holds:
λij =
1
2
(λij + λ
∗
ij). (91)
From ∫
dr ψ∗i (r, t)ψj(r, t) = δij (92)
and
µ
d2ψi(r, t)
dt2
= −fiHψi(r, t) +
n∑
j=1
λijψj(r, t), (93)
follows
λij =
1
2
(fi + fj)
∫
ψ∗jHψi +
µ
2
∫
d2ψi
dt2
ψ∗j +
µ
2
∫
d2ψ∗j
dt2
ψi (94)
=
1
2
(fi + fj)
∫
ψ∗jHψi − µ
∫
dψi
dt
dψ∗j
dt
(95)
=
1
2
(fi + fj)Hji − µ
∫
dψi
dt
dψ∗j
dt
. (96)
In the case of states ψi close to ϕi, the matrix elements Hji ≡
∫
ψ∗jHψi of H between two
occupied orbitals can be expressed as
Hij =
∑
m
(
c0∗i,m + δc
∗
i,m
) (
c0j,m + δcj,m
)
ϵm. (97)
The forces Fi acting on the perturbed orbitals ψi are given by
Fi = − δE
δψi
+
n∑
j=1
λijψj (98)
= −fiHψi +
n∑
j=1
λijψj (99)
∼ −fiHψi +
n∑
j=1
(
fi + fj
2
)
Hjiψj . (100)
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We have neglected the term µ ∫ (dψi/dt)(dψ∗j/dt) of Eq. (94) because it is of second order in
ψi − ϕi. We can now write explicitly the forces in terms of the coefficients c0i,j and δci,j:
Fi = −fi
∑
m
(c0i,m + δci,m)ϵmϕm + (101)
n∑
j=1
(
fi + fj
2
)∑
m
(c0∗j,m + δc
∗
j,m)(c
0
i,m + δci,m)ϵm
∑
m′
(c0j,m′ + δcj,m′)ϕm′ (102)
= −
∞∑
m=n+1
fi(ϵm − ϵi)δci,mϕm + (103)
n∑
j=1
(
−fiϵjδci,j + fiϵiδci,j + ϵjδci,j + fi + fj
2
ϵjδci,j +
fi + fj
2
ϵiδc
∗
j,i
)
ϕj. (104)
The last expression was obtained by discarding terms of second order in δci,j and taking into
account formula (88). We can use Eq. (90) to further simplify the expression for the forces. We
finally obtain
Fi = −
∞∑
m=n+1
fi(ϵm − ϵi)δci,mϕm −
n∑
j=1
fj − fi
2
(ϵi − ϵj)δci,jϕj. (105)
From this formula, it follows immediately that
ω1i,j ∼ (fj(ϵ∗i − ϵj)/µ)1/2, (106)
ω2i,j ∼ ((fi − fj)(ϵi − ϵj)/2µ)1/2. (107)
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1 Introduction to Complex Magnetism
Probably the most known manifestation of magnetism is ferromagnetism. Ferromagnetic ma-
terials are important constituents of many modern hi-tech devices. For example, more than
90% of all information world-wide is stored in ferromagnetic domains. Ferromagnetism is a
form of magnetism, characterized at equilibrium by an additional macro-variable, the sponta-
neous magnetization M , – a temporally stable spontaneous collective ordering of permanent
magnetic moments typically of magnetic atoms – of a solid at temperatures below a critical
temperature Tc, called Curie temperature, TC, TC = Tc, in case of ferromagnets. Above the
critical temperature the spontaneous magnetization remains zero and the solid behaves like nor-
mal paramagnets. The disappearance of the spontaneous magnetization is an example for a
phase transition of second order where the spontaneous magnetization is the order parameter
characterizing the phase transition, vanishing continuously at Tc. For second order phase tran-
sitions an important principal exists, namely universality. Universality means that the behavior
of a system close to its critical point does not depend on details of the system such as its ma-
terial parameters or the geometry of the sample. Instead, physical systems fall into so-called
universality classes depending only on symmetry of the underlying model such as the spatial
dimension of the system, or – in a magnetic system – the dimension of the spins. On the other
hand the Curie temperature is a material dependent quantity, and a very important one. Since for
technological applications magnetic devices must have operating temperatures of about room
temperature or even higher, the understanding of the influence of the critical temperature on
the detailed properties of the magnetic systems is an important part of today’s research. This is
discussed in much more detail in the lecture C1 of Phivos Mavropoulos.
For many magnets the permanent magnetic moments still exist above Tc, but the magnetic mo-
ments are disordered. It may seem at first paradoxically that a disordered high-temperature
phase is more symmetric than the low-temperature ordered state, but this is a quite general phe-
nomenon. For example, a uniform liquid state (e.g. water) is invariant under arbitrary transla-
tions in space, while a crystal (e.g. ice) is only invariant under translations by an integer number
of lattice constants. In fact, in most phase transitions some symmetry of the high-temperature
phase becomes broken when an ordered state sets in. For example, ferromagnetic ordering
breaks time reversal symmetry, i.e. if T : t −→ −t then M −→ −M, because the magnetiza-
tionM (average magnetic moment per unit volume) appearing below the transition temperature
changes sign under time reversal. Such a symmetry breaking is called spontaneous, which
means the Hamiltonian describing the system is invariant under a symmetry transformation,
while the ordered state is not. See for example the Heisenberg exchange interaction, discussed
in Section 2.1, which is invariant under time reversal symmetry since both Si and Sj change
sign when t −→ −t, while an ordered spin state with a nonzero average spin 〈S〉 is not.
Magnetism is the science of cooperative effects of orbital and spin moments in matter, and fer-
romagnetism is one example of it. Actually all condensed matter shows a magnetic response
to the presence of an applied magnetic field. The magnetizibility or susceptibility can vary
greatly in both strength, by over 10 orders of magnitude, and manner. Some solids exhibit even
a magneto-electric response, i.e. a magnetic response when an electric field is a applied. The
response is used to classify solids for example in diamagnets, paramagnets or ferromagnets.
Magnetism is a quantum many-body phenomenon. All-in-all, already in 1926, independent
of each other, Dirac and Heisenberg recognized the quantum mechanical exchange interaction
in competition to the kinetic energy of the moving electrons as the decisive origin of collec-
tive magnetism. The exchange interaction is a result of the electrostatic Coulomb interaction
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between the electrons in concert with the antisymmetric nature of the many–electron wavefunc-
tion (Pauli principle). The strength of the exchange interaction is much modified by the electron
correlation of the interacting electrons. More precisely, magnetism is a relativistic quantum
phenomenon and their is probably no field of condensed matter where the spin-orbit interaction
has so many different ramifications. Well-known and practically important manifestations of
spin-orbit effects in magnets and spin-transport are the magnetic anisotropy, the anisotropic ex-
change, the antisymmetric exchange often referred to as Dzyaloshinskii-Moriya interaction, the
tunnelling anisotropic magnetoresistance (TAMR), the anomalous and the spin-Hall effect, as
well as their quantum counterparts, of the Elliot-Yafet, D’yakonov-Perel and Bir-Aronov-Pikus
spin-relaxation mechanisms in electron transport, etc. For more details see also the lectures A6,
A10, C6 of Yuriy Mokrousov, Gustav Bihlmayer, and Samir Lounis, respectively.
Fig. 1: From left to
right illustration of a
single-q sinusoidal,
helical and cycloidal
spin-density wave of
an AFM double chain
(from [1]).
The quantum states of electrons vary tremendously from solid to solid
if we consider that we deal with insulators, semiconductors, metals,
oxides, molecular materials, crystalline, amorphous and glassy solids,
liquids, heterostructures, thin films, quasi-one dimensional chains,
clusters, single molecules giving rise to a rich spectrum of exchange
interactions (for simplicity one refers frequently simply to: interac-
tions between magnetic moments) connecting over distances the little
permanent magnetic moments constituting the solid. We may deal
with long- and short-ranged interactions, interactions that produce
ferromagnetic or antiferromagnetic alignment of spins between dif-
ferent pairs of atoms, whose strength and alignment type may depend
on the distance. This leads to a large variety of magnetic behaviors
such as spin glass, spin liquids or spin ice and very different mag-
netic phases, e.g. collinear magnetic phases as for the ferromagnetic
(FM), antiferromagnetic (AFM), ferrimagnetic (FIM), and sinusoidal
spin-density wave phase (sSDW), or non-collinear chiral and achi-
ral magnetic phases as for planar and conical helicoidal (HSDW) and
cycloidal spin-density wave phase (CSDW) characterised by a sin-
gle or multiple wave vector q states. (Please notice sSDW or SDW
denotes the sinusoidal spin-density wave, while SSDW denotes the
spiral spin-density wave, such as the HSDW and the CSDW.)
Usually the full fermionic degree of freedom of the electronic quan-
tum many-body problem is too large to discuss all these experimental
observations effectively. Therefore, effective spin-models (see Sec-
tion 2) have been developed that catch or try to catch the major microscopic exchange mech-
anism and reduce the problem to the spin-degree of freedom, by which the electron degree of
freedom and the electronic structure is summarised by exchange parameters. One of the most
familiar spin-models is the Heisenberg model (see Section 2.1 with the exchange interaction Ji,j
between atoms at sites i, and j. The presence of the spin-Hamiltonian bears various advantages,
it permits (i) an efficient search for the magnetic ground-state, (ii) the calculations of dynamical
properties such as the magnon dispersion or magnetic excitations and (iii) the calculation of
thermal properties such as the critical temperature. In the last years there is an effort to calcu-
late the exchange parameter from first-principles and enable the development of realistic model
Hamiltonians, thus being able to model realistic systems.
In the past decade we witnessed a multitude of investigations of non-collinear magnetism in
the context of first-principles theory, where solutions of both the spiral spin-density wave and
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complex non-collinear magnetic structures have been found, first for simple, but now also for
more complicated systems. Interesting steps are undertaken to explore the potential ground
state magnetic structure, investigate the spin-dynamics or describe the thermodynamics proper-
ties in magnets. After the thorough discussion of density functional theory for a non-collinear
magnet was completed in Ref. [2], the successful calculations established the density functional
theory as a powerful tool to investigate these complex magnets, in particular complex itinerant
magnets. For a deeper and broader introduction to the field following book and general review
are recommended: [3, 4, 5, 6, 7].
In this Lecture, at first a brief introduction to the field of complex magnetism is given , and
then an extension of the spin-density functional theory to non-collinear magnetism is intro-
duced. Then, different strategies are provided in how to use the description of the non-collinear
magnetism to find ground-states in complex magnets and the use of the adiabatic principle to
calculated magnon and thermal properties. A slight emphasis is given to chiral magnetism, a
field that enjoys currently considerable attention. Finally, some examples are discussed, taken
from the field of magnetism in reduced dimension, i.e. thin films and clusters at surfaces, at
which a lot of interesting new physics was observed recently.
1.1 Collinear magnetism
In collinear magnets there is a common magnetization axis eˆM for all atoms, for which for
convenience the z-axis is chosen. In ferromagnets (↑↑↑ · · · ) the magnetic momentMi = M has
the same value at all sites i, with the position of the atomic nucleus denoted by Ri. An (Ne`el)
antiferromagnet (↑↓↑ · · · ) has a staggered arrangement of magnetic moments Mi = ±M of
the same size, but opposite sign at neighboring sites. In real solids one can find, however, also
more complicated forms of antiferromagnetism, e.g. the so-called “up-up-down-down” state
(↑↑↓↓↑ · · · ). In ferrimagnets (↑ ↓ ↑ · · · ) magnetic moments Mτ,i = Mτ of all sites i at each
sub-lattice τ are the same, but different to a different sub-lattice τ ′, Mτ 6= Mτ ′ .
Best known representatives of ferromagnets and antiferromagnets are the elemental 3d transition-
metals (see also Fig. 2): bcc-Fe, hcp-Co and fcc-Ni are ferromagnetic in the elemental ground
state lattice, bcc-Cr and fcc-Mn (high-temperture phase of Mn) are antiferromagnetic. Actually
the magnetism of Cr and Mn is much more complicated. Cr shows a frozen sinusoidal spin-
density-wave behavior, whose magnetism is characterized by a magnetization, which varies in
space like a wave, and which integrated over space, leads to a vanishing total magnetization:
m(r) = M cosqr
∫
∞
m(r)dr = 0 . (1)
For the ground state of Cr the experimental result q ≈ 0.9522pi
a
represents an incommensurate
spin-density wave as sketched in Fig. 2. The magnetic and structural periodicities are incom-
mensurately different. The antiferromagnetism of Cr and its spin-density-wave behavior have
recently received considerable new attention, both experimentally [8] and theoretically [9]. In
my opinion the frozen sSDW of Cr could not be explained satisfactorily yet on a quantitative
level by density functional theory. Obviously, the ferromagnetic state with q = (0, 0, 0), and
the Ne`el antiferromagnetic state are particular examples of the frozen sSDW state. For the “an-
tiferromagnetic approximation” of bcc Cr and γ-Mn, the high-temperature fcc phase of Mn,
the wave vector of the magnetization points along one of the cubic axes: q = (0, 0, q) with
q = 2pi/a and positive and negative magnetization are alternating in z direction. Actually “an-
C4.6 Stefan Blu¨gel
antiferromagnetic 
order 
ferromagnetic 
order 
Example: Cr (M=0.59µB) Example: Fe (M=2.12µB) 
Fig. 2: Left panel, antiferromagnetic and ferromagnetic structure of bcc Cr and Fe. Right panel,
sinusoidal spin density wave in a bcc lattice after Hirai [10]: (a) for q = 11
12
2pi
a
in the region of
maximal moments, (b) for q = 0.9522pi
a
, where the arrows mark the direction and the size of the
moments. Small points mark corner atoms, large points central atoms in the bcc unit cell.
tiferromagnetic” Mn at room temperature has a complicated unit cell containing 58 atoms and
will not be considered here any further.
Another well-known example of collinear magnets comes from the field of transition-metal ox-
ides. Transition-metal oxides can be magnetic and they can exhibit a very rich spectrum of
magnetic phases. Historic examples include the perovskite compounds (La1−xCax)MnO3 [11].
As function of the Ca concentration x this series of compounds exhibits ferromagnetic (FM)
and antiferromagnetic (AFM) properties, which depend upon the relative trivalent and tetrava-
lent manganese ion content. The samples are purely ferromagnetic over a relatively narrow
range of composition (x ∼ 0.35) and show simultaneous occurrence of ferromagnetic and an-
tiferromagnetic phases in the ranges (0 < x < 0.25) and (0.40 < x < 0.5). Several types of
antiferromagnetic structures at x = 0 and x > 0.5 have been determined. According to the
work of Wollan and Koehler [11] one classifies the type of antiferromagnetic phase as AFM-A
to AFM-G phase. Fig. 3 gives some examples.
Metallic ferrimagnets are found in compounds containing 4f and 3d elements. Examples, are
the Laves phase compounds, e.g. GdFe2, Gd1−xYx2, CeFe2. A well-known class of examples
of insulating ferrimagnets are the ferrites, e.g. FeO.Fe2O3, NiO.Fe2O3, CuO.Fe2O3, ... in the
spinel structure. They contain different transition-metal ions (or in case of magnetite Fe3O4
it contains two inequivalent iron atoms with two different valencies) carrying two different
magnetic moments.
1.2 Non-collinear magnetism
In noncollinear magnetic structures, the magnetization axis eˆiM is not the same for all atoms
and in fact it can change direction from site to site. Noncollinear magnetic structures were first
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Fig. 3: Examples of collinear ferromagnetic (FM) and antiferromagnetic (AFM) magnetic
states as typical for perovskites, e.g. (La1−xSrx)MnO3 (La or Sr, biggest ball green; Mn, mid-
size ball blue; O, tiny ball red): FM, AFM-A, AFM-C and AFM-G states, respectively, following
the Wollan-Koehler notation [11]. The outer right image represents a non-collinear magnetic
state, with a quantization axis, whose direction changes from plane to plane by an angle θ.
Fig. 4: Illustra-
tion of frustration
of AFM interaction
between pairs of
atoms on triangu-
lar lattice.
discovered experimentally [12, 13] about 50 years ago. Non-collinear
magnetism in general and incommensurate spiral spin-density waves in
particular are complex magnetic structures which exist in a variety of sys-
tems. They often occur in systems with a (i) topologically frustrated an-
tiferromagnetic interaction, e.g. such as for antiferromagnetically inter-
action magnetic atoms on a triangular lattice, disordered systems, spin-
glasses, or (ii) in materials with competing exchange interactions between
different neighbors as for example for fcc Fe, the helimagnetism of the
lanthanides (see Fig. 5), and multi-component magnets, e.g. LaMn2Ge2
(see Fig. 12), in exchange bias systems, and molecular magnets, or (iii)
on a longer scale in materials with competing interactions of different
type, e.g. domain wall. In (i) and (ii) the complex magnetic structure comes purely from ex-
change and therefore the spiral-states in those helimagnets are often called exchange spirals.
Fig. 5: Helimagnetism of some 4f -
metals.
To give the reader at least an example of the richness of
the possible magnetic phases I present a series of insu-
lating rare earth (R) perovskites RMnO3 (R =La, Pr,
Nd, . . . ). RMnO3 systems crystallize in a perovskite
structure with a large GdFeO3-type distortion [14].
With changing the rare earth atom from La with a large
ionic radius to the small ionic radius of Er, the bond
angles of Mn-O-Mn decrease and the GdFeO3-type dis-
tortions increase. It was reported on ground of exper-
iments [15], that the magnetic ground state changes
from A-type antiferromagnetic (AFM-A) (Fig. 6(a)) to
incommensurate magnetic (spiral) state (Fig. 6(d)) to
E-type antiferromagnetic (AFM-E) (Fig. 6(c)). The
spin-ordering temperatures of RMnO3 as a function of the in-plane Mn-O-Mn bond angle is
shown in Fig. 6.
The helimagnetic state of the lanthanides looks like a snapshot of a single magnon at a fixed
time. Therefore, these ground states are often called frozen magnons. A magnon is a collective
excitation, where the local magnetic moments deviate slightly from the ferromagnetic ground
state (or any other magnetic state as ground state) and are typically not stationary states. In order
C4.8 Stefan Blu¨gel
Fig. 6: Left figure: Spin-ordering temperatures of rare earth (R =Nd, . . . , Ho) RMnO3 as
a function of the in-plane Mn-O-Mn bond angle according to Kimura et al. [15]. Right fig-
ure: Magnetic structures of RMnO3. Black arrows and large gray spheres denote the spin and
Mn atoms, respectively. Small gray and red spheres denote the rare earth (R) and O atoms,
respectively. All magnetic structures in this figure exhibit an AFM coupling along the c-axis.
(a), (b) and (c) are AFM-A, AFM-G and AFM-E, respectively. (d) describes the spiral mag-
netic structure with a rotation angle of 45◦ from site to site along the spin-spiral propagation
direction.
to relate the frozen magnon state with the dynamical magnon one relies on an adiabatic hypoth-
esis, which conjectures that the slow motion of low-energy magnetic excitations can be decou-
pled from the fast motion of intersite electron hopping, so that the local electronic structure has
time to relax under the constraint that a magnon traverses the system. Under this assumption,
the spin-spiral state can therefore be used to simulate the magnon dispersion of a magnetic sys-
tem in the adiabatic approximation, in particular at very low temperatures, when magnons with
long wavelength dominate. At higher temperatures, directional fluctuations of local moments
reduce the magnetization. In one-component systems it is well known that the magnetic con-
figuration at each instant shows some degree of short-range order: small regions present almost
collinear magnetic moments, with a local spin quantization axis eˆeloc not necessarily parallel
to the average moment (the global axis eˆglob). Thus, under the adiabatic assumption, such a
thermal fluctuation of a magnetic state can be understood as a snapshot of a thermal fluctua-
tion. This in terns shows the potential that arises if one is able to study the non collinear state
one a sophisticated level by a materials dependent theory, such as the spin-dependent density
functional theory.
1.3 Exchange mechanisms
In insulating materials the exchange interaction Ji,j is typically short-ranged. There exist two
categories of types of magnetic interaction:
(i) Direct (potential) exchange: This is driven by minimising potential energy, by reducing
wavefunction overlap. Wavefunction overlap is reduced by adding nodes to the wavefunction.
This can be done by producing antisymmetric spatial wavefunctions, and so favors symmetric
spins, i.e. ferromagnetic interactions. This case arises when electrons occupy wavefunctions
that overlap in space. In case of wavefunctions localized on different ions the minimization
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Fig. 7: Change of the local magnetic momentsM in bcc Cr, Mn, and Fe metals as function of the
angle θ between the magnetization axes of two consecutive (001) planes. Magnetic moments are
aligned ferromagnetically within each (001) plane. Results are calculated for the experimental
lattice constants. (θ = 2pi) θ = 0 corresponds to the (anti-)ferromagnetic state.
of the Coulomb energy between the different ions lead to symmetric spatial wavefunctions
favoring antisymmetric spins, i.e. antiferromagnetic interactions.
(ii) Kinetic exchange: This is driven by minimising kinetic energy, by reducing gradients of
wavefunctions, i.e. allowing delocalisation of electrons. In insulating compounds with local-
ized electrons the dominating kinetic exchange interaction arises from a process in perturbation
calculation involving virtual electron transfer; the resulting interaction is usually antiferromag-
netic. Kinetic exchange is also sometimes referred to as superexchange; we will not use this
terminology, as we will use superexchange to refer to a generalisation of this idea, involv-
ing hopping via intermediate atoms. This is the historic use of terminology: In this case that
transition-metal atoms are that super far apart that there is no direct overlap, but still have a
strong kinetic exchange. There is an other mechanism favoring ferromagnetism that we can
trace back to the discussion of the double exchange interaction proposed by Zener [16] for
mixed valence manganates in which we have an real exchange of electrons. Zener’s s-d ex-
change [17] is a particular mechanism on the basis of kinetic exchange.
There is a potential confusion in the above: these two effects compete, and it is not immediately
clear whether in a given situation it is more important to delocalise electrons, or prevent their
overlap with other electrons.
(iii) Metallic exchange: In magnetic insulators, the electrons are properly associated with par-
ticular atomic sites and the magnetism depends mostly on local or intra–atomic quantities. In
metallic materials the exchange interaction is typically long-ranged due to the presence of
a Fermi-surface. Magnetism is typically introduced by the 3d transition-metal or lanthanide
atoms. For example, in 4f -systems, the exchange interaction between 4f localized moments
is mediated by 5d and 6s itinerant electrons and takes the form of a Ruderman-Kittel-Kasuya-
Yoshida-type (RKKY) interaction J(Rj) ∝ cos 2kFRj/R3j , for Rj  1/kF , with kF being the
Fermi wave vector, and Rj is the distance of atom j with respect to atom i.
For itinerant magnetism or metallic magnetism typical for 3d-metals, respectively, the electrons
responsible for the existence of magnetism hop across the lattice, and thus probe the lattice
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and take part in the formation of the Fermi surface. Thus magnetism is intimately interwoven
with the electronic structure of the systems. Likewise, the electronic structure is dependent on
the atomic arrangement, the composition, and the dimensionality of the system. In transition
metals the hopping electrons are correlated, i.e. electrons which hop in and out at a given atomic
site share the same orientation of the magnetic spin moment. This finally leads to stable, quasi
static local magnetic moments at a given site when averaged over times long compare to hopping
times, which are in the order of femto-seconds. This is different to Na, for example, which has
fluctuating magnetic moments on the femto-second time scale due to hopping electrons, but no
local moment after time averaging. In the spirit of an adiabatic approximation [18, 19] these
local magnetic moments may then be treated as classical degrees of freedom relevant to describe
pico-second spin dynamics and statistical physics. A typical character of itinerant magnetism
is that the magnetic moments are in general not integer, but real numbers, and the value of the
moment depends on their relative orientation. This is quantitatively shown in Fig. 7 for bcc Cr,
Mn, and Fe.
1.4 Chiral magnetism
Chiral magnets are a particular type of non-collinear magnets that deserve a special mentioning.
Systems with lattices lacking inversion symmetry, develop in addition to the above exchange
interaction a spin-orbit caused Dzyaloshinskii-Moriya-type [20, 21] antisymmetric exchange
interaction, which is one source of origin for multiferroicity in complex oxides and is the origin
of the weak ferromagnetism of Fe2O3, or of the actinide compounds U3X4 (X = P, As or Sb)
and U2Pd2Sn, to name, but a few popular cases.
|L> |R> 
FM/AFM 
E(c) 
c 
Fig. 8: Schematic representation of energy versus chi-
rality for a magnetic dimer, represented by two big blue
dots. Counterclockwise magnetic structure |L〉 has lower
energy than clockwise rotating structure |R〉.
Consider a magnetic dimer of two
identical magnetic atoms (e.g. blue
atoms in Fig. 8) with magnetic mo-
ments of unit length, m = eˆ, that
are ferromagnetically (↑↑) aligned.
If we consider the energy change
upon rotating one of the spins, then
the energy increase is symmetric
with respect of the rotation direction
of the moment, say clockwise (↑→),
c = eˆy, or counterclockwise (↑←),
c = −ˆey, measured in terms of the
vector chirality, c = mi × mj , between the magnetic moment mi and mj , if the exchange
interaction is caused by the Coulomb interaction. But this is different for the Dzyaloshinskii-
Moriya-type (DM) of interaction, which is a chiral interaction, in which one of the two di-
rections is preferred. Thus, the DM-type interaction tries to destabilise a collinear magnetic
state (→←) and can introduce a canting of two magnetic moments at different sites (↘↙) or
(↗↖), with one of which having a lower energy than that original collinear antiferromagnetic
state (→←). Consistent with the periodic lattice of the crystal the ground state for most of the
known chiral magnets corresponds to a spiral state. The periodicity of the spiral is given by
an interplay between the DM interaction and the Heisenberg exchange. Of course as said in
Section 1.2, spiral states may also be supported in non-chiral magnets. In that case, they can
result from competing Heisenberg exchange interactions between different neighbors or are due
to geometrical frustration and thus are termed exchange spirals. The main feature, which distin-
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guishes chiral spirals from exchange ones, is their unique sense of rotation of the magnetization
also known as chirality.
Chirality is an important property of such magnets. In particular, it supports the stabilization of
so-called topologically protected localized magnetic states. Such topologically protected states
may occur in chiral magnets as stable or metastable solutions and can be thought of as a two-
dimensional analog of the well-known soliton solutions. For the first time, Bogdanov et al. [22,
23] has found such solutions in micromagnetic models describing bulk helimagnets, solutions
that are now known as chiral magnetic skyrmions. Skyrmions are solutions of smooth non-linear
fields [24]. Their topological properties are expressed by a topological number Q, also called
winding or skyrmion number, that measures the winding of the magnetic structure when mapped
to a unit sphere. For skyrmions, this winding number is a non-zero integer, that means it is not
possible to unwind the magnetic structure by external magnetic fields of reasonable strength
into a topologically different magnetic structure, e.g. a ferromagnetic state is characterized by a
skyrmion number Q = 0. Unwinding a skyrmion into a magnetic state with a different topolog-
ical number goes along with a discontinuous rupture of the smooth skyrmion, which is accom-
panied by large energy barriers, which effectively makes skyrmions to topologically protected
magnetic configurations. Unlike magnetic vortices in nano-discs and magnetic bubbles [25],
skyrmions in chiral magnets are stabilized by intrinsic forces, which means that the stabiliza-
tion of skyrmions does not require particular boundary conditions. Because of the topological
protection and localization of the solutions, skyrmions exhibit particle-like properties making
Fig. 9: Skyrmion with magnetic
moments (red arrows) exhibit-
ing a counterclockwise cycloidal
rotation locked in a monatomic
cluster (red atom with arrows)
deposited on a surface (blue-
white atoms).
them attractive for fundamental research as well as for fu-
ture applications in various fields, e.g. in spintronics [26].
Along this line, a non-zero winding number of a magnetic
structure bears some direct physical manifestations in terms
of emergent electrical and magnetic fields [27], and elec-
tron transport phenomena such as the topological Hall ef-
fect [28, 29].
Interest in chiral magnets surged after recent experiments
confirmed the existence of skyrmions in helimagnets us-
ing complementary experimental techniques, neutron scat-
tering [30] and Lorentz microscopy [31]. The bulk and
thick-film chiral magnets that are currently under intensive
scrutiny are the bulk inversion-asymmetric (BIA) cubic he-
limagnets, e.g. MnSi [30, 32], FexCo1−xSi [31], MnGe [33],
FeGe [34, 35], Mn1−xFexGe [36, 37]. There is a track
record of experience and knowledge of these materials that
goes back to the investigation to the bulk helimagnets stud-
ied in the 70’s [38].
1.5 Magnetism in low dimensions
Films and nano-clusters on surfaces constitute a rather new field of complex magnetism. (111)
oriented substrates provide triangular lattices on which the materials with antiferromagnetic
nearest neighbor interaction is frustrated. In low-dimensional systems the coordination num-
ber of neighboring atoms is reduced and the balance between on-site Coulomb interaction and
kinetic energy of the moving electron is changed towards the on-site exchange strength, which
increases in almost all metal films the magnetic moments. Larger magnetic moments support
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higher order exchange interactions that lead to much more complex magnetic structures (see
for Example 6.2). Then, magnetic films or clusters on surfaces, or sandwiched multilayers
or heterostructures experience the presence of an interface. This interface breaks the struc-
ture inversion symmetry (SIA) that gives rise to the antisymmetric exchange interaction, whose
strength is among other factors determined by the strength of the spin-orbit interaction of the
constituent materials.
In this context, recently, a completely new class of chiral magnets has been established, which
are made of monolayers and ultrathin films of transition metals (TM), where the DM inter-
action and the magnetic chirality is introduced exactly by SIA due to the presence of sur-
faces and interfaces. In some instances the DM interaction introduces chiral ground states,
e.g. in Mn/W(110) [1], Mn/W(100) [39], Fe/Ir(111) [40, 41, 42], Pd/Fe/Ir(111) [43], bi-atomic
Fe chains on the (5 × 1)-Ir(001) surface [44] in other instances chiral domain walls, e.g. in
Fe/W(110) [45, 46], Ni/Fe/Cu(001) [47] or the chirality alters dynamical properties as for the
magnon dispersion in Fe/W(110) [48].
2 Spin Models
2.1 Heisenberg model
Assuming strong (size is independent of relative orientation to other moments) local magnetic
moment formation e.g. at 3d transition-metal sites through intraatomic exchange (Hund’s 1st
rule), we can now attempt to predict how the local spins cooperate on a global length scale at
finite temperature, to explain the magnetic ground state of magnetic transition-metal systems or
how they respond to excitations. This, however, can be a highly nontrivial task. In cases, for
example, where competing exchange interactions between neighboring transition-metal atoms
cannot be satisfied, exchange interactions are frustrated giving rise to a multitude of possi-
ble spin-structures depending on slight modifications of the exchange interactions. A trivial
example of frustration is realized in an one-dimensional Heisenberg chain of nearest neigh-
bor ferromagnetic interaction J1 > 0 and antiferromagnetic next-nearest neighbor interaction
J2 < 0, with E = −
∑
n[J1Sn · Sn+1 + J2Sn · Sn+2]. If |J2| > J1/4 the ferromagnetic
state becomes unstable and a spin-spiral state with a wave vector cos q = J1/(4|J2|) has the
lowest energy. This model explains for example the helimagnetic state of the lanthanides dis-
played in Fig. 5. For more information on the spin-spiral state see Eq. (45). Since the work
of Heisenberg [49], the magnetism of complex spin structures of magnetic insulators has been
almost exclusively discussed within the framework of model Hamiltonians, first and foremost
the Heisenberg Hamiltonian, to which we refer in its classical version, replacing the Pauli ma-
trices (σx, σy, σz) with the SU(2) symmetry by classical vectors Sx, Sy, Sz of O(3) symmetry,
neglecting the possibility of quantum fluctuations:
H2-spin = −
∑
i,j
Jij Si · Sj and S2i = S2, for all i , (2)
i.e. the spins of the d-electrons localized on the lattice sites i, j are considered as classical
vectors S, with the assumption that the spins on all lattice sites have the same magnitude S.
The exchange interaction between the spins is isotropic and described by the pair interaction
Jij . In localized model spin systems the Jij can be safely approximated by the ferromagnetic
(J1 > 0) or antiferromagnetic (J1 < 0) nearest-neighbor (n.n.) interaction, i.e. Jij = 0 for all
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i, j, except for Jn.n. = J1. Although in magnetic insulators J1 often dominates over the rest of
the further distant pairs, an attempt to reproduce the magnetic complexity or the Tc solely from
J1 produces results of limited quality or often simply fails. In magnetic insulators the inclusion
of several neighbors is important. Please notice, in the literature one finds a set of slightly
different definitions of the Heisenberg model. I have chosen here a negative sign. Further, I
have not corrected the double counting of sites (i, j) and (j, i) by a prefactor 1/2.
In the Lecture B1 Model Hamiltonians and Second Quantization we have seen that the Heisen-
berg model, which is an effective spin-model, can be derived from the Hubbard model which
describes the motion of electrons on the lattice at the presence of on-site electron correlation.
Analogously, exchange interactions beyond the Heisenberg model can be motivated from a per-
turbation expansion of the Hubbard model [50] in powers of t2/U in the limit of large U (see
Eq. 32 of Lecture B1). Expanding the Hubbard model into a spin model, replacing the spin op-
erators by classical spin vectors, a second order perturbation expansion reproduces the classical
Heisenberg model with J1 = 2t2/U . J arises from the same kind of kinetic exchange process
kinetic exchange process that we learned about in connection with the H2 problem.
For itinerant transition-metal magnets and depending on the Fermi surfaces Jij between distant
pairs are required to model the properties with reliability. Distances up to the 10th nearest
neighbor are not uncommon. In most cases also in transition-metal magnets the interaction
between the 1st neighbor is the largest.
2.2 Higher-order exchange
The fourth order perturbation treatment (the third order is zero in the absence of spin-orbit inter-
action) yields two additional terms of different form. One is the four-spin exchange interaction
(4-spin):
H4-spin =
∑
ijkl
Kijkl
[
(SiSj)(SkSl) + (SjSk)(SlSi)− (SiSk)(SjSl)
]
. (3)
The 4-spin interaction is so-called ring-exchange and arises from four consecutive hops of elec-
trons from one spin configuration to the spin-flipped one. For the sake of simplicity let us con-
sider a four-site ring with nearest neighbor hopping. Denoting the eigenstates as |Sz1Sz2Sz3Sz4〉,
etc., we find for example
| ↑↓↑↓〉 ; |0(↑↓) ↑↓〉; | ↓↑↑↓〉; | ↓↑ (↑↓)0〉 ; | ↓↑↓↑〉 . (4)
Such a change is effected by S−1 S
+
2 S
−
3 S
+
4 (with e.g. S
−
3 | ↑↑↑↑〉 = | ↑↑↓↑〉 ). Since the total
Hamiltonian is spin-rotationally invariant, this must be part of the isotropic term (S1S2)(S3S4).
By symmetry, the term (S2S3)(S4S1) must have the same coefficient. Finally, we can convince
ourselves that there must exist a term like (S1S3)(S2S4) as well. An algebraic trick to facilitate
the spin exchange between two sites i and j is to introduce the permutation operator (also
known as Dirac spin-exchange operator [51], Pij = 2(Si · Sj + 1/2) with P12|σ1σ2〉 = |σ2σ1〉.
Enumerating all the processes, one finds the four-site term H4-spin =
∑
ijkl PijPjkPklPli (or
plaquette exchange) [50] given in Eq. (3) with Kn.n. = 5t4/U3. This is strictly true only for
systems with localized S = 1/2 spins. For S > 1/2 magnets (which may be described by
degenerate Hubbard models), more possibilities have to be considered and the first non-trivial
term, which appears is the biquadratic exchange:
Hbiquadr =
∑
ij
Bij(Si · Sj)2 . (5)
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The exchange parameters Jij , Kijkl, and Bij depend on the details of the electronic structure,
e.g. the Fermi surface in case of metals. Since the higher-order terms scale with the magnetic
moment to 4th-order, their relative importance increases with increasing magnetic moments.
They should therefore become important for Fe atoms and for transition-metals atoms at sur-
faces. Although the higher-order magnetic interactions are in general small may be 5% of J ,
their value lies in the fact that they can lift the degeneracy of those magnetic states that are
degenerate in the Heisenberg model. Further, there is always a chance that they play a role in
frustrated magnets, where the competition between leading-order terms leaves the questions of
order for the weaker terms to decide [52, 53].
2.3 Dipole-dipole interaction
For completeness I would like to mention that a piece of magnetic material is typically mag-
netically anisotropic. This means that the total energy depends on the orientation of the mag-
netization as measured with respect to the crystal axes and the sample shape. Thus, besides the
isotropic exchange interaction there are additional interactions, so-called anisotropic interac-
tions. This orientation dependent energy contribution is called the magnetic anisotropy energy
(MAE),EMAE. Without this effect of the magnetic anisotropy, magnetism would have been hard
to discover and possibly useless. In some way or the other, almost all applications of magnetic
materials hinge on the fact that it is easier to magnetize a magnetic material in one direction
than another. The magnetic anisotropy is responsible for the occurrence of easy and hard axes.
The magnetic anisotropy has two origins:
(i) one is the classical dipole-dipole interaction between magnetic moments of localized spins
M at transition-metal sites.
Hdip =
∑
i 6=j
1
r3ij
(Mi ·Mj − 3(Mi · rˆij)(Mj · rˆij)) , (6)
where rˆij is the unit vector pointing in the direction of rj − ri = rij . It is worth mentioning
that M is the total magnetic moment of the ion including the orbital magnetic contribution.
Thus, the effect of the dipole-dipole interaction will be relatively strong for rare-earth ions
(M ∝ J = L+ S), while for 3d transition-metal magnets and transition-metal oxides, M ∝ S.
For antiferromagnets the contribution is zero or very small (in case of weak ferromagnetism due
to e.g. Dzyaloshinskii-Moriya interaction). Due to the long range nature of the dipole-dipole
interaction it contributes mostly to the shape anisotropy of the MAE.
2.4 Anisotropy of on-site interaction
(ii) The second contribution arises from the spin-orbit coupling,
HSO = ξ L · S , (7)
leaving a degeneracy (2|J| + 1), which relates the spin-degree of freedom to the motion of
the electrons in the lattice and contributes exclusively to the magneto-crystalline anisotropy
(MCA). Its strength depends crucially on the symmetry of the lattice and the orbital moment in
the crystal. It is frequently called the single-ion anisotropy.
In crystal field theory we learn that the crystal field Hamiltonian is described by a real potential,
enabling the choice angular wavefunctions usinging only real numbers. iThus one may choose
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eigenstates which are also real. Since the angular momentum is a purely imaginary operator, it
implies that for such an eigenstate:
〈ψ|L|ψ〉 = 0 , (8)
i.e. angular momentum is quenched, and only the spin degree of freedom remains. There is
however a caveat if the crystal field does not entirely remove the degeneracies, then from a
pair of degenerate real wavefunctions, one may construct combinations for which the above
equality does not hold. In magnetic insulators it is usually such that degeneracies do not survive,
since it becomes energetically more favorable to pay the (quadratic) elastic cost of deforming a
symmetric lattice to gain a linear decrease in electronic energy from splitting a degenerate state.
Assuming complete quenching of angular momentum, i.e. 〈ψ|L|ψ〉 = 0, it is clear that the
spin-orbit perturbation at site i, HSO(i) = ξ Li · Si has no effect at first order in perturbation
theory, as there is no remaining degeneracy to break. However, this term may still have an
effect in second (and higher) order perturbation theory. Considering an unknown spin state, but
integrating out orbital excitations perturbatively, one may write:
H(2)MCA = δH = |ξ|2
∑
n
〈0|Lµ|n〉〈n|Lν |0〉
E0 − En Sµν = −SµΛµνSν , (9)
where µ, ν run over the three cartesian components x, y, z and generally Λµν is not proportional
to the identity matrix, but depends on the ordering of the excited orbitals. Rotating the real,
symmetric 3 × 3 tensor into the principle axes Λ is conventionally written as Λµµ = K2µδµµ,
with K2 ∝ |ξ|2 and the uniaxial anisotropy at all sites i is summarized to
H(2)MCA =
∑
i
K2;ixS
2
i,x +K2;iyS
2
i,y +K2;izS
2
i,z. (10)
This equation holds for transition-metal atoms with a two fold symmetry in all three directions.
This is a rare case. Frequently, transition-metal ions are located in a cubic or octahedral envi-
ronment. Then all terms in second order perturbation theory are zero and the first nonvanishing
contribution result from the 4th order perturbation theory. The magnetic anisotropy changes to
H(4)MCA =
∑
i
K4;i (S
4
i,x + S
4
i;y + S
4
i,z) , (11)
with an anisotropy strength K4 ∝ |ξ|4. This contribution is small. Frequently, the system has a
Jahn-Teller distortion, that lowers the symmetry and then a second order contribution is added
with an additional smallness parameter, the displacement of the atom that breaks the symmetry.
2.5 Antisymmetric exchange: Dzyaloshinskii-Moriya interaction
In 1957 Dzyaloshinskii [20] predicted on the basis of symmetry arguments the presence of a
unidirectional magnetic interaction of the form:
HDM =
∑
i,j
Dij · (Si × Sj) , (12)
where the Dzyaloshinskii-vector, D, is a vector, which depends on the symmetry of the system
and on the real space direction given by two sites i and j. The presence of the DM interac-
tion has far-reaching consequences. Depending on the sign, the symmetry properties, and the
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value of the Dzyaloshinskii vector Dij , collinear uniaxial ferro- or antiferromagnetic structures
are becoming unstable and are instead replaced by a directional noncollinear magnetic struc-
ture of one specific chirality, c = Si × Si+1, either a right-handed (c > 0) or left-handed
(c > 0) one. The interaction is fundamentally different to the direct, kinetic, or metallic ex-
change interactions we have been discussed before that are caused exclusively by the Coulomb
interaction. Those are symmetric, i.e. two magnetic configurations with right-handed (↖↗) or
left-handed (↗↖) alignment of the magnetic moments have the same energy. The nature of
the DM interaction prefers non-collinear magnetic structures and is responsible for weak ferro-
magnetism, i.e. the occurrence of small net magnetic moments of otherwise antiferromagnetic
materials. In this context one may think of hematite (Fe2O3), a mineral with an antiferromagnet
exchange (J > 0) as an example. The canting angle can be estimated from a simple two site
model
HDM = −JS1 · S2 + D · (S1 × S2) .
Assuming that the spins S1 and S2 are placed in the same plane, then the energy depends only
on the angle θ between the spins (↘↙)
E = −JS2 cos θ +DS2 sin θ ,
with the canting angle tan(pi− θmin) = −D/J . HDM has the most general form of an antisym-
metric tensor of 2nd rank which is second order in spin S. Typically, the combination of hopping
of spin-polarised electrons and the presence of spin-orbit interaction can produce such a term.
The microscopic details depend on the solid and are described in different microscopic models.
In my opinion the minimal model to obtain an antisymmetric exchange interaction consists of
3 atoms, whereby at least two of which are magnetic and and one of which carries spin-orbit
interaction. The most famous one is the model of Moriya explaining the DM interaction in
magnetic insulators. He derived also rules under which circumstances the DM interaction will
occur. These rules are general and should apply also to metallic systems.
Magnetic Insulators: Moriya [21] explained the origin of the interaction for transition-metal
oxides on the basis of a microscopic picture, which combines the kinetic (super-)exchange due
to hopping electrons that would be described by the Heisenberg model, with the on-site spin-
orbit coupling at each site that we have discussed in Section 2.4, giving rise to virtual excitations
between the ground state g and excited states n. That is, why this interaction carries both names
today and is called the Dzyaloshinskii-Moriya interaction. It is also referred to as antisymmetric
exchange or antisymmetric superexchange. We discuss this here on the basis of a small two-site
model and consider:
H = ξ L1 · S1 + ξ L2 · S2 + JˆS1 · S2 (13)
where Jˆ is an operator that depends on what orbital state the electron is in; at the ground state
g or at one of the excited states n. Normally this fact is irrelevant because the orbital states
are split, and so one may normally consider Jˆ → J = 〈0|J |0〉, but combined with the spin-
orbit coupling we may write consistent with the schematic picture of the hopping paths of the
electrons given in Fig. 10:
HDM = δH = −ξ
∑
n1
[
〈g1g2|L1 · S1|n1g2〉〈n1g2|JˆS1 · S2|g1g2〉
En1g2 − Eg1g2
(14)
+
〈g1g2|JˆS1 · S2|n1g2〉〈n1g2|L1 · S1|g1g2〉
En1g2 − Eg1g2
]
+ (1⇔ 2).
Complex Magnetism C4.17
交換相互作用の異方性
異方的交換相互作用
2121212211 ),( SSgngnJSLSL
&&&&&&
c c OOH摂動項
212121 ),( SSngngJ
&&
c3次摂動
  JgJEJ
2
2
anis 2#'|
O
2次摂動
 
»
»
¼
º
«
«
¬
ª


 ¦
1 11
11112121212121211111
DM 21
),(),(
n gn EE
gSLnSSgnggJSSgggnJnSLg
&&&&&&&&
OH
純虚数111111111 gLngLnnLg
&&&
-  
> @ 21211, SSiSSS &&&&& u  > @ 12212 , SSiSSS &&&&& u 
反対称性交換相互作用 （Dzyaloshinski-Moriya 相互作用）
> @ > @
»
»
¼
º
«
«
¬
ª



 ¦ ¦
1 2 22
2122121222
11
2112121111
DM
,),(,),(2
n n gngn EE
SSSggngJnLg
EE
SSSgggnJnLg
&&&&&&&&
OHFig. 10: Interaction channels of hopping electrons that give rise to the Dzyaloshinskii-Moriya
interaction.
This may be simplified because, for real wavefunctions one has 〈g1|L1|n1〉 = 〈n1|L1|g1〉∗ =
−〈n1|L1|g1〉 and 〈n1g2|Jˆ |g1g2〉 = J(n1g2|g1g2) = J(g1g2|n1g2) = 〈g1g2|Jˆ |n1g2〉, hence
HDM = −2ξ
∑
n1
〈g1|L1|n1〉〈n1g2|Jˆ |g1g2〉
En1g2 − Eg1g2
[S1,S1 · S2] + (1⇔ 2). (15)
Writing the sum over n1 as D1, and using the commutation relations to write, [S1,S1 · S2] =
−iS1 × S2 and [S2,S1 · S2] = iS2 × S1 one can write
HDM = (D1 −D2) · (S1 × S2) , with D1 = −2i ξ
∑
n1
〈g1|L1|n1〉
En1g2 − Eg1g2
J(n1g2|g1g2) (16)
The strength of the Dzyaloshinskii-Moriya interaction, i.e. the length of the Dzyaloshinskii-
vector, respectively, can be estimated to D ≈ | ξ
∆E
|J , and is thus first order in the spin-orbit
interaction, in difference to the single-ion anisotropy (Section 2.4) that is at least second order.
It is thus clear, that D is equal zero, D = 0, in case of a mirror symmetry or point of inversion
between the two atoms. In other words, the DM interaction exists only between two different
atoms. However, different need not mean different species of ion, but can just mean different
chemical environments, such as in a bipartite lattice, where the symmetry of orbitals may be
different between the two types of lattice site. In article [21], Moriya derived the following
symmetry rules (also expressed schematically in Fig. 11: Considering two ions located at sites
A and B, respectively, and the point bisecting the straight line AB is denoted by C. The rules
are:
(i) When a center of inversion is located at C: D = 0.
(ii) When a mirror plane perpendicular to AB passes through C:
{
D ‖ mirror plane
or D ⊥ AB.
(iii) When there is a mirror plane including A and B: D ⊥ mirror plane.
(iv) When a two-fold rotation axis perpendicular toAB passes through C: D ⊥ two-fold axis
(v) When there is an n-fold (n ≥ 2) along AB: D ‖ AB
The DM interaction plays an important role in the field of multiferroics. It is one of the possible
interactions that causes a linear magnetoelectric effect, Φ = −αijEiBJ , with the electric polar-
ization Pi = −∂Φ/∂Ei = αijBj and the magnetization Mi = −∂Φ/∂Bi = αjiEj coupling.
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Fig. 11: Direction of the Dzyaloshinskii-Moriya vector for a diatomic molecules located at sites
A and B according to the symmetry rules of Moriya [21].
An example is Cr2O3. The DM interaction causing magnetic structures with a unique rotational
order – we think in particular at cycloidal spirals M = M(xˆ cosqR + yˆ sinqR), R ⊥ (xˆyˆ)
– can also be a source of inversion symmetry breaking in a structurally symmetric compound
being the origin of magnetic ferroelectrics also known as improper multiferroelectrics [54]. In
such spirals ferroelectric polarization P is introduced that is proportional to the outer product
of P ∝ [zˆ× qx]. In these systems the magnetoelectric coupling is rather strong. This new class
of materials include for example TbMnO3, TbMn2O5, Ni3V2O8, MnWO4, CoCr2O4, CuFeO2
etc..
Magnetic Metals: The antisymmetric spin-interaction in metals had been discussed in different
microscopic models that go back to Smith [55], Fert and Levy [56, 57] and the Kanamori-
group [58]. Fert and Levy [56] derived an expression for this anisotropic exchange interaction
of two magnetic atoms in spin-glasses doped with heavy impurity atoms, i.e. impurity atoms
with a large nuclear number and thus a large spin-orbit interaction, which is of the form
HDM = −V (ξ)sin [kF(RA +RB +RAB) + η] RˆA · RˆB
RARBRAB
(RˆA × RˆB)(SA × SB) (17)
where RA = RARˆA and RB = RBRˆB are the positions of the magnetic atoms measured
from the nonmagnetic impurity and RAB is the distance between the atoms A and B. V (ξ) is
a term that depends of the spin-orbit coupling constant of the nonmagnetic atom, ξ, kF is the
Fermi vector and η the phase shift induced by the impurity. The sinus term reflects the RKKY-
type character of the interaction, while the two cross products determine the symmetry of the
interaction. How far this model holds for real materials has not thoroughly been investigated
yet on the basis of density functional theory. The model should be also applicable to adatoms
on surfaces. Here, Rashba electrons, electrons in a surface state that is subject to the presence
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of spin-orbit interaction as well as the structure inversion asymmetry due to the presence take
the role of the heavy atoms and produce also an antisymmetric exchange interaction, which has
recently been investigated by Bouaziz et al. [59], which is proportional to the Rashba strength
and falls off with a slower power law that is 1/R2 or 1/R for large distances.
At the end we summarise all spin-spin interactions, due to exchange with and without spin-orbit
interaction, that can be described up to second order by the Hamiltonian
H =
∑
i
K(Si) +
∑
ij(i 6=j)
SiJijSj (18)
Here, the first term describes the on-site anisotropy energy and the second term (where i 6= j)
includes the intersite exchange interactions and the Dzyaloshinskii-Moriya interaction. The
quantities Jij are 3×3 matrices (second rank tensors in real space). They can be decomposed in
symmetric and antisymmetric parts as: Jij = Jij1+JSij+J
A
ij with Jij being the usual Heisenberg
exchange interaction Jij = 1/3 TrJij, JSij the anisotropic exchange interaction or sometimes
called two-ion anisotropy which is the (traceless) symmetric part JSij =
1
2
(
Jij + J
t
ij
)−Jij1, and
JAij the antisymmetric part: J
A
ij =
1
2
(
Jij − Jtij
)
. The latter can be brought in connection with
the Dzyaloshinskii-Moriya interaction constants via the antisymmetric tensor, Dxij = εxyzJ
Ayz
ij ,
and the spin-spin interaction in its general form is then written in terms of the Dzyaloshinskii-
Moriya vectors as
SiJijSj = JijSiSj + SiJ
S
ijSj +Dij(Si × Sj). (19)
Above not much has been said about the anisotropic exchange interaction. It is second order in
spin-orbit interaction, while the Dzyaloshinskii-Moriya interaction is first order. It is important
to notice that all these exchange interactions and those beyond the simple models discussed here
are included (in many case to high accuracy) in density functional theory, which we describe
next, although there one-to-one correspondence it not always trivial.
3 Spin Density Functional Theory
In 1964 Hohenberg and Kohn [60] worked out two central theorems that form the basis of
density functional theory (DFT): For a system of N particles (e.g. electrons) moving in an
external potential v(r) (caused by e.g. nuclei) in a non-degenerate ground state (i) the many-
body wavefunction Ψ and v(r) are uniquely determined by the particle density distribution n(r)
and (ii) there exists an energy functional of this density,E[n(r)], which is stationary with respect
to variations of the ground-state density. These two theorems allow – at least in principle – the
determination of the ground-state density and energy of a N -particle system. Extracting the
classical Coulomb interaction energy, such a Hohenberg-Kohn energy functional takes the form
E[n(r)] =
∫
v(r)n(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′ +G[n(r)] (20)
where the functional G[n(r)] has to be approximated.
In the Kohn-Sham theory [61], the kinetic energy T0 of a non-interacting electron gas in its
ground state with a density distribution n(r) is further extracted from G[n(r)], so that a new
functional
Exc[n(r)] = G[n(r)]− T0[n(r)] (21)
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remains to be determined. Exc is now called exchange-correlation energy functional, since with-
outExc our energy functionalE would yield just the Hartree energy. If we take into account that
particle conservation, i.e. N =
∫
n(r)dr has to be ensured, we can formulate the stationarity of
E in Eq. (20) with respect to variations of the ground-state density as
v(r) +
∫
n(r′)
|r− r′|dr
′ +
δT0
δn(r)
+
δExc
δn(r)
− λ = 0 (22)
where the Lagrange parameter λ ensures the particle conservation. Expressing the kinetic en-
ergy of the non-interacting particles via their wavefunctions, φi, we can recast Eq. (22) in the
form of an effective single particle Schro¨dinger equation:[
− ~
2
2m
∇2 + v(r) +
∫
n(r′)
|r− r′|dr
′ +
δExc
δn(r)
]
φi(r) = iφi(r) (23)
which has to be solved self-consistently since n(r) =
∑N
i=1 |φi(r)|2. The last term of the
Hamiltonian is called the exchange-correlation potential. For more detailed information see
Lecture A2 Introduction to Density Functional Theory.
3.1 The density and potential matrix
In 1972 von Barth and Hedin extended this concept to spin-polarized systems [62], replacing
the scalar density by a hermitian 2 × 2 matrix n(r). If ψα(r) is the field operator for a particle
of spin α, a component of the spin-density matrix can be defined as
nαβ(r) = 〈Ψ|ψ+β (r)ψα(r)|Ψ〉. (24)
The potential matrix corresponding to this spin-density matrix is denoted as v(r) and replaces
the scalar potential. Then, we can write Eq. (23) in the form[(
− ~
2
2m
∇2 +
∑
α
∫
nαα(r
′)
|r− r′|dr
′
)
I + v(r) +
δExc
δn(r)
](
φ
(+)
i (r)
φ
(−)
i (r)
)
= i
(
φ
(+)
i (r)
φ
(−)
i (r)
)
(25)
where I is a 2 × 2 unit matrix and the exchange-correlation potential, v, is now also a 2 × 2
matrix. In terms of the Kohn-Sham wavefunctions, the density matrix can now be written as
nαβ(r) =
N∑
i=1
φ∗αi (r)φ
β
i (r) where α, β = (+), (−). (26)
Using the Pauli matrices, σ, the density matrix can be decomposed in a scalar and a vectorial
part, corresponding to the charge and magnetization density:
n(r) =
1
2
(n(r)I + σ ·m(r)) = 1
2
(
n(r) +mz(r) mx(r)− imy(r)
mx(r) + imy(r) n(r)−mz(r)
)
. (27)
Likewise, the potential matrices can be written in terms of a scalar potential and magnetic field,
B(r):
v(r) = v(r)I + µBσ ·B(r) and vxc(r) = vxc(r)I + µBσ ·Bxc(r) (28)
where µB = e~2mc is the Bohr magneton.
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Fig. 12: Examples of non-collinear ground-states: in LaMn2Ge2 the spins on the Mn sublattice
can be described by a conical spin-spiral, i.e. the magnetization precesses on a cone with a
semicone-angle of 58◦ from layer to layer in z-direction. The turning angle per layer is 128◦.
The magnetic structure is in good agreement with first-principles calculations [63]. Bulk bcc
europium has a flat spiral in [001] direction as ground state (right, bottom), the length of the
q-vector, describing this precession, is correctly reproduced by DFT [64] (right, top).
Within this formalism, general non-collinear structures can be described in the framework on
density functional theory. Two recent examples, LaMn2Ge2 and bcc-Eu, are shown in Fig. 12.
Numerically, Eq. (25) is solved by expanding φi(r) in a linear combination of suitable basis-
functions χj(r). Then Eq. (25) transforms into a eigenvalue problem and the eigenvectors,
that have to be determined, give the linear combination coefficients, cij , of the expansion
φi(r) =
∑
j cijχj(r). Such an eigenvalue problem is a standard problem of linear algebra
and the computational effort scales in the most general case with the third power of the number
of basis-functions. Compared to the non-magnetic problem, Eq. (23), this number is doubled
in Eq. (25). Therefore, the computational effort for a general, non-collinear calculation is in-
creased by a factor eight as compared to the non-magnetic calculation. An additional factor
of at least 2 comes from the fact that the Hamiltonian is now hermitian and an other factor of
about 4 can easily come in since the non collinear magnetism reduces the symmetry and a larger
irreducible part of the Brillouine-zone has to be sampled.
3.2 The collinear case
Supposing that the potential matrices in Eq. (28) are diagonal (i.e. the magnetic and exchange
fields point in z direction), Eq. (25) decouples into two equations of the type of Eq. (23):
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(
− ~
2
2m
∇2 + vCoul(r) + v(r) +Bz(r) + v(+)xc (r)
)
φ
(+)
i (r) = 
(+)
i φ
(+)
i (r) (29)(
− ~
2
2m
∇2 + vCoul(r) + v(r)−Bz(r) + v(−)xc (r)
)
φ
(−)
i (r) = 
(−)
i φ
(−)
i (r)
where vCoul denotes now the classical Coulomb potential and v
(+,−)
xc the exchange-correlation
potential that arises from the functional derivative of the exchange-correlation energy with re-
spect to the spin-up (+) or spin-down (−) part of the diagonal density matrix.
Since the two equations (29) can be solved independently, the computational effort for a collinear
calculation seems to be just twice the effort for a non-magnetic calculation. However, most
magnetic calculations are computationally considerably more demanding since the quantities in
question (magnetic moments, energy differences between various magnetic configurations) re-
quire much higher accuracy than what is needed for nonmagnetic systems. To explore different
magnetic orders in a system, unit cells much larger than the chemical unit cell are required, e.g.
antiferromagnetic body-centered cubic (bcc) chromium requires a calculation with at least two
atoms in the unit cell (as compared to one, in a nonmagnetic calculation).
Systems that can be described by Eq. (29) are all kinds of magnetic materials that assume a
collinear magnetic order, e.g. ferromagnetic, antiferromagnetic or ferrimagnetic states. Like
the density is a property that can – at least in principle – be obtained exactly in DFT, the spin
density is a property that is well defined in spin-polarized DFT:
m(r) = −µB
∑
α,β
ψ+α (r)σαβψβ(r). (30)
The integral spin moment, M , for a collinear system is then (in units of µB) simply
Mspin =
∫
m(r)dr = µB
∫ (
n(+)(r)− n(−)(r)) dr. (31)
How well this quantity corresponds to experimental values depends of course on the quality
of the exchange-correlation potential that is used for an actual calculation. Some examples
of results obtained in the local spin density approximation (LSDA) and generalized gradient
approximation (GGA) of (spin)-moments of elemental ferromagnets are given in Table 1.
The success of DFT calculations for magnetic systems – as shown in Table 1 – has to be con-
trasted here with the case of Cr, where up to now no satisfactory agreement with experimental
results was obtained: while LSDA calculations of antiferromagnetic Cr at the experimental lat-
tice constant give a magnetic moment in nice agreement with experimental data (0.5− 0.6µB),
calculations at the lattice constant determined with LSDA (which is 3% too small) yield a non-
magnetic ground state. GGA calculations, on the other hand, give a reasonable lattice constant,
but the magnetic moment is more than 60% too large [65]. Also attempts to include the experi-
mentally observed incommensurate sinusoidal modulation of the antiferromagnetic structure of
Cr could nor resolve these discrepancies so far.
At this point we should notice, that we relied on the assumption that the total energy is invariant
with respect to a uniform rotation of the magnetization direction. This was implicitly assumed
when we arbitrarily (or, better, for convenience) selected in Eq. (29) the z direction as global
magnetization axis. Indeed, in absence of an external field (or in its presence, as long as it is
oriented in z direction) this implies no loss in generality, if vxc is isotropic in space. If we start
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Table 1: Magnetic moments (in µB per atom) of ferromagnetic elements in the bulk. The exper-
imentally determined total magnetization, Mtot., consists of spin- and orbital moment contribu-
tions. The LSDA results for Fe, Co and Ni are taken from Moruzzi et al. [66], the GGA values
from Shallcross and coworkers [67] where also experimental values are quoted. The calculated
Gd data is from Kurz et al. [68], the experimental one from White and coworkers [69].
Property source Fe (bcc) Co (fcc) Ni (fcc) Gd (hcp)
Mspin LSDA 2.15 1.56 0.59 7.63
Mspin GGA 2.22 1.62 0.62 7.65
Mspin experiment 2.12 1.57 0.55
Mtot. experiment 2.22 1.71 0.61 7.63
from a Schro¨dinger-Pauli like theory, there is indeed no term that could couple the spin-space
to the lattice. Only if a spin-orbit coupling term (from a Dirac type theory) or – in some cases
– dipolar interaction is included, a preferential direction for the collinear magnetization exists.
This will be discussed in the next section.
3.3 Orbital magnetism
The magnetization density we discussed in the last section, Eq. (30), is clearly a consequence
of the imbalance of electrons with spin-up or spin-down and, therefore, the quantity defined in
Eq. (31) is called spin-moment. From atomic physics we know, that the total magnetic moment
is a sum of spin- and orbital contributions, Mtot. = Mspin + Morb. The orbital moment results,
in a classical picture, from the orbital motion of the electron around the nucleus. Compared to
the situation in a free atom, where Morb can be even larger than Mspin, in a solid this motion is
of course restricted by the crystal field that quenches the orbital moment. In bulk samples small
moments (typically 0.1− 0.2µB) can be found (compare Table 1).
Density functional theory in the known LSDA or GGA formulations provides no term that could
lead to the formation of an orbital moment. Current- and spin-density functional theory [70]
would provide a natural starting point for the description of orbital magnetism, but so far the
successes are limited. From relativistic quantum mechanics [71], a two-component approxima-
tion to the Dirac equation can be formulated, that has the form of Eq. (25). From the several
terms appearing in this Pauli equation one term, the spin-orbit coupling term, provides a mech-
anism that leads to orbital polarization: The electron, traveling on a classical trajectory around
the nucleus, experiences the electric field (from the screened nucleus) as a magnetic field. This
field couples to the magnetic (spin) moment of the electron and, thus, leads to a preferential
orientation of the orbital motion. Using the orbital angular moment operator L = r×p, we can
write the spin-orbit coupling term in the vicinity of a nucleus with a radial potential v(r) as:
Hso =
1
r
dv(r)
dr
(σ · L). (32)
Adding this term to Eq. (25) will destroy a decoupling of spin-up and -down equations like in
Eq. (29). It also invalidates the aforementioned assumption that the total energy is not affected
by a uniform rotation of the spin directions, since now spin-space and lattice are coupled by
Eq. (32).
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The orbital magnetization can be defined in analogy to Eq. (30), expressed in single particle
wavefunctions φi:
m(r) = −µB
∑
i
〈φi|r× p|φi〉. (33)
At a certain atom ν, the orbital moment Morbν can then be obtained by an integration in a sphere
centered around this atom:
Morbν = −µB
∑
i
〈φi|L|φi〉ν . (34)
While this definition of the orbital moment poses no difficulties in periodic solids, we note here
that the evaluation of the total orbital moment of a periodic crystal is more involved [72]. In
most cases, however, the atomic orbital moments and also the magnetic anisotropy energies,
obtained in density functional theory calculations, are too small as compared to experiment.
Practical methods that can overcome this deficiency have been discussed in the literature [73].
Since the crystal field in a solid forces the orbital motion of the electron in a preferred plane, a
total energy difference arises when the solid is magnetized in two different directions [74]. This
difference, magnetocrystalline anisotropy energy (MAE), is small for bulk systems with high
symmetry, e.g. cubic crystals like Fe or Ni. It is larger for crystals with a unique crystallographic
axis, like hexagonal Co. But for lower dimensional systems, thin films or atomic wires, the
magnetocrystalline anisotropy will essentially determine the magnetic properties, especially at
finite temperatures [75].
The computational effort for calculations that include the spin-orbit coupling term, Eq. (32), can
be reduced if this term is considered as a small perturbation to the non-relativistic Schro¨dinger-
Pauli Hamiltonian. Then, the so-called magnetic force theorem [76] can be used to evaluate
quantities like the MAE. But even these calculations require considerable computational re-
sources, since the energy differences to be determined are very small and – compared to normal
calculations – drastically increased numerical cutoffs can be necessary. Systems, where spin-
orbit coupling is strong require a self-consistent treatment including Eq. (32) in the Hamiltonian.
There, of course, the relativistic effects are stronger so that moderate numerical cutoffs can be
used, but the computational complexity brought by the spin-orbit coupling term and the loss of
symmetry that can be exploited leads to an increased computational effort.
4 The magnetic ground state
To determine the magnetic ground state it is possible to follow several directions: like in
molecular-dynamics calculations, spin-dynamics allows to study the magnetic degrees of free-
dom exploring the ground state configuration. Another possibility is to determine the magnetic
interactions between the atoms by a DFT calculation which are then mapped onto a model (in
the simplest case a classical Heisenberg model). This model is then solved, either analytically or
numerically. In both cases we introduce a discretization of the (vector) magnetization density:
In spin-dynamics, the evolution of discrete spins, i.e. vectors attached to certain (atomic) posi-
tions is monitored. Also mapping the ab initio results to a model Hamiltonian which contains
interactions between spins requires that it is possible to assign a definite spin to an atom, so that
it should be possible to write in the vicinity of an atom ν, e.g. within some sphere centered at
the nucleus, the magnetization density, m(r), as
m(r) = Mν eˆν (35)
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Fig. 13: Left: ground state magnetization density of a hexagonal Cr monolayer with the Cu(111)
in-plane lattice constant; the absolute value of the magnetization is shown in greyscale, the local
directions are marked by small arrows. The average magnetization direction around an atom is
indicated as red arrows. Right: schematic picture of the magnetic structure (Ne´el state) of the
hexagonal Cr monolayer.
where Mν is the magnetization and eˆν is the magnetization direction. Vector-spin DFT cal-
culations allow to estimate whether Eq. (35) is a good approximation or not (cf. Fig. 13). If
the magnetization density in the vicinity of some atom ν is expressible by Eq. (35), then the
total energy of a magnetic system as a function of its magnetic structure can be described as a
functional E[{eˆν}] of the directions of the magnetic moments at the atoms ν in the magnetic
unit cell. In this context collinear states (eˆν is identical for all atoms) are special solutions
where E[{eˆν}] has a local or global maximum or minimum. Therefore, they constitute an im-
portant class of magnetic configurations that are often realized in magnetic materials. Unlike in
non-spinpolarized DFT it is, however, in practical calculations not guaranteed that the obtained
solution, n(r), is really the ground state and often several metastable solutions can be obtained.
4.1 Ab initio spin-dynamics, magnetic torque
If one is interested in the magnetic ground state of a system of given chemical composition and
atomic positions, the final goal is to minimize the functional E[{eˆν}]. The dimensionality of
this problem will of course depend on the size of the chosen unit cell (some multiple of the
chemical unit cell) and this minimization will involve the tricky task to determine the absolute
minimum on a high-dimensional total energy surface. In analogy to molecular dynamics, i.e.
the problem of minimizing the energy as a function of the atomic positions, we introduce here
a spin dynamics, where the magnetic orientations, eˆν , take the role of the variables.
Any vector-spin DFT calculation has to start with a reasonably chosen spin configuration in a
prescribed unit cell. On a simple level, one can “relax” the directions of the magnetization at
the atoms like a relaxation of the atomic structure (e.g. at a surface) is done. The magnetiza-
tion directions, eˆν , will then generally change to minimize the total energy (cf. Fig. 14). The
final magnetic state, that will be reached, will in general depend on the starting point of the
calculation and a more elaborate technique will be needed to avoid being trapped in some local
minimum of E[{eˆν}].
To this end we have to develop an equation of motion for the magnetization of an atom. To keep
things simple, we will focus on the case, where the magnetization stays collinear within the
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Fig. 14: Determination of the magnetic ground state of ordered FeMn: the magnetic struc-
ture of the disordered alloy is a 2q-state (left). In an ordered alloy a more complex magnetic
arrangement is obtained (right) by “relaxation” of the local spin directions.
vicinity of the atom. Let us start from the Hamiltonian of Eq. (25) and assume that the external
potential matrix, v(r), has been chosen to be diagonal and the exchange-correlation potential is
separated into diagonal and off-diagonal parts. Following Antropov et al. [77, 78] we set up a
time-dependent analogon of Eq. (25):
i
dΦ
dt
= [Hd − σ ·B(r, t)] Φ where Φ =
(
φ(+)
φ(−)
)
, (36)
and Hd is the Hamiltonian that contains now only diagonal parts.
We will now separate the evolution of the magnetization into fast (value of the magnetization)
and slow (direction of the magnetization) degrees of freedom. The former part will be described
quantum-mechanically, while the latter is treated on a semiclassical level. At a given time, t,
the time-independent version of Eq. (36) can be solved for a given magnetization characterized
by {eˆν}. Now we have to determine an equation of motion for the magnetization m(r, t).
This equation of motion can be obtained by multiplying Eq. (36) from the left with Φ∗σ and
adding the complex conjugate equation. Comparing to the time derivative of Eq. (30) and using
the relation σ(σ ·B) = B− iσ ×B we get
dm(r, t)
dt
= 2m×B+ i
2
∇(Φ∗σ · ∇Φ− c.c.). (37)
The second term on the right side is complicated and describes longitudinal changes of the
magnetization, which we will not consider on this level. Omitting this term, Eq. (37) describes
the precession of the magnetization direction at an atom under the influence of the magnetic
field generated by the atom itself and other atoms of the crystal.
Returning once more to Eq. (35), we can simplify Eq. (37) and write for the evolution of the
magnetization direction in atom ν
deˆν
dt
= − 2
µB
eˆν × Iν (38)
where Iν = µBB. If we explicitly also want to take into account the effect of other fields
acting onto a magnetization direction, e.g. stemming from the spin-orbit interaction (magnetic
anisotropy) or dipole-dipole interaction, these fields can be added to Eq. (38) into I = Iν+ISO+
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Fig. 15: Determination of the constraint field: Initially, the effective B-field is parallel to the
prescribed direction eˆν (left). The resulting magnetization, 〈m〉, generally is not parallel to this
direction. Therefore, a constraint field Bc is introduced, that points in opposite direction to the
component of the magnetization that is perpendicular to eˆν . Using this Beff , the direction of the
magnetization is then adjusted towards eˆν (right).
Id−d. More general expressions of Eq. (38), suitable for spin-dynamics with finite temperatures
included, can be found in reference [78].
The next question, that has to be answered, is how to determine the fields Iν , i.e. given a certain
set of magnetization directions {eˆν} what is the torque on a selected magnetic moment [79].
This problem can be solved in constrained vector-spin density functional theory, as introduced
in the next section.
4.2 Constrained density functional theory
In general, an arbitrary magnetic configuration given by a set of local (atomic) magnetiza-
tion directions {eˆν} is not an extremum or a stationary solution of the total energy functional
E [n(r)]. Exceptions are high symmetry states, like collinear magnetic states, a certain class of
spin-spiral states (see Sec. 4.4) and particular linear superpositions of several spin-spiral states.
The constrained density functional theory developed by Dederichs et al. [80] provides the nec-
essary generalization to deal with arbitrary magnetic configurations, i.e. configurations where
the orientations of the local moments are constrained to non-equilibrium directions. We define
a generalized energy functional E˜ [n(r)|{eˆν}], where we ensure that the average magnetization
in an atom, 〈m〉ν , points in the direction eˆν . This condition, eˆν × 〈m〉ν = 0, is introduced by a
Lagrange multiplier, λ, so that [7]
E˜ [n(r)|{eˆν}] = E [n(r)] +
∑
ν
λν · (eˆν × 〈m〉ν)
= E [n(r)] + µB
∑
ν
Bνc · 〈m〉ν . (39)
Here, we recast the Lagrange multiplier in the form of a magnetic field, Bνc , which is the con-
straining field in atom ν that keeps the local (integrated) magnetic moment, i.e. the magnetiza-
tion density averaged over the sphere where Eq. (35) holds,
〈m(r)〉ν = Mν =
∫
MT ν
m(r) d3r, (40)
parallel to the prescribed direction eˆν .
In an actual constrained local moment (CLM) calculation n(r) and Bνc have to be determined
self-consistently. The density matrix is calculated in the usual self-consistency cycle. At the
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Fig. 16: Total energy and magnetic moment of hexagonal monolayers of Cr, Mn, and Fe as a
function of the angle of the magnetization in a two-atomic unit cell (right). θ = 0◦ corresponds
to a ferromagnetic state, θ = 180◦ is a row-wise antiferromagnetic state. As lattice constant
we chose the parameters of the Ag(111) surface. In the schematic picture of the hexagonal
monolayer (right) the coupling to nearest neighbors (J1) and next- nearest neighbors (J2) is
indicated.
same time, the local constraint fields Bνc have to be adjusted, until the constraint conditions,
eˆν × 〈m〉ν = 0, are fulfilled (cf. Fig. 15). At the end of such a calculation we obtain the self-
consistent densities and a set of local constraintB-fields. The total energy of the system is given
by the constrained energy functional, Eq. (39).
According to the the Hellmann-Feynman theorem we find that the change of the energy due to
a change in magnetization direction, deˆν , is given by dE = −µBMν · (Bνc × deˆν). Therefore,
the constraint field can be interpreted as a torque acting on the magnetic moment, in the spirit
of the spin dynamics, formulated in the previous section. Thus, we have set up a formalism
that allows us to find – at least in principle – the magnetic ground state of a system by spin-
dynamics [81]. But CLM calculations can also be used in a different way: In the next section
we will describe how they can be used to determine the exchange interactions in a system and
utilize these results in models, like the classical Heisenberg model, to obtain information about
the ground state, but also about excited states of a magnetic system.
4.3 Mapping onto realistic model Hamiltonians: canted moments
The classical Heisenberg model (2) can be used as a phenomenological starting point for the
investigation of the magnetic interaction in a crystal. Although the Heisenberg model was
originally introduced for magnetic insulators with localized moments [82], we can also apply
Eq. (2) to metallic systems, as shown in Fig. 16. In these hexagonal unsupported monolayers
the behavior of the total energy as a function of the relative angle between the atoms can be
described as cosine-like function, the exchange coupling constant being negative for Cr and Mn
(preferring antiferromagnetic coupling) and positive for Fe (leading to a ferromagnetic ground
state). The total energy has been calculated by a constrained DFT calculation as described
above. We further see, that the magnetic moment does not change significantly as the spins are
rotated, an important requirement for the application of the Heisenberg model.
From the right part of Fig. 16 we can see, that rotating the local magnetic moment direction of
one atom in the two-atom unit cell of the hexagonal lattice will change the relative orientation
of that atom to four nearest neighbors, but does not affect two of the nearest neighbor (NN)
atoms. Likewise, only four of the six second-NN atoms will change the relative orientation to
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Fig. 17: Spiral spin-density wave (SSDW) or spin spiral propagating along the with a wavevec-
tor q. The upper spiral represents a coned-spiral with a cone angle of 45◦, the bottom spiral
represents a flat spiral, with a cone angle of 90◦. Both spirals exhibit a counterclockwise rota-
tional sense expressed by a chirality vector parallel to the z-axis.
the original atom. This leads to an expression for the total energy in the classical Heisenberg
model up to second-NN:
E = −S2(J1 + J2)(2 + 4 cos θ) (41)
if S is now the total spin moment treated as a classical vector. This means, from a constrained
local moment calculation we can at least estimate the size of (J1 + J2). It is not difficult to find
other unit cells and rotations that allow the determination of other linear combinations of J1 and
J2, thereby separating the individual exchange coupling constants [53].
Of course, the energies obtained from the CLM calculation contain contributions of all Jn
and also from interactions that are not described by the Heisenberg model. Examples, like
the biquadratic interaction or the 4-spin interaction result from hopping processes between
four sites, inclusion of spin-orbit interaction gives rise to a third-order process, the so-called
Dzyaloshinsky-Moriya interaction [83]. All these different interaction terms can be extracted
from a set of suitable ab initio calculations (possibly including spin-orbit interaction) and can
be used to determine the magnetic ground state within the chosen model.
4.4 Mapping onto realistic model Hamiltonians: spin-spirals
Concluding from the previous section, one way to obtain model parameters like the elements of
the above discussed exchange parameters Jij from first principles is to fit the energy expression
obtained from the model ansatz to the total energies obtained from electronic structure calcula-
tions for different magnetic states. In a periodic crystal it is convenient to replace the quantities
in Eq. (2) by their Fourier-transformed equivalents:
S(q) =
1
N
∑
n
Sne
−iqRn and J(q) =
∑
n
J0ne
−iqRn . (42)
Exploiting the translational invariance of the lattice, we can then rewrite Eq. (2) as
H = −N
∑
q
J(q)S(q) · S(−q) (43)
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Fig. 18: Zero temperature phase-diagram of the classical Heisenberg model for the hexagonal
lattice in next-nearest neighbor approximation of the classical Heisenberg model: two collinear,
a ferromagnetic (FM) and a row-wise antiferromagnetic (RW-AFM) solution can be obtained,
and two non-collinear solutions, the Ne´el-state and a SSDW with q-vectors along the line Γ−M
of the Brillouin zone (right). The FM, RW-AFM and Ne´el-state correspond to SSDWs with q-
vectors on the high-symmetry points Γ, M and K, respectively.
where we have to ensure that the length of all spins S2n = S
2 is conserved on all sites n. This
condition is fulfilled by solutions of the type [83]
Sn = S (eˆx cos(q ·Rn) + eˆy sin(q ·Rn)) (44)
where the unit vectors eˆx and eˆy just have to be perpendicular to each other, otherwise their
directions are arbitrary. Eq. (44) describes a spiral spin-density wave (SSDW) as shown in the
lower half of Fig. 17. A more generals form of SSDWs can be obtained, when the magnetization
precesses on a cone with an opening angle ϑ:
Sn = S (eˆx cos(q ·Rn) sinϑ+ eˆy sin(q ·Rn) sinϑ+ eˆz cosϑ) (45)
as shown in the upper half of Fig. 17.
These SSDWs are general solutions of the classical Heisenberg model for a periodic lattice.
From Eq. (43) one can conclude that the SSDW with the lowest total energy will be the one with
the propagation vector Q that maximizes J(q). These will be preferably the high-symmetry
points in the Brillouin-zone of q-vectors, and then high-symmetry lines. For example, if Q = 0
maximizes J(q), the solution corresponds to the ferromagnetic state, if Q = eˆz piaz and az is
the lattice constant in z-direction, then the structure is layered antiferromagnetic in z-direction.
Some other examples – for a hexagonal monolayer – are illustrated in Fig. 18. T = 0 many
compounds and elemental metals show SSDW ground states. Some examples were shown in
Fig. 12.
4.5 Spin-spirals and the generalized Bloch theorem
A very elegant treatment of spin-spirals by first-principle calculations is possible when the gen-
eralized Bloch theorem [84, 85, 86] is applied. However, this theorem can only be proved, when
spin-orbit coupling is neglected. For this reason the spin-rotation axis will always be considered
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as parallel to the z-axis of the spin coordinate-frame. Thus, only the mx and my components
are rotated, while mz does not change. Following Sandratskii [85] we can define a generalized
translation, Tn, that combines a lattice translation, Rn, and a spin rotation U that commutes
with the HamiltonianH. Applying such a generalized translation toHΦ yields
TnH(r)Φ(r) = U(−qRn)H(r+Rn)U†(−qRn)U(−qRn)Φ(r+Rn)
= H(r)U(−qRn)Φ(r+Rn) (46)
where U(qRn) is the spin 1/2 rotation matrix
U(qRn) =
(
e−iϕ/2 0
0 eiϕ/2
)
, ϕ = q ·Rn. (47)
In analogy with the proof of Bloch’s theorem [87] it follows that the eigenstates can be chosen
such that
TnΦ(k, r) = U(−qRn)Φ(k, r+Rn) = eik·RnΦ(k, r). (48)
Since these eigenstates are labeled with the same Bloch vector k as the eigenstates of the trans-
lation operator without the spin rotation, the lattice periodic part of these states follows the
chemical lattice, Rn, i.e. we can calculate the spin spiral state in the chemical unit cell and k
denotes a k-vector of the reciprocal chemical lattice. The resulting eigenstates of the Hamilto-
nianH have the form
ψk,ν(r) =
(
ψ(↑)k,ν(r)
ψ(↓)k,ν(r)
)
= exp(ik·r)
(
exp(−i 1
2
q·r) u(↑)k,ν(r)
exp(+i 1
2
q·r) u(↓)k,ν(r)
)
(49)
with the q-vector of length |q| pointing along the propagation direction of the spiral and the
functions u(↑)k,ν(r), u
(↓)
k,ν(r) possessing the period of the chemical lattice.
In a reciprocal-space method, i.e. when all quantities like potential or wavefunctions are ex-
pressed as Fourier-transforms, the computational effort scales with the size of the unit cell.
Without the application of the generalized Bloch theorem the investigation of spin spiral states
requires very large unit cells, and a description of SSDWs that are incommensurate with the
lattice would be not possible.
Since the spin-spiral is the exact solution of the classical Heisenberg model at T= 0, it is be-
lieved that they cover a large and important part of the phase space of possible spin states. Thus
among all possible magnetic states, spin-spirals are the next relevant class of spin states besides
the high-symmetry magnetic states, i.e. the ferromagnetic, antiferromagnetic, or ferrimagnetic
configurations.
A further computational simplification can be reached, when the SSDW is considered just as
a small perturbation to the parent (most often ferromagnetic) structure. This may be justified
in the limit of small q-vectors or small opening angles ϑ (cf. Eq. (45)). The limit of ϑ → 0
is particularly important in the study of finite temperature effects, since it describes elementary
perturbations of the collinear ground state. In this limit again the magnetic force theorem [76]
can be applied, thus reducing the computational efforts significantly [88].
In real-space methods the calculation of J(q) is most conveniently done via the right of Eq. (42),
i.e. the evaluation of J0n. In this case the direction of the magnetization at a reference atom,
0, is perturbed and the response on the other atoms, n, calculated. Also in this case a kind of
magnetic force theorem can be used [64].
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4.6 Calculating the DM interaction with periodic spin spirals
In order to determine the DM-strength D from first principles we follow the same strategy
as above and fit an appropriate energy expression obtained from the model ansatz to the total
energies obtained from electronic structure calculations for different magnetic states. We start
with the model ansatz (18) and assume a situation where the system is in a collinear magnetic
state without DM-interaction, the DM-interaction is much smaller than the exchange (D << J)
and thus the DM-interaction can only introduce long-period spirals. Under this assumption we
can go from a model on a discrete model (18) to a micromagnetic model that is continuous
in space coordinates. We assume further that the easy axis is out-of-plane K = (0, 0, K) and
the the hard axis is oriented parallel to D = (0, D, 0), then the anisotropy term also favors a
magnetization that is confined to the plane normal to D. In such a system with m ⊥ D, we can
describe the magnetization as a planar spiral with only one angle ϕ (m = eˆx cosϕ+ eˆz sinϕ ).
For homogeneous spin spirals (i.e. spirals with ϕ˙(x) = q = const or a constant canting angle
arccos(Si·Si+1) between the magnetizations of two adjacent lattice sites) the magnetic structure
has a period of λhs = 2pi/q and the energy density E/λhs of the micromagnetic model gets
q
2 pi
E(q) =
q
2 pi
2pi
q∫
0
dx
(
Aq2 +D q +K sin2(q x)
)
= Aq2 +D q + 1
2
K . (50)
Thus, we can obtain our model parameters A for the exchange and D from a quadratic and a
linear fit to the dispersion curve q E(q), with latter obtained from first-principles calculations.
In order to determine the anisotropy constant K, we can perform independent calculations of
collinear configurations with ϕ = 0 and ϕ = pi .
Since the micromagnetic model is valid in the limit of slow spatial rotations, relation (50) holds
only for homogeneous spin spirals with large period lengths. This presents a formidable prob-
lem, since the size of the unit cell that one can treat is limited by the computing facilities.
The generalized Bloch theorem [84, 85, 86] cannot be applied here directly due to the pres-
ence of the spin-orbit interaction. We employ a perturbative scheme in order to deal with these
large magnetic superstructures: We calculate the rotations self-consistently on the basis of the
Hamiltonian H0, but treat the spin-orbit coupling as a perturbation. Thereby, we make use of
the local force theorem [89, 90]. If we neglect spin-orbit coupling, the orientation of the mag-
netic moments with respect to the crystal lattice is irrelevant and we can calculate the electronic
structure of a homogeneous spin spiral within the chemical unit cell by applying a generalized
Bloch theorem [84, 85, 86].
In a next step, we apply the spin-orbit coupling operatorHso in second variation, i.e. we expand
the eigenfunctions of H0 +Hso in eigenfunctions of H0 and construct the Hamiltonian matrix
with the matrix elements 〈ψk′,ν′ |H0 +Hso|ψk,ν〉 . Since we can neglect all states of high energy,
this procedure reduces the size of the Hamiltonian matrix drastically. The spin-orbit coupling
is well described by
Hso =
∑
α
1
rα
dVα(rα)
drα
σ ·Lˆα =
(
H(↑,↑)so H(↑,↓)so
H(↓,↑)so H(↓,↓)so
)
, (51)
where the index α denotes the atoms. Since only the spin-independent part of the potential
entersHso, its real-space representation possesses the period of the chemical lattice. This allows
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us to write the matrix elements in the form
〈ψ(↑)k′,ν′ |H(↑,↑)so |ψ(↑)k,ν〉 =
∫
dr ei (k−k
′)·r u(↑,↑)(r) ,
〈ψ(↑)k′,ν′ |H(↑,↓)so |ψ(↓)k,ν〉 =
∫
dr ei (k−k
′+q)·r u(↑,↓)(r) ,
〈ψ(↓)k′,ν′ |H(↓,↑)so |ψ(↑)k,ν〉 =
∫
dr ei (k−k
′−q)·r u(↓,↑)(r) ,
〈ψ(↓)k′,ν′ |H(↓,↓)so |ψ(↓)k,ν〉 =
∫
dr ei (k−k
′)·r u(↓,↓)(r)
(52)
with lattice-periodic functions u(↑,↑), u(↑,↓), u(↓,↑), u(↓,↓). Obviously, these matrix elements are
non-zero if and only if the exponents are zero. If we choose a q-vector that is commensurate
with the reciprocal lattice (i.e. a spiral that is commensurate within a certain supercell) and a
k-grid that is commensurate to the q-vector, then we obtain a block-diagonal and sparse Hamil-
tonian matrix. Each block contains the matrix elements from all k-vectors that are connected
by q (cf. Fig. 19). Note, that q is a reciprocal lattice vector of the large magnetic unit cell in
which the spin spiral is commensurate.
For large systems, the Hamiltonian matrix that is shown in Fig. 19 is too large for straightfor-
ward diagonalization. But since we are applying the local force theorem, we only need to know
the sum of occupied eigenvalues. This allows to use a perturbative technique that requires exact
diagonalization only in a subspace close to the Fermi energy and exploits the sparseness [91].
5 Beyond the ground state
5.1 Low temperatures: magnons and spin waves
SSDWs are sometimes also called frozen magnons, since a spin-spiral looks like a “snap shot”
of a single magnon at a fixed time. Spin-spiral calculations can therefore be used to simulate
H{k} =
(
δk,k′δν,ν′ k,ν +
〈ψk,ν′ |Hso|ψk,ν〉
)
k,k′
ν,ν′
=H ,q
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Fig. 19: Block of the Hamiltonian matrix for spin-spiral basis functions.
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the effect of temperature on a magnetic system in the adiabatic approximation, in particular at
very low temperatures, when magnons with long wavelength dominate.
At low, but finite temperatures, collective spin-wave excitations or magnons are excited in the
ferromagnetic crystal. These magnons can again be characterized by their wave-vector q. In the
long wavelength limit, i.e. around q = 0 the spin-wave dispersion behaves almost quadratically
and can be described as Dq2. The spin stiffness, D, characterizes the magnetic properties
of a ferromagnet at low temperatures and can also be calculated from the exchange coupling
constants:
D =
2
3M
∑
n
J0nR
2
0n. (53)
Here, M is the magnetic moment of the ferromagnetic state. Some results of ab initio calcula-
tions are given in Table 2. For Fe and Co agreement with experimental data is reasonable, but
Table 2: Calculated and experimental spin-wave stiffness (D) for Fe, Co and Ni. The the-
oretical data was obtained in different approximations as described by Rosengaard and Jo-
hansson [92] [th.(1)], Shallcross and coworkers [67] [th.(2)] and Pajda et al. [93] [th.(3)],
experimental data was taken as cited in these references.
D (meV A˚2)
th.(1) th.(2) th.(3) exp.
Fe (bcc) 247 322, 313 250 280, 314, 330
Co (fcc) 502 480, 520 663 510, 580
Ni (fcc) 739 541, 1796 756 422, 550, 555
for Ni most methods fail to reproduce the experimental spin stiffness.
5.2 High temperatures: TC and TN
Let us now see, how higher temperatures will influence the magnetic order in a ferromagnetic
solid. Staying within the Heisenberg model, we will assume that the magnitude of the magnetic
moments at the atoms will – in first approximation – not be changed, and discuss just their
mutual orientation. At T = 0 the spin at a selected atom will be fixed in parallel direction to
the spins at all other atoms by an effective field that will be proportional to S
∑
n J0n = SJ0.
At a finite temperature T , this field, that acts on the spin at site 0 is reduced due to the thermal
fluctuation on the sites n. The thermal average of the projection of the spin at site n on the spin
at site 0 is denoted as 〈S(Rn)〉. In the “mean field approximation” (MFA), it is assumed that
the effective field at finite temperatures that acts on spin 0 is:
Beff =
∑
n
J0n〈S(Rn)〉 (54)
In this model it is possible to calculate the temperature-dependence of the average magnetization
of the solid and, specifically, the temperature where the average magnetization vanishes, the
critical temperature. For a ferromagnet this temperature is called Curie temperature and in the
MFA it is given by
TC =
2S(S + 1)
3kB
J0 (55)
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It has to be mentioned, that in most cases the MFA severely overestimates TC (by about 20
to 50%, depending on the lattice). Nevertheless, it gives a simple estimate of the ordering
temperature in systems, where the approximations of the Heisenberg model are reasonable. On
the other hand, some properties, like the – material independent – critical exponents, are in any
case not usefully reproduced by the MFA.
On a more sophisticated level, the “random phase approximation” (RPA) can give quite reliable
results. In contrast to the MFA, where the thermal averaging was done over the sites n that
determine Beff , here the Hamiltonian is first transformed into reciprocal space (Eq. (43)), and
then the averaging is done over one of the Fourier components:
H = −N
∑
q
J(q)S(q) · 〈S(−q)〉 (56)
If the term S(S + 1) is included in the exchange coupling constants (as it is usually done,
when the J’s are determined from first-principles calculations), then the Curie temperature in
the MFA and RPA can be expressed as
kBT
MFA
C =
2
3
J0 kBT
RPA
C =
2
3
(∑
q
1
J(q)
)−1
(57)
From these expressions it is obvious, that calculating TC in the RPA involves not more informa-
tion that what is needed on a mean-field level, if the exchange coupling constants are calculated
in reciprocal space by using the generalized Bloch theorem.
Also for antiferromagnets (or, generally spin-spiral states characterized by a vector Q) expres-
sions for the ordering temperature, the Ne´el temperature TN, can be derived. In the MFA with
S(S + 1) again included in J , this is given simply by
kBT
MFA
N =
2
3
J(Q) (58)
while a slightly more involved expression can be derived in the random phase approxima-
tion [64]. Comparison of these results with experimental values gave reasonable results, e.g.
for bcc europium Ne´el temperatures of 147 K and 110 K were obtained in MFA and RPA,
respectively [64]. These values have to be compared to the experimental TN of 90.5± 0.5 K.
Although there exist several more methods to calculate critical temperatures from DFT results,
we will outline here just one further possibility, which seems to be rather flexible and appro-
priate for many systems with different magnetic ground states: the Monte Carlo technique
(MC) allows to study finite-temperature magnetic properties by implementation of a Heisenberg
Hamiltonian (Eq. (2), possible with extensions like biquadratic terms or an uniaxial anisotropy
(see below)), into a Metropolis algorithm [94]. Unit cells of different size are then studied so
that finite-size effects can be eliminated. In these unit cells the evolution of the magnetic prop-
erty in question (in our case the average magnetization) as a function of temperature can then
be monitored. The method will be discussed in detail in Lecture C1 Magnetic phase transitions:
from density functional theory to Monte Carlo simulations.
Results of ab initio calculations of the Curie temperature of Fe, Co and Ni are presented in
Table 3. From this table one can easily see that, compared to RPA, the MFA typically overesti-
mates TC by 25–50%. For Fe and Co RPA gives quite good estimates of the Curie temperature,
while for Ni TC is underestimated in both approximations. MC simulations work better for Ni
and Fe, but give a too low TC for Co.
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Table 3: Calculated and experimental Curie temperature TC for some ferromagnetic materials.
MFA and RPA data for Fe, Co and Ni taken from Pajda et al. [93], MFA2 results and experi-
mental values as quoted by Shallcross and coworkers [67], while the MC results were obtained
by Rosengaard and Johansson [92]. Data for Gd can be found in the papers of Kurz et al. [68]
and Turek and coworkers [95].
TC (K)
MFA MFA2 RPA MC exp.
Fe (bcc) 1414 550, 1190 950 1060 1044− 1045
Co (fcc) 1645 1120, 1350 1311 1080 1388− 1390
Ni (fcc) 397 320, 820 350 510 624− 631
Gd (hcp) 334 293
While we quoted here results for “simple” metals, it is nowadays possible to investigate in
the same manner the temperature dependent properties of complex multicomponent systems,
e.g. half-metallic Heusler alloys [96] or dilute magnetic semiconductors [97]. In this way,
materials for modern spintronic applications can be studied at physically relevant temperatures
and their detailed magnetic properties can be predicted on the basis of quantum-mechanics. The
combination of advanced numerical techniques and massively parallel supercomputers makes
computational material science one of the most rapidly growing fields of physics with relevance
for basic and applied science.
6 Examples: Low-dimensional magnets at surfaces
6.1 Non-collinear configurations of 3d-impurities on ferromagnetic sur-
faces
In this section we provide some examples [98, 99, 100, 101] for non-collinear configurations
of 3d-dimers and multimers on the surfaces of ferromagnets. Here the unperturbed surfaces are
ferromagnetic with a collinear moment configuration. Thus the Green function G0 and t-matrix
t0 of the ideal surface are diagonal is spin-space
G0(E) =
{
G0↑↑(E) 0
0 G0↓↓(E)
}
t0(E) =
{
t0↑↑ 0
0 t0↓↓
}
(59)
while non-collinear states lead to non-diagonal t-matrices for the impurity atoms and the sur-
rounding substrate neighbors.
t(E) =
{
t↑↑ t↑↓
t↓↑ t↓↓
}
(60)
The basic approximation with respect to non-collinearity consists of the assumption, that the
exchange-correlation potential of each atom Rn has a unique quantisation axis en, being com-
mon to the whole cell n and determined by the direction of the local moment Mn in cell n. In
this local reference frame, the t-matrix tn is diagonal
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tnloc =
{
tn↑↑ 0
0 tn↓↓
}
(61)
and the local radial functions Rn` and H
n
` are spin dependent as in a collinear calculation.
However the Dyson equation describing the multiple scattering events has to be evaluated in
a common global frame of reference, as e.g. determined by the magnetisation direction of the
substrate. The corresponding transformed tn-matrices are given by
tnglob(E) = Un t
n
loc(E) U
t
n (62)
where the rotation matrix Un of spin space is given by
Un =
(
cos( θn
2
) e−iφn/2 − sin( θn
2
) e−iφn/2
sin( θn
2
) eiφn/2 cos( θn
2
) eiφn/2
)
(63)
Here θn and φn are the polar angles defining the direction of the local moment Mn with respect
to the substrate moments.
The basic reason for non-collinear states is ”frustration”, arising from the competition between
ferromagnetic and antiferromagnetic coupling. In addition, also spin-orbit coupling can lead
to a non-alignment of the local moments. However this is a very weak effect for transition
metals, for which frustration is much more important. We will illustrate this in the following
for transition metal dimers on the Ni(001) surface.
Let us start with single 3d adsorbate atoms on Ni(001). The calculations show, that the 3d
adatoms have large and stable local moments. The moments of the Co, Fe and Mn adatoms
couple ferromagnetically to the substrate moments, while the V and Cr moments prefer an an-
tiferromagnetic coupling to the substrate. The situation of two 3d-adatoms forming a dimer is
illustrated in Fig. 20. Three kind of dimers are shown: Dimer 1 with the adatoms on nearest
neighbor sites, Dimer 2 with the adatoms on second neighbor sites and Dimer 3 on fourth neigh-
bor site. For the Dimer 2 and dimers with larger separation the interaction of the dimer atoms
is very small and the configuration is dominated by the interaction with the substrate, meaning
that these dimers show the same behavior as the single adatoms, coupling antiferromagnetically
to the substrate in the case of V and Cr and ferromagnetically in the case of Mn and Fe, such
that both adatoms are parallel aligned to each other. The same is also correct for the NN dimers
of Fe or V, where the dimer atom interaction is strongly ferromagnetic (for Fe) or weakly anti-
ferromagnetic (for V). In the case of the Cr and Mn dimers the situation is more complicated,
since the interaction of the dimer atoms is strongly antiferromagnetic, favouring an antiferro-
magnetic pairing of the two moments. However, this is in contradiction to the interaction with
the substrate moments, which as explained above, favours a parallel alignment of the impurity
moments. Therefore frustration occurs, which can lead to a non-collinear ground state.
The situation is most easily explained, if a model operator in form of the classical Heisenberg
model (2) applied to the interaction of the two adatoms A = 1, 2 and their interaction with the
Ni moments, which for simplicity are assumed to be fixed, the Hamiltonian is
H = −JA−A cos(θ1 − θ2)− 4JA−Ni(cos θ1 + cos θ2) (64)
where θ1 and θ2 are the angles with the respect to the substrate magnetisation.
Let us now consider two typical spin configurations, shown in Fig. 21(a) and Fig. 21(b). Fig. 21(a)
refers to a collinear configuration, which we call ferrimagnetic, since the two moments, being
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Cr dimers
on Ni (001)
Mn dimers
on Ni (001)
Fe dimers
on Ni (001)
Dimer 3
Dimer 2Dimer 1
V dimers
on Ni (001)
Fig. 20: Different geometrical configurations considered for dimers at the surface of Ni(001).
Dimer-1–type corresponds to the case where the atoms are first neighboring atoms, dimer-
2–type where the atoms are second NN and finally dimer-3–type to fourth NN. The collinear
magnetic ground state are also shown for V, Cr, Mn and Fe dimers.
antiferromagnetically aligned, are not equivalent anymore, resulting in a small, but finite total
moment. This configuration is also a selfconsistent solution of the Kohn-Sham equations, if the
collinear constraint is removed. This can be understood for example from the Heisenberg model
Eq. (64), since θ1 = 0, θ2 = 180o and small variations around these angles change the cos-values
in Eq. (64) only in second order, so that the total energy is an extremum. The configuration in
Fig.21(b) is noncollinear, but has the same energy as the collinear configuration (a), since in
configuration (a) the interaction of the two adatoms with the substrate atoms cancel each other,
while in configuration 21(b) they vanish for both atoms since cos θ1 = 0 = cos θ2. However this
configuration is not a selfconsistent solution of the non-collinear Kohn-Sham equations, since
a small variation ∆θ1 and ∆θ2 around the values of 90o, respectively 270o, changes the energy
linearly in ∆θ1 and ∆θ2. Thus there exists a force which tilts the moments slightly towards or
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(a) (b) (c) (d)
(e) Fig. 21. Most stable configurations of Cr and Mn dimer on Ni (in
blue) obtained with (a) the collinear and (b)-(c) the non-collinear KKR
method [98]. For Cr(Mn) the rotation angle with respect to the z axis
is equal to 94.2◦(72.6◦) and the collinear(non-collinear) state is the
ground state (see text). (d) shows a side view of the stable Cr trimer
on the fcc Fe(001) surface (in green), with two Cr atoms pointing
down (the second one cannot be seen), one Cr atom pointing up. (e)
shows the stable Cr tetramer on the same fcc Fe surface.
away from the surface, depending on the sign of JA−Ni. In fact the configuration (b) is the non-
collinear solution for a Cr-dimer. With a rotation angle of 94o, deviating only slightly from 90o
(which can hardly be seen in the figure), a small energy is gained due to the antiferromagnetic
coupling with the substrate (JCr−Ni < 0). In contrast to this the configuration in Fig. 21(c)
is the selfconsistent solution for a Mn-dimer, which prefers a ferromagnetic coupling with the
substrate atoms (JMn−Ni > 0). Here the angle with respect to the z-axis is 73o, the deviation
from 90 % is much larger. The ab initio calculation shows, that this is the ground state for the
Mn-dimer. However for the Cr-dimer the collinear solution of Fig. 21(a) is the ground state,
which is in contradiction to the Heisenberg model and arises from small changes of the local
moments upon rotation, an effect which cannot be described by this model.
In Fig. 21(d) and (e) we show two other non-collinear configurations obtained in the ab initio
calculations, the configurations for compact Cr-trimers and Cr tetramers on fcc Fe3ML/Cu(001).
The exchange interactions are in this case very similar, except that the antiferromagnetic cou-
pling of the Cr-adatoms to the Fe substrate atoms is considerably stronger. In both cases the
Cr-Cr interaction is strongly antiferromagnetic. For the trimer, it is most important, that the
effective interaction with the substrate moments is non-zero in the collinear configuration, but
zero in the planar configuration. Thus the (basically) collinear configuration with the outer
Cr-atoms antiferromagnetically aligned to the surface moments and the central Cr atom ferro-
magnetically aligned is favoured. However an additional small tilting occurs, in particular for
the wrongly aligned central Cr atom, which further lowers the energy, so that also this configu-
ration becomes non-collinear.
For the tetramer, the neighboring Cr-atoms couple again antiferromagnetically. For the in-
plane configuration, similar to the dimer, the effective interaction with the substrate moments
vanishes, however slight tiltings of the moments towards the surface lead to an additional energy
gain stabilising the in-plane configuration.
6.2 Monolayers with complex spin structures
Antiferromagnetic interactions on a triangular lattice are the origin of frustrated spin systems. In
recent years the epitaxial growth of such ultra-thin films has been studied intensively by various
experimental techniques. In particular, pseudo-hexagonal c(8 × 2)Mn films on Cu(100) [102],
Mn films on the (111) surfaces of fcc Pd [103], Ir [104], Cu [105, 106, 107], and MgO [108]
and on the (0001) surface of Ru [109] and Co [110] have been prepared and analyzed. But also
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Fig. 22: (Left:) The hexagon shows the first BZ of the 2D hexagonal Bravais lattice. The gray-
shaded area indicates the irreducible part. (Center:) The RW-AFM structure. (Right:) the
coplanar non-collinear Ne´el (120◦) structure. Indicated are the corresponding two- and three-
atom unit cells and the continous paths, which connect the corresponding magnetic structure to
the FM state.
other ultra-thin hexagonal films, e.g. Cr and V on Pt(111) and Ru(0001) [111, 112, 113], have
been investigated.
To obtain an overview of all relevant spin-structures we develop first a zero-temperature phase
diagram in the context of the Heisenberg model. As discussed in Section 2.1 the magnetic
ground states are SSDWs, most likely with a commensurate propagation vector q‖ located at the
high-symmetry points in the first 2DBZ of a 2D Bravais lattice. For the 2DBZ of the triangular
(hexagonal) lattice, displayed in Fig. 22 (Left), the high-symmetry points are the corner points
Γ, K, and M of the irreducible wedge of the 2DBZ (I2DBZ). The Γ-point corresponds to the
ferromagnetic solution. The K-point corresponds to a 120◦ Ne´el state (Fig. 22 (Center)), a 2D
coplanar spin structure with three atoms in a (
√
3 × √3) R30◦ unit cell for which the relative
angle between the spins at the different sites is always 120◦. The M-point corresponds to row-
wise antiferromagnetic (RW-AFM) configuration (Fig. 22 (Right)), which can be described by a
rectangular unit cell with two antiferromagnetically aligned atoms. Magnetic ground states with
incommensurate q‖-vectors are also possible preferentially with q‖-vectors from the connecting
high-symmetry lines M-Γ-K-M.
Along the line M-Γ-K-M we investigated the energetics within the Heisenberg model up the
second nearest-neighbor interaction, i.e. including the exchange constants J1, J2. The results are
summarized in Fig. 18 in terms of a zero-temperature phase diagram. Depending on the signs
and values of J1, and J2 four kinds of possible magnetic ground states exist: FM, RW-AFM,
120◦, and the SSDW. If J2 is zero or positive (ferromagnetic) than there are only two possible
magnetic ground states, determined by the sign of J1, the FM and the Ne´el state. But small
values of J2 are already sufficient to change the magnetic ground state and an infinite number
of magnetic states becomes possible, the RW-AFM state or the incommensurable SSDW at any
possible wave-vector q‖ at the high-symmetry line Γ-M. Extending the model by including also
J3, a magnetic state with a q‖ at any high-symmetry line can become ground state.
Since the J’s are rapidly varying functions of the number of d electrons, ab initio calculations
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Fig. 23. Calculated total energies
(circles, left scale) and magnetic
moments (triangles, right scale) for
spin-spiral states in 3d-UMLs with
the Cu(111) geometry as function
of the 2D wave vector Q‖ along the
high symmetry lines of the 2DBZ.
The energy is shown relative to the
energy of the RW-AFM state.
are carried out to determine the element specific ground states. Since the calculations are very
time comsuming, the full overview has been worked out only for unsupported, free-standing
monolayers (UML). Fig. 23 shows for the UMLs with the Cu lattice constant the total energy
E(Q‖) and the magnetic moments M(Q‖) calculated for a discrete set of the spin-spiral Q‖
vectors along the high-symmetry lines. Among all the SSDWs calculated, the high-symmetry
points have the lowest energies: the 120◦ Ne´el state (K-point) for Cr(111), the RW-AFM state
(M-point) for Mn(111), and the FM state (Γ-point) for Fe(111). For Fe and Mn, the M(Q‖) are
nearly a constant, but the Cr moments change drastically, as no ferromagnetic solution could be
found for Cr(111). One more interesting observation is the local minimum of E(Q‖) for Mn on
the line Γ-K, which is only 21 meV higher in energy than the RW-AFM state. We expect that a
small change in the d-band filling, e.g. due to alloying with Fe, may change the energetics and
an incommensurate SSDW may become the magnetic ground state.
For Mn, the lowest energy magnetic state found so far is the RW-AFM state, which corresponds
to the commensurate SSDW state with one single Q‖-vector at the M-point of the 2DBZ, and
the RW-AFM is also called single-Q‖ (1Q) state. In the 2DBZ there are three M-points corre-
sponding to the three possible directions of the long axis of the RW-AFM unit cell on a trian-
gular lattice. They are equivalent in symmetry, but are different to each other with Q‖-vectors,
Q
(k)
‖ , for k = 1, 2, 3. Within the Heisenberg model the energy of each SSDW denoted by one of
the three wave vectors Q(k)‖ or any SSDW being an orthogonalized linear combination of those
are degenerate. Higher order spin interactions (3) and (5) may lift this degeneracy and a so-
called triple-Q‖ (3Q)-state, may become lower in energy. The 3Q-state is a three-dimensional
non-collinear spin-structure on a 2D lattice (see Fig. 24) with four chemically identical atoms
per surface unit-cell, where the relative angle between all nearest-neighbor spins is given by
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Fig. 24. An image of the magnetic 3Q-structure, with
spins pointing in all three directions of the spin-space.
Note that, due to the neglect of the spin-orbit inter-
action only the relative orientation of the moments is
specified.
the tetrahedron angle of 109.47◦. The 3Q-state is formed as a linear combination of the three
RW-AFM (1Q) structures orthogonal in spin-space, each having one of the three Q(k)‖ -vectors
of the M-points:
m(r+Ri) = m(r)× 1√
3
3∑
k=1
eiQ
(k)
‖ Ri eˆ(k), (65)
where the eˆ(k) are orthogonal unit vectors in spin space. We see that in the nearest-neigbhor
approximation to the higher order exchange contributions the sign of K1 and B1 determine the
sign of the energy difference ∆E = E3Q − E1Q = 16/3S4(2K1 + B1) and thus whether the
3Q or the 1Q state becomes the magnetic ground state. From the ab initio calculations for the
Mn UML in the geometry of Cu(111) we [53] found that the 3Q-state is 15 meV/atom lower in
energy than the 1Q-state.
Calculations including the Cu(111) substrate show that the energy differences between different
magnetic states change due to the present of the substrate, but the magnetic ground state remains
unaltered: Cr/Cu(111) exhibits the 120◦ Ne´el state (2.35 µB), Mn/Cu(111) the 3Q-structure
(2.74 µB), which is 17 meV lower in energy than the 1Q-state (3.00 µB), and Fe/Cu(111) is
ferromagnetic (2.63 µB). On the Ag(111) substrate [114] the overall picture is the same, but
two differences were noticed: V/Ag(111) is magnetic (2.19 µB) and exhibits as Cr/Ag(111)
(3.65 µB) the 120◦ Ne´el state and the magnetic gound state of Mn/Ag(111) is the RW-AFM
state (3.91 µB) and not the 3Q-state (3.88 µB). Fe/Ag(111) is ferromagnetic (3.02 µB). We
believe that the complex spin-structures presented here, can be resolved using the spin-polarized
scanning tunneling microscope in the constant-current mode [114, 115].
6.3 Chiral domain walls in Fe/W(110)
In this section, we illustrate the relevance of the DM interaction for the formation of chiral do-
main walls in Fe double layer (DL) on W(110), an ultrathin Fe film consisting of two atomic
layers grown on the W(110)-surface. We choose this system, since its magnetic structure has
been studied extensively by spin-polarized STM, cf. e.g. [116, 117, 118]. The magnetic pattern
of the Fe DL on W(110) consists of a regular sequence of out-of-plane magnetized domains
separated by domain walls [119, 45, 120]. The spatial orientation of the corresponding domain
walls is determined by the crystal lattice and hardly influenced by the mesoscopic shape of the
sample: The walls are preferably oriented normal to the [001]-direction (i.e. the magnetization
changes along [001] and remains constant along [11¯0] ). In the following, we want to investi-
gate this effect on the basis of the previously introduced micromagnetic model (50). If the DM
term is irrelevant, the magnetization in the domain walls tries to avoid the hard axis and the
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Fig. 25: Energies of the homogeneous spin spirals obtained from electronic-structure calcula-
tions. The energies are plotted against the inverse of the period length λ. The results shown
in (a) are obtained without spin-orbit interaction. Quadratic fits to these symmetric curves yield
the spin stiffnessA. (b) shows the odd part ofE(λ−1) obtained by including spin-orbit coupling.
The slope of these curves at λ−1 = 0 correspond to D.
magnetization rotation axis does not depend on the propagation direction. In this case, the en-
ergies
√
AK of walls that are oriented in different crystallographic directions differ due to the
spin stiffness, i.e. the value of A depends on the propagation direction. However, the values ob-
tained for A by electronic-structure calculations do not change much for different propagations
direction (cf. Fig. 25 left panel). A further indication of the relevance of the DM interaction
in the studied system is the fact, that all domain walls that are observed within one sample
show the same rotational direction [45, 120], this cannot be explained on the basis of symmet-
ric exchange interactions. In the following we take the DM term into account, but we restrict
our investigations to planar domain walls that can be described with the equations (50). If the
propagation direction and the spin-rotation axis are both oriented along a high-symmetry line,
we have to consider eight different walls that depend on six parameters. The walls are listed in
Table 4 and their energies are given by equation E = 4
√
AK − pi |D|.
We estimate values for the model parameters by electronic-structure calculations. A and D
are obtained by using the approach introduced in Section 4.6. The results of these calcula-
tions are shown in Fig. 25. The anisotropy constant K consists of two main contributions, a
term due to the anisotropic electronic energy and a term due to the magnetostatic interactions.
The first term can be estimated directly from the electronic energies of collinear configurations
with different spin quantization axes, the second term can be estimated from the summation
of magnetic (dipole) moments Eq. (6). This sum converges fast, since we are considering a
Table 4: Planar rotation
path of domain-wall mo-
ments between two magnetic
domains, with the magneti-
zation pointing out-of-plane
(⊗) or into-the plane (),
and corresponding model
parameters.
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two-dimensional ultrathin magnetic film and not a magnetic bulk system. The results our cal-
culations are summarized in Table 5 (for further details cf. Ref. [46]). The values given for
the spin-stiffness constants A are fairly accurate, since they are obtained from an unambigu-
ous fitting procedure on a curve on a large energy scale (cf. Fig. 25). The values given for
D are less accurate, but they tell us the order of magnitude of the Dzyaloshinskii vector. The
accuracy of the anisotropy constants K is not satisfactory, these calculations reach the limit
of our computational method and we cannot rule out an error of a few meV nm−1 (note that
1 meV nm−2 =̂ 0.035 meV per Fe atom ).
001 11¯0
spin stiffness A / ( meV ) 58.8 51.1
DM interaction D / ( meV nm−1 ) −8.0 6.9
anisotropy energy K / ( meV nm−2 ) 1.4 3.0
Table 5: Theoretically predicted model parameters converted into areal densities. The crystal-
lographic directions refer to the indices used in Table 4.
Inserting the values given in Table 5 in equation E = 4
√
AK − pi |D| yields the wall energies
4
√
A001K001 − pi |D001| = 11 meV nm−1 ,
4
√
A001K11¯0 = 53 meV nm
−1 ,
4
√
A11¯0K001 = 34 meV nm
−1 ,
4
√
A11¯0K11¯0 − pi |D11¯0| = 28 meV nm−1 .
(66)
We find the observed wall orientation cannot be explained by the spin stiffness alone, and the
DM interaction is strong enough to compete with the other quantities. According to the values
given in Table 5 the lowest energy indeed corresponds to a wall oriented normal to the [001]
direction cf. Fig. 4 as observed experimentally. The negative sign of D001 corresponds to a
right-rotating wall. The formation of a domain wall does not lower the energy of the system.
This implies that the collinear state is the ground state. In agreement with SP-STM experiments
we find walls with a specific rotational direction that are oriented normal to the [001] direction.
We identify these walls as right-rotating Ne´el-type walls. Based on the microscopic understand-
ing we had been able to solve a longstanding open problem of why the domain orientation is
sensitive to the underlying crystal structure rather than to the surface geometry. The studied
system nicely illustrates the relevance of the Dzyaloshinskii-Moriya interactions for magnetic
surfaces. Chiral domain walls are an important new type of domain-wall with interesting new
properties relevant to concepts in information storage such as the racetrack memory concept.
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1 Introduction
This spring school contribution intends to address and combine two different issues. The first
issue a methodical one, how one can use the functional renormalization group (fRG) for explor-
ing the possible low-temperature states of interacting electron lattice models. The second issue
is how multi-band systems can show interesting additional aspects and new possibilities in their
ground state properties, i.e. how novel order parameters become important and how usual order
is altered by multi-band effects.
We use the term ’weakly correlated’ electrons in the title in the following sense: First of all,
our theoretical approach, the fRG, is in its present implementation, due to the approximations
committed, certainly only valid up to a moderate strength of the electron-electron interaction
on the lattice. Second, the two main material systems described in this article, the iron pnictide
superconductors[1] and layered graphene[2], are known to be rather on the weak coupling side
of the spectrum. Especially in bulk graphene most but not all experiments available today
can be described theoretically without any explicit reference to electron-electron interactions.
Nevertheless, as electrons on the honeycomb lattice of graphene have become an important new
model system, it is important to know the weak coupling expectations for the ground state.
Furthermore, recent experiments on bi- and trilayer systems show gap openings at low T that
have been interpreted as being interaction effects[3, 4].
We will start out with a brief recapitulation of instabilities due to electron-electron interac-
tions in many-fermion lattice systems. Then we will describe the functional RG formalism
adapted for two-dimensional lattices as a tool to study the instability question in an unbiased
and physically informative way. We also mention how this approach can be embedded in a
more material-specific context. Then we give example for the one-band Hubbard model. In
the second part of the article we first discuss how the picture is augmented in the many-band
systems. For the iron arsenides, we will find an additional gap variation caused by multi-band
effects. In multi-layer graphene, we will see that among the possible ordered ground states, also
novel interaction-induced quantum spin-Hall states might be realized.
In this article we mainly highlight some works of the author and his colleagues. However,
the fRG in rather similar form has been applied in many other groups as well, for a growing
number of relevant problems. Many of these works are described and referenced in the recent
reviews by Metzner et al.[5] and Platt et al.[6]. For a thorough introduction into the formalism
in less compactified form, see for example the textbook by Kopietz and Schu¨tz[7]. Parts of this
manuscript have been adapted from Ref. [8]. Besides itinerant electron systems, there is also a
related development where the fRG is used for the analysis for two-dimensional quantum spin
systems[9].
2 Instabilities for interacting fermions
Here we show how a perturbative evaluation of the two-particle interaction vertex for electrons
on lattices can lead to various infinities at low temperatures. The basic object of study is the one-
particle irreducible (1PI) two-particle vertex, which can be constructed from the two-particle
Green’s function of the theory[10].
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
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2.1 Model, functional integral formalism and Green’s functions
First we introduce the ’standard model for correlated electrons’, the one-band Hubbard model
on the two-dimensional square lattice. In terms of fermionic annihilation and creation operators
on the lattice sites i with spin variable s, the Hamiltonian is given by
H = −t
∑
〈i,j〉,
n.n.
(
c†i,scj,s + c
†
j,sci,s
)
− t′
∑
〈〈i,j〉〉,
n.n.n.
(
c†i,scj,s + c
†
j,sci,s
)
+ U
∑
i
ni,↑ni,↓ , (1)
with t and t′ being the hopping amplitudes to nearest neighbors and diagonal next-nearest neigh-
bors on the square lattice. U is the Hubbard on-site repulsion. Together with the chemical po-
tential µ, the hopping parameters t and t′ determine the shape of the Fermi surface. The band
structure including µ is given by (~k) = −2t cos kx cos ky − 4t′ cos kx cos ky − µ.
In a more realistic setting, the orbitals on the sites i should be understood as (maximally local-
ized) Wannier states. The parameters t and t′ can then be obtained from fitting the hopping dis-
persion to the full band structure, or from computing matrix elements with the non-interacting
Hamiltonian, as explained in various textbooks. The Hubbard-U is, in the simplest approach,
given by the onsite matrix elements of the Coulomb repulsion. In recent years, the role of the
screening due to the other bands not considered in the Hubbard model has been recognized[11].
The following technical subsections are formulated for general one-band models, but we will
return to the Hubbard model in the more concrete evaluations.
The grand-canonical partition function of the many-fermion problem of interest shall given by
Z = Tr e−βH(c
†
i,s,ci,s) . (2)
For simplicity, we have absorbed the chemical potential into the Hamiltonian already.
In the functional integral formalism with anticommuting Grassmann fields ψ and ψ¯, the partition
function of the many-fermion system is rewritten in terms of integral over the exponential of
the action S of the system,
Z =
∫
D[ψ, ψ¯] e−S(ψ,ψ¯) . (3)
The fields ψ and ψ¯ are antiperiodic in imaginary time τ ranging in the interval from 0 to
β = 1/T , the inverse temperature. In the Matsubara representation, one transforms the τ -
dependence to fermionic Matsubara frequencies ωn = ipiT (2n − 1) with n being integer.
Then the fermionic fields depend on quantum numbers that can be collected in a multi-index
K = (~k, iω, s), with wave vector ~k and spin index s. For a usual many-fermion lattice system,
the non-interacting quadratic part of the fermionic action then has the form
S0 =
∑
~k,ωn,s
[
−iωn + (~k)
]
ψ¯(~k, ωn, s)ψ(~k, ωn, s) . (4)
Here, we have refocussed on a one-band description and (~k) is the band energy of this band.
To make the notation more simple it is often useful to write instead
S0 =
∑
K
Q(K)ψ¯(K)ψ(K) = (ψ¯, Qψ) . (5)
with the quadratic part Q(K) =
[
−iωn + (~k)
]
. In the last equality we have introduced the
short notation (φ¯, η) =
∑
K φ¯(K)η(K).
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The single-particle Green’s function G(K) is then given by
G(K) = −〈ψ(K)ψ¯(K)〉 = −
∫
D[ψ, ψ¯]ψ(K)ψ¯(K)e−S(ψ,ψ¯)∫
D[ψ, ψ¯] e−S(ψ,ψ¯)
. (6)
In the non-interacting case, we have
G0(K) = −Q−1(K) = 1
iωn − (~k)
. (7)
Higher-order correlation functions are defined as
G(2n)(K1, . . . Kn, K
′
1, . . . , K
′
n) = (−1)n〈ψ(K1) . . . ψ(Kn)ψ¯(K ′n) . . . ψ¯′(K1)〉
= (−1)n
∫
D[ψ, ψ¯]ψ(K1) . . . ψ(Kn)ψ¯(K
′
n) . . . ψ¯
′(K1) e−S(ψ,ψ¯)∫
D[ψ, ψ¯]e−S(ψ,ψ¯)
.
It is now simple to see that these correlation functions can be obtained from a generating func-
tional
G(η, η¯) = Z−1
∫
D[ψ, ψ¯] e−S(ψ,ψ¯)e
∑
K[η¯(K)ψ(K)+ψ¯(K)η(K)] , (8)
by taking derivatives,
G(2n)(K1, . . . Kn, K
′
1, . . . , K
′
n) =
δ2nG(η, η¯)
δη¯(K1) . . . δη¯(Kn)δη(K ′n) . . . δη(K
′
1)
∣∣∣∣
η=η¯=0
. (9)
One can now use perturbation theory in the interactions V and finds that the functional G(η, η¯)
generates non-connected diagrams as well connected diagrams. As we will see later, taking
the logarithm removes these disconnected parts, and the perturbation expansion has less terms.
The generating functional for the connected correlation functions is usually (there is some
freedom regarding the normalization of the functional integral) defined as
Gc(η, η¯) = − ln [ZG(η, η¯)] = − ln
{∫
D[ψ, ψ¯] e−S(ψ,ψ¯)e
∑
K [η¯(K)ψ(K)+η¯(K)ψ(K)]
}
. (10)
Expanding Gc(η, η¯) in the source fields leads to a formal power series with the connected Green
functions as coefficients,
Gc(η, η¯) = − lnZ + (η¯, G(2)c η) (11)
+
1
(2!)2
∑
K1,K2,K′1,K
′
2
G(4)c (K1, K2;K
′
1, K
′
2) η¯(K1)η¯(K2)η(K
′
2)η(K
′
1) + . . . .
2.2 Perturbation expansion for the two-particle vertex
Next we can study some aspects of the effective interactions, i.e. the interactions that act be-
tween electrons not only due to the bare interaction in the Hamiltonian, but also due to multiple
scattering events. This information is contained in the connected part of the two-particle cor-
relation function. The connected part of this two-particle Green’s function can be understood
as interaction contribution as it is only nonzero for nonzero interactions. This part turns out to
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be a product of four fully renormalized Green’s functions G(2) times a one-particle irreducible
vertex that includes all possible (1PI) multiple scattering events[10],
G(4)c (K1, K2;K
′
1, K
′
2) = (12)
G(2)(K1)G
(2)(K2) Γ
(4)(K1, K2;K
′
1, K
′
2)G
(2)(K ′1)G
(2)(K ′2) .
The two-particle Green’s function G(4)c or the interaction vertex Γ(4) are the basic objects in the
computation of many observables. For example, spin and charge susceptibilities or conductiv-
ities can be readily expressed as expectation values over two barred and two unbarred fields.
The connected part contains the difference of the interacting susceptibilities compared to the
bare ones. Instabilities towards spontaneous symmetry breaking occur as divergences of the
connected two-particle Green’s function or the vertex. Furthermore, Γ(4) can be understood as
effective scattering amplitude between the excitations specified by the quantum numbers K1/2
and K ′1/2.
Our main emphasis will now be on the perturbation expansion for G(4)c (K1, K2, K ′1, K
′
2) or the
corresponding vertex. This will lead us to various divergences at low temperatures which show
that in many systems the Fermi liquid is ultimately not the stable ground state. This will then
motivate the study of symmetry-broken states that replace the Fermi liquid as ground state.
Let us for simplicity choose a Hubbard-type interaction, translated from (1) into the Grassmann
picture (with N as the number of lattice sites),
SI =
U
N
∫ β
0
dτ
∑
~k,~k′,~q
ψ¯↑(~k + ~q, τ)ψ¯↓(~k′ − ~q, τ)ψ↓(~k′, τ)ψ↑(~k, τ) . (13)
In Matsubara space this becomes
SI =
TU
N
∑
k,k′,q
ψ¯↑(k + q)ψ¯↓(k′ − q)ψ↓(k′)ψ↑(k) . (14)
The perturbation expansion for the two-particle Green’s function then reads, using K = (p, s)
and so on,
G(4)(p, s, p′, s′; p+ l, s, p′ − l, s′) = 〈ψs(p)ψs′(p′)ψ¯s′(p+ l)ψs(p′ − l)〉
=
∑
n
1
n!
〈ψs(p)ψs′(p′)ψ¯s′(p+ l)ψs(p′ − l) (−SI)n〉0∑
n
1
n!
〈(−SI)n〉0 .
Zeroth order: The zeroth-order term is simply
G(4)(p, s, p′, s′; p+ l, s, p′ − l, s′) = 〈ψs(p)ψs′(p′)ψ¯s′(p+ l)ψs(p′ − l)〉0
= G
(2),s
0 (p)G
(2),s′
0 (p
′)δl,0
−δss′G(2),s0 (p)G(2),s
′
0 (p
′)δp,p′−l (15)
Diagrammatically, these two terms are disconnected Green’s functions and hence do not con-
tribute to G(4)c (p, ↑, p′ ↓; p+ l, ↑; p− l, ↓) or the corresponding vertex.
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First order: If we go to first order, for the connected contributions to be nonzero in the
simplified case of our Hubbard interaction, we should choose s =↑ and s′ =↓ or vice versa.
Then we get
G(4)c (p, ↑, p′ ↓; p+ l, ↑; p− l, ↓) = −
UT
N
G
(2)
0 (p)G
(2)
0 (p
′)G(2)0 (p+ l)G
(2)
0 (p
′ − l) .
So, comparing with Eq. 12 we see that the first order vertex is just −UT/N . The ’trivial’ factor
T/N is simply due to the representation in Matsubara frequency and momentum space.
Second order: Here the contributions are in general more involved and contain several terms
that we will identify later as five possible one-loop diagrams. Here, for the restricted spin
structure of the onsite interaction, some particle-hole-terms cancel and we obtain after using
the wavevector and frequency conservation
O(U2) = G0(p)G0(p
′)G0(p+ l)G0(p′ − l) ·
· T
N
U2
[
T
∑
k
G0(k)G0(−k + p+ p′) + T
∑
k
G0(k)G0(k + p
′ − l + p)
]
+ corrections on external legs . (16)
The first term in the brackets comes from a so-called particle-particle diagram, where both lines
in between the two interactions go in the same direction, the second term is a (crossed) particle-
particle diagram, with opposite direction of the internal lines. For a general interaction with
spin summation, there would be three additional particle-hole diagrams. Below we compute
these diagrams in more detail, and find out that the can give rise to divergent corrections at low
T .
In addition to these 2nd-order terms there are (one-particle-reducible) corrections on the ex-
ternal legs, where on order of U creates a self-energy insertion on one of the external Green’s
functions. All such contributions can then be summed up in higher orders to give the full Green’s
functions on the external legs, as in Eq. 12. Here we focus on the one-particle-irreducible cor-
rections, i.e. the changes from the ’bare’ or first-order interaction vertex −TU/N to the full
interacting vertex due to multiple scattering processes.
In the next order, U3, we either get products of one-loop diagrams, or true two-loop diagrams
with two overlapping internal summations. The two-loop diagrams are usually less important in
dimensions more than one, as they do not lead to divergent corrections at low T . The products
of one-loop diagrams can be summed up to some extent, as will be done in single-channel
summations in the following.
Another general observation that we can make is that the square bracket in Eq. 16 depends on
the external leg variables. This means that through the perturbative corrections, the vertex will
acquire a wavevector and frequency dependence, i.e. become nonlocal in space and imaginary
time, even if the bare interaction is just a constant onsite interaction U .
Before continuing, let us study the one-loop particle-particle and particle-hole bubbles in more
detail. For later use, and for getting clearer results, we will compute the diagrams with an
infrared cutoff Λ imposed on the bare Green’s function that cuts out the modes near the Fermi
level for |(~k)| ≤ Λ. The full results can be obtained letting Λ→ 0. The free propagator is then
G0,Λ(iω,~k) =
Θ(|(~k)| − Λ)
iω − (~k) , (17)
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with the step function Θ(x) = 1 for x > 0 and = 0 otherwise. The particle-hole diagram for
incoming total frequency iν (bosonic) and total wavevector ~Q is given by
LPPΛ (iν, ~Q) =
∑
~k
T
∑
iωn
G0,Λ(iω,~k)G0,Λ(−iω + iν,−~k + ~Q) (18)
According to the standard rules of the Matsubara summation the particle-particle bubble then
comes out as
LPPΛ (iν, ~Q) =
∑
~k
Θ(|(~k)| − Λ)Θ(|(−~k + ~Q)| − Λ) 1− nF [(
~k)]− nF [(−~k + ~Q)]
−iν + (~k) + (−~k + ~Q) . (19)
Similarly we can derive for the particle-hole contributions
LPHΛ (iν, ~Q) =
∑
~k
Θ(|(~k)|−Λ)Θ(|(~k+ ~Q)|−Λ)T
∑
iωn
G0,Λ(iω,~k)G0,Λ(iω+iν,~k+ ~Q) (20)
after performing the Matsubara summation
LPHΛ (iν, ~Q) =
∑
~k
Θ(|(~k)| − Λ)Θ(|(~k + ~Q)| − Λ) nF [(
~k)]− nF [(~k + ~Q)]
iν + (~k)− (~k + ~Q) . (21)
Let us now concentrate on vanishing external frequency, iν = 0, and for the particle-particle-
diagram ~Q = 0. Then we get, using inversion symmetry (~k) = (−~k), which is a property of
most dispersions,
LPPΛ (0, 0) =
∑
~k
Θ(|(~k)| − Λ)Θ(|(~k)| − Λ) 1− 2nF [(
~k)]
2(~k)
=
∫ −Λ
−W
d ρ()
1− 2nF []
2
+
∫ W
Λ
d ρ()
1− 2nF []
2
. (22)
In the last step we have changed from the wavevector summation to an integral over the band
energy and used that the cutoff functions cut out the region around the Fermi level with || < Λ.
ρ() is the density of states at energy . If the temperature is much smaller than Λ, we can
neglect the thermal smearing of the Fermi function and combine the two integrals to
LPPΛ (0, 0) =
∫ W
Λ
d ρ()
1

≈ ρ(0) ln W
Λ
. (23)
ρ(0) is the density of states at the Fermi level, and we have assumed that the variation of ρ()
can be neglected in the respective energy window.
For T  W we can also obtain a simple estimate by approximating the Fermi function by 0 or 1
for  > T or  < −T respectively, and by nF () ≈ 12(1− /T ) in between. The interval betwen−T and T then gives a finite contribution for T → 0, while the outer regions give together
LPPΛ=0(0, 0) =
∫ W
T
d ρ()
1

≈ ρ(0) ln W
T
. (24)
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We learn that the particle-particle diagram is divergent at low T and small Λ. We face a log-
arithmic divergence which is quite common in many-body problems. This divergence at
zero total incoming frequency and wavevector is common to all many-fermion system obey-
ing (~k) = (−~k) in any spatial dimension as long as the density of states at the Fermi level
is nonzero. The analysis of the particle-particle channel at zero total incoming frequency and
wavevector was the ’worst-case’ analysis, other contributions of this diagram type are usually
smaller and regular in the low-scale or low-T limit.
Now let us ask if we can get similarly divergent terms in the particle-hole channel. In order
to get a analogous expression we now need to have (~k + ~Q) = −(~k) for some fixed ~Q on
a dense set of ~k values, for ~k towards the Fermi level. This is usually referred to as nesting,
as a whole wavevector region matches on another one with the same (absolute) value of the
dispersion. Nesting of the type is rather easily found in one dimension with a linear dispersion
near the Fermi level and Q = ±2kF . In two dimensions, the ’Hubbard’ hopping dispersion on
the square lattice with t′ = 0 and µ = 0 also fulfills (~k + ~Q) = −(~k) with the nesting vector
~Q = (pi, pi). In realistic situations, neither t′ nor µ will be exactly zero together, but of course
the behavior for this special parameter point has a finite extent such that the situation found here
matters for a certain range of parameters.
For the perfectly nested situation with (~k + ~Q) = −(~k), we get also nF [(~k + ~Q)] = 1 −
nF [(~k)]. Then the particle-hole diagram for iν = 0 becomes
LPHΛ ( ~Q) =
∑
~k
Θ(|(~k)| − Λ)Θ(| − (~k)| − Λ) −1 + 2nF [(
~k)]
2(~k)
≈ −ρ(0) ln W
Λ
. (25)
Hence, as can be seen already from the formula in the first line, the particle-hole diagram for
this situation has the opposite value as the particle-particle diagram and also diverges at low T
and Λ.
Let us now look at the particle-particle diagram for ~Q→ 0 and ν = 0. We get
LPHΛ=0(0, ~Q→ 0) =
∑
k
nF [(~k)]− nF [(~k + ~Q)]
(~k)− (~k + ~Q)
→
∑
~k
∂nF [(~k)]
∂
∣∣∣∣∣
~k
(26)
→ −ρ0 for T → 0 , (27)
as the derivative of the Fermi function becomes a negative δ-function at the Fermi level in the
T = 0 limit, and ρ0 denoting the density of states at the Fermi level per spin in this case. At finite
T , the δ-function is temperature-smeared, and the density of states is averaged over a region of
width ∼ T . Note that we we include an infrared cutoff Λ T , the loop contribution vanishes.
In the t-t′ Hubbard model, the dispersion exhibits van-Hove singularities at the points (pi, 0)
and (0, pi) where the density of states diverges logarithmically ∼ log −vH
0
, with vH = (0, pi)
and some constant 0. In the case where the van Hove energy vH is zero, also ρ0 is divergent.
This means that besides the singularity in the ~Q = (pi, pi) particle-hole channel, there is the
possibility of singular behavior in the small-~q-particle-hole channel. The particle-hole bubble
at (pi, pi) and the the particle-particle bubble at (0, 0) even become log2-divergent in this case.
Weakly Correlated Electrons on 2D lattices C5.9
2.3 Higher orders
In general, it is not possible to give a closed expression for the full perturbation series to all
orders in U with all diagrams included. It is however not too difficult to see that the higher
order terms, say to order Un will among others contain diagrams that are chains or ’ladders’
of n particle-particle or particle-hole diagrams. The internal summations within each segment
of this chain are independent and the value of the diagram is basically the nth power of the
particle-particle bubble. Picking out only these contributions can be justified in special cases.
For example, in more than one dimensions when the particle-particle diagram at ~Q = 0 and
iν = 0 is the only log-divergent term, we find that at any given order, the ladder or bubble-chain
contributions will dominate, as other insertions take away at least one log-divergent factor.
More precisely, summing up the particle-particle ladder, we get
Γ
(4)
PP−ladder(p, ↑, p′ ↓; p+ l, ↑, p− l, ↓)/(−T/N)
= U − U2LPPΛ (p+ p′) + U3
[
LPPΛ (p+ p
′)
]2
+ . . .
= U
∑
n
[−ULPPΛ (p+ p′)]n
=
U
1 + ULPPΛ (p+ p
′)
. (28)
The result now strongly depends on the sign of U , in particular for p + p′ = 0 where the PP
bubble diverges logarithmically. Here, LPPΛ (p + p
′ = 0) ≈ ρ0 ln Wmax(Λ,T ) . If U > 0 the vertex
becomes very small near this particular wavevector and frequency combination in the limit
T , Λ → 0. Then the log-divergence of the bubble diagram is no longer significant, it basically
switches off a part of the interactions. However, if U < 0, the ladder sum diverges at nonzero Tc
with a power-law form∼ |T −Tc|−1 , and the effective interaction including multiple scattering
becomes infinitely strong. This leads to the formation of bound states of total wavevector zero,
also known as Cooper pairs. This phenomenon is exactly the Cooper instability that expresses
the instability of the Fermi sea with respect to attractive interactions.
Similar to the Cooper channel, also the previously considered PH-contribution in the perturba-
tion series for the vertex is produced in arbitrary powers with alternating sign, and this particular
part of the series can be summed to give (using q = p′ − l − p)
Γ
(4)
PH−ladder(p, ↑, p′ ↓; p+ l, ↑; p− l, ↓)/(−T ) = U − U2LPHΛ (l) + U3
[
LPHΛ (q)
]2
+ . . .
= U
∑
n
[−ULPHΛ (q)]n
=
U
1 + ULPHΛ (q)
. (29)
In our language, LPHΛ (q) is negative. This means that the sign considerations from the Cooper
case are exactly reversed. Now a positive U leads to an enhancement of the vertex, and if
ULPHΛ (q) < −1 (30)
we get an instability. As standard susceptibilities (i.e. expectation vales of two fermion bilin-
ears) are contained in the two-particle Green’s function, a divergence of the vertex Γ(4) cor-
responds to some divergent susceptibility. Here, the crossed particle-hole ladder for the given
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spin combination appears in the magnetic susceptibility, and a divergence a wavevector transfer
~q can be understood as spin-density-wave instability. The criterion in Eq. 30 is a generalized
Stoner criterion for magnetic ordering.
For generic dispersions, the particle-hole bubble remains finite, and a critical interaction strength
Uc ≥ 1/|LPHΛ (q)| is needed for an instability. Yet, as argued, for particular band dispersions,
also the particle-hole diagram can diverge logarithmically (or even stronger) at zero frequency
transfer and certain wavevector transfers.
Hence we see that separate ’single-channel’ summations for the interaction verte can lead to
different instabilities. Of course the full perturbation series contains in addition many other
diagrams, and in particular diagrams, where possibly divergent PP and PH bubbles, e.g. those
at ~q = ~Q and those at ~q ≈ 0, mix. Then the question is whether these contributions will sig-
nificantly alter the expectations from the single-channel summations. Furthermore, one would
like to know which instability is actually the strongest or leading and has the highest critical
temperature.
For this purpose one should sum all diagrams, or at least all one-loop diagrams and products
of them together. The latter scheme goes under the name ’parquet summation’ and has been
performed for special cases (like in D = 1). In general however, the renormalization group
framework is considered a more viable tool to accomplish this joint and unbiased summation of
all possibly dangerous diagrams.
3 Functional RG formalism for lattice systems
3.1 Flow equation for the interaction vertex
The functional renormalization group method has been introduced in this spring school e.g. in
the article by V. Meden. We directly jump to Equation (65) in his article, the flow equation for
the two-particle vertex. In our notation it becomes
d
dΛ
Γ
(4)
Λ (K
′
1, K
′
2;K1, K2) =
∑
P1,P ′1
∑
P2,P ′2
GΛ(P1, P
′
1)S
Λ(P2, P
′
2)
×
{
Γ
(4)
Λ (K
′
1, K
′
2;P1, P2)Γ
(4)
Λ (P
′
1, P
′
2;K1, K2)
−
[
Γ
(4)
Λ (K
′
1, P
′
2;K1, P1)Γ
(4)
Λ (P
′
1, K
′
2;P2, K2) + (P1 ↔ P2, P ′1 ↔ P ′2)
]
+
[
Γ
(4)
Λ (K
′
2, P
′
2;K1, P1)Γ
(4)
Λ (P
′
1, K
′
1;P2, K2) + (P1 ↔ P2, P ′1 ↔ P ′2)
]}
−
∑
P,P ′
SΛ(P, P ′) Γ(6)Λ (K
′
1, K
′
2, P
′;K1, K2, P ) . (31)
Here, the multi-index K comprises again k = (iωn, ~k) and the spin quantum number s. The
two major approximations that are done in most fRG applications to interacting fermions on 2D
lattices are now[5, 12]:
a) Neglecting the flow of the self-energy. The self-energy has a similar fRG flow equation that
involves the two-particle vertex. While this equation can be integrated and hence the self-energy
can be studied, feeding the self-energy back into the flow equation for the two-particle vertex
is technically challenging, and has only been done partially in small number of works (see
Refs. [13] or [14], in more extent it is possible in the spin-fRG[9]). Furthermore, the general
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experience is that in most situations the flow of the self-energy does not alter the type of the
leading instability. So, for establishing the main ordering tendencies it can be neglected.
b) Neglecting the the three-particle vertex Γ(6)Λ (K
′
1, K
′
2, P
′;K1, K2, P ). This approximation is
again mainly dictated by feasibility. The three-particle vertex depends on 5 momenta and 5
frequencies and is hence a rather involved object. It may be important in describing true strong-
coupling physics like Mott-insulating states, but it is known that conventional long-range order
can be described (at least qualitatively) without taking Γ(6)Λ (K
′
1, K
′
2, P
′;K1, K2, P ) into account.
Some effects of the six-point vertex have been considered in multiband situations[15].
Note that in Eq. 31 without the three-particle vertex there are several distinct contributions in-
volving two two-particle vertices, corresponding to the familiar particle-particle, direct particle-
hole, and crossed particle-hole channel, respectively, as shown diagrammatically in Fig. 1.
Therefore, in the fRG all possibly important diagrams are treated together, and the competi-
tion and interplay between the different ordering tendencies is captured with any bias.
Fig. 1: Contributions to the flow of the two-particle vertex with particle-particle (diagram a))
and particle-hole channel b) for the crossed channel, and the ’direct’ particle-hole diagrams in
c).
For our translationally invariant systems, the Green’s function in these terms is diagonal in the
multi-index,
GΛ0 (K,K
′) = δKK′ GΛ0 (iω,~k) = δKK′
Θ(|(~k)| − Λ)
iω − (~k) , (32)
with the step function Θ(x) = 1 for x > 0 and = 0 otherwise. This means that the low-energy
modes below λ are set to zero. The fRG flow describes the change of the two-particle vertex
when Λ is lowered. The subscript 0 signals that the self energy has been dropped. SΛ is a
single-scale propagator, which is with our approximations simply
SΛ(K,K ′) = δKK′ SΛ(iω,~k) = δKK′
δ(|(~k)| − Λ)
iω − (~k) , (33)
If the self-energy is indeed included, it has been shown to be advantageous to use the so-called
Katanin replacement[16, 5].
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The general interaction vertex Γ(4)Λ is fully antisymmetric in the incoming legs K1, K2 and the
outgoing legs K ′1, K
′
2, hence we have for example
Γ
(4)
Λ (K1, K2;K
′
1, K
′
2) = −Γ(4)Λ (K2, K1;K ′1, K ′2) = Γ(4)Λ (K2, K1;K ′2, K ′1) . (34)
Moreover, if spin is a conserved quantity as in the models considered here, the spin quantum
numbers of in- and outgoing particles, s1, s2 and s′1, s
′
2 should add up to the same. This means
that the vertex can have to the two possible contributions
Γ
(4)
Λ (K1, K2;K
′
1, K
′
2) = VΛ(k1, k2; k
′
1, k
′
2)δs1,s′1δs2,s′2 + V˜Λ(k1, k2; k
′
1, k
′
2)δs2,s′1δs1,s′2 (35)
Here we have used that the multi-indexK comprises k = (iωn, ~k) and the spin quantum number
s. The antisymmetry under exchange of K1 and K2 gives now
VΛ(k1, k2; k
′
1, k
′
2) = −V˜Λ(k2, k1; k′1, k′2) . (36)
Hence the vertex can be written as[12]
Γ
(4)
Λ (K1, K2;K
′
1, K
′
2) = VΛ(k1, k2; k
′
1, k
′
2)δs1,s′1δs2,s′2 − VΛ(k2, k1; k′1, k′2)δs2,s′1δs1,s′2 . (37)
In particular, is is enough to compute the vertex for the case s1 = s′1 6= s2 = s′2, where
only the first term contributes and equals the so-called coupling function VΛ(k1, k2; k′1, k
′
2) =
V (k1, k2, k
′
1). The coupling function has the same spin for the first incoming and the first out-
going particle. It can be represented diagrammatically as a rectangle, where spin in conserved
along the short edge. This notation is used in in Fig. 1.
The expression (37) for the vertex in terms of the coupling function can be inserted into the flow
equations. This then gives the 5 diagrams shown in Fig. 1. With these, the flow equation for
VΛ(k1, k2, k3) with k4 = k1 + k2 − k3 reads[12]
d
dΛ
VΛ(k1, k2, k3) = TPP,Λ + T dPH,Λ + T crPH,Λ (38)
with the one-loop particle-particle contributions TPP,Λ and the two different particle-hole chan-
nels T dPH,Λ and T crPH,Λ where
TPP,Λ(k1, k2; k3, k4) =∫
dk VΛ(k1, k2, k)L(k,−k + k1 + k2)VΛ(k,−k + k1 + k2, k3) (39)
T dPH,Λ(k1, k2; k3, k4) =∫
dk
[
−2VΛ(k1, k, k3)L(k, k + k1 − k3)VΛ(k + k1 − k3, k2, k)
+VΛ(k1, k, k + k1 − k3)L(k, k + k1 − k3)VΛ(k + k1 − k3, k2, k)
+VΛ(k1, k, k3)L(k, k + k1 − k3)VΛ(k2, k + k1 − k3, k)
]
(40)
T crPH,Λ(k1, k2; k3, k4) =∫
dk VΛ(k1, k + k2 − k3, k)L(k, k + k2 − k3)VΛ(k, k2, k3) (41)
In these equations, the product of the two internal lines in the one-loop diagrams is L(k, k′) =
SΛ(k)G
Λ(k′) +GΛ(k)SΛ(k′).
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3.2 Choice of flow parameter
Although we have made reference to a momentum-shell cutoff in the discussion of the 1PI
fRG equations until now, as in the article by V. Meden, it is not difficult to see that the same
equations can be written down for any other continuously variable parameter in the quadratic
part of the action, provided that this parameter does not appear in the interaction term. This
indicates how flexible and powerful these equations are. Here we want to discuss briefly which
different flow parameters have been used previously to explore the instabilities of Hubbard-type
lattice system. We mention however that in other contexts the freedom to choose appropriate
flow parameters has been exploited as well (see e.g. Refs. [17, 18]).
The guiding principle for a good flow parameter in our context is that it should enable us a)
to approach a specific infrared singularity in a controlled way (regulator property) and b) to
include all other (possibly also singular) tendencies during the flow (unbiasedness). Then the
fRG will give a more realistic picture than perturbation expansions that single out one dominant
channel. As described before, in diagrammatic bubble or ladder summations, the singularities
normally arise due to a pile-up of logarithms. These are roughly given by g log[W/max(T,Λ)]
(after Matsubara frequency summation) with a coupling constant g, bandwidth W and lower
energy cutoff Λ. Hence, if we want to build in such dangerous terms step by step, we can either
vary Λ, the temperature T , or the coupling g. Cutting out low Matsubara frequencies should
have a similar effect as increasing T . This gives the following options.
• Momentum-shell RG: One writes for the free propagator
GΛ0 (iω,
~k) =
C(|(~k)| − Λ)
iω − (~k) , (42)
with a cutoff functionCΛ[(~k)], which can be chosen conveniently as a sharp step function
for analytical manipulations (as above) or as a smoothened step function for numerical
treatments. Then the Green’s function is suppressed for modes with |(~k)| ≤ Λ. The
same holds for the single-scale propagator, hence only high-energy modes show up in the
loop diagrams. The momentum-shell RG is the widely-used standard.
A serious drawback of the momentum-shell cutoff RG is the non-uniformity in the RG
scale at which one-loop particle-hole (PH) processes with different wavevector transfers
~q are included at low T . PH processes with small ~q, i.e. a particle at wavevector ~k and a
hole at ~k + ~q, can only occur in the vicinity of the Fermi surface. For T → 0 the support
of the PH bubble for ω = 0, ~q → 0 shrinks to a temperature-smeared δ-function on the
Fermi surface with width ∼ T . Thus, the ~q → 0 PH-modes are integrated out only for
cutoff Λ ≤ T , even if the density of states is divergent, and these processes give a singular
contribution for T → 0. However, in a coupled flow with various other tendencies, the
flow normally diverges before we get down to Λ ∼ T . The flow has to be stopped and
the ~q → 0 PH pairs did not have the chance to contribute to the flow by construction.
Therefore, the cutoff-flow is still biased to some extent and approaches are needed to
study the influence of the ~q → 0 particle-hole excitations.
The following three schemes work without a sharp cutoff and allow for a uniform inclu-
sion of the important one-loop processes.
• Temperature flow: The temperature-flow scheme[19] uses the temperature T appearing
in the quadratic part of the action as flow parameter. Before the T -derivative can be taken,
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the fermion fields need to be rescaled in order to remove the T -dependence appearing in
front of the interaction term in the original action. Then the theory is defined at some
high T ∼ T0 in terms of its two-point and four-point vertex. Here, we simply choose
the free propagator and the local Hubbard repulsion as the initial values at T0. This
should be reasonable for sufficiently high T0 ∼ bandwidth, as all perturbative corrections
decay with a negative power of T . In the approximate version without γ(6)T and self-
energy corrections, the right hand side of the flow equation for the interaction is just given
by the T -derivatives of the one-loop diagrams. This flow scheme basically reproduced
the antiferromagnetic and d-wave pairing instabilities found in the t-t′-Hubbard model
using the momentum-shell schemes, but also added a ferromagnetic regime near van Hove
filling and triplet pairing instabilities for larger values of |t′|.
• Interaction flow: In the interaction flow scheme[20] we first multiply Q with a scale
factor 1/g and split this in two, yielding
Qg = T
∑
iωn,~k
ψ¯kg
−1/2
[
−iωn + (~k)
]
ψkg
−1/2 . (43)
g will be the flow parameter. We can absorb the factor 1/g in rescaled fields ψ˜, ¯˜ψ defined
as ψ˜ = g−1/2ψ. With this the interaction term gets an extra factor g2 when written in
terms of the new fields:
V (4)g =
1
2N
∑
k,k′,k+q
s,s′
g2V (k, k′, k + q) ¯˜ψk+q,s
¯˜ψk′−q,s′ψ˜k′,s′ψ˜k,s . (44)
We observe that changing the scale factor 1/g in Qg corresponds to changing the strength
of the bare interactions. The rescaled fermions ψ˜, ¯˜ψ describe a system with a bare in-
teraction strength g2 V . Now we can start at g = 0+, i.e. at infinitesimally small bare
interaction, and use the flow equations for the ψ-theory to integrate up to the desired
bare interaction, reached at g = 1. We can also stop the flow at any other value of g,
with the functions gΣ and g2Vg(k, k′, k + q) being the self-energy and interacting vertex
function for the bare interaction g2V (k, k′, k + q). One can call this scheme interaction
flow (IF), or simply flat cutoff flow, as all modes are suppressed by the same factor g.
Now singularities on the right hand side of the flow equation are not regularized by the
flow parameter. Thus, the IF scheme has to be performed at T > 0, when the one-loop
diagrams are bounded. Using this scheme, the ground state phase diagram of the 2D t-t′
Hubbard model comes out basically the same as in the T -flow.
• Smooth frequency cutoff: Another regulator that does not ignore small-wavevector
transfer processes in the particle-hole channel and is hence capable of describing fer-
romagnetic instabilities as well is the so-called Ω-scheme introduced by Husemann and
Salmhofer[21]. Here one uses a smooth cutoff on the Matsubara frequency axis, given
by CΩ(ωn) = ω2n/(ω
2
n + Ω
2), and the flow goes from large Ω damping away all modes
down to Ω = 0 where the full free propagator is obtained. The benefit of the simple func-
tional dependence on ωn and Ω is that this cutoff function still permits one to determine
the Matsubara sums in the loop diagrams analytically. Various works with the related
singular-mode-fRG (SMFRG) use a sharp frequent cutoff[22].
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4 Implementation of the fermionic fRG for two dimensional
lattices
Besides that the fRG equations above are derived from exact flow equations for generating
functionals, the name functional renormalization group reflects that at least for many-fermion
systems with a Fermi surface, one can in general no longer reduce the parametrization of the
interaction vertex to a handful of running coupling constants. Rather, the functional dependence
of the interactions on the location on the Fermi surface or more generally in the Brillouin zone
can turn out to be relevant, i.e. grow strongly under the RG flow. Hence keeping the functional
dependence of the interaction vertex around the Fermi surface(s) is important. This leads to
RG equations for functions of wavevectors, i.e. functional differential equations. The two-
fermion interaction vertex, e.g., depends on three wavevectors, while the fourth is fixed by
wavevector conservation on the lattice. Note that in principle also the frequency dependence
of the interactions can be studied, but in the works described here the frequency dependence is
mainly neglected. Here we describe two ways to deal with the wave vector dependence.
4.1 N -patch schemes
The wavevector dependence is typically treated by a so-calledN -patch discretization, where the
Brillouin zone is divided up into patches containing Fermi surface segments. This was first used
in this context by Zanchi and Schulz[23]. Within these patches, the wavevector dependence is
ignored again, and the value for the patch region near the Fermi surface is computed and used at
all wavevectors inside the patch. However, as described below, a sufficient number of patches
allows one to draw a number physically relevant conclusions. The setup of the patches around
the Fermi surfaces is shown in Fig. 2. It is guided by the idea that one wants to obtain an
effective interaction for quasiparticles near the Fermi surface, and the wavevector-dependence
tangential to the Fermi surface is relevant in standard examples. The dependence normal to
the Fermi surface does usually not alter the leading flow. Various other patching schemes, like
square patchings of the Brillouin zone have been investigated as well, without unexpected or
problematic differences in the results[20, 24].
Let us now focus on the mainly used approximation which consists (besides the truncation
explained earlier) in neglecting the self-energy feedback. Then only the interaction vertex is
considered. Further, we ignore the frequency dependence. By the N -patch construction, the
functional RG equations for VΛ(~k1, ~k2, ~k3) are converted into N3 coupled nonlinear differential
equations for the components of the discretized interaction vertex. As at least the particle-
particle channel contains singular diagrams for T → 0, the solution of these fRG equations
without self-energy corrections typically results in a flow to strong coupling where one or more
families of interaction processes run to large absolute values. This is accompanied by the build-
up of sharp structures in wavevector-space, corresponding to the formation of longer-range
interactions. Then the flow has to be stopped when the coupling strength has exceeded the scale
of the band width, as then self-energy corrections and possibly also the truncation error would
become important. From this scale where the run-away flow occurs one can derive an estimate
for critical scales for long-range ordering or gap openings. Furthermore from the analysis which
class of coupling function diverges most strongly, one can infer the dominant tendencies toward
long-range ordering.
A tool for assessing physical information, e.g., on the gap function in the case of a Cooper
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Fig. 2: N -patch discretization of the Brillouin zone for the one-band Hubbard model on the 2D
square lattice. The colored region is a patch in which the coupling function is approximated by
a constant.
instability is the diagonalization of the effective interaction in the Cooper (zero total incom-
ing wavevector) channel, VΛ(~k,−~k → ~k′,−~k′) at a scale Λ near the instability[25, 6]. By
studying the linearized gap function, one can see that the pairing gap function would adopt
the ~k-dependence of the eigenvector belonging to the most negative eigenvalue of VΛ(~k,−~k →
~k′,−~k′). This allows one to determine the structure of the pairing around the Fermi surface
beyond simple symmetry statements. This reasoning can of course be extended to other order
parameters.
4.2 Channel decomposition
As shown in Sec. 5 and also foreseeable from the second-order perturbation theory, the flow
to strong coupling typically occurs for components of the coupling function VΛ(~k1, ~k2, ~k3) with
particular vales of the the total wavevector ~k1 + ~k2 or a particular wavevector transfer ~k2 − ~k3.
While the dependence of the coupling function of these combinations of wavevectors is rather
strong, there is usually a weaker dependence on the precise location of the external legs on the
Fermi surface which can be well described with lower lattice harmonics such as a constant or a
dx2−y2-formfactor. This led Husemann and Salmhofer[21] to propose an alternative description
of the coupling function,
VΛ(~k1, ~k2, ~k3) = U − ΦΛSC(~k1, ~k3, ~k1 + ~k2) + ΦΛM(~k1, ~k2, ~k3 − ~k1) (45)
+
1
2
ΦΛM(
~k1, ~k2, ~k2 − ~k3)− 1
2
ΦΛK(
~k1, ~k2, ~k2 − ~k3) (46)
where now the new functions ΦSC, ΦM and ΦK are treated with a fine resolution for the last
entry, and where formfactors are used to describe their dependence on the first two entries.
Moreover, the particle-particle channel is selected to drive the flow of the pairing part ΦSC, the
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magnetic (crossed particle-hole) channel drives magnetic part ΦM, and the another combina-
tion of particle-hole terms drives the charge part ΦK. All this does not involve any additional
approximations, but for larger parameter region it turned out[21] to be an efficient additional ap-
proximation to use only s-wave (constant) and dx2−y2-formfactors to describe the dependence
of the Φ-functions on their two first arguments. Therefore only one wavevector dependence,
namely on the last argument, for the Φ-functions needs to be treated numerically. This reduces
the computational effort and allows for a better description of the strong dependence on these
wavevector combinations. The results for the repulsive Hubbard model at van Hove-filling on
the 2D square lattice are briefly described in Sec. 5. We expect that this alternative formula-
tion will prove useful also in the study of flows into the symmetry-broken state, and in order to
capture frequency dependences better. Very similar decompositions for the frequency structure
of the vertex function had already been used in the context of impurity models[26]. Related
ideas have been implemented in pendently and successfully by Q.H. Wang and colleagues[22].
Another application of the idea without the use of explicit form factors has been proposed in
Ref. [24].
5 Instabilities in two-dimensional lattice systems
Here we describe the results obtained by applying the N -patch fRG scheme to three interesting
systems. The first system is the one-band Hubbard model on the 2D square lattice, whose
phase diagram is of interest in connection with the high-Tc cuprates and other unconventional
superconductors. As a second example we discuss fRG studies of multiband Hubbard-type
systems on the same lattice with direct relevance to the newly discovered iron pnictide (and
chalcogenide) superconductors. Finally we sketch recent results obtained for layered graphene.
5.1 Two-dimensional Hubbard model near half filling
The 2D Hubbard model is one of the most-studied theoretical models in context with high-
temperature superconductivity in the layered copper-oxide materials. The Hamiltonian was
given in Eq. 1.
While the original derivation of an effective one-band model for copper-oxide planes[27] im-
plies a strong local Coulomb interaction U on the copper dx2−y2-orbitals, the model has also
been investigated for various reasons intensively at weaker couplings. Here we discuss the pic-
ture that is obtained by using the functional RG which is perturbative in U . With respect to the
cuprates, studying the Hubbard model at weak to moderate U is relevant at least for cuprates in
the overdoped regime. Here, experiments[28, 29] exhibit a rather well-defined 2D Fermi liquid
with Fermi surfaces that can be parameterized by simple one-band tight-binding prescriptions.
Regarding the possible ground states of the one-band Hubbard model on the square lattice at
weak to moderate U , the Fermi surface location and shape plays a dominant role. Let us now
consider how the N -patch fRG-flows differ for different Fermi surfaces, parametrized by the
second-nearest neighbor hopping t′ and the chemical potential µ.
For µ = 0 and t′ = 0, one has a half-filled band with a perfectly nested Fermi surface. All
electronic states that are occupied at T = 0, i.e. with (~k) < 0, can be scattered by wavevector
~Q = (pi, pi) on unoccupied states, leading to a dominance of particle-hole-fluctuations with this
nesting wavevector. An infinite-order summation of this particular particle-hole diagram would
result in a divergent static spin susceptibility at ~Q for any U > 0 at sufficiently low tempera-
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tures indicating the formation of an antiferromagnetic (AF) spin-density wave, as described in
Subsec. 2.3. The basic fRG results for low T are shown in the left half of Fig. 3. In the upper
plot the Fermi surface is shown together with N = 32 discretization points. In the middle plot
we show the flow of two families of coupling constants. We can see that some of these lines
flow to large values when the scale parameter Λ is lowered. This is an example for a flow to
strong coupling. When the interaction reaches values larger than the band width the flow has to
be stopped, as explained ind Sec. 4. Next to the divergence scale we can also read out from the
data which classes of coupling constants grow most strongly. In this case, these are the dashed
lines corresponding to interaction processes with wavevector transfer ~Q = (pi, pi) between ~k2
and ~k3. The maximal coupling constant that grows most strongly also belongs to this family.
All members of this family flow to strong coupling in a rather similar way when Λ is reduced
toward the critical scale Λc ∼ 0.16t. Other families of couplings constants grow less strongly.
Shown as well are as solid lines Cooper processes with zero total incoming wavevector. These
processes show some growth as well, but lag behind the leading components. The lowest plot
on the left shows a snapshot of the coupling constant when the first outgoing wavevector ~k3
is fixed at discretization point 1 near (−pi, 0) as function of the incoming wavevectors. We
can clearly see two structures: one vertical line with strongly enhanced repulsive interactions
at k2 = 24 (corresponding to wavevector transfer ~Q = (pi, pi) between ~k2 and ~k3) with very
little dependence on k1, and another line at k1 = 24 (corresponding to wavevector transfer
~Q = (pi, pi) between ~k1 and ~k3). These values show again only a weak dependence on k2 and
are roughly half as large as the vertical feature. Concentrating on these two features we arrive
at the following effective interaction near the instability
H
(SDW)
Λ =
VAF
2
∑
~k1,
~k2,
~k3
s,s′
[
2δ(~k2 − ~k3 ± ~Q) + δ(~k1 − ~k3 ± ~Q)
]
c†~k3,sc
†
~k4,s′
c~k2,s′c~k1,s ,
where ~k4 is understood to given by ~k1 + ~k2 − ~k3 modulo reciprocal lattice vectors. A simple
calculation shows that this interaction is equivalent to a long-ranged AF spin-spin interaction
H = −J∑〈i,j〉 ei ~Q·(~Ri−~Rj)~Si · ~Sj with spin operators given by the usual fermion bilinears and
J ∝ VAF. This effective Hamiltonian exhibits long-ranged AF order at sufficiently low T . In
this sense, the fRG flow for these parameters clearly indicate the proximity to an AF ordered
state or an AF spin-density wave (AF-SDW). Strictly speaking, this is the most we can infer at
this stage. Whether long-range order actually occurs depends on the subleading terms and on the
approximation errors collected on the way to this result. Note that the dynamics and interactions
of emergent collective degrees of freedom are not appropriately captured in this approximation.
Of course in two dimensions, a spontaneous breaking of a continuous symmetry should not
occur at T > 0. On the other hand, most experimental systems described by our model would
have additional small couplings in the third direction that change the situation in favor of our
result. Moreover, as the leading instability is clearly exposed by this scheme, one could now
resort to a bosonized description that allows one to treat the collective infrared physics much
better (see e.g. Ref. [30] how the continuous symmetry breaking in two dimensions gets healed
in the asymptotic flow).
Now let us consider a different Fermi surface with more curvature. For that we choose t′ =
−0.3t and µ = −1.2. Now the Fermi surface is curved but it still contains the van Hove
points (pi, 0) and (0, pi). The resulting flow is illustrated in the right plots in Fig. 3. In the
middle plot on the right we now see a dominance of the Cooper scattering processes with zero
incoming total wavevector. Here some lines seem to diverge to large positive values, while
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some other lines take very negative values. The sign structure is also visible quite nicely in
the bottom figure on the right. Here the 1st outgoing wavevector ~(k)3 is again fixed at point
1 (near (−pi, 0)) and the dependence on the incoming wavevectors around the Fermi surface
is plotted. One observes diagonal lines of enhanced interactions, corresponding to zero total
incoming wavevector ~k1 + ~k2 = 0. This pair scattering is attractive when the incoming pair
~k1, ~k2 near the same saddle point (±pi, 0) as the outgoing pair ~k3,−~k3, and repulsive, when
incoming and outgoing pairs are at different saddle points. This is exactly the formfactor d(~k) =
d0(cos kx − cos ky) of a dx2−y2-Cooper pairing instability, where the dominant interaction is
given by what is obtained by only keeping these diagonal features in VΛ(~k1, ~k2, ~k3),
H
(dSC)
Λ = VdSC
∑
~k,~k′
d(~k)d(~k′) c†~k′,↑c
†
−~k′,↓c−~k,↓c~k,↑ .
The spin-structure can be understood by forming the antisymmetric vertex again via Eq. 37. As
the dominant features are symmetric with respect to interchange of k1 and k2, the equal-spin
vertex vanishes. Again, this effective Hamiltonain can be solved by mean-field theory exactly.
It has a d-wave paired ground state. This d-wave pairing instability was obtained by a number
of research groups with different variations of fRG approaches (e.g. [23, 31, 32, 33, 19]). The
parameter region for its occurrence is rather wide. It constitutes convincing evidence that the
weakly coupled Hubbard model possesses a d-wave superconducting ground state. The pairing
mechanism at these weaker couplings is well described as AF-spin-fluctuation induced. This is
already visible in the bottom plot on the right hand side of Fig. 3. Here one can see that the
d-wave pairing interaction on the diagonal lines with zero total incoming wavevector crosses
a region with enhanced repulsive interactions, e.g. near k1 ∼ 8, 9 and k2 ∼ 24, 25. This
enhancement is the broadened, due to Fermi surface curvature, version of the vertical SDW
feature in the left lower plot for the fully nested case. We see that the enhancement to positive
values fits perfectly into the sign structure of the d-wave. Studying the flow as a function of the
cutoff Λ, one finds that the SDW features appear first and create the attractive component in the
dx2−y2-pairing channel. More drastically, one can put a filter into the fRG scheme that removes
these SDW features by hand, e.g. by setting these interactions to their initial values. This
way one also looses the d-wave pairing instability in the same way as the AF-SDW instability,
showing the strong coupling between the channels. Another way to check this is to completely
drop the particle-hole channels. In this case, no flow to strong coupling is found, as no attractive
pairing components are generated, and as the SDW instability is excluded as well. If we only
drop the particle-particle channel, we of course destroy the pairing instabilities, and the SDW
instability takes a wider parameter space, at even higher critical scales comparable to those
found in single-channel summations.
Close to the instability, the fRG data discussed so far showed rather clearcut single-channel
instabilities, either in the AF-SDW or in the d-wave pairing channel, provided T is low enough.
For higher T > Tc the flow remains finite, and the system should be in a metallic state. The
critical scale at T = 0 is usually a good estimate for the critical temperatures Tc above which
the flow remains finite, up to factors ∼ 1. We can ask how the flow changes when we move
from one to the other by changing the parameters. In principle there are two possibilities: One
is that the flow to strong coupling changes gradually and the critical scale remains nonzero, with
the SDW component getting weaker and the pairing component getting stronger continuously.
The second possibility would be a quantum critical point where the critical scale for the run-
away flow scale is suppressed to zero. As shown in the upper plots of Fig. 4 the change from
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AF-SDW is of the first type, while for larger t′ one finds indications for quantum critical point
between d-wave pairing and ferromagnetism, at least in the fermionic fRG flows, as illustrated
in the lower plots of Fig. 4. The main factor that causes this difference between the phase
changes is the overlap of the interaction processes between the two respective channels.
The AF-SDW instability and the dx2−y2 both require repulsive interaction processes between
the two saddle points region near (pi, 0) and (0, pi). Hence the growth of one channel also
supports the other channel to a large extent. If the Fermi surface remains in the the vicinity
of the van Hove points for a larger range of µ, there is a rather wide crossover region where
both channels, d-wave pairing and AF-SDW, grow strongly in a rather similar fashion. This
is the case in the so-called saddle-point regime in the upper right plot of Fig. 4. Here, the
mutual reinforcement of different interaction processes with initial and final states near the
saddle-point regions is reminiscent of the flows to strong coupling in the half-filled two-leg
Hubbard model, where d-wave pairing and AF-SDW channel are again driven in parts by the
same processes. In this one-dimensional system the ground state does not select one these
channels and does not develop any quasi-long-range order, but becomes a short-range correlated
spin liquid with a single-particle gap[34]. This resemblance motivated interpretations of the
flows in two dimensions as indications for a partial truncation of the Fermi surface in the saddle
point regions[32, 35, 36], similar to what is argued to occur in the underdoped high-Tc cuprates.
A controlled determination of the resulting strong-coupling state near the saddle-point region
for these parameter regions is however still missing.
If the Fermi surface is further away from the saddle point regions, the strongest interaction
processes with wavevector transfer (pi, pi) occur near the Brillouin zone diagonal where the
dx2−y2-formfactor is small. Then d-wave pairing and AF-SDW channels are rather weakly
coupled. Correspondingly the energy scales for the two instabilities can be quite different. This
is seen in the left upper plot of Fig. 4 for band fillings larger than one. Here the high-energy-
scale AF-SDW instability gets cut off at a certain critical chemical potential and is replaced by
a low-energy-scale dx2−y2 pairing instability. Without further analysis it is difficult to determine
the precise nature of this transition. However, as the coupling between the channels is rather
weak, we expect that a more accurate calculation would yield first order transition.
The situation is again different for the transition from the d-wave pairing to the ferromagnetic
instability, as illustrated in the lower plots in Fig. 4. Here the critical scale for the flow to strong
coupling is suppressed strongly in the transition region, and the fermionic fRG flows (left lower
plot) even suggest a quantum critical point. While it is difficult to fully understand these cou-
pled non-linear flows of N3 components of the coupling function using a simple argument,
there is now one significant difference compared to the continuous crossovers described above.
Let us again consider the interaction process that is common to both, d-wave pairing and ferro-
magnetic channel. The latter channel is driven be scattering processes with wavevector transfer
~q (between ~k2 and ~k3) going to zero. A closer analysis shows that these processes should be
repulsive in order to cause a ferromagnetic instability, like for the usual Stoner criterion. This
however means that also the processes with ~q → 0 that have zero total momentum and en-
ter the Cooper channel should be repulsive. A positive pair scattering with small wavevector
transfer is however incompatible with singlet Cooper pairing that needs attractive scattering for
these wavevector combinations. In this sense, the overlap between the two ordering channels
can either support ferromagnetism or d-wave pairing, but not both tendencies together, and the
two channels compete already in the symmetric phase. We note as well that the ferromagnetic
instability is rather fragile and limited to the neighborhood of van Hove filling. Upon doping
away one find a smooth crossover to an instability with low critical scale and dominant p-wave
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pairing interactions[19]. The plot on the right hand side of Fig. 4 is also consistent with the
channel-decompsed flows in Refs. [21] and [13]. Here the fermionic vertex was decomposed
into different functions in charge, spin and pairing channel and with s- and d-wave formfac-
tors that depend only on one specific wavevector transfer or the total incoming wavevector (as
discussed in the end of Sec. 4).
Summarizing these results on the one-band Hubbard model we see that the fRG is capable of
deriving tentative phase diagrams with detailed descriptions of the wavevector- (and in principle
also frequency-)structure of the effective interactions. Next to establishing a broader regime
with clearcut instabilities toward phases with unconventional Cooper pairing, the method also
shows that the effective interactions at the borders of these regimes are rather complex. To
understand the physical meaning of these flows with several strong channels in the effective
interaction and to relate them to observable phenomena is an interesting challenge for the future
research.
Before going on, we want to mention recent advances in pushing the flow into the symmetry-
broken states[37]. Here the flow of an anomalous self-energy is included and all modes can
be integrated out, with a gapped single-particle spectrum as end result of the flow. The first
application to the repulsive Hubbard model has just been completed[38].
5.2 Iron pnictides
A new field where fRG has contributed considerably are the newly discovered iron pnictide
superconductors[1]. Here the applicability of a perturbative technique like the one described
here may be even better, as the pncitides are certainly not as strongly correlated as the high-
Tc cuprates. This can already be inferred from the experimental phase diagram, where one
only finds metallic antiferromagnetic phases (for some pnictide materials this is missing), but
never Mott insulating antiferromagnetism. Further, theoretical works that try to estimate the
value of the iron-d orbital onsite-interaction strengths put the materials into the range of weak
to moderate correlations[40, 41]. Regarding their electronic structure, the pnictides are more
complex than the cuprates. At least three of the five iron d-orbital have non-negligible weight
near the Fermi level[42, 43], and that these d-orbitals hybridize strongly with the neighboring
arsenic p-orbitals. Therefore, the multi-band character has to be kept even very close to the
Fermi level. The Fermi surface is divided into two hole pockets, centered around the origin
of the Brillouin zone at ~k = 0, and two electron pockets around ~k = (pi, 0) and ~k = (0, pi)
in the unfolded zone corresponding to the small unit cell with one iron atom (or ~k = (pi, pi)
in the folded zone corresponding to the large unit cell with two iron atoms). As pointed out
early[42, 44], there is a potential nesting of electron- and hole pockets which enhances particle-
hole susceptibilities with the wavevector connecting these pockets. In addition, depending on
the parameters and approximations[45], there can be a third hole pocket at (pi, pi) in the unfolded
zone.
The first fRG work on the pnictides was performed by the Berkeley group[25] for a five-band
model. These authors obtained a sign-changing s-wave pairing instability driven by AF fluctu-
ations as the dominant pairing instability. Further they found strongly anisotropic gaps around
the electron pockets, with possibility of node formation. The basic structure of the phase dia-
gram with the sign-changing pairing gap between electron- and hole-pockets can be understood
already from simplified few-patch RG approaches[46]. This would however predict isotropic
gaps around these pockets[47]. To understand the gap anisotropy one has to take into account
the multi-orbital nature of the electronic spectrum in the iron pnictides, as was done by the
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Fig. 3: N -patch fRG data obtained with the momentum-shell 1PI fRG scheme for the repulsive
Hubbard model on the 2D square lattice. Left plots: µ = 0, t′ = 0 and initial U = 2t, right
plots: µ = 1.2t, t′ = −0.3t, U = 3t. Upper row: Fermi surfaces for the two cases and the
N = 32 discretization points for the two incoming ~k1, ~k2 and the 1st outgoing wavevector ~k3.
Middle row: Solid lines show the flows of components in the coupling function VΛ(k1, k2, k3)
corresponding to Cooper pair scattering with zero total incoming wavevector, ~k1 + ~k2 = 0,
or |k1 − k2| = N/2 in terms of patch indices. The dashed lines correspond to processes in
the AF-SDW channel with wavevector transfer ~k2 − ~k3 near ±(pi, pi). The flow is started at
Λ = 4t and goes to the left toward smaller Λ. Lower plots: Snapshots of the coupling function
VΛ(k1, k2, k3) near the instability with k1 fixed at point 1 with k1 and k2 moving around the
Fermi surface. The colorbars on the right indicate the values of the interactions in units of t.
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Fig. 4: Leading instabilities as found by N -patch fRG in the t-t′-Hubbard model. Left plot:
Critical scale Tc below which the fRG flow goes to strong coupling vs. chemical potential µ for
band filling larger than unity, for t′ = −0.3t and U = 3t. There is a high-energy-scale AF SDW
instability with a weaker dx2−y2-wave pairing instability when the AF-SDW is cut off. Data from
Ref. [39]. Middle plot: Data for the same t′ and U on the ’hole-doped’ side with band fillings
smaller than one, from Ref. [32]. Now there is a broad crossover ’saddle point regime’ between
the nesting-driven AF-SDW instability and the dx2−y2-wave pairing regime. Right plot: Tc vs. t′
at the van Hove filling where the Fermi surface contains the points (pi, 0) and (0, pi). For large
t′ one finds a ferromagnetic instability. Data from Ref. [19] obtained with the T -flow scheme.
Berkeley group in their initial study[25]. Let us start with a single-particle Hamiltonian in
wavevector-orbital space
H =
∑
~k,s,o
h(~k)oo′c
†
~k,o,s
c~k,o′,s (47)
where the matrices h(~k)oo′ take into account intra- and inter-orbital (density-density interactions
and Hund’s rule) terms for orbital index o = o′ or o 6= o′ respectively. s is the spin quantum
number. The energy bands are obtained by a unitary transformation from orbital to band op-
erators (index b), c~k,b,s =
∑
o ubo(
~k)c~k,o′,s. For the various density-functional-theory-based
tight-binding parameterizations of the band structure (e.g. [41, 48, 49]) of the d-dominated
bands, three orbitals dxy, dxz and dyz (in the coordinates of the small cell, with x and y-axis
pointing towards the nearest iron neighbor) contribute significantly near the Fermi level. The
simplest choice for the interaction between the electrons is to introduce orbital-dependent intra-
and inter-orbital onsite repulsions, plus Hund’s rule and pair hopping terms. While these local
terms lead to wavevector-independent interactions in the orbital basis, parametrized by a tensor
Vo1,o2,o3,o4, after the transformation to bands one arrives at a wavevector-dependent interaction
function
Vb1,b2,b3,b4(~k1, ~k2, ~k3, ~k4) =
∑
o1,o2,o3,o4
Vo1,o2,o3,o4
· ub1,o1(~k1)ub2,o2(~k2)u∗b3,o3(~k3)u∗b4,o4(~k4) . (48)
The combination of ubos behind the interaction tensor is sometimes called the ’orbital make-
up’[48]. These prefactors cause in practice that already the initial interaction of the fRG flow
exhibits a marked wavevector-structure which is then renormalized during the flow. It turns out
that this orbital make-up has an essential influence on the competition between different chan-
nels in the flow and is responsible for the gap anisotropies found in the multi-band fRG studies
by Fa Wang and collaborators[25, 50, 51] and in subsequent studies[52]. A typical result for the
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Fig. 5: N -patch fRG results for the 5-pocket scenario for FeAs-compounds, as laid out in Ref.
[52]. Left plot: fRG flow of the leading ordering tendencies. The sign-changing s-wave channel
is competing with SDW and d-wave pairing. Right plot: Leading eigenvector of the Cooper pair
scattering around the Fermi pockets, showing the sign change between hole- (patch indices 1
to 48) and electron-pockets (indices 49 to 80) and the anisotropy of the suggested gap function.
Data taken from Ref. [52], interaction parameters U = 3.5eV, U ′ = 2.0eV, JH = Jpair = 0.7eV.
predicted pairing gaps are shown in the right plot of Fig. 5. If the orbital makeup in Eq. 48is
set to unity, the gap structure becomes isotropic around the pockets. Another important aspect
where the orbital composition is of relevance is the scattering with the wavevector correspond-
ing to the ordering wave vector of the SDW state. Here, initial and final scattering states have
differing orbital content, which severely reduces the scattering due to intra-orbital interactions.
As an effect, the SDW ordering tendency is weaker than one would estimate based on the pure
dispersion nesting. A related version of such orbital mismatch effects is nicely demonstrated in
a paper by Kiesel and Thomale[53].
Summarizing this brief section, the iron superconductors pose an interesting problem to the
functional RG where the main ordering tendencies have been calculated in good agreement
with experiments, at least according to the currently accepted picture. Many more works in this
direction are, e.g., mentioned in the recent review by Platt et al. [6]. For the future research, one
goal should be to make the fRG a useful bridge between ab-initio descriptions and experimental
observables, in particular regarding materials trends in, e.g., the gap structure or the energy
scales of the different systems. Furthermore, the studies should be extended to include the
dispersion orthogonal to the iron-pnictide planes, as this would yield additional possibilities for
nodes in the gap function[1].
5.3 Graphene
Here we describe another string of works where the fRG is used to explore possible ground
state ordering in the field of graphene. Single-layer graphene boasts a verity of remarkable
phenomena, like the half-integer quantum Hall effect or Klein tunneling[54, 55, 56]. These
phenomena can be understood in simplified models without direct inclusion of the electron-
electron interaction. Furthermore, at least according to the present state of sample preparation
and experimental analysis, the ground state of single-layer graphene is ungapped and there is
no spontaneous symmetry breaking even at lowest temperatures. This is usually understood as
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an effect of the vanishing electronic density of states at the charge neutrality point (i.e. undoped
graphed without external bias). This means that a nonzero critical interaction strength is re-
quired to cause any spontaneous symmetry breaking, and the interaction values in graphene are
simply below this threshold such that the symmetry breaking does not occur. Doped single-layer
graphene may however show interesting many-body instabilities, see e.g. Refs. [57, 58, 59].
Recently, a number of experiments have addressed the ground state properties of bilayer graphene[3]
in the Bernal-(AB)-stacking, trying to clarify possible signatures for the interaction between the
electrons. Also trilayer systems have been studied[4]. So far, however, the precise nature of the
ground state and whether the electronic spectrum is gapped or gapless remain under controver-
sial discussions. In theory, a number of competing instabilities of the semi-metal, e.g. toward a
gapped antiferromagnetic (AF) state, a gapless nematic phase and even toward gapped topolog-
ical phases as the quantum anomalous and quantum spin hall states are debated and compared
to the experimental findings[60]. All these theoretical studies indicate that the ground state
properties may depend decisively on the profile of the interaction. In this context it is important
to notice that the effective interaction parameters and their spatial dependence for the usual low-
energy models of graphene and graphite have been calculated by ab-initio techniques[61] using
the constrained random phase approximation (cRPA) that takes into account the screening due
to bands further away from the Fermi level.
In some recent works we have used a functional RG (fRG) scheme for an unbiased investiga-
tion of the instabilities of the Bernal stacked bilayer honeycomb lattice[62, 63], and also on
the trilayer[64]. Our approach can be regarded as quantitative, as we integrate out the four pz-
derived bands fully from the band edges toward the Fermi energy and as we use the ab-initio
interaction parameters given in Ref. [61]. This way we strongly reduce the variety of possi-
bilities depending on the model parameters and get closer toward a realistic picture of bilayer
graphene. We start with a tight-binding model for the Bernal stacked graphene bilayer at the
charge neutrality point, as, e.g., given in Refs. [2] or [61]. Within both layers, we include a
nearest-neighbor hopping with amplitude t. The interlayer hopping tp is defined between the
sites of the sublattices A in both layers that lie on top of each other. Diagonalizing the tight-
binding Hamiltonian results in 4 bands. Two of them have two inequivalent quadratic band
crossing points (BCP) K and K ′ at the Brillouin zone (BZ) corners at the Fermi level. The
nonzero density of states ate the Fermi level allows interaction-driven instabilities for arbitrar-
ily small couplings. We ignore trigonal warping terms for the time being, but comment later
on the effect of perturbations on the quadratic BCPs. As interactions, we account for an onsite
repulsion U , a nearest neighbor density-density interaction V1 and a second-nearest neighbor
density-density interaction V2. For these terms, cRPA values are listed in Ref. [61]. In addition,
for checking the robustness of our results, we considered a third-nearest neighbor repulsion V3
as well.
For the detection of instabilities, we employ a functional renormalization group (fRG) approach
for the one-particle-irreducible vertices of a fermionic many-body system described in the sec-
tions before. The discretization of the interaction vertex V is implemented by dividing the
BZ into N patches with constant wavevector-dependence within one patch. The representative
momenta for the patches are chosen to lie at or close to the Fermi level, see Fig. 6. Each
of the four momenta in the interaction vertex is additionally equipped with a sublattice index
and a layer index. Momentum conservation fixes one of the four wavevectors resulting in a
(44 ×N3)-component coupling function V .
Here we present fRG results at zero temperature for interlayer hopping tp = 0.1t. The next-
neighbor hopping t ∼ 2.8eV sets the energy unit. We study the parameter space spanned by
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Fig. 6: Left plot: Patching scheme of the bilayer Brillouin zone in the fRG. The black dots denote
the momentum vectors at which the coupling function is evaluated. Right: Tentative phase
diagrams for the leading ordering as obtained from fRG as function of the nearest neighbor
(V1) and next-nearest neighbor (V2) density-density repulsion. The red ellipse indicates the
cRPA value for the interaction parameters for single-layer graphene (upper right corner of
ellipse) and graphite (lower left corner).
U , V1 and V2 up to the cRPA parameters in Ref. [61] We find flows to strong coupling with
non-zero critical scales for all choices of non-vanishing interaction terms. By identifying the
leading tendencies, i.e. the strongest class of divergent couplings, we encounter rich tentative
phase diagrams as shown in Fig. 6. The observed phases are discussed in the following.
a) An antiferromagnetic (AF) spin density wave (SDW) instability. In the fRG, the flow towards
the AF-SDW is seen as a leading divergence of interaction components with zero momentum
transfer in the spin channel with AF sublattice structure. The effective interaction is infinitely-
ranged due to its sharpness in momentum space. A mean-field decoupling results in an AF
spin alignment in each layer where a net spin (e.g. ’up’) moment is located on the A1- and
B2-sublattices, and an opposite net spin (’down’) moment on the B1- and A2-sublattices.
b) A charge density wave (CDW) instability. Here we encounter diverging interactions in the
density channel, again with zero momentum transfer. The sign-structure between the layers
favors an enhanced occupancy of the A1- and B2-sublattices and a reduced occupancy on the
B1 and A2 sublattices or vice versa. The electronic spectrum is gapped.
c) A quantum spin Hall (QSH) instability. This phase breaks spin-rotational symmetry, whereas
time reversal symmetry is conserved. In the fRG, spin interactions with zero wavevector trans-
fer diverge, with a sign structure that alternates between K and K’ points, and between the
sublattices. In a mean-field treatment, a purely imaginary Kane-Mele[65] order parameter is
induced. In the fRG, the chirality of the state comes out the same in the two layers for the same
spin, i.e. there should be two edge modes with the same propagation direction per spin. Hence,
the edge states would not be topologically protected, in contrast with the single-layer case[66].
We found another ’CDW3’ instability for smaller U and V2/t < 1, which was until then unmen-
tioned in the literature. Here a site-centered CDW tendency with a finite momentum transfer
Q = K−K ′ = K ′ grows during the flow. In a variational treatment, the corresponding effective
interaction is minimized by complex expectation values. These break the translational symme-
try by density modulations. Each sublattice is broken up into three, hence the name CDW3. This
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state should be observable directly in scanning tunneling experiments. The fermionic spectrum
is gapless and has 4 Dirac cones near the center of the new reduced BZ.
While the first two states, SDW and CDW, are relatively conventional orderings, and the use
of the fRG mainly consists in describing the competition between them, the QSH state and the
CDW3 are rather exotic. These examples nicely demonstrate that instabilities of systems with
more than one band or one state per unit cell offer a greater variety of possibilities. The virtue
of the fRG is that it can tell which of the many possibilities is most likely to occur.
Now we discuss the relation to bilayer-graphene. In Ref. [61] the interaction parameters for
single-layer graphene and graphite were estimated by ab-initio methods. We expect bilayer
graphene to interpolate between these cases. The area of these ab-initio interaction parameters
is shown as a red dashed line in Fig. 6. In the fRG for this parameter range SDW and QSH in-
stabilities compete. As both states have a non-zero single-particle-gap, they are compatible with
the gapped experimental spectra of Refs. [3]. We also investigated the impact of non-vanishing
chemical potentials to mimic the effect of impurities or small dopings on the groundstate, with
focus on the cRPA interaction parameters and tp = 0.1t. In the range between for µ from 0 to
0.5t, the critical scale only changes mildly and the groundstate remains unchanged.
Another issue is that the theoretical instability scales deduced for these realistic parameters
are huge (up to ∼ t), due to the perfect nesting between the two bands forming the quadratic
BCPs. Instead, the experimental energy gaps in Refs. [3] are ∼ 2 meV ∼ 10−3t and hence
orders of magnitude smaller than the gaps one gets theoretically in this simple modeling. This
poses an important question for further research. We cannot guarantee that our method still
works quantitatively in this regime. However, a recent QMC analysis confirms our fRG result
of high critical scales[63]. Hence, a quantitative understanding remains to be found. Note
that as the instability scales are larger than the usually expected perturbations of the quadratic
dispersion near the K, K ′ points, these additional effects should not resolve this problem. It
appears however likely that a combination of theoretical overestimations and imperfections and
deviations in the experimental systems must be taken in order to account for the discrepancy.
In summary, we have desrcibed fRG studies of interaction driven instabilities in the honeycomb
bilayer model. Besides a novel gapless CDW state, we found that using ab-initio estimates for
the band-structure and non-local interaction parameters for bilayer graphene leads to a narrow
competition of quantum-spin-Hall and AF-SDW instabilites, making them the two main candi-
dates for the experimental search. The results for the ABC-stacked trilayer systems are quite
similar (see Ref. [64]). Details might decide what the actual groundstate is. Important quantita-
tive information from our study is the high energy scale for the breakdown of the gapless state.
At present, these high scales are not reflected in the experiments, and more research is needed
to understand this discrepancy.
6 Conclusions
The multi-patch fRG approach to interacting electron systems on two-dimensional lattices has
provided a number of interesting physical insights. In one-band cases the fRG mainly served
as a constancy check for previous other weak coupling approaches, and as an extension of
simpler perturbative techniques such as low-order expansions, RPA or spin-fluctuation theories.
The fRG serves as an important check for the existence of a d-wave paired ground states in
the one-band Hubbard model on the square lattice. In multi-band models, the wave vector
resolution of the fRG has allowed one to identify additional aspects and their reasons, such as
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the gap anisotropy in iron pnictides and the important role of the orbital character of the band
in determining instability scales. In graphene systems, the fRG helps to disentangle the larger
number of suggested ground state orderings.
The next step should now be to make these methods more quantitative such they can be used
in more material-specific questions. Various groups have already started to combine ab-initio
explorations of the band structure and interaction parameters in Wannier bases with the fRG
instability search[6, 22, 62, 64]. Here the fRG can be expected to go beyond mean-field, RPA
or other standard approaches to explore the consequences of the interactions at lower energy
scales. The goal should be to improve the fRG scheme to deliver realistic numbers for gap
scales and parameter trends. Then the scheme may be directly useful for the deliberate design
of functional materials.
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1 Introduction
Scanning tunneling microscopy (STM) is a tool that profoundly shaped nanoscience and nano-
technology. Since its invention by Rohrer and Binnig [1, 2, 3], for which they were awarded
the 1986 Nobel prize in Physics, STM experienced revolutionary developments allowing to see
for the first time nanostructures at the atomic scale. Another one is to access spintronics at
the nanolevel. With increasing availability of low-temperature STM, local electronic properties
can be investigated with unprecedented space and energy resolution which opens the vista to
completely new applications. STM allowed the rather unique ability of accessing at the same
time occupied and unoccupied electronic states. In Fig. 1 is shown a schematic view of the
chronological achievements of STM during the last 20 years. Although one cannot mention
all important milestones in a single figure, Fig. 1 tells us that after the initial application of
STM as a visualization tool of substrates at the atomic level (surface topography), it developed
quickly into a device for the manipulation of atoms. Indeed in the 90’s, nanostructures such as
corrals were built atom by atom whereby a fundamental quantum property, Friedel oscillations
induced by the presence of impurities in an electron gas, were observed and confined within
man-made nano-objects [4, 5, 6, 7]. These achievements were the prelude to functionalization
of nanostructures for different applications, with the aim of characterizing and manipulating
not only the spin and charge of single atoms or single molecules but also their position in much
bigger nanostructures.
At the beginning of the 21st century, spin-polarized STM (SP-STM) was invented [8, 9] and
applied for the investigation of magnetic layers on different substrates. It was, for example,
found that a manganese monolayer deposited on tungsten(110) substrate is characterized by
an antiferromagnetic ground state, confirming previous predictions made with first-principles
calculations [10], and it was nicely shown that contrary to the regular STM, the spin-polarized
version shows a magnetic superstructure on top of the chemical unit-cell. Magnetic charac-
terization is nowadays a routine work, that allowed the discovery of new magnetic states, for
example chirality, induced by the existence of Dzyaloshinskii-Moriya interactions, was revealed
in the magnetic contrast measured on a manganese layer deposited on W(110) surface [11] (See
Chapter C 4 by S. Blu¨gel). Moreover, magnetism of finite nanostructures, nanowires for in-
stance, on magnetic surfaces was recently characterized. [12, 13]
Being the ubiquitous apparatus for nanoscience, the range of phenomena studied by STM is
continuously growing. Besides surface topography, and the investigation of ground state prop-
erties of excitations, vibrational [14], magnetic [15, 16, 17, 18] or optical [19] properties, which
allow chemical identification of atoms, and even measurement of their magnetic anisotropy
energy is today a major topic studied with state-of-the-art machines. Recently, magnetometry
measurements allowed to extract quantitative values for magnetic exchange interactions among
adatoms separated by large distances! [20, 21] Also other applications and developments of
STM are geared towards the measurements of adhesion and strength of individual chemical
bonds, friction, studies of dielectric properties, contact charging, molecular manipulation and
many other phenomena from the micrometer down to subnanometer scale. As Chen says in his
book [22]: It was often said that STM is to nanotechnology what the telescope was to astron-
omy. Yet STM is capable of manipulating the objects it observes, to build nanoscale structures
never existed in Nature. No telescope is capable of bringing Mars and Venus together.
The actual playground of STM experiments was initially covered mainly by theory. The advent
of such an instrument urged the theoretical community for the development of new methods that
allows the understanding and prediction of phenomena accessible with STM (see e.g. Refs. [23,
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24, 25, 26, 27] or Refs. [28, 29, 30, 31, 32, 33, 34, 35] and many others). It is clear that this tool
will continue to experience further evolutions and to play a pivotal role in further developments
of nanosciences. Thus more challenges will be proposed to theoreticians. It is not a surprise if
after 20 years from its inventions, several books and reviews were dedicated to this technique,
to cite a few see Refs. [36, 37, 38, 39, 40, 41, 42, 43].
The goal of this lecture is to review the basics behind the theory accompanying the experiment
which could be of interest for readers aiming to work in this field or for those who want to
reassess some of the fundamental concepts. Several flavors of the STM method have been
developed and invented, we cannot go over all of them but we will discuss the standard ones
following partly the book of Chen [22] and the lecture notes of Stefan Blu¨gel [44].
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Fig. 1: Chronological developments of STM. At the early days of its invention, STM was used as
a visualization tool for surface topography. It developed into a unique tool that allows access
to occupied and unoccupied electronic states. Then atomic manipulation was achieved and
magnetic contrasts were realized thanks to the spin-polarized STM. We note that it is impossible
to mention all milestones that STM allowed to reach.
2 Description of scanning tunneling microscopy
Before discussing the basic theory explaining the measurements that can be done with STM, a
description of this tool is needed. A crucial ingredient in any STM is the probe tip that is at-
tached to a piezodrive, which consists of three mutually perpendicular piezoelectric transducers
(x, y and z piezo). Upon applying a voltage, a piezoelectric transducers contracts or expands
which allows to move the tip on the surface. Since the tip is not touching the substrate, the
flowing current, I , is weak and is obtained via a tunneling mechanism through the vacuum.
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Fig. 2(a) shows a schematic picture of an STM device. If a bias voltage, V , is applied between
the tip and the sample, the tunneling current can change.
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Fig. 2: A schematic picture of STM is shown in (a). A current can flow between the tip and the
substrate through vacuum via a tunneling mechanism. In quantum mechanics, a particle has a
non-zero probability of tunneling through a potential barrier which in the STM case is induced
by the vacuum. A simple barrier as shown in (b) explains the physics of tunneling. When the two
electrodes are far apart, the wave functions of both electrodes A and B decay into the vacuum
while the tunneling can take place if the electrodes are closer.
The simplest way to obtain a scanning tunneling microscope image is to directly measure the
variation of the tunnel current as a function of the scanning position while keeping the distance
between tip and sample surface constant. A so-called current image is then obtained. Instead
of directly recording the atomic variation of the current, however the usual procedure is to
keep the tunnel current constant while scanning over the surface. This is done by changing
the distance between the tip and surface using a feedback loop. In order to get an image, the
voltage required at the piezoelectric crystal to adjust the distance is recorded. One obtains
then the so-called constant-current STM image. A further operation mode is the spectroscopy
acquisition by STM. It is usually done by interrupting the feedback in order to keep for the
I–V spectroscopy data acquisition the tip-sample separation constant. This can be done at any
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desired surface spot or for every pixel in a STM image. An extended discussion of the different
operating modes will be given once the theory of STM is presented.
Obviously, if one wants to understand the working mechanism of STM and simulate the ex-
periment, one could think of simulating the whole setup, i.e. considering a tip, a substrate,
a bias voltage and calculate the tunneling current or conductance (see e.g. Chapter A 9 by
S. Tsukamoto). Although actual ab-initio methods are capable of handling few hundreds up
to few thousands of atoms in a unit-cell (see e.g. Chapter D 6 by R. Zeller), technical issues
can occur. For instance, a periodic supercell approach would lead to a non-realistic scenario
of multiples tips scanning the substrate at the same time. Methods based on Green functions
allow to consider two perfect semi-infinite substrates separated by vacuum. One of the sub-
strates would simulate the surface, on the other substrate, a model tip can be embedded (see e.g.
Ref. [45]). Although this scheme is appealing, one would be facing the problem of choosing the
right model for the tip, which is far from being easily accessible experimentally. All of those ar-
guments stimulated approximations that are very often used successfully for the understanding
of STM-experiments but they also bear limitations.
3 The concept of tunneling
Here we describe briefly elementary theories of tunneling through a one-dimensional potential
barrier, which will help us to grasp the basic concept used in STM. In quantum mechanics, the
electron feeling a potential U(z), for example the one shown in Fig. 2(b) considering US =
UT = −U , is described by a wave function ψ(z), which satisfies the Schro¨dinger equation,
−
~
2
2m
d2
dz2
ψ(z) + U(z)ψ(z) = Eψ(z), (1)
at a given position z. In this elementary model, the STM setup is simplified to a one-dimensional
potential barrier where the vacuum is modeled by the potential barrier U , while its left and
right sides shown in Fig. 2(b) represent the substrate, S, and the tip, T . When E > |U |, the
solutions of Eq. 1 are ψ(z) = ψ(0)e±ikz where k =
√
2m(E−|U |)
~
is the wave vector. In the
classically forbidden region, within the barrier, the solution is given by ψ(z) = ψ(0)e−κz with
κ =
√
2m(|U |−E)
~
being the decay constant that describes an electron penetrating through the
barrier into the +z direction. The probability density for the observation of an electron near a
point z is finite in the barrier region and is proportional to |ψ(0)|2e−2κz. Additionally, electrons
can propagate in the opposite direction (−z-direction) indicating that tunneling is bidirectional.
The total wave function in every region, sample, barrier and tip are written as:
ψS = e
ikz + Ae−ikz (2)
ψBarrier = Be
−κz + Ceκz (3)
ψT = De
ikz (4)
The coefficients A, B, C and D take care of the reflection and transmission of the electrons,
they are obtained by matching of the wave functions and their derivatives dψ/dz at the two
interfaces, sample–barrier and barrier–tip. The incident current density Ii = ~k/m and the
transmitted current It
It = −i
~
2m
(
ψ∗T (z)
dψT (z)
dz
− ψT (z)
dψ∗T (z)
dz
)
=
~k
m
|D|2 (5)
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Element Al Au Cu Ir Ni Pt Si W
Φ(eV ) 4.1 5.4 4.6 5.6 5.2 5.7 4.8 4.8
κ(A˚−1) 1.03 1.19 1.09 1.21 1.16 1.22 1.12 1.12
Table 1: Work functions and decay constants according to Ref. [22] for selected materials.
define the barrier transmission coefficient T which is given by the ratio between the transmitted
current density and the incident current density:
T =
It
Ii
= |D|2 =
1
1 + (k
2+κ2)2
4k2κ2
· sinh2(κs)
(6)
which simplifies in the limit of a strongly attenuating barrier (large decay constant κ)
T ∼
16κ2k2
(k2 + κ2)2
· e−2κs (7)
where s defines the location of electrode T (Fig. 2(b)).
From this basic model, some important features of a more realistic metal-vacuum-metal tun-
neling can be explained. Let us first evaluate the decay constant magnitude which is defined
defined by the work function Φ primarily if the electrons involved in the tunneling process are
lying close to the Fermi energy of both electrodes. Indeed Φ is defined by the minimum energy
required to remove an electron from the bulk to the vacuum level. In general, the work function
depends not only on the material, but also on the crystallographic orientation of the surface but
to simplify our discussion we assume it to be the same for the tip and sample (ΦS = ΦT = Φ).
In our model |US| and |UT | are respectively replaced by their respective work functions. Here
the decay constant κ =
√
2mΦ
~
is of the order of ∼ 1A˚−1 for the typical values of the work
function (∼ 5eV ). The typical values of work functions of materials used in STM experiments,
together with the decay constants, are listed in Table 1. According to Eq. 7, the current decays
by one order of magnitude per 1A˚.
Even though this model is too simple to describe realistic STM experiments it explains the
high sensitivity to height changes in the sample topography. Also it demonstrates that during
tunneling, the tip’s atom, that is the closest to the substrate, is the main atom involved in the
tunneling process!
From this simple one dimensional model one can derive the principle used by Binning and
Rohrer when they invented the STM. Their argument to explain the ability of STM to achieve
large lateral resolutions and by that probe the electronic structures of various materials at an
atomic scale (∼ 2A˚) is: because of the tunneling through vacuum, a large lateral resolution
much smaller than the radius of the tip-end, R, is possible if the distance between the tip-end
and the sample surface, ∆z, is much smaller than the tip radius [46]. Near the tip-end, the
current lines are almost perpendicular to the sample surface (Fig. 3). At a point ∆x on the tip,
the distance to the sample surface, z, is increased by
∆z ∼
∆x2
2R
. (8)
Assuming that at each point the tunneling current density follows the formula for the one-
dimensional case, Eq. 7, the lateral current distribution is
I(∆x) ∼ e−2κ
∆x2
2R . (9)
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Typically, κ ∼ 1A˚−1. For R = 10A˚, at ∆x ∼ 4.5A˚, the current drops by a factor of ∼ e−2, that
is about one order of magnitude. The diameter of such a current column is the resolution limit,
which is about 9A˚. Therefore with moderate means, a very high lateral resolution is expected.
Nowadays, achievements of STM largely exceeds this expectation.
R
2∆x
Fig. 3: Estimation of the lateral resolution in STM. Out of a spherical tip model with radius R
very close to the surface, the lateral resolution of STM can be evaluated. The tunneling current
is concentrated at the vicinity of the closest point to the substrate.
4 Modeling currents
4.1 Bardeen’s approach
One-dimensional case
The planar tunneling junction problem treated by Bardeen is schematically shown in Fig. 2(b).
The model used by Bardeen, called also the transfer Hamiltonian method [47], and extended
later on by Tersoff and Hamann [23, 24] and Chen [25, 26] to STM, has naturally limitations by
its assumptions but gives a fundamental understanding on the ability of STM to reach high space
and energy resolution. Here are some assumptions that are assumed in the original derivation
of the Bardeen’s approach:
First of all, the electron tunneling is treated as a one-particle process, i.e. the mutual interaction
between electrons during tunneling is neglected which is a reasonable approximation in the low
tunneling regime. Furthermore, a direct interaction of tip and sample resulting in the formation
of coupled electronic states is not taken into account. This assumption is valid if the tip-sample
distance is large enough, i.e. a distance larger than ∼ 4A˚ should be sufficient. Note that in our
discussion elastic tunneling is assumed, i.e. no energy loss of the electrons with quasi-particles
of the electrodes, e.g. plasmons, phonons, spin-excitations is considered in this section. Of
course, recently models taking care of this kind of interactions were developed (see Chapter C
7 by M. Wegewjis for detailed examples) and a simple discussion on the treatment of inelastic
tunneling is given later on in this manuscript.
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When the two electrodes, representing the tip and the sample, are far apart, the wave func-
tions of electrode S, representing the unperturbed substrate, or of the unperturbed electrode T ,
representing the tip, satisfy the Schro¨dinger equation of the free electrode S or T ,
i~
∂ψi
∂t
=
(
−
~
2
2m
∂2
∂z2
+ Ui
)
ψi, (10)
where Ui is the potential function of electrode i (S or T ), and ψi depends on both time and
spatial coordinates. The stationary states are ψi = ψiµe−iE
i
µt/~ with the spatial wave functions
and energy eigenvalues satisfying(
−
~
2
2m
∂2
∂z2
+ Ui
)
ψiµ = E
i
µψ
i
µ, (11)
Once the distance between the two electrodes is reduced, the time-evolution of a state ψ in the
system tip-sample is governed by the Schro¨rdinger equation containing the full potential:
i~
∂ψ
∂t
=
(
−
~
2
2m
∂2
∂z2
+ US + UT
)
ψ. (12)
The time-evolution can be treated in perturbation theory. At t → −∞, the tip is far from the
substrate and an electron is stationary in a state ψSµ of the sample. We assume that the tip is
approached slowly towards the sample and thereby the tip potential is turned on adiabatically.
The adiabatic consideration is reasonable since the time-scale of electrons are femtoseconds
(∼ 10−15sec) while the time needed to move the tip is in seconds. Formally we describe this
adiabatic switching of the perturbation via a time-dependent potential
UT (t) = e
ηt/~UT , and η > 0. (13)
UT is a constant and η is small and positive. At the end of our derivation, when we consider
η → 0, the potential will be constant for all times. With the presence of the combined potential,
a state ψSµ described by Eq. 11 at t = −∞ will not evolve according to Eq. 10. Instead it has a
probability of populating the states of electrode T , denoted as ψTν . Our goal is to measure that
probability since it is directly related to the tunneling current.
The state ψ of the whole system can be expanded in a linear combination of the sample and tip
eigenfunctions (as calculated before the perturbation is switched on), which form an orthogonal
and complete basis set:
ψ = aµ(t)ψ
S
µe
−iESµ t/~ +
∞∑
ν=1
cν(t)ψ
T
ν e
−iETν t/~. (14)
In our ansatz, aµ(t) and cν(t) are coefficients to be determined by Eq. 12 with aµ(−∞) = 1
and cν(−∞) = 0. We note that in our ansatz the time evolution coefficients aµ(t) and cν(t)
is due solely to the presence of the time dependence in UT (t). As we shall see, this separa-
tion is convenient because the time evolution coefficients satisfy a relatively simple differential
equation.
It is important to note that each set of wave functions ψSµ and ψTν originates from different
Hamiltonians. Neither of them is an eigenfunction of the Hamiltonian of the combined system.
A basic assumption of Bardeen’s tunneling theory is that the two sets of wave functions are
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approximately orthogonal,
∫
ψT∗µ ψ
S
ν d
3r ≈ 0. Inserting Eq. 14 into Eq. 12 and after projection
on the state ψTν , we obtain
i~
dcν(t)
dt
=
〈
ψTν
∣∣UT ∣∣ψSµ〉 e−i(ESµ−ETν +iη)t/~ + ∞∑
λ=1
cλ(t)
〈
ψTν
∣∣US ∣∣ΨTλ〉 e−i(ETλ−ETν )t/~. (15)
Here we considered the following small approximations: (i) because of the adiabatic approxi-
mation we considered the prefactor a(t) to be slowly varying, i.e. d
dt
aµ(t) = 0 and aµ(t) = 1,
and (ii) a second contribution ∼ (eηt/~ − 1) is neglected since it vanishes at η → 0.
This equation can be solved iteratively but we limit ourselves to the first order of time-dependent
perturbation theory and neglect the second term on the right-hand side of the previous equation
since it is a second-order infinitesimal quantity. Therefore, to first-order,
i~
dcν(t)
dt
=
〈
ψTν
∣∣UT ∣∣ψSµ〉 e−i(ESµ−ETν +iη)t/~. (16)
Since UT is non-zero only in the volume of electrode T (at z > s, see Fig. 2), the integral〈
ψTν
∣∣UT ∣∣ψSµ〉, that defines the tunneling matrix element Mµν , is evaluated only in the right-
hand side of the separation surface. This tunneling matrix element describes the projection of
the initial state ψSµ perturbed by the potential UT onto the final state ψTν . After integration over
time we get
cν(t) =
1
Eµ − Eν + iη
Mµνe
−i(ESµ−E
T
ν +iη)t/~. (17)
|cν(t)|
2 describes the probability that an electron initially described by the state ψSµ in time
t = −∞ populates a state ψTν at time t,
|cν(t)|
2 =
e2ηt/~(
ESµ − E
T
ν
)2
+ η2
|Mµν |
2 , (18)
which leads to the tunneling probability per unit time, Pµν(t) = ddt |cν(t)|
2
,
Pµν(t) =
2η(
ESµ − E
T
ν
)2
+ η2
e2ηt/~
1
~
|Mµν |
2 , (19)
where we can recognize the definition of the δ(x) distribution given by δ(x) = 1
pi
lim
η→0
η
x2+η2
.
Taking the limit η → 0 we find
Pµν(t) =
2pi
~
δ
(
ESµ − E
T
ν
)
|Mµν |
2, (20)
which is the famous Fermi’s Golden Rule, that is a general result of first order time-dependent
perturbation theory (The Golden Rule is also derived in Chapter A 5 by Ph. Mavropoulos).
Elastic tunneling is guaranteed by the delta function δ
(
ESµ − E
T
ν
)
. The tunneling current I is
proportional to ePµν where e is the elementary electron charge.
Up to now we have considered the tunneling process involving a single state µ to a single state
ν. However the tip and substrate are characterized by a continuous spectrum of states, thus
we have to consider the sum over states µ and ν for every spin channel. Naturally an electron
can only tunnel from an occupied state ψSµ to an unoccupied state ψTν and vice-versa. At zero
temperature, there is a sharp Fermi edge separating occupied and unoccupied states while at
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elevated temperatures the Fermi edge is smeared out; occupied states are then described by the
Fermi-Dirac distribution f(E − EF ) = (1 + exp [(E − EF )/kBT ])−1 while unoccupied states
are described by 1− f(E−EF ). Accounting for the occupation in this manner and assuming a
bias voltage V , the tunneling current in thermal equilibrium from sample to tip, IS→T , and from
tip to sample, IT→S can be written as:
IS→T =
4pie
~
∑
νµ
f(ESµ − E
S
F )
[
1− f(ETν − E
T
F )
]
|Mµν |
2 δ(ETν − E
S
µ − eV ) (21)
IT→S =
4pie
~
∑
νµ
f(ETµ − E
T
F )
[
1− f(ESν − E
S
F )
]
|Mµν |
2 δ(ETν − E
S
µ − eV )
A factor 2 has been introduced accounting for the two possible spin states of each electron. The
difference between the two currents gives a net total tunneling current:
I =
4pie
~
∑
νµ
[
f(ESµ − E
S
F )− f(E
T
ν − E
T
F )
]
|Mµν |
2 δ(ETν − E
S
µ − eV ). (22)
The finite summation over the discrete states can be replaced by an integral over energies using
the density of state n(E):
∑
µ →
∫
n(E)dE and after an appropriate change of variable we
find
I =
4pie
~
∫
d
[
f(ETF − eV + )− f(E
S
F + )
] (23)
×nT (ETF − eV + )n
S(ESF + )
∣∣M(ESF + , ETF − eV + )∣∣2
where nS and nT are the density of states (DOS) of the substrate and of the tip. We find
formally that the tunneling current depends explicitly on the electronic structure of both the tip
and substrate which has important consequences on STM measurements. Interestingly at zero
temperature or if kBT is smaller than the energy resolution required in the measurement, the
Fermi distribution function can be approximated by a step function and the current simplifies to
I =
4pie
~
∫ eV
0
dnT (ETF − eV + )n
S(ESF + )|M |
2 (24)
and for a very small bias voltage
I =
4pie
~
V nT (ETF )n
S(ESF )|M |
2. (25)
The differential conductivity, which is the other quantity measured experimentally, is given by
dI
dV
=
4pie
~
nT (ETF )n
S(ESF + eV )|M(E
S
F + eV,E
T
F )|
2. (26)
This explains the unique power of STM to be able to access the occupied and unoccupied
electronic states of the substrate. Indeed this can be achieved by changing the sign of the bias
voltage V .
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Fig. 4: Schematic representation of inelastic tunneling with STM (according to Wilson Ho) is
shown in (a). If the electron has enough energy, provided by the bias potential, to trigger the
excitation mode an additional tunneling channel is created. The slope giving the tunneling
current versus the bias voltage (b) changes at a bias voltage corresponding to the frequency of
the excitation mode. Taking the first and second derivatives lead to a step-like function (c) or to
a resonance (d) at ~ω.
Inelastic tunneling
Although the rest of this lecture is devoted to elastic tunneling phenomena, inelastic tunneling
within the Bardeen approach is described briefly in this section. Within STM, these excitations
were observed for vibrations (see e.g. [14]), photons (see e.g. [19]) and for spin-excitations (see
e.g. [15, 16, 17, 18, 57]).
We have learned earlier that the current and differential conductivity is proportional to the DOS
of the substrate and of the tip. Now imagine that on the substrate a molecule is deposited which
is characterized by a vibrational mode or a spin excitation mode. If the tunneling current can
trigger the excitation, i.e. the tunneling electrons couple to the excitation mode and by that
loose their energy, additional tunneling channels can be created. More tunneling possibilities
translates to an increase in the tunneling current. Fig. 4 shows schematically how the slope of
the current versus the bias voltage increases suddenly at the voltage, or energy, corresponding
to the excitation mode. If one calculates or measures the differential conductivity, one obtains
step-like functions in the spectra, and a second derivative of the current leads to resonances
located at the excitation energies.
Consider that the potential of the sample US contains a vibrating adatom and is time-dependent
US + U0 cos(ωt), where U0 is the amplitude of the vibration and ω is the vibrational frequency
of the adatom. We apply once more first order time-dependent perturbation theory as discussed
previously and find:
i~
dcν(t)
dt
= Mµνe
−i(ESµ−E
T
ν +iη)t/~ + δMµν cos(ωt)e
−i(ESµ−E
T
ν )t/~ (27)
where Mµν is the elastic tunneling matrix element
〈
ψTν
∣∣UT ∣∣ψSµ〉 and δMµν is the inelastic
counterpart
〈
ψTν
∣∣U0 ∣∣ψSµ〉.
After integration, the inelastic contribution to the coefficient cν in Eq. 27 is
δcν(t) =
δMµν
2
[
e(Eµ−Eν+~ω)t/~
Eµ − Eν + ~ω
+
e(Eµ−Eν−~ω)t/~
Eµ − Eν − ~ω
]
. (28)
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The probability is thus simply given by2
|δcν |
2 = |δMµν |
2
(
sin2[(Eµ − Eν + ~ω)t/2~]
(Eµ − Eν + ~ω)2
+
sin2[(Eµ − Eν − ~ω)t/2~]
(Eµ − Eν − ~ω)2
+ cross terms
)
.
The function sin2(xt/2~)/x2 reaches its maximum when x = 0 and approach rapidly zero for
x 6= 0. In the limit of long time t, this function is nothing else than a delta function: tpiδ(x)/2~,
which ensures that the inelastic tunneling occurs at Eµ − Eν − ~ = ±~ω. Finally we give the
probability rate as done in the previous section:
δPµν =
d|δcµ|
2
dt
∝
pi
2~
|δMµν |
2δ(Eµ − Eν ± ~ω) (29)
Therefore in addition to the elastic tunneling term, we have an additional term when the excita-
tion is created, i.e. the energy level of the electronic state changes by an amount ~ω. We note
that several theoretical methods were developed in order to understand how STM probes excita-
tions. For instance, for spin-excitations, some are based on a Heisenberg Hamiltonian (see e.g.
Refs.[29, 30, 31, 32]) and beyond[33], others are based on time-dependent density functional
theory [34, 35].
Bardeen’s Tunneling Matrix elements
We derived earlier the tunneling current and the differential conductivity in the Bardeen’s ap-
proach, we investigate in the following the tunneling matrix element Mµν . Using Eq. 11, the
integral defining the tunneling matrix element Mµν =
〈
ψTν
∣∣UT ∣∣ψSµ〉 can be converted into a
surface integral only depending on the unperturbed wave functions of the two electrodes at the
separation surface. By applying Eq. 11, we have
Mµν =
∫
z>z0
ψSµ
(
ETν +
~
2
2m
∂2
∂z2
)
ψT∗ν d
3r. (30)
Because of the elastic tunneling condition, ESµ = ETν , the form giving the tunneling matrix
element can be converted into
Mµν =
∫
z>z0
(
ψSµE
S
µψ
T∗
ν + ψ
S
µ
~
2
2m
∂2
∂z2
ψT∗ν
)
d3r. (31)
Using Mµν =
〈
ψSµ
∣∣UT ∣∣ψTν 〉 and noticing that, on the tip side, the sample potential US is zero,
we obtain
Mµν = −
~
2
2m
∫
z>z0
(
ψT∗ν
∂2ψSµ
∂z2
− ψ∗Sµ
∂2ψTν
∂z2
)
d3r. (32)
With the identity
ψT∗ν
∂2ψSµ
∂z2
− ψSµ
∂2ψT∗ν
∂z2
=
∂
∂z
[
ψT∗ν
∂ψSµ
∂z
− ψSµ
∂ψT∗ν
∂z
]
, (33)
the integration over z can be carried out to obtain
Mµν =
~
2
2m
∫
z=z0
[
ψSµ
∂ψT∗ν
∂z
− ψT∗ν
∂ψSµ
∂z
]
dxdy. (34)
2Other cross terms are not considered here
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The last equation gives Bardeen’s tunneling matrix element in a one-dimensional form. It is a
surface integral of the wave functions (and its normal derivatives) of the two free electrodes,
evaluated at the separation surface. The potential barrier information does not appear explicitly,
and only the information of the wave functions at the separation surface is required. Further-
more, the formula is symmetric with regards to both electrodes. It is the basis of the reciprocity
principle in STM, which has important consequences in designing and interpreting experimental
results.
Although derived for the one-dimensional case, the Bardeen approach can be extended to the
three-dimensional case where the tunneling matrix element, Eqs. 32 and 34, change to
Mµν =
~
2
2m
∫
ΩT
[
ψSµ∆ψ
T∗
ν − ψ
T∗
ν ∆ψ
S
µ
]
· d~r (35)
and
Mµν =
~
2
2m
∫
Σ
[
ψSµ ~∇ψ
T∗
ν − ψ
T∗
ν
~∇ψSµ
]
· d~S (36)
where the surface integral is performed on the separation surface, Σ, between the volume defin-
ing the sample and the volume defining the tip.
Energy dependence of tunneling matrix elements
The assumption, that the tunneling matrix elementM is a constant, is reasonable for a small bias
voltage window. However, in scanning tunneling spectroscopy (STS) experiments, the energy
scale can be as large as ±2eV . Thus the energy dependence of the tunneling matrix element
cannot be overlooked. The variation of |M | with energy can be evaluated from the Bardeen
formula, Eq. 34.
In the gap region, the wave function of electrode S is:
ψSµ (z) = ψ
S
µ (0)e
−κSµz, (37)
where κSµ =
√
2m|ESµ |/~ is the decay constant corresponding to the energy eigenvalue of ψSµ .
Similarly, in the gap region, the wave function of electrode T is
ψTν (z) = ψ
T
ν (s)e
κTν (z−s). (38)
Because of the condition of elastic tunneling (ESµ = ETν ), the two decay constants are equal,
κ
T
ν = κ
S
µ =
√
2mESµ
~
(39)
Inserting the previous equations into Eq. 34, we obtain
Mµν =
~
2
2m
e−κ
S
µ s
∫
z=z0
2κSµψ
S
µ (0)ψ
T
ν (s)dxdy. (40)
As expected, the tunneling matrix element is independent of the position of the separation sur-
face, z = z0. The expression in the integral is a constant, because ψTν (s) is the value of the
wave function of electrode T at its surface. The energy dependence of M is through the decay
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constant κSµ . Qualitatively, the effect of the energy dependence of the tunneling matrix ele-
ment on the tunneling current is as follows. Once the integration over energies is carried out in
Eq. 24, we realize that the value of e−κSµ s near the top of the integral is bigger than its value near
the bottom. Therefore, the energy spectrum of electrode T near the Fermi level and the empty
states energy from the spectrum of electrode S electrons about eV above the Fermi level are the
dominant contributors to the integral in Eq. 24.
We have learned from the Bardeen’s approach to calculate the tunneling current, that the exact
electronic structure of tip and sample is required. In principle it is possible to calculate them
for both systems with the actually available ab-initio methods and to compute all tunneling
matrix elements to gain the tunneling current. Although quite elaborate, this scheme is possible.
However, the tip structure is not straightforward to access experimentally which complicates
the task of simulating the STM tip. This issue pushed the development of models, as the one
described in the next section, that simplify the tip’s electronic structure. The simplest approach
is to get rid off the tip.
4.2 Tersoff-Hamann model
After the invention of STM, Tersoff and Hamann formulated a model [23, 24] based on Bardeen’s
tunneling theory which is widely used today. Here we describe its concept, derivation and lim-
itations.
The essence of the model
The driving argument behind the Tersoff-Hamann (TH) model is the difficult access to the
tip states. Those, as we have learned in the previous sections, are important in the imaging
mechanism of STM since the tunneling current is a convolution of electronic states of the tip
to those of the sample. Therefore, a particular model of the tip was proposed, such that the tip
properties can be simplified and factorized out of the problem. The TH model represents the
tip with potential and wave functions arbitrarily localized, in words, modeled as a geometrical
point. Consequently, the STM image is related to the properties of the surface alone. Thus,
according to that model, STM measures an intrinsic property of the unperturbed surface, rather
than a property of the joint surface-tip system.
The TH model has proven to be extremely valuable in interpreting the STM images with char-
acteristic feature sizes of ≥ 10A˚, for example, the profiles of superstructures of surface recon-
struction, the scattered waves of surface states, as well as defects, adsorbates, and substitution
atoms on the surface. However, the TH model predicts that the corrugation of atomic-scale
features (with typical length scale close to or smaller than 3A˚) is about one picometer or even
smaller, which is beyond the detection limit of STM. Also it cannot always explain the rich
experimental observations due, obviously, to the convolution of tip electronic states and sample
electronic states.
Derivation of TH model
The STM tip is modeled as a locally spherical potential well centered at ~RT . Once more, the
sample surface is represented by the z = 0 plane. In Bardeen’s model the potentials of the tip
and sample are negligible in the separation plane Σ. Therefore in the vacuum region, both wave
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functions of sample and tip near the Fermi level satisfy the Schro¨dinger equation
−
~
2
2m
∆ψ = −Φψ or ∆ψ = κ2ψ, (41)
With the approximation that the tip is just a single atom which has an s-orbital as wave function,
this equation has two solutions, an irregular and a regular solution, which are the spherical,
modified Bessel functions of first and second kind. We are interested in the regular solution that
is characterized by an exponential decay from tip to vacuum. Thus the solution of the previous
equation is given by the modified Bessel function of the second kind
ψTν (~r −
~RT ) = Ck
(1)
0 (κ|~r − ~RT |) = C
e−κ|~r−
~RT |
κ|~r − ~RT |
(42)
where |~r − ~RT | 6= 0 since the solution is obtained in the vacuum at position ~r and C is a
normalization constant.
Inserting this ansatz for the tip wave function into the expression for the matrix tunneling ele-
ment (Eq. 35) yields
Mµν(~RT ) = −
C~2
2m
∫
ΩT
[
k
(1)
0 (κ|~r − ~RT |)∆ψ
S
µ (~r − ~RT )− ψ
S
µ (~r − ~RT )∆k
(1)
0 (κ|~r − ~RT |)
]
d~r.
(43)
Since the sample potential vanishes in the body of the tip we can apply the vacuum Schro¨dinger
equation to the first term of the integrand. The second term has a singularity at ~r = ~R and
can be simplified recalling the relation between the modified Bessel function k(1)0 and the Green
function of the vacuum Schro¨dinger equation:
∆G(~r − ~r′) = −4piδ(~r − ~r′). (44)
Since G(~r − ~r′) = κk(1)0 (κ|~r − ~r′|), we rewrite ∆k
(1)
0 in Eq. 43 as (κ2k
(1)
0 − 4piδ/κ) and by
that the tunneling matrix element for the case of a s-wave function simplifies in the TH model
to
Mµν(~RT ) = −
2piC~2
κm
ψSµ (~RT ) (45)
This is the central result of the TH model of STM although the original derivation is a bit
longer. If the tip state is spherically symmetric around a point ~RT , effectively, it is equivalent
to a geometrical point at ~RT . Hence, the tunneling matrix element is directly proportional to
the value of the sample wave function at the position of the apex atom. Now we are able to
calculate the tunneling current following Bardeen’s formulation at low temperature:
I(~RT , V ) =
16pi3C2~3e
κ2m2
nT
∫ eV
0
dnS(~RT , E
S
F + ) (46)
where nT is a constant in the TH model since the wave function of the tip is of s-type and
nS(~RT , ) =
∑
µ δ(E
S
µ − )|ψ
S
µ (
~RT )|
2
. Eq. 46 expresses that the integral includes all states
of the sample at the tip location between the Fermi energy and the Fermi energy shifted by
the applied bias voltage: the tunneling current is proportional to the integrated local density of
states (ILDOS) of the sample.
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For a small bias voltage, the previous equation simplifies further to
I(~RT , V ) =
16pi3C2~3e2
κ2m2
V nTnS(~RT , E
S
F ). (47)
For the differential conductivity we obtain for finite V
dI(~RT , V )
dV
=
16pi3C2~3e
κ2m2
nTnS(~RT , E
S
F + eV ). (48)
Thus the tunneling current and the differential conductivity are proportional to the density of
states nS(~RT , ESF + eV ) in the vacuum. The last three equations are the most used ones in
the interpretation, simulation and prediction of STM-images for realistic systems. We note
that an absolute value of the current within this scheme cannot be computed since the constant
C is unknown. From the TH model, one can simulate the important STM modes mentioned
in Section 2. For example, in the constant-current mode (I = const.), where topographic
images are obtained, we use I ∼ eV nS(~RT , ESF ) valid for eV << Φ. Hence, the task is
simply to look for nS(~RT , ESF ) = const. In the spectroscopic mode, dI/dV is computed from
∼ nS(~RT , E
S
F + eV ), in other words the calculation of the spectroscopic images obtained with
STM boils down to the computation of the sample’s DOS in vacuum.
The basic assumption of this extremely simple result is that, except for the s-wave tip wave
function, all other tip wave functions can be neglected. Therefore it is often called the s-wave
tip model. It is important to know under which condition the s-wave-only assumption is valid.
The TH model is highly valuable in the interpretation of STM images. It represents an approx-
imation with which the complicated problem of tip electronic states can be avoided.
What if the STM-tip is more complicated than what is assumed in the TH-model? For example,
other orbitals, than the s, can be characterizing the apex atom. Chen [25, 26] proposed an
elegant method, discussed in the upcoming subsection, that extends the TH-model.
Chen’s expansion of the Tersoff-Hamann model
The problems which arise from the Tersoff-Hamann model can be overcome by expanding
the model using generalized wave functions for the tip. Such an expansion was introduced
by Chen [25, 26] who considered the general solutions of the vacuum Schro¨dinger equation
(Eq. 41)
ψT (~r − ~RT ) =
∑
l,m
Clmk
(1)
l (κ|~r −
~RT |)Ylm(|
̂
~r − ~RT |) (49)
where Ylm are the spherical harmonics and k(1)1 are modified spherical Bessel functions of the
second kind while Clm is a renormalization coefficient. For the case l = 0 we recover the TH
model as detailed in the previous subsection. Using the property of the Bessel function:
k
(1)
l (u) = (−1)
lul
(
1
u
d
du
)l
k
(1)
0 (u) (50)
one can evaluate the contribution of a tip-orbital l to the tunneling current just by proceeding
to the lth derivative with respect to the argument of modified Bessel function with l = 0. For
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example, if the tip is described by a pz-type orbital we have
ψTpz(
~(r)− ~RT ) = Cpzk
(1)
1 (κ|~r − ~R|)Y10(|
̂
~r − ~RT |) (51)
= Cpz
d
dR
k
(1)
0 (κ|~r − ~RT |)
∂R
∂z
=
Cpz
Cs
∂
∂z
ψTs (~r − ~RT ).
Inserting this wave function in the Bardeen’s formula for the tunneling matrix elements in the
TH model, we obtain for the pz orbital
Mµν = −
2piCpz~
2
κm
∂
∂z
ψSµ (~RT ). (52)
This means, that the matrix element is proportional to the derivative of the sample wave function
with respect to Z at the position of the tip, if the tip is described by a pz-type orbital. In this
way the matrix element can be derived also for higher order orbitals, which is known as the
derivative rule of Chen [25, 26].
Using p- or d-type orbitals for the tip, the experimentally observed corrugation amplitudes of
densely packed metal surfaces can be explained. In Table 4.2 the tunneling matrix elements are
given for different orbitals. With the help of this rule, Chen could explain the high corrugation
amplitude observed in some systems.
The extension of Chen provides an explanation of the high corrugation amplitudes measured on
close-packed metal surfaces contradictory to the low corrugation amplitudes due to their local
density of states. This is the case, for example, for pz and dz2 orbitals since they possess charge
density stretching out further from the tip apex into the vacuum than that of an s-wave and
they act similar to an s-wave at a reduced distance from the sample surface. This affects the
tunneling current quite strongly and by that the images obtained experimentally. Interestingly,
orbitals like dxy and dxz,yz are expected to produce a large tunneling current not with the tip
apex atom located on top of a surface atom but rather at a hollow site of the surface. Due to
their particular charge density distribution a large overlap with sample orbitals occurs in this
configuration.
4.3 Different STM modes
Now that we know how to compute the tunneling current, it is interesting to connect this quantity
to the different STM standard modes. For a given bias, the physical quantity measured by the
STM is the tunneling current, which is a function of the lateral coordinates (x, y) and the z-
coordinate: I = I(x, y, z). If z is perpendicular to a nearly flat surface, the tunneling current can
be decomposed into a constant (that is independent of (x, y)) and a small variable component
that represents the features or corrugation of the surface,
I(x, y, z) = I0(z) + ∆I(x, y, z), (53)
with the condition |∆I(x, y, z)| << |I0(z)|.
The constant-current topographic image can be derived from the current images by making the
ansatz: z(x, y) = z0 +∆z(x, y) and substituting it into the previous equation by proceeding to
a Taylor expansion we find
I = I0(z0) +
(
dI0(z)
dz
)
∆z(x, y) + ∆I(z, y, z). (54)
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Orbital of the tip Matrix element M
s 2piC~
2
κm
ψS(~RT )
px
2piC~2
κm
∂
∂x
ψS(~RT )
py
2piC~2
κm
∂
∂y
ψS(~RT )
pz
2piC~2
κm
∂
∂z
ψS(~RT )
dzx
2piC~2
κm
∂2
∂z∂x
ψS(~RT )
dzy
2piC~2
κm
∂2
∂z∂y
ψS(~RT )
dxy
2piC~2
κm
∂2
∂x∂y
ψS(~RT )
dz2− 13 r2
2piC~2
κm
(
∂2
∂z2
ψS(~RT )−
1
3
κ
2ψS(~RT )
)
dx2−y2
2piC~2
κm
(
∂2
∂x2
ψS(~RT )−
∂2
∂y2
ψS(~RT )
)
Table 2: Tunneling matrix elements as formulated by Chen [22] using the derivative rule. Note
that the constant C depends on the orbital-type of the tip involved in the tunneling process.
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Owing to the smallness of ∆I , its variation can be neglected. The topographic image is therefore
defined by the condition of constant current, i.e. I = I0(z0), thus
∆z(x, y) = −
∆I(x, y)
dI0(z)/dz
. (55)
It is interesting to note that experimentally when scanning the sample surface with the tip there
are two different modes of operation, the constant-height and the constant-current mode. In
constant-height mode, the vertical position z of the tip is held constant while scanning and
the resulting tunnel current between tip and sample is measured. In constant-current mode
a feedback loop provides a constant tunnel current between tip and sample at every position
(x, y). This means that the z-position of the tip has to be adjusted during scanning which is
done by applying an appropriate voltage Vz to the z-piezo of the tube scanner. One distinguishes
between these two extreme modes of operation even though neither of them can be realized
experimentally and one can only approximate one or the other by choosing the appropriate
parameters for the feedback loop gain and the scan speed.
The differential tunneling conductivity, dI/dV , is also a frequently used image parameter. Ex-
perimentally the tunneling spectrum at each point (x, y) can be obtained by interrupting the
feedback circuit, applying a voltage ramp, then acquiring the tunneling current. The differential
tunneling conductivity can be obtained by numerically differentiating the acquired tunneling
current data.
4.4 Spin-polarization and tunneling: SP-STM and TAMR-STM
If the tunnel current flows between two magnetic electrodes, an additional information will be
contained in the tunneling current, namely the information on the magnetic properties of the
electrodes. Thus, if the STM tip is spin-polarized, in other words, the DOS for the majority-
spin (↑) channel is different from the DOS for the minority-spin (↓) channel, access to the local
spin-polarization of the probed substrate is possible (Figs. 5(a) and (b)). This is the concept
of spin-polarized STM (SP-STM). By assuming that the electron spin is conserved during the
tunneling process, the ↑-electrons from the tip can only tunnel into unoccupied ↑-states in the
sample; the same for the ↓-electrons (Fig. 5(b)). When the magnetization directions of the two
electrodes are in parallel alignment the tunnel current is different compared to the antiparallel
alignment.
In fact Jullie`re [48] first discovered this spin valve effect, or tunneling magnetic resistance
(TMR), in planar Fe-Ge-Co tunnel junctions effect which showed a decreased conductance in
the case of non-parallel alignment of the electrodes magnetization compared to the parallel case.
In a theoretical work, Slonczewski extended the model of tunneling in one dimension consid-
ering spin-polarized electrodes [49]. While the experiments of Jullie`re had to be realized at
very low temperatures, the TMR effect at room temperature was achieved in the 90’s by Mood-
era [50] and Miyazaki [51]. This allows for the application of the TMR effect in read heads
of modern hard disk drives. Furthermore, the discovery of the TMR gave rise to the develop-
ment of the magneto-resistive random-access memory (MRAM) – a non-volatile random-access
memory technology.
Due to spin-orbit coupling (SOC), the resistance can become anisotropic, i.e., it depends on
the magnetization direction of the tunnel junction with respect to the crystallographic axes as
sketched in Fig. 5(c). For the observation of this effect the tunneling junction needs only a
single magnetic electrode separated from a nonmagnetic electrode by an insulating layer. In
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Fig. 5: Spin-polarized tunneling with SP-STM shown schematically in (a) and (b). In (b), the
spin-polarized DOS of the tip and sample are depicted. With spin conservation, electrons from
the tip with spin ↑ can tunnel into unoccupied states of the sample with the same spin character.
The same tunneling process occurs with spin ↓. In (c) a sketch of TAMR is shown. The tunnel
junction comprises a non-magnetic tip and a magnetic sample. Because of spin-orbit coupling
the tunneling current can be sensitive to the magnetization’s orientation of the sample.
fact depending on the magnetization direction, the electronic structure of the magnetic electrode
changes, thus the tunneling current between the two electrodes exhibits differences for a film
that is magnetized either out-of-plane or in-plane [52, 53]. This effect has been named tunneling
anisotropic magneto-resistance (TAMR) [53] which is an extension of the known bulk AMR
that does not involve tunneling. Besides its implications in spintronics, it is appealing to use the
TAMR concept in STM since even without a spin-polarized tip, magnetic information can be
grasped from the tunneling current if the sample is characterized by a non-negligible SOC. The
TAMR has first been observed in STM measurements of a double-layer film of Fe on the W(110)
surface [52] and was recently applied on adatoms deposited on magnetic substrates [54, 55].
Since more than 10 years, SP-STM is a well-established technique which can be used to investi-
gate the magnetic ground state of nanostructures down to the atomic scale [9]. In the past years,
the technique has been extended to study also dynamics of magnetic systems like spin-flip pro-
cesses [15, 16, 17, 18] or magnon excitation [57]. Furthermore, very recently SP-STM has been
used to probe spin relaxations of single atoms on the time scale of nanoseconds [58, 59] to few
minutes [60].
In the following two subsections, the basic theoretical concepts behind SP-STM and TAMR
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within STM are presented.
Bardeen’s formalism for SP-STM
The Bardeen tunneling theory can be extended to include the spin dependence. Instead of using
a single-component wave function, two components, i.e. a spinor, are necessary to describe a
state of an electron with spin. For example, for the sample wave function
ψSµσ =
∑
σ′=↑,↓
ψsµσσ′χσ′ , with χ↑ =
(
1
0
)
, χ↓ =
(
1
0
)
. (56)
One can follow the same procedure as done previously in Section 4.1 for the non spin-polarized
case by considering the time-dependent Pauli equation of the combined system
i~
∂ψ
∂t
=
[
−
~
2
2m
∇2 + UˆT + UˆS
]
ψ. (57)
Note that the wave function ψ is now a two-component spinor and the potential functions are
now two-by-two matrices,
UˆT =
(
UT↑↑ UT↑↓
UT↓↑ UT↓↓
)
, UˆS =
(
US↑↑ US↑↓
US↓↑ US↓↓
)
, (58)
We follow the treatment of Wortmann et al. [61] to take the spin-polarization direction of one
of the electrodes, say, electrode T, as the reference (global spin frame of reference). In other
words, we assume that the Hamiltonian of the tip is diagonal with respect to spin,
UˆT =
(
UT↑↑ 0
0 UT↓↓
)
. (59)
Therefore, the two components of the wave functions of the tip-only system can be treated
separately to satisfy the following equation (considering the tip only),[
−
~
2
2m
∇2 + UTσσ
]
ψTνσσ(~r) = Eνσσψ
T
νσσ(~r), (60)
where σ denotes the spin component ↑ or ↓.
However, in the reference frame of the tip, the state of electrode S is, in general, not diagonalized
with respect to spin. This is evidently true for non-collinear systems since no quantization axis
exists which allows a state to be written in terms of pure spin-up or spin-down character, but
even for collinear samples the states will be spin mixed if the quantization axis of the sample
and the one of the tip are not aligned in parallel. In general, the spinor of the sample-only
system satisfies the Pauli equation,[
−
~
2
2m
∇2 +
(
US↑↑ US↑↓
US↓↑ US↓↓
)](
ψSµ↑σ
ψSµ↓σ
)
= Eˆµ
(
ψSµ↑σ
ψSµ↓σ
)
. (61)
It is useful to express the components of spinor describing the sample’s wave function in the
spin-frame of reference of the tip within the local spin frame of reference related to the sample.
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In this local spin-frame of reference UˆS is diagonal in spin-space. This can be achieved using
the rotation matrix Uˆ .
|ψSσ 〉 = Uˆ(θ)|ψ
S,loc
σ 〉, with Uˆ(θ) =
(
cos (θ/2) − sin (θ/2)
sin (θ/2) cos (θ/2)
)
, (62)
where loc stands for local spin-frame of reference of the sample and θ defines the angle between
the magnetization of the individual atom on the sample and the magnetization of the tip.
Following the same procedure as done in the non spin-polarized case, we find in first-order
perturbation theory that the spin-dependent tunneling matrix elements are given by
Mσσ
′
µν =
〈
ψTµσ′
∣∣∣UˆT Uˆ(θ)∣∣∣ψS,locµσ 〉 (63)
and(
M↑↑µν M
↑↓
µν
M↓↑µν M
↓↓
µν
)
=
(
〈ψTµ↑|UT↑↑|ψ
S,loc
µ↑ 〉 cos (θ/2) −〈ψ
T
µ↑|UT↑↑|ψ
S,loc
µ↓ 〉 sin (θ/2)
〈ψTµ↓|UT↓↓|ψ
S,loc
µ↑ 〉 sin (θ/2) 〈ψ
T
µ↓|UT↓↓|ψ
S,loc
µ↓ 〉 cos (θ/2)
)
(64)
= −
2pi~2
m
(
C↑
κ↑
ψS,locµ↑ (
~RT ) cos (θ/2) −
C↑
κ↑
ψS,locµ↓ (
~RT ) sin (θ/2)
C↓
κ↓
ψS,locµ↑ (
~RT ) sin (θ/2)
C↓
κ↓
ψS,locµ↓ (
~RT ) cos (θ/2)
)
(65)
In the last equation we followed the TH model to extract the tunneling matrix elements by
replacing the wave function at the tip apex atom by a spherically symmetric s-wave. Also the
Chen’s rule for arbitrary orbitals can be followed in the spin-polarized case. In the following we
assume that the spin-up and spin-down s-wave states can be characterized by the same decay
constant κ and the same normalization coefficient C, i.e. κσ = κ and Cσ = C.
The tunneling current in the spin-polarized case becomes
I(θ, V ) =
2pie
~
∑
σσ′
∫ eV
0
d
[
f(ETF − eV + )− f(E
S
F + )
] (66)
×nTσ′(E
T
F − eV + )n
S
σ(E
S
F + )
∣∣Mσσ′(θ, ESF + , ETF − eV + )∣∣2
In the TH model, the tunneling current simplifies to
I(~RT , θ, V ) =
16pi3C2~3e
κ2m2
∫ eV
0
d
[
f(ETF − eV + )− f(E
S
F + )
] (67)
×
(
nT (ETF − eV + )n
S(~RT , E
S
F + ) + ~m
T (ETF − eV + ) · ~m
S(~RT , E
S
F + )
)
where n is the total charge density of states (n = n↑ + n↓) of the tip or sample while ~m
is the magnetization vector, i.e. the corresponding ”magnetic” density of states. A further
approximations can be made by considering the tip to be characterized by an s-wave function.
That allows to consider nT to be a constant:
I(~RT , θ, V ) =
16pi3C2~3e
κ2m2
(nTNS(~RT , V )︸ ︷︷ ︸
nonspin−polarized
+ ~mT · ~MS(~RT , V )︸ ︷︷ ︸
spin−polarized
), (68)
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where N s and M s are respectively the energy integrated charge-density and magnetization of
the sample’s atom at the tip location ~RT . The previous equation, widely used to interpret SP-
STM, shows that the tunneling current can be decomposed into a non spin-polarized and spin-
polarized contributions. In case of a non spin-polarized STM experiment, i.e., using either
a nonmagnetic tip or sample, the second term vanishes and the current reduces to the classical
result of the TH model. Furthermore, depending on the angle between the magnetization vectors
of tip and sample, the current will change.
For completeness we give the corresponding differential conductivity in the spin-polarized case
dI
dV
(~RT , θ, V ) ∝ (n
TnS(~RT , EF + eV )︸ ︷︷ ︸
nonspin−polarized
+ ~mT · ~mS(~RT , EF + eV )︸ ︷︷ ︸
spin−polarized
). (69)
Tunneling anisotropic magneto-resistance (TAMR)
We derived previously the tunneling current and the differential conductivity in case of a spin-
polarized tip. If the tip is non spin-polarized, the current depends solely on the non spin-
polarized part. Assume that the sample magnetization is oriented along the out-of-plane di-
rection, and that one applies a magnetic field to reorient the magnetization to be in-plane. In
some cases, for instance if SOC is present, this reorientation could affect the electronic struc-
ture [56]. In other words, this means that nS then exhibits a dependence on the magnetization’s
orientation.
This can be noticed by considering the SOC potential
VˆSOC = ζ~L ·
~ˆ
S = ζ
(
V ↑↑SOC V
↑↓
SOC
V ↓↑SOC V
↓↓
SOC
)
(70)
where ζ is the SOC strength, ~L and ~S are the orbital and angular momenta. The Hamiltonian
without SOC, H0, is spin-diagonal and the unperturbed Bloch eigenfunctions are (ψ(0)~kµ↑, 0)
T and
(0, ψ
(0)
~kµ↓
)T . The Schro¨dinger equation for the perturbed wave function then reads(
H0↑ + V ↑↑SOC − E V
↑↓
SOC
V ↓↑SOC H
0↓ + V ↓↓SOC − E
)(
ψ~kµσ↑
ψ~kµσ↓
)
= 0. (71)
The potential terms VSOC↑↓ and VSOC↓↑ are responsible for flipping the spin. Solving this
equation for the minority-spin channel, i.e. σ =↓, leads for the two components of the spinor in
first-order perturbation theory:
ψ
(1)
~kµ↓↑
=
∑
ν
〈ψ
(0)
~kν↓
|V ↓↑SOC |ψ
(0)
~kµ↑
〉
E0↑~kµ − E
0↓
~kν
ψ
(0)
~kν↓
(72)
and
ψ
(1)
~kµ↓↓
= ψ
(0)
~kµ↓
+
∑
ν 6=µ
〈ψ
(0)
~kν↓
|V ↓↓SOC |ψ
(0)
~kµ↓
〉
E0↓~kµ − E
0↓
~kν
ψ
(0)
~kν↓
(73)
where the index (1) stands for the first-order solution and E0↑~kµ the eigenenergy of the state ψ0~kµ↑.
Since the DOS is related to |ψ(1)|2, it is expected that the DOS will change because of SOC in
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a quadratic fashion: ∼
∑
σσ′
(V σσ
′
SOC)
2 but the denominator of the previous equations will play an
important role. Indeed if the weight of the states close to those ~k where the unperturbed spin-
dependent bands cross, i.e. E0σ~kµ = E
0σ′
~kµ
the denominator becomes small and the bands strongly
couple and the modification of the charge can be important.
To illustrate the dependence of the DOS on the SOC and rotation angle of the magnetization,
we introduce a simple toy model initially proposed by Ne´el et al. [54, 62] that shows how the
total DOS, and by that the tunneling current and differential conductivity, can be affected by the
magnetization orientation.
Assume that in the energy window of interest, we have two states, say dz2 and dzx states, in the
minority spin-channel originally located at energies 1 and 2. For simplification, we consider
full spin-polarization, meaning that no orbitals are present in the majority spin channel. The
hybridization with the background is described via Γ1 and Γ2. The interaction between the
two terms is provided via a hopping term t which in our case is created by SOC. The form of
t is inferred from the work of Abate and Asdente [63] on bulk Fe who used a tight-binding
formalism to evaluate the matrix elements |〈dm|VSOC |dm′〉|.
The matrix element connecting our orbitals are given by
|〈dzx|VSOC |dz2〉| =
1
2
√
3ζ sin θ sinφ (74)
for the minority spin-channel. θ and φ are the Euler angles defining the orientation of the
magnetization.
We calculate the density state of this two-orbitals model by evaluating the Green function G =
(1−H)−1 from which the imaginary part is extracted (n(E) = − 1
pi
2∑
m=1
=Gmm(E)). We find
Gˆ =
1
(E − 1 − iΓ1)(E − 2 − iΓ2)− t2
(
E − 1 − iΓ1 t
t E − 2 − iΓ2
)
, (75)
where one notices that the diagonal elements of the Green functions, Gmm are proportional
to t2, i.e., to V 2soc which bears the angular dependence. Thus this toy model indicates, that in
the presence of SOC, the local DOS will depend on the orientation angle of the magnetization
vector. The results obtained with ζ =50 meV (approximate value for 3d transition elements)
are depicted in Fig. 6(a) where the corresponding DOS is shown for two different orientations,
out-of-plane (θ = 0o) and in-plane (θ = 90o, φ = 0o). One notices that changes occur for both
orbitals upon rotation. From our different formulas giving the tunneling current it is obvious
that since the charge of the sample gets modified, the current magnitude will be affected by the
rotation of the magnetization vector. In Fig. 6(b) is presented the corresponding TAMR signal,
given by n(θ=0)−n(θ=90)
n(θ=0)
. A value of 20% is found at the position of the d-resonances where
the large change in the DOS is observed. Experimentally, it is thus worthwhile to probe the
sample at those energies where the largest TAMR effect is observed. It is interesting to check
the angle dependence of the DOS as shown in Fig. 6(c). Interestingly, the d2z contribution to the
DOS, thus the tunneling current, versus the rotation angle follows a sin2 behavior in contrast to
the cosine behavior of the spin-polarized part of the tunneling current in the SP-STM geometry
when SOC is not included.
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Fig. 6: (a) DOS obtained from a simple model for two d orbitals interaction via SOC (see
Refs.[54, 62]). Dashed and full lines refer to the DOS calculated when the magnetization is
out-of-plane and in-plane. The corresponding TAMR signal is plotted in (b) while the variation
of the dz2-DOS at EF with respect to the rotation angle θ is shown in (c).
4.5 Crystal surfaces: k||-Selection in STM
The DOS in vacuum above the substrate can be computed with ab-initio method, but for bulk
systems before getting the DOS in real space a summation over k–points in reciprocal space
has to be performed within the Brillouin zone. It is instructive to realize that not all k-points
contribute equally to the vacuum’s DOS. Indeed on a surface probed by STM, because of sym-
metry reduction only the parallel component, ~k||, of the the three dimensional Bloch vector
~k = (k⊥, ~k||) remains as a good quantum number. Thus in vacuum the wave function, ψ~k
||
µ,
describing the surface characterized on the basis of Bloch theorem by a band index µ and a
wave-vector ~k|| of the two-dimensional (2D) Brillouin zone is expanded into basis functions:
ψ~k
||
µ(~r||, z) =
∑
α
cn~k
||
µ
dn~k
||
µ
(z) exp [i(~k|| + ~G
n
||)~r||] (76)
which are 2D plane waves parallel to the surface. ~Gn|| denotes the reciprocal lattice vectors
parallel to the surface while dα~k
||
are basis functions describing the decay of the substrate’s
states into vacuum and can be obtained by solving the one-dimensional Schro¨dinger equation
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in vacuum (
−
~
2
2m
d2
dz2
+ U(z)− µ +
~
2
2m
(~k|| + ~G
α
||)
2
)
dα~k
||
(z) = 0, (77)
for a given vacuum potential U(z) and reference energy µ.
In general, quantities possessing the crystal symmetry of the lattice can be expanded into a set
of symmetrized functions. The local density of states (LDOS)
n(~r||, z; ) =
∑
~k
||
µ
δ(− ~k
||
µ)|ψ~k
||
µ(~r||, z)|
2 (78)
=
∑
~k
||
µ
δ(− ~k
||
µ)
∑
β
nβ~k
||
µ
(z) exp (i ~Gβ||~r||)
where exp i ~Gβ||~r|| are called star coefficients and
nβ~k
||
µ
(z) =
∑
αα′
cα~k
||
µ
cα
′∗
~k
||
µ
dα~k
||
µ
(z)dα
′∗
~k
||
µ
(z)δ( ~Gα|| − ~G
α′
|| , ~G
β
||) (79)
d could be the s-orbital as proposed in TH model, or one can use arbitrary orbitals according to
the derivative rule of Chen.
One could grasp the behavior of the LDOS in vacuum by considering for simplicity that U(z) =
0. Thus the exact solution of the one dimensional Schro¨dinger equation in vacuum gives dα~k
||
=
exp (−κα~k
||
z) where z > 0. The decay constant
κ
α
~k
||
=
√
2m|µ|/~2 + (~k|| + ~G
α
||)
2 (80)
and the related LDOS
nβ~k
||
µ
(z) =
∑
αα′
cα~k
||
µ
cα
′∗
~k
||
µ
exp
[
−(κα~k
||
µ
+ κα
′
~k
||
µ
)z
]
δ( ~Gα|| − ~G
α′
|| , ~G
β
||) (81)
show obviously a strong dependence on ~k|| and on ~Gα|| .
The last equations demonstrate that the decay constant is the largest and thereby the LDOS is
the smallest when contributions of |~k|| + ~Gα|| | are significant. A decrease in κ of 0.1 A˚−1 could
lead to a reduction of the LDOS and of the tunneling current of the order of 50%.
Also the nature of the lattice can affect tunneling, as demonstrated in the following example. We
show the first three vectors responding to the smallest “stars” (m=1, 2, 3) of reciprocal lattice
vectors of a square lattice (see Fig. 7), which would represent the bcc(001) or fcc(001) surfaces.
The corresponding reciprocal lattice vectors are ~G(1)|| = (0, 0), ~G
(2)
|| = (1, 0), and ~G
(3)
|| = (1, 1),
expressed in units of 2pi/a, with a being the lattice constant and the star coefficients are:
exp (i ~G
(1)
|| ~r||) = 1 (82)
exp (i ~G
(2)
|| ~r||) =
1
2
[cos ( ~G||,1~r||) + cos ( ~G||,2~r||)] (83)
exp (i ~G
(3)
|| ~r||) = cos [(
~G||,1 + ~G||,2)~r||]. (84)
~G||,1 =
2pi
a
(1, 0) and ~G||,2 = 2pia (0, 1) are the two-dimensional reciprocal lattice vectors. In Fig. 7
the star functions are displayed together with the 2D unit cell for a checkerboard structure
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(a) (b) (c)
Fig. 7: Star functions for a square lattice according to Ref. [38]. (a) unit cell of a square lattice
with a two-atoms basis, i.e. representing a checkerboard structure. The first star function is a
constant contrary to the second one which leads to a chemical sensitivity on the two atoms (b).
The black atoms are displayed as protrusions and the white ones as depressions. Interestingly
the third star function shows equally both atoms (c).
with two different atom types. The first star function is a constant and represents the lateral
constant part of the LDOS and thereby also of the tunneling current in the TH-model. Higher
star coefficients can contribute non-trivially to the final STM image. The second coefficient for
example, allows to distinguish between the two kinds of atoms while the third coefficient does
not, i.e., chemical sensitivity is probed only by the second star coefficient.
Any magnetic superstructure lowers the translational symmetry. Therefore, smaller reciprocal
lattice vectors become relevant for the spin-polarized part of the tunneling current with coeffi-
cients that are consequently exponentially larger than those of the unpolarized part.
5 Examples of simulations and experiments
5.1 Seeing the Fermi surface in real space via the induced charge oscilla-
tions
Friedel oscillations define an important concept in quantum mechanics. They are created after
perturbing an electron gas with an impurity. Charge and magnetic oscillations are then ob-
tained in the surrounding electron gas. The shape and intensity of these oscillations contain
important information on the impurity’s electronic structure and on the band-structure of the
host material where the impurity is embedded. As mentioned earlier, STM allowed to observe
Friedel oscillations induced on surfaces characterized by two-dimensional electronic surface
states. These surfaces, typically, Cu(111), Ag(111) and Au(111) surfaces provided the right
playground for experimental and theoretical investigations on charge variations induced by im-
purities in a quasi-two-dimensional electron gas.
Isotropic Friedel oscillations
For Cu(111) the surface state shows a parabolic dispersion with a minimum at ∼ 0.5 eV be-
low the Fermi level. The corresponding band structure projected on the Γ¯ − M¯ line of the
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2D-Brillouin zone is shown in Fig. 8(a). The shaded regions indicate the regions in E − k‖
space, for which bulk eigenstates (Bloch waves) exist. Surface states can only exist in the
white ”gap”-regions. Two such states are indicated. Of special interest is the parabolic band
with the minimum close to EF , since this state is only partially occupied and gives rise to a
two-dimensional metallic behavior, which is of great interest for the following.
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Fig. 8: (a) Surface states (dashed curves) and bulk projected bands at a Cu(111) surface ac-
cording to a six-layer surface band structure calculation [64]. In (b) and (c) illustration of the
relation between the isotropic shape of the Fermi surface (black contours), group velocities (red
arrows) in (b) and the corresponding induced isotropic charge oscillations in (c). In (d) and
(e) is shown a comparison between the tunneling spectra obtained for a corral of Fe adatoms
on Cu(111) surface as measured by Crommie et al. [5] (d) to the calculations made with the
KKR method [65](e). Visualization of the quantum mirage with a mirage effect is shown in (f),
(g) and (h). (f) is a topography showing an ellipse with e = 1
2
and a Co atom at the left focus.
In (g) the associated dI
dV
difference map shows the Kondo effect projected to the empty right
focus, resulting in a Co atom mirage. This experimental measurement compares well with the
calculated eigenmodes at EF (magnitude of the wave function is plotted) as shown in (h). [7]
For defects in the bulk, these Friedel oscillations of the charge perturbation vary for large dis-
tances r as 1/r3 times an oscillatory function and are in the jellium model proportional to:
∆n(r) ∼
cos(2kF r + δ)
r3
(85)
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However in the case of adatoms on surfaces, the charge response decays for long in-plane
distances r slower than in the bulk and is determined by the surface states. In a free electron
model, being well suited for the above surface state for Cu(111), the charge density is for large
distances r proportional to
∆n(r) ∼
sin(2kF r + δ)
r2
(86)
However, since also bulk states exist, which span most of the phase space (see Fig. 8(a)), the
short range screening of the defect is dominated by these states, while only the long ranged
behavior is determined by the surface state, which has a small wave vector kF leading to long
wave length oscillations.
In Fig. 8(b) and (c), are shown the Fermi surface of a two-dimensional electron gas with group
velocities (vectors shown in red) and the corresponding induced charge around the impurity
which is then isotropic and circular. The shape of the induced oscillations indicate that the
related energy contour in reciprocal space is circular.
Many authors have observed such long ranged oscillations around adatoms, small clusters and
steps on the Cu(111) surface in STM experiments. Most prominent among these is the work
of the team of Eigler et al. [4, 5, 6, 7]. By atomic manipulations they were able to construct a
corral of Fe atoms on the (111) Cu surface, and have shown that the surface states in the corral
are more or less localized and form a discrete spectrum of resonant states. As an illustration
of these we show in Fig. 8(d) and (e) a comparison of the experimental measurements to the
result of calculations of Crampin et al. [65] obtained with the Korringa-Kohn-Rostoker Green
function (KKR) method for a circular corral of 48 Fe atoms on the Cu(111) surface. Shown
are the local density of states at the Fermi energy at 5 A˚ above the surface. Within the corral
one sees a quantum well state with five maxima, corresponding to a localized state being more
or less completely confined to the corral. Outside one sees oscillations arising from scattered
surface state electrons at the corral, which decay with distance.
Let us shortly discuss the reason for the strong scattering of the surface state electrons at the Fe
atoms. Basically in the vacuum region the full potential of Fe acts as a scattering center for the
surface wave, being much stronger than the scattering at an Fe impurity in the bulk, where only
the change of the Fe potential with respect to the host potential is effective. Moreover the wave
vector kF is relatively small, such that the wave length is considerably larger than the spacing
between the Fe atoms. Therefore the surface wave does not “see” the corrugation of the Fe ring
and is strongly reflected as in a cylindrical well. In fact the sequence of resonances can be well
described by such a quantum well model, as has been shown recently [66]. The most fascinating
corral experiments are the observation of atomic mirages in an elliptical quantum well [7]. An
ellipse has the well known property that all classical waves emanating from one of the two
focus points in every direction are reflected from the ellipse wall and focused in the second
point, where these waves add up coherently since each such partial wave has the same path
length and therefore the same phase shift. This is illustrated in Figs. 8(f–h) taken from Ref. [7].
Fig. 8(f) shows the STM topography for an ellipse with a given eccentricity, including one Co
atom at the left focus point. Fig. 8(g) shows the dI
dV
difference maps, i.e. the change of the STM
intensity map with respect to a small bias voltage V, which corresponds in the calculations to
the local density of states in the vacuum region at the height of the STM tip. We see clearly
two intensity spots, the real Co atom at the left focus and its image at the right focus. Thus in
the empty focus we see the same accumulation of charge in the surface state as around the Co
atom; therefore the image is called a quantum mirage. In fact the Co atom is a Kondo impurity
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and a strong and sharp Kondo peak appears only in a very small energy region of about 10 meV
around the Fermi level. Moreover the large mirage only appears, if one of the quantum well
states falls into this energy region. Fig. 8(h) shows the calculated localized eigenstate observed
in the experiment. The calculated local density of states compares very well with the dI
dV
curve
shown in Fig. 8(h). Thus several conditions have to be satisfied for the Co mirage to appear:(i)
the Co-atom has to sit in a focus point; if it sits at another position away from the focus point,
no image appears, (ii) the bias voltage has to be such, that it coincides with an eigenstate of
the ellipsoidal corral having maxima at the focus points, (iii) finally the image is particularly
intense, if the eigenvalue coincides with the Kondo resonance. This concept has been recently
extended theoretically by Stepanyuk and co-workers for the induced magnetization confined in
magnetic corrals [67].
Focusing effect
If one manages to embed a Co-impurity few layers underneath the surface and try to visualize
the induced Friedel oscillations on the surface, strange patterns are observed. Recently, we have
shown by ab-initio calculations combined with STM observations that anisotropic localized os-
cillations can be observed on top of Cu(111) and Cu(001) surfaces due to the presence of buried
Co impurities [68, 69]. These anisotropic ripples show that the usual isotropic free-electron
model is not valid in such real situations. We demonstrated that these intriguing features are
nothing else than a visualization in real space of parts of the bulk copper Fermi surface that are
relatively flat. For the comparison between theory and STM, use is made of the Tersoff-Hamann
model stating, as mentioned earlier, that scanning tunneling spectra can be related to the DOS
in a certain energy interval in the vacuum.
(a) (b) (c) 
Fig. 9: (a) Impurity induced charge density around EF for an area of ≈ 30× 30 A˚2 calculated
at a height ≈ 6.1 A˚ above the Cu(111) surface with a Co impurity sitting in the 6th layer below
the surface. (b) Experimental STM topographies for an area of 90 × 90 A˚2 (−80mV, 1nA)
of four Co atoms below the Cu(111) surface. (c) Fermi surface of copper represented along
the (111) direction. The inverse mass tensor corresponding to the denominator of Eq. 88 is
represented by the color in units of the inverse electron mass. Small values represented in red
lead to high intensities of the charge variation.
Fig. 9(a) shows an example of the results of our simulations: the case of a Co impurity sitting
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at the 6th layer below the Cu(111) surface (-12.5A˚ below the surface). The charge induced in
the vacuum has been computed up to an area of 30 × 30 A˚2 above the impurity. One notices
the triangular shape of the induced charge with high values at the corners of the triangle. In
addition, a one and a half period ripple can be observed to oscillate from the red positive value
to the blue negative values and finally to the almost zero green values. The same period was
also noticed in the STM experiment (Fig. 9(b)). To understand such a phenomenon, we start by
giving the form of the induced variation of the DOS in the vacuum at position 0 by some buried
Co impurity sitting at a position defined by ~R and inducing a change in the potential ∆V :
∆nvacuum() ∼ −
1
pi
=
[∫ ∫
d3rd3r′G0(0, ~r; )∆V (~r)G0(~r, 0; )
]
(87)
where the Green function, G0, obtained from the KKR method, describes the pure substrate.
At very large distances R between the impurity and the vacuum site one can apply the station-
ary phase approximation and end up with a result similar to that of the well-known theory of
interlayer exchange coupling:
R2∆nvacuum ∝
1∣∣∣d2Edk2x · d2Edk2y
∣∣∣ . (88)
The denominator of this equation is a measure of the curvature of the constant energy surface,
i.e., the shape of the constant energy surface affects the propagation of the electrons. Addition-
ally, one can show that the electronic waves are directed by the group velocities. Since, states
at the Fermi energy (EF ) are probed experimentally, the constant energy surface corresponds to
the Fermi surface: a small value of the curvature means that the Fermi surface has a flat region
leading to large values of the DOS and to strong focusing of intensity in this space region deter-
mined by the group velocity. In Fig. 9(c), we show the Fermi surface, computed with ab-initio,
of Cu oriented with the (111)-neck direction normal to the drawing plane. The Fermi surface is
colored following the strength of the denominator of the right hand side of Eq. 88. The shape
of the low values of this denominator, corresponding to the flat regions of the Fermi surface is
found to be rather triangular along the (111) direction in accordance with our simulations of the
induced Friedel oscillations. One can understand that the flat region seen within the triangle in
Figs. 9(a) and (b) is induced by the neck of the Cu Fermi surface along the (111) direction that
does not allow electrons to propagate.
Once the shape of the propagator G is known, either by STM-investigation or calculations
based on density functional theory many additional effects can be predicted. The strong di-
rectionality of electron propagation even for a simple metal such as Cu, has consequences
in many fields. For example, the spatially anisotropic characteristics should also be equally
present in the RKKY interactions between magnetic impurities. Indeed we have shown that
the interaction between Co adatoms on Pt(111) surface or Fe adatoms on Cu(111) surface is
very anisotropic [20, 21], which is obviously induced by the same physics discussed in this
subsection, i.e. the anisotropic shape of the Fermi surface.
5.2 Magnetism on surfaces with SP-STM
An example calculated by Heinze and collaborators [27] is shown in Fig. 10(a) and (b). A Cr
overlayer on Ag(111) shows a row-wise antiferromagnetic structure (actually the ground state
calculated by the authors is non-collinear, but for now we focus on the antiferromagnetic state).
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The row-wise antiferromagnetism is indicated by the arrows drawn at the atomic positions,
showing the magnetization direction of each atom. A scan of the surface with a non-magnetic
STM tip will show the chemical unit cell (Fig. 10(a)): bright spots correspond to the Cr atoms,
from which a tunneling current flows to the tip when the apex atom is above them. But a
scan with a spin polarized tip reveals the magnetic structure (Fig. 10(b)). Instead of bright
spots appearing around each atom, now bright stripes emerge at the rows with a magnetization
direction parallel to the one of the tip, while dark stripes appear at the rows with opposite
magnetization.
In these calculations, the assumption of a fully spin-polarized tip was made: i.e. nT↓(EF ) = 0.
In Figs. 10(a) and (b), we see that the bright stripes (high current) appear when the substrate
magnetization is parallel to the one of the tip. It should be noted that this is by no means guar-
anteed for all cases; it can well be that the antiparallel orientation favors the tunneling current.
Eventually a case might be encountered where the parallel and antiparallel configurations give
an almost equal signal at EF . In this case spectroscopy is a very valuable tool, since one can
detect the signal at other energies, choosing a voltage for which the two spin directions give
considerably different results.
Another example of comparison between experiment and theory is shown in Figs. 10(c) and (d)
for the case of Mn overlayer on W(110) surface. This work, realized by Heinze et al. [9], was
the first observation of antiferromagnetism in a single magnetic layer. They found, as in the
precedent example, that nonspin-polarized tunneling electrons image the chemical surface unit
cell without any magnetic contribution, whereas spin-polarized electrons probe the change in
translational symmetry due to the magnetic superstructure, which gives rise to a different image
corresponding to the respective magnetic structure. The magnetic ground state that is antifer-
romagnetic in a checkerboard arrangement of Mn atoms with magnetic moments of opposite
direction and an easy axis of the magnetization oriented in the film plane leads in the theoretical
STM image to a stripe pattern similar to the one obtained experimentally. However, when the
STM tip is considered non-magnetic, all Mn atoms become equivalent in the chemical unit cell
and the STM-pattern becomes diamond-like both experimentally and theoretically. A detailed
discussion on magnetism and in particular on magnetism at surfaces is given in Chapter C 4 by
S. Blu¨gel.
5.3 Magnetic domain walls with TAMR-STM
The first experimental verification of the dependence of the DOS on the magnetization orien-
tation was provided experimentally by Bode et al. [52] using a non spin-polarized STM on Fe
double layers deposited on W(110) substrate. This effect discussed in Section 4.4, was already
predicted theoretically [56]. The substrate chosen by Bode et al. is well known for having a
nanometer-scale domain structure. In other words, the magnetization of the sample rotates at
the nanometer-scale as shown in Fig. 11(a) and the idea is to probe the rotation of the magne-
tization at different positions using the spectroscopic mode, i.e. to measure the dI/dV spectra.
Interestingly, the domain walls are visible with a non-magnetic W tip (see Fig. 11(b)) along
the different stripes propagating lateraly: At the position of the domain wall the differential
conductivity dI/dV is reduced with respect to the domain. As revealed by the local tunneling
spectra (Fig. 11(c)), this contrast is caused by a tiny difference which is energetically located
just above EF (see inset): while the dI/dV spectrum measured with the tip positioned above the
domain exhibits a weak peak at a bias of 0.07 eV, this peak is almost absent in the domain wall
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Fig. 10: Calculated STM picture of an antiferromagnetic Cr monolayer on Ag(111) fcc surface
after Ref. [27] and Mn monolayer on W(110) surface after Ref. [9]. In (a) shows the result
obtained assuming a non spin-polarized tip, revealing the chemical unit-cell (drawn parallelo-
gram); Cr atoms appear as white filled circles. In (b) a spin-polarized tip with magnetization
direction in-plane as indicated. In this case the magnetic unit cell emerges (drawn as a rectan-
gle), giving alternating black and white stripes. The drawn arrows indicate the magnetization
direction of each Cr atom. A comparison of SP-STM measurements and first-principles calcu-
lations for the case of Mn layer on W(110) is shown in (c) considering a non-magnetic tip and
in (d) when the tip is magnetic. Once more the unit-cell of the calculated magnetic ground state
is shown in the insets of (c) and (d).
spectra. This is further illustrated in the lower part of Fig. 11(c) by the plot of the TAMR ratio
calculated as [(dI/dV )D − (dI/dV )W]/[(dI/dV )D + (dI/dV )W], where the dI/dV are taken
within the domain (D) or at the domaine wall (W).3 For comparison, first-principles calculations
of the LDOS and TAMR ratio on the same system including SOC were performed considering
different rotations (out-of-plane and in-plane) of the magnetic moments are shown in Fig. 11(d).
The agreement is good and it is found theoretically that the two minority-spin dz2 states at the
Fe surface lead to pronounced peaks at -0.18 and +0.85 eV and can be identified with the
experimental peaks at -0.08 eV and +0.7 eV. A closer look (cf. inset in Fig. 11(d)) reveals a
significant enhancement of the LDOS for the out-of-plane magnetized film within an energy
interval of about 100 meV above EF . The theoretical TAMR signal is qualitatively in line
3If the ratio is calculated on the original data (as measured), a pronounced oscillation can be found just below
EF . This oscillation is not caused by any additional or missing spectroscopic features in the domain wall of the
dI/dV spectrum with respect to the spectrum measured at domains but by an overall energetic shift ∼ 11 meV.
The physical origin is different work functions in domains and domain walls. After correction, the oscillation
below EF has almost perfectly disappeared.
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Fig. 11: (a) Measurement of a domain wall with an STM-probe at different location: within
the domain and at the domain-wall. (b) shows an image of the dI/dV signal measured on two-
monolayers Fe deposited on W(110) substrate. Stripes of ∼ 50 nm widths can be observed with
bright (within the domain∼ in-plane orientation of the magnetization) and dark (at the domain-
wall ∼ out-of-plane orientation of the magnetization) regions. In (c) and (d) are shown the
bias-dependence of the dI/dV signal and the theoretical LDOS at different locations: domain
(in-plane magnetization) and domain-wall (out-of-plane) regions. A TAMR ratio is computed
and shown in lower parts of (c) and (d). The band-structure calculated without (e) and with
SOC (f) demonstrates the impact of SOC and of the orientation of the magnetization on the
electronic structure of the sample. Figures taken and adapted from Ref.[52]
with the experimental signal: The peak at -0.3 eV could be identified with the experimental
peak at -0.24 eV. The origin of the dependence of the LDOS on SOC can be traced back to the
change of the band-structure once the magnetization is rotated as discussed in Section 4.4. The
band-structure without and with SOC are plotted in Figs. 11(e) and (f). States at the Γ point
decay the lowest into vacuum (as discussed in Section 4.5). Around -0.18 eV and +0.05 eV, the
dz2-band crosses the Γ-point. Because of their appropriate extension in the z-direction, the dz2
orbitals decay slower into the vacuum compared to the dxz and dyz orbitals. Interestingly, the
crossing of the minority d bands that occured without SOC is avoided once SOC is included
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and if the magnetization is rotated out-of-plane (red line in Fig. 11(f)). This has a strong impact
by shifting, for example, the crossing of the bands at the Γ-point. Overall such a small effect
is enough to induce a change in the LDOS that is observable with STM. We note that the use
of TAMR within STM was recently extended to probe adatoms deposited on surfaces with
magnetic domain walls [54, 55].
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1 Introduction
The aim of this chapter is to illustrate the application of the real-time approach to open quantum
systems presented in lecture B5 by H. Schoeller to transport problems for a range of correlated
nanoscale systems. Here we focus on a particular, yet quite broad class of correlated nanoscale
systems referred to as “quantum dots”. A quantum dot is a zero-dimensional system, i.e., the
electronic wave functions are confined in all spatial directions, and the resulting energy gaps can
be resolved experimentally at low temperatures (few K and below). The excitations responsible
for interesting transport features are due to various basic effects, e.g., magnetic field, vibrational
excitations, or spin-orbit interaction, and more complicated interplay, e.g., between orbitals and
vibrations or spin and vibrations. However, the dominating energy scale is that of the Coulomb
interaction and this makes the theoretical description challenging, but also more interesting than
just a theory of transport spectroscopy: due to the interplay of interaction and quantum fluctua-
tion effects the quantum dot properties can be renormalized, an effect which already appears in
the leading order of perturbation theory. As a result, the transport shows pronounced effects that
do not directly relate to the “bare” spectrum of the system which is studied using electron tun-
neling current. How to deal with this in calculations that are perturbative in the tunnel coupling
is already a delicate matter and it is these issues that are at the focus here, thereby complement-
ing lecture B5. To achieve this, the chapter is organized according to two theoretical principles,
the order of perturbation theory and the importance of density-operator coherences in the energy
basis (see below). We illustrate the importance of the different possible cases with applications
to experiments on various correlated nanostructures, in particular, organic molecules [Sec. 3.1],
carbon nanotubes, and single-molecule magnets [both in Sec. 4.2]. Before that, we start with
a brief summary of results from the real-time approach and establish some notation [Sec. 2].
Extensive treatment of the material presented here can be found in [1, 2] and the experimental
works cited below. A modern development, the introduction of second quantization techniques
in Liouville space, the so-called “superfermion” approach, is described in detail in [3, 4]. Not
covered here, is the application of an earlier formulation [5] of the RG approach presented in
lecture B5 to extend the real-time perturbation theory developed here [3]. The chapter does
not aim to review the broad area of transport through correlated nanoscale systems for which
reviews are available, some recent examples being [6, 7, 8]. Also, no attempt is made to do
justice to the long history of some topics (e.g., the SET theory dating back to 1975 [9]), which
is covered in, e.g., [10].
2 Density operator and real-time diagrammatic approach
The real-time approach to the dynamics of open quantum systems was introduced in lecture B5
in a much broader context. Here we focus on time-independent systems driven into a stationary
state by bilinear electron tunnel coupling [i.e., single vertex operators, cf. Eq. (3)] in the wide-
band limit (see below). For orientation we point out that the real-time approach, formulated
initially using Keldysh contours [11] and later using Liouville space superoperators [5, 1] is
a (reduced) density operator approach [12]. It is exactly equivalent [13, 2] to the much older
Nakajima-Zwanzig projection approach2 to quantum dynamics which is in use today in various
fields of physics and chemistry. However, to this the real-time approach adds quantum-field
theoretical techniques which are advantageous in concrete calculations. By introducing Wick’s
2More precisely, with the specific projector P• = ρres ⊗ Tr
res
• in the notation of the next section.
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theorem for open quantum systems [5, 3, 4] from the start, and by using diagrams to set up
the perturbation theory and formulate approximations, one can maintain detailed insight and
overview without having to write down cumbersome expressions. This is not only important for
advanced approximation schemes, such as the diagrammatic real-time renormalization group
approach of lecture B5, but also in perturbative calculations beyond the leading order [2] that
we consider here. In the following we set ~ = kB = |e| = 1.
dlσ
↑↓
↑↓
↑
aσrω
↑↓
↑↓
H
L
H
R
↑↓
↑↓
T , µ
L
T , µ
R
electrode electrodedot
H
T
junction junction
H
T
Vb= µ
L− µR Vg
H
Fig. 1: Quantum dot with orbitals labeled l and spin σ coupled to electrodes with a continuum
of levels. The single- and many-particle levels of the dot are uniformly and linearly tuneable
with the gate voltage Vg. In general they also depend on the bias Vb = µL − µR due to ca-
pacitive effects [14, 15] unless the capacitive coupling is symmetric, which we assume here for
simplicity. See, however, the closing remarks of this chapter.
2.1 General transport model
We consider a rather general model Hamiltonian H tot for a quantum dot tunnel coupled to
electrodes labeled by r = L,R, as sketched in Fig. 1:
H tot = H +
∑
rH
r +HT,

H =
∑
a
Ea|a〉〈a| dot,
Hr =
∑
σ′
∫
dω (ω + µr) a†σ′rωaσ′rω electrodes,
HT =
∑
r
∑
σ′σl
∫
dω tσlσ′rω d
†
σlaσ′rω + h.c junctions.
(1)
(2)
(3)
We are interested in strongly correlated quantum dots (H) with arbitrary many-body eigenstates
|a〉 and many-body energies Ea. Electron field operators on the dot are denoted dσl with spin
σ and an some orbital quantum number l. Besides electronic degrees of freedom, the quantum
dot states |a〉 may contain other quantum numbers, e.g., describing quantized vibrations [see
Eq. (65)]. The noninteracting electrodes (Hr) with fields aσrω have a continuous spectrum
with energy ω measured relative to the electrochemical potential µr of the respective electrode
with temperature T . The tunnel junction (HT) can be quite general, in particular, the spin
dependence included in tσlσ′r will be important in Sec. 3.2. Here, the spin-quantization axes
are chosen independently in the dot and the electrodes (σ and σ′ refer to different quantization
axes). The main approximation is the wide-band limit, i.e., the assumption that tσlσ′rω, already
including the density of states, is a constant for frequencies |ω| ≤ D and zero otherwise, and
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that the band-width 2D is by far the largest energy scale. The electron number and current
operator are given by [B5, Eqs. (70), (78)], respectively,
N r =
∑
σ′
∫
dωa†σ′rωaσ′rω, I
r = − d̂N
r
dt
= −i[HT, N r]. (4)
We make the quantum statistical assumption that before the tunnel coupling HT is switched
on at time t = 0, the dot and reservoirs are not correlated [cf. Eq. (9) below]. Moreover,
the density operator describing the reservoirs is the (tensor)product of the separate equilibrium
states of each reservoir r with electrochemical potential µr and temperature T : with Tr
r
denoting
the trace over electrode r
ρres =
∏
r
1
Zr
e−(H
r−µrNr)/T , Zr = Tr
r
e−(H
r−µrNr)/T . (5)
2.2 Kinetic / quantum master equation
The time evolution of the density operator of the total system, dot plus electrodes, is described
by the Liouvillian superoperator (= a linear map on operators), given by the commutator of the
Hamiltonian with an operator argument denoted by •:
Ltot = L+
∑
r L
r + LT,

L • = [H, •]− dot,
Lr• = [Hr, •]− electrodes,
LT• = [HT, •]− junctions.
(6)
(7)
(8)
The solution of the Liouville von-Neumann equation
d
dt
ρtot(t) = −iLtotρtot(t), ρtot(0) = ρres ⊗ ρ(0), (9)
where ρ(0) is an arbitrary initial state of the dot, reads as
ρtot(t) = e−iL
tottρres ⊗ ρ(0) 6= ρres ⊗ ρ(t). (10)
As indicated, this state cannot be factorized into the equilibrium reservoir part and some dot
density operator ρ(t) for times t > 0 due the tunnel coupling LT. This holds in particular
when going beyond the leading nonvanishing order ∼ (LT)2, as we will do here, and failing
to systematically account for this leads to problems, see [2]. Instead, we need to calculate the
(reduced) density operator, defined as
ρ(t) := Tr
res
ρtot(t), (11)
from which all quantities of interest can be found. As shown in lecture B5 this operator and the
expectation for the current obey [B5, Eqs. (2), (23), (69), and (76)]
d
dt
ρ(t) = −iLρ(t) +
∫ t
0
dt′W (t, t′)ρ(t′), W (t, t′) := −iΣ(t, t′), (12)
〈Ir〉(t) = Tr
∫ t
0
dt′W I
r
(t, t′)ρ(t′), W I
r
(t, t′) := −iΣIr(t, t′), (13)
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where Tr denotes the trace over the quantum dot. Here we introduced time-evolution and current
rate superoperators W (t, t′) and W Ir(t, t′) [rather than self-energies Σ(t, t′) and ΣIr(t, t′)] to
facilitate the following discussion. Equation (12) is called kinetic equation or quantum master
equation.
Stationary state. In this chapter we are interested only in (i) time-independent Hamiltonians
/ Liouvillians, (ii) the stationary (long-time) limit t → ∞ of the transport current expectation
value, and (iii) the wide-band limit mentioned above. We therefore perform the half-sided
Fourier transform of the kinetic equation (12), ρ(E) =
∫∞
0
dteiEtρ(t), and solve it by a Green
or resolvent superoperator [B5, Eq. (27)],
ρ(E) =
i
E − L− iW (E)ρ(0). (14)
With the subsidiary condition that the stationary state is trace-normalized, Trρ(∞) = 1, the
central equations are then found to be [B5 Eqs. (80)-(81)],
0 = [−iL+W (i0)] ρ(∞) stationary state, (15)
〈Ir〉(∞) = TrW Ir(i0) ρ(∞) stationary current. (16)
As expected, the long time limit of the density operator and the current, ρ(∞) and 〈Ir〉(∞), are
determined by the respective zero-frequency rate superoperators, W (i0), and W Ir(i0). Since
we focus entirely on the stationary limit we will drop the arguments (i0) and (∞) from hereon.
Perturbation theory. The results summarized so far apply quite generally to density operator
approaches and can also be obtained within, e.g., the Nakajima-Zwanzig projection approach.
The key advantages of the real-time approach appear when evaluating the rate superoperators
required above. In this chapter we will review the results for the nonlinear transport when W
and W Ir are evaluated in the leading order in the tunnel coupling, Γ ∼ (LT)2 ∼ (HT)2, plus
next-to-leading order:
W ≈ W (1) +W (2), (17)
where W (1) ∼ Γ1 and W (2) ∼ Γ2/T . For T → ∞ the exact result is contained in W (1) [3, 4]
and the finite temperature corrections contained in both W (1) and W (2) are of interest. Large
prefactors in terms of higher order in Γ may cause the perturbative approach (17) to break down
and then the RG methods of lecture B5 are required [3]. Here we focus on regimes where this
approach (17) does work due to sufficiently high T . The evaluation of W Ir proceeds similarly
[B5, Eqs. (67) and (77)] and will not be discussed here [1]. The diagrammatic rules [3] allow
one to write down the rate superoperator directly as a sum of irreducibly contracted superoper-
ators with intermediate “free” resolvents [B5, Eq. (63)]:3
3In the Nakajima-Zwanzig projection approach the complement to the projection operator P (see previous
footnote) forces expressions to be irreducible, and via Wick’s theorem one ends up with same result, see [13, 2, 16].
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iW
1 = G2
+ γ21
R
i0−L− x1
G1
−
2 1
+G2
+ γ21
K(x1)
i0−L−x1
G1
+
2 1
iW
2 = G4
+ 1
i0−L− x1
G3
+ γ32
R
i0−L−x1−x2
G2
− γ41
K (x1)
i0−L− x1
G1
+
4 2 13
+G4
+ 1
i0−L− x1
G3
+ γ32
K (x2)
i0−L− x1− x2
G2
+ γ41
K (x1)
i0−L− x1
G1
+
4 2 13
−G4
+
i0−L− x2
G3
+ γ42
K (x2)
i0−L− x1− x2
G2
+ γ31
K (x1)
i0−L−x1
G1
+
4 2 13 (18)
Importantly, the reservoirs have been explicitly eliminated: the Liouvillian L• = [H, •]− clearly
only acts on the dot subsystem, as do the remaining superoperators G±1 :
Gq1• = 1√2
{
d1 •+(−1)N • (−1)Nd1 q = +
d1 • −(−1)N • (−1)Nd1 q = −
, d1• =
{
d†σ1l1 η1 = +
dσ1l1 η1 = −
, (19)
HereN =
∑
σl d
†
σldσl is the dot number operator and multiindices i = ηiσiliri with i = 1, 2, 3, 4
were used. The admittedly non-intuitive expressions (19) are in fact quantum field superoper-
ators and have properties very similar to the fermionic quantum field operators d1 from which
they are constructed.4
This allows many second quantization techniques to be employed also for open quantum sys-
tems and reveals fundamental aspects of the structure of their dynamics [3, 4]. The only
nontrivial thing still left from the reservoirs are the integrations over the reservoir frequencies
xi = ηi(ωi + µi) which also appear in the contraction functions
γR21 = Γ21 · 1 retarded contraction, (20a)
γK21 = Γ21 · tanh
(
x2 − η2µ2
2T
)
Keldysh contraction, (20b)
where µi := µri . The spectral density function,
Γ21 := Γη2σ2l2r2,η1σ1l1r1 := δη2,−η1δr2,r1
∑
σ3
tη2σ2l2,σ3r2(tη1σ1l1,σ3r1)
∗ (21)
with i = ηiσiliri. and t+σ2l2σ3r3 = (t−σ2l2σ3r3)
∗ := tσ2l2σ3r3 [cf. Eq. (3)], can be considered
as the “tunnel rate” for an elementary process (contraction), but also contains interference in-
formation (it is complex). The contraction functions (20) arise due to the application of the
Wick theorem [3] and in the factors 1 and tanh(x/2) one may recognize the reservoir corre-
lation functions, in particular the retarded and Keldysh component discussed in lecture B2 by
S. Jakobs [B2, Eqs. (39), (144) and (148)]. 5 The rate superoperator W thus has a physi-
4These correspond to the vertex operators of lecture B5 summed / subtracted with respected to their Keldysh
indices p [cf. B5, Eq. (92)].
5These are the (anti)symmetric part of the Fermi function f(x) = (ex + 1)−1 [cf. B5, Eq. (91)], and their
appearance has fundamental origins. The fact that the retarded contraction function (20a) depends on the frequency
only through Γ21 has important consequences for the perturbation theory, and not only in the more involved real-
time RG approach [cf. B5, Eq. (91)], in particular in the wide band limit where Γ21 is independent of the
frequency ω2 = ω1. Also, the fact that the advanced correlation function does not appear in the Liouville-space
field theory imposes a strong restriction on the perturbation series (“causal structure”) which is not recognized in
other formulations [11] of the real-time approach, or other density operator approaches [3, 4].
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cally appealing form: (the irreducible part of) the time evolution is expressed as a sequence of
tunnel processes (G±), with intermediate free time evolution (resolvents), the processes being
weighted by the correlation function of the reservoirs. The only actual calculation consists of (i)
taking supermatrix elements (see below) of Eq. (18) in the quantum dot the energy basis {|a〉}
[H|a〉 = Ea|a〉] and (ii) performing the integrations over the reservoir frequencies xi and (iii)
summing the expression over all the abbreviated indices i = ηiσili with i = 1, 2, 3, 4. In the
subsequent Sections we will occasionally comment on some of the above details, but only when
they relate to the physics contained in an expression.
For now, the key point to remember is that W can be calculated systematically in powers of
Γ and that we include both the first and the second order (i.e., up to the fourth order in LT).
A complete account of the evaluation of W (1) + W (2) can be found in [1] (using a related but
somewhat earlier formulation). A further detailed analysis, exploiting relations between the
Liouville-space and Keldysh-diagram techniques, is given in [2] and reveals simplifications
important for numerical implementation of the scheme (18), as well as the precise relation to
the so-called “Golden Rule + T -matrix” approach, pin-pointing dangerous flaws in the way that
the latter approach is usually applied.
3 First-order tunneling effects
Having outlined how the rate superoperator W can be calculated to second order, we now dis-
cuss the physical content of this approximate theory. We start with the first-order approximation
(often called “Born approximation”),
W ≈ W (1) ∼ Γ, (22)
and consider the solution of the equation (15) for the stationary density operator:
d
dt
ρ = 0 =
(−iL+W (1)) ρ. (23)
To exploit the structure of the superoperator L, we decompose the density operator in the energy
eigenbasis of the dot Hamiltonian, H =
∑
aEa|a〉〈a|,
ρ =
∑
a
ρaa|a〉〈a|+
∑
a6=b
ρab|a〉〈b|
probabilities coherences
, with ρab = 〈a|ρ|b〉 = Tr
(|a〉〈b|†ρ) , (24)
We put all the components ρab into a supervector, and order the components such that the prob-
abilities ρaa lie in the first block of elements labeled with nonitalic subscript “p” and the re-
maining coherences ρab, a 6= b form another block labeled “c”:
ρp =

...
ρaa
...
 probabilities, ρc=

...
ρab
...
 coherences. (25)
We decompose the supermatrix for L and W (1) into the corresponding blocks labeled by com-
binations of the non-italic subscripts p and c:
d
dt
[
ρp
ρc
]
=
[
0
0
]
=
[
W (1)pp W
(1)
pc
W (1)cp −iLcc +W (1)cc
] [
ρp
ρc
]
. (26)
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The supermatrix elements of the blocks Wxy are Tr
[|a〉〈b|†(W |a′〉〈b′|)] where a = b (a 6= b)
for blocks with x=p (c) and a′ = b′ (a′ 6= b′) for blocks with y=p (c), respectively.6 The same
holds for the supermatrix of L = [H, •]− and in Eq. (26) we used that only the cc-block of L is
nonzero.7 Moreover, this block is diagonal and for the following discussion, the key point is to
remember is that
Lcc ∼ Ea − Eb, (27)
which has to be compared with the tunnel coupling Γ. To discuss the consistency of the first-
order approximation (22) it is useful to formally solve the second of the two coupled stationary
equations (26) for the coherences in terms of the probabilities, and then substitute this into the
first of the equations (26). This leads to an effective equation for the probabilities only:
0 =
(
W (1)pp −W (1)pc
1
−iLcc +W (1)cc
W (1)cp
)
ρp. (28)
This equation has the structure familiar from perturbation theory of the Brillioun-Wigner type:
the second term represents the effect on the probabilities of “virtual transitions” to the coher-
ences. We now consider the following cases:
1. Symmetry: If by a symmetry or conservation law the off-diagonal supermatrix blocks
vanish,
W (1)pc = 0 = W
(1)
cp , (29)
then only the probabilities matter and Eq. (28) reduces to a so-called master equation:
0 = W (1)pp ρp. (30)
For example, the charge conservation for the total system leads to Eq. (30) for simple
quantum dot models in which the charge is the only quantum number. In less simple
models, the charge conservation still prevents the coherences ρab between states with
different charge Na 6= Nb from coupling to any of the probabilities ρaa. Often also,
only spin doublets (S = 1/2) appear in simple models and then conservation of the spin
component along some physical axis is enough to also decouple the coherences between
spin-degenerate states.
2. Nonsecular coherences: If the previous does not apply, but instead we have
Lcc ∼ Ea − Eb  Γ ∼ Wcc, (31)
then we must still neglect the second term in Eq. (28) and again obtain Eq. (30) in which
only the probabilities are relevant, even though there are nonzero coherences. We will see
that this so-called secular approximation breaks down when going to second order.
6To obtain Eq. (26), decompose the operator Wρ (the result of the action of the superoperator) as indicated by
Eq. (24) and then insert the expansion Eq. (24) for ρ itself.
7Since |a〉 is the energy basis Tr[|a〉〈b|†(L|a′〉〈b′|)] = (Ea′ − Eb′)Tr[|a〉〈b|†|a′〉〈b′|] = (Ea − Eb)δaa′δbb′ .
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3. Secular coherences: If instead the relevant states are quasi-degenerate on the scale of the
tunnel coupling,
Lcc ∼ Ea − Eb . Γ ∼ Wcc, (32)
then the coherences ρab are called secular. In this case, both the probabilities and the
secular coherences are relevant and must be kept. In particular, for Lcc  Wcc Eq. (28)
reduces to
0 =
(
W (1)pp −W (1)pc
1
W (1)cc
W (1)cp
)
ρp. (33)
We should either use this effective master equation, or the coupled quantum master equa-
tion (26), while keeping only the secular coherences and neglecting Lcc.
We now study case (1-2) and case (3) separately in more detail and analyze some examples.
3.1 Probabilities
We first consider the stationary master equation (30). Written out it reads:
d
dt
ρaa = 0=
∑
b6=a
W (1)aa,bb ρbb −
(∑
b6=a
W (1)bb,aa
)
ρaa
gain a← b loss a→ b
, (34)
where Waa,bb := Tr
[|a〉〈a|†(W (1)|b〉〈b|)] and we used the sumrule W (1)aa,aa = −∑b6=aW (1)bb,aa,
which guarantees probability conservation.8 This equation has the intuitive interpretation that
the probability lost by one state b “flows” to state a and that at stationarity all these flows must
balance each other.
Transition rates. Explicit calculation of the supermatrix elements by the diagrammatic expres-
sion for W (1) gives for the transition rates
Waa,bb =

∑
rσ′
2pi
∣∣∣∑
σl
tσlσ′r〈a|d†σl|b〉
∣∣∣2f+r (Ea − Eb) Na > Nb electron enters,∑
rσ′
2pi
∣∣∣∑
σl
t∗σlσ′r〈a|dσl|b〉
∣∣∣2f−r (Eb − Eb) Nb > Na electron exits, (35)
where f±r (ω) = (e
±(ω−µr)/T + 1)−1 is the Fermi distribution function for electrons / holes, in
line with the physical interpretation sketched in Fig. 2.
These expressions coincide with those obtained from very simple, text-book “Golden-Rule”
arguments. Indeed, master equations of the type (35) can be derived by much simpler consider-
ations and the real-time machinery may seem to be superfluous. However, as soon as coherences
and second-order tunneling effects become important this is no longer true, and, for instance,
the often used “Golden-Rule + T -matrix” approach leads to serious problems [2].
Single-electron tunneling and Coulomb blockade. With the rates (35) in hand we can now
distinguish the two regimes of central interest both for theory and experiment. To obtain some
8This property is preserved term-by-term in any order of the perturbation theory for W given by Eq. (18) since
G+1 always appears on the left in W and by construction TrG
+
1 = 0 as one can show from (19).
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Fig. 2: First-order tunnel process: an electron tunneling into (blue) or out of (red) the quantum
dot induces a transition between two many-body states a and b differing in electron number by
Na − Nb = ±1. Due to the correlations on the dot, the physically relevant rates are not those
associated with the filling a particular spin-orbital since that spin-orbital appears in multiple
many-body states: for example for the Anderson model [Eq. (43) below] adding a ↑ electron to
the single orbital can induce two many-body state transitions, |0〉 → | ↑〉 and | ↓〉 → |2〉 with
different electrochemical potentials and transition rates.
general orientation, we first ignore details of the energy spectrum, set T = 0 and account only
for the dominant Coulomb interaction energy due to capacitive pair interactions of N electrons:
EN ≈ 12N(N − 1)U+ terms depending on the voltages (also due to capacitive effects) [14].
Here U = e2/C is the Coulomb charging energy and C = total capacitance. Then, for bias
voltages |µL−µR| < U only two cases are possible, depending on how the gate voltage positions
the sequence of energy differences EN − EN−1:
• Single-electron tunneling (SET) regime: The dot electrochemical potential lies in the
transport window, defined by the bias across the electrodes Vb = µL − µR:
µL > EN+1 − EN > µR, (36)
and the inequalities need to be reversed for reverse bias µL < µR. This means that elec-
trons from the left electrode induce N → N + 1 and when leaving to the right electrode
induce N + 1→ N , leading to a directed transport current.
• Coulomb blockade (CB) regime: The electrochemical potentials of the electrodes lie be-
tween adjacent dot electrochemical potentials
EN − EN−1 < µL, µR < EN+1 − EN . (37)
Now electrons from both electrodes induceN−1→ N as well asN ← N+1. Therefore,
the dot charge is stable and fixed to N . The energy responsible for the resulting blockade
of transport is the finite second difference (EN+1 − EN)− (EN − EN−1) = U .
These regimes can still meaningfully defined in more general cases when above x > (<) y is
taken to mean “larger (smaller) on the scale of thermal (T ) and tunneling fluctuations (Γ)” i.e.,
x − y  ()T,Γ. Also, quite generally the dot energies Ea depend linearly on the applied
voltages [14, 15], at least in fairly broad voltage ranges, even for quantum dots of molecular [17]
or atomic dimensions [18]. Then, the conditions
µL or µR = Ea − Eb with Na = Nb + 1, (38)
where Ea and Eb are ground state energies for the respective electron numbers, determine
straight lines in the (Vg, Vb) plane [cf. Eq. (38)] that bound the SET regime of these ground
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Fig. 3: First-order probabilities. (a) Sketch of the stability diagram indicating the stable charge
states (N − 1, N , N + 1) in the respective CB regimes and the charge instabilities (N − 1↔ N
and N ↔ N + 1) in the respective SET regimes. The energy level diagrams (bottom) indicate
the direction of energetically allowed transitions in three subsequent regimes. (b) Conductance
map, dI/dV plotted vs (Vg, Vb), for a single orbital quantum dot at zero magnetic field. The
level  = −Vg and the bias are given in units of the temperature T , the natural scale of the
broadening included in the master equation (30) [cf. Eq. (35)]. The conductance is plotted
in units of ΓR/T = 0.5ΓL/T , where Γr = 2pi(tr)2 are the spin-independent tunnel rates. The
Coulomb charging energy U = 20T determines the width and height of the central “diamond”
shaped regime.
states. By exclusion with other SET regimes for other transitions the various CB regimes
are determined. The resulting so called stability diagram is sketched in Fig. 3(a). The cur-
rent changes basically from zero in the CB regime to a value ∼ Γ in the SET regime. For
T  Γ the resonance line (38) is broadened by Γ due to quantum fluctuations. Restoring all the
units, one then estimates the conductance peak values to be dI/dVb ∼ (eΓ)/(hΓ/e) ∼ e2/h,
the fundamental quantum of conductance. In the first-order approximation, however, we have
small Γ  T and the broadening is given by T instead. The approximation (22) thus ap-
plies for nonlinear conductances which are small on the scale of the quantum conductance, i.e.,
dI/dVb ∼ e2/h(Γ/T ) e2/h.
Example: Single orbital quantum dot - Anderson model. To illustrate this general picture
more concretely, consider a quantum dot with a single orbital, giving four many-body states:
|0〉 N = 0, singlet, (39)
|σ〉 = d†σ|0〉 N = 1, doublet σ =↑, ↓, (40)
|2〉 = d†↑d†↓|0〉 N = 2, singlet. (41)
We introduce the Anderson model, which will be used throughout this chapter:
H =
∑
σ
σNσ +
1
2
N(N − 1)U (42)
=
∑
σ
σNσ +N↑N↓U =
∑
σ
σ|σ〉〈σ|+
(∑
σ
σ + U
)
|2〉〈2| (43)
withNσ = d†σdσ andN =
∑
σNσ, and we drop the orbital index l in the tunnel matrix elements
in Eq. (3). See also lectures B3 by T. Costi and B7 by V. Meden. The dot electrochemical
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potentials lie at Eσ − E0 = σ and E2 − Eσ = σ¯ + U where σ¯ =↓, ↑ denotes the opposite
of σ =↑, ↓. The dI/dVb map calculated for this model in the first-order approximation (22)
is shown in Fig. 3 and illustrates the general expectation sketched above for the appearance of
peaks in the stability diagram. These peaks indicate a step in the current I to a new plateau value
as the bias Vb is increased. For simplicity we considered ↑ = ↓ :=  (no magnetic field) and
the orbital level is assumed to depend on the gate voltage as  = −Vg,9 and the tunnel coupling
is spin independent.
(a) (b)
(c) (d)
Fig. 4: OPV5 molecular junction. (a) Sketch of an OPV5 molecule in a junction between
gold electrodes (top) and schematic three terminal device setup (bottom). (b) Experimental
dI/dV map (stability diagram) and (c) zoomed dI/dV map in the regime where few excitations
dominate the transport. (d) First-order perturbation theory: the right panel shows dI/dV
(arbitrary units) modeling (c), calculated using the master equation (30) and the model sketched
in the left panel (green lines = large tunnel rates, red lines = small tunnel rates). Figure adapted
from [19] and its Supplementary Online Material.
Experiment: OPV5 molecular double dot. In Fig. 4 we show experimental nonlinear con-
ductance plots for a three-terminal quantum dot device made up of an nanometer scale organic
OPV5 molecule containing five conjugated rings and two side arms [19]. Remarkably, many of
its basic features are qualitatively quite well described in sizeable ranges of the applied voltages
9This is by an appropriate choice of the energy origin and ignores capacitive conversion factors [14] for sim-
plicity. The sign is however crucial: positive gate voltage attracts electrons to the dot, lowering the electrochemical
potentials EN − EN−1, allowing electrons to “fall in” easier.
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by the very simple type of model outlined above. This indicates that due to the strong Coulomb
correlation effects on the molecule transport is mostly limited to single-electron tunneling, de-
spite the presence of many electrons on both molecule and electrodes. Based on the signatures
of transport alone – also involving second-order processes to be discussed in Sec. 4 and the
Kondo effect discussed in lectures B3, B5 and B7 – a quite detailed model could be worked
out for this particular junction, even though the molecule could not be detected by any other
means. See [19] for the details. Here we highlight the feature close to 0.2 V in gate voltage in
the bias range of about -60 to 60 meV, shown in Fig. 4(c). In addition to the stability diagram
features discussed above in Fig. 3, electronic excitations of the molecule show up as additional
lines. Interestingly, the conductance at one of these resonances is negative, it is a dI/dVb dip as
function of Vb, not a peak. This indicates that some of the new states that become accessible at
higher energy have smaller tunnel rates associated with them. Fig. 4(d) shows that a very crude
model, which only makes assumptions on the relative values of these rates (see sketch), can
reproduce the features of the data in Fig. 4(c) in some detail by solving Eq. (30). This provides
valuable information: the fact that the negative conductance shows up, indicates that the relax-
ation of the molecular excitations is slower than the transport processes. The time scale given
by the inverse of the measured current thus provides a lower bound on the internal relaxation
time. Other detailed comparisons of SET theory with molecular transport experiments can be
found, e.g., in [20, 21, 22, 23, 24, 25, 26, 27].
3.2 Secular coherences
We now turn to cases where there is no symmetry such that W (1)pc = 0 = W
(1)
cp and there are
secular coherences, in particular we consider
Lcc ∼ Ea − Eb  Γ ∼ Wcc. (44)
Then the master equation description (30) in terms of probabilities alone breaks down and in-
stead a kinetic equation or quantum master equation is required in which Lcc must be neglected:
d
dt
[
ρp
ρc
]
= 0 =
[
W (1)pp W
(1)
pc
W (1)cp W
(1)
cc
] [
ρp
ρc
]
. (45)
We thus need to evaluate additional blocks W (1)pc , W
(1)
cp , and W
(1)
cc of the generalized rate super-
matrix. When doing this [1], a new type of function arises that has a very different profile as
compared with the Fermi function f+(x) = (ex + 1)−1 appearing in Eq. (35):
Wcc ∼ φ(x) = 1
pi
D/T∫
−D/T
dω
f+(ω)
x− ω
=
1
pi
[
− Re Ψ
(
1
2
+ i
x
2pi
)
+ ln
(
D
2pi
)]
−15−10 −5 0 5 10 15
x
0.6
0.8
1.0
1.2
1.4
φ
(x
)
(46)
We refer to φ(x) as the level shift function. As the plot for large band width D = 100T shows,
it is maximal close to resonance where x = (Ea − Eb − µr)/T  1, i.e., where the repulsion
experienced by the dot levels from the filled and empty levels of the electrode is the strongest.
To get an idea of what this physically corresponds to we now consider a concrete example.
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Example: Quantum dot spin-valve. We again consider the Anderson model (43), but we now
allow the density of states for spin up and down in the electrodes to be different as sketched
in Fig. 5. Not sketched in this figure, but crucial here, is that the spin polarizations in the two
electrodes point in different directions given by two vectors nL and nR.10 We now have to be
very careful with the spin-coherences: given some spin-quantization axis on the dot we can
decompose the density operator as
ρ = ρ00|0〉〈0|+
∑
σ
ρσσ|σ〉〈σ|+ ρ22|2〉〈2|+ ρ↑↓| ↑〉〈↓ |+ ρ↓↑| ↓〉〈↑ |+ . . . . (47)
where the omitted terms involve coherences that decouple from the probabilities by charge
conservation. In Eq. (45) we then concretely have (note that ρ↓,↑ = ρ↑,↓∗ since ρ† = ρ)
ρp =

ρ00
ρ↑↑
ρ↓↓
ρ22
 probabilities, ρc=
[
ρ↑,↓
ρ↓,↑
]
coherences. (48)
This decomposition depends on the choice of quantization axis. If the spin-polarization axes of
the ferromagnets are parallel one can chose to quantize the spin on the dot along this physical
axis. In this basis, one can show that the rate supermatrix blocks coupling the coherences to
the probabilities are exactly zero, i.e., W (1)pc = 0 = W
(1)
cp , due to spin-rotation symmetry with
respect to this axis. However, for noncollinear polarizations this argument breaks down: by
no choice of quantization axis on the dot can such a decoupling be realized. Physically this
is clear: the axial symmetry of the problem has been broken. The coherences have to be kept
to get the correct physical description. This also leaves one free to choose the axis in a clever
way [29] or derive kinetic equations in a form explicitly independent of the choice of coordinate
system [28, 30].
To see more clearly what the coherences physically describe we make another decomposition
according to the transformation behavior of the components of the density operator under spin-
rotations:
P =
 ρ00ρ↑↑ + ρ↓↓
ρ22
 scalar probabilities, S=
 Re ρ↑,↓Im ρ↑,↓
1
2
(ρ↑↑ − ρ↓↓)
 vector components, (49)
where we used ρ∗↑,↓ = ρ↑,↓. The kinetic equation (45) can be rewritten as
d
dt
[
P
S
]
= 0 =
[
W (1)PP W
(1)
PS
W (1)SP W
(1)
SS
] [
P
S
]
. (50)
There is thus a coupling of occupation (charge) and spin dynamics. One shows along similar
lines that the experimentally measurable charge current couples to the spin accumulation S as
well. The explicit calculation of the supermatrix blocks W (1)PS , W
(1)
SP and W
(1)
SS was first done by
Braun et. al. [29]: besides vectorial rates generating and attenuating the spin accumulation
(W (1)PS , W
(1)
SP ), one obtains the components of a rank 2 tensor (W
(1)
SS ) describing spin relaxation
10This information goes into the spin dependence of the tunnel matrix elements tσlσ′r in Eq. (3), see [28].
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Fig. 5: First-order secular coherences: quantum-dot spin valve. (a) Single orbital quantum
dot coupled to ferromagnets. (b) dI/dV map calculated using the first-order kinetic / quantum
master equation (45), or equivalently, Eq. (50), which includes the effect of the secular coher-
ences. The polarization vectors of the ferromagnets are perpendicular and the polarization of
the DOS is taken to be 99% as in Fig. 3(b) dI/dV is plotted in units of ΓR/T = 0.5ΓL/T and
all further parameters are the same.
(symmetric part) and spin precession (antisymmetric part). The latter is equivalent to an ex-
change field pseudovector
B =
∑
r
Γrnr [−φ(− µr) + φ(+ U − µr)] , (51)
which now illustrates how the level-renormalization function (46) enters the problem. The
correct description of the precession effect requires the inclusion of the secular coherences.
Physically, this renormalization is due to the quantum fluctuations of an electron by which it
“probes” the spin-polarization in the electrodes and transfers it to the strongly correlated dot
through Eq. (51). This is a correlations effect: for U = 0 Eq. (51) gives B = 0. This may
have a big impact on the conductance, which is plotted in Fig. 5: as compared to the result for
nonmagnetic electrodes in Fig. 3(b), there is a strong suppression of some of the SET resonances
and also negative dI/dV values occur, indicating a significant current suppression. In fact, the
spin precession is responsible for the current not being suppressed everywhere [29]: injection of
electrons from the source tends to induce a spin accumulation that is noncollinear with the drain
electrode. This prevents an electron from leaving the dot by the spin-valve effect. However, the
precession of the spin accumulation on time scales |B|−1 allows the electron waiting on the dot
for a typical time Γ−1 – which is comparable [cf. Eq. (51)] – to precess its spin into the direction
of the drain electrode, and thereby escape. Since the two terms in the exchange field (51) tend
to cancel out between the SET resonances, one expects that the spin-valve suppression can
take place there. This leads to the broad band (with negative slope) of negative dI/dVb values
followed by a parallel broad band of positive dI/dVb in Fig. 5(b).
The coherence effects that we studied in the above, very basic model continue to be dis-
cussed [29, 31, 32, 33, 34, 35]. For instance, quantum dots with higher spin values have also
been studied. These can exhibit other types of accumulations than the spin vector S and other
spintronic exchange fields than the vector (51) which are associated with higher spin multipoles
in particular the spin quadrupole tensor [28, 36, 30, 37]. Also, effects related to secular coher-
ences have been predicted for devices with orbital (rather than spin) degrees of freedom, such
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as double quantum dots [38] and molecular devices [39, 40, 41, 42, 43, 44, 45], and vibrational
degrees of freedom [46].
4 Second-order tunneling effects
So far we have focused on effects close to the SET regime. Now we want to describe the
Coulomb blockade regime, where experimentally often important excitations can be detected
with increased accuracy [47]. One first needs to extend the calculation of the rate supermatrix
to the second order as outlined in Sec. 2.2:
W ≈ W (1) +W (2), (52)
where W (n) ∝ Γn for n = 1, 2. As in the case of the first-order approximation, this is not the
end of the story yet: We have to consider the consistency of the stationary equation
d
dt
[
ρp
ρc
]
= 0 =
[
W (1)pp +W
(2)
pp W
(1)
pc +W
(2)
pc
W (1)cp +W
(2)
cp −iLcc +W (1)cc +W (2)cc
] [
ρp
ρc
]
. (53)
Here, we now consider two important cases:
1. Symmetry: If a symmetry makes the blocks coupling to the coherences vanish,
W (1)pc +W
(2)
pc = 0 = W
(1)
cp +W
(2)
cp , (54)
then again only probabilities are relevant and we have a second-order master equation:
0 =
(
W (1)pp +W
(2)
pp
)
ρp. (55)
2. Nonsecular coherences: In contrast to the first-order case, if there is no such symmetry
coherences can not be neglected, even if they are nonsecular, the case we consider now:
Lcc ∼ Ea − Eb  Γ ∼ W (1)cc . (56)
In this limit the nonsecular coherences that can (and should) always be neglected in first
order [cf. Sec. 3] reappear: eliminating the coherences from Eq. (53) as before, we obtain
the effective equation
0 =
(
W (1)pp +W
(2)
pp −W (1)pc
1
−iLccW
(1)
cp
)
ρp. (57)
The second contributions also scales as Γ2 and is of equal importance as the second-order
elements of W (2)pp (see discussion of Fig. 7 below). In fact, it can be shown that this term
can be elegantly incorporated in the diagrammatic framework [2] for the calculation of
second-order term W (2)pp .
11
Thus the secular approximation, often applied in first order, always breaks down in second
order, unless the model exhibits a sufficient amount of symmetries that prohibits this. The effect
of secular coherences in second-order perturbation theory will not be discussed here [2, 48].
The main point to remember is that once the rate supermatrix W includes higher order tunnel
processes, the solution of the stationary state equation (15) requires care. We now consider case
(1) and (2) more closely and illustrate them with some interesting applications.
11The second term can also be related to the projection onto probabilities in the Nakayima-Zwanzig approach
as discussed in [16].
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Fig. 6: Second-order probabilities. (upper panel): dI/dV map for a single orbital quantum
dot as a function of bias voltage Vb and gate voltage βVg. Here β is the gate coupling factor
and level energy origin is set to the center of the figure. (lower panel): corresponding map of
occupation of excited spin-state, ρ↑↑. The spin degeneracy is lifted by an applied magnetic field:
B = ε↑− ε↓ = 50T in units of the electron temperature T . The dot is symmetrically coupled to
the left and right electrodes: ΓL = ΓR := Γ = 10−2T = 5 × 10−5U . For the description see
the text. Figure adapted from [7]. .
4.1 Probabilities
We first consider the case (54) where symmetries (charge and spin conservation) reduce the
problem to the second order to a master equation (55) and the coherences play no role.
Example: Inelastic cotunneling, assisted SET, and electron pair-tunneling. As in the case
of first order, we first classify the different resonances that can appear when solving Eq. (55).
We again use the single orbital Anderson model (43) with spin-independent tunneling and elec-
trodes, but with a magnetic field B (in energy units), such that ↑ − ↓ = B. In Fig. 6 we plot
the dI/dVb map obtained by solving (55) [1, 49].
For orientation, we first identify the first-order effects. Due to the magnetic field B, the state
| ↓〉 is the ground state for N = 1 electrons and | ↑〉 an excitation for the same electron number
of the dot. The first order N = 0↔ 1 SET resonances [cf. Eq. (38)] are now Zeeman-split into
pairs
µL or µR = E↓ − E0 = ↓ (ground to ground state), (58)
µL or µR = E↑ − E0 = ↑ (ground to excited state). (59)
Similarly, there are Zeeman split N = 1↔ 2 SET lines
µL or µR = E2 − E↓ = ↑ + U (ground to ground state), (60)
µL or µR = E2 − E↑ = ↓ + U (excited to ground state). (61)
The four resonances for the case µL in (58)-(61) are the lines with negative slope and are identi-
fied in Fig. 6. For the case µR these are the corresponding lines with positive slope which require
no further discussion. Importantly, the resonances involving the excited state | ↑〉 [Eq. (59) and
(61)] terminate when they hit the boundary of the Coulomb blockade regime if we restrict the
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calculation toW (1) ∼ Γ. However, in the second-order approximation (52), several new features
appear in Fig. 6, which we now address.
• Inelastic cotunneling (ICOT). In Fig. 6 the SET excitation resonance µL = ↑ connects12
to a horizontal line determined for µL > µR by
µL − µR = E↑ − E↓ = ↑ − ↓ = B. (62)
This gate-voltage independent resonance has a simple physical interpretation: from this
bias voltage on, an electron with incoming energy µL can exit with energy µR while
flipping its spin in a single, coherent second-order process called inelastic cotunneling
(ICOT) or inelastic electron tunneling (IETS) [50]. The energy lost by the tunneling
electron is then sufficient to excite the dot by E↑−E↓ = ↑− ↓ = B, flipping the spin on
the dot, without changing the dot electron number. Below this voltage the dot cannot be
excited by any process of first or second order, as can be seen in the Fig. 6: the resonance
line (59) (marked red) does not continue below the ICOT threshold (62) (marked green).
If it would not, the dot relaxes without being excited which is unphysical. This will be
important in Sec. 4.2.
• Cotunneling-assisted single-electron tunneling (COSET). By contrast, the higher SET
excitation resonance (61) (marked blue) in Fig. 6, involving the same excited state, does
not connect to a horizontal line. Instead, this resonance can be seen to weakly continue
into the Coulomb blockade regime, before terminating at the horizontal ICOT line (62)
as discussed above. Since above the ICOT line the dot is excited excited to | ↑〉 this
feature signals the relaxation to theN = 1 ground state by two, first-order single-electron
processes | ↑〉 → |N〉 and |N〉 → | ↓〉 where N = 0 or 2. At these so-called cotunneling-
assisted SET (COSET) resonances this relaxation path is “switched” on. This is clearly
seen in the lower panel of Fig. 6 where the occupation probability ρ↑↑ is plotted: above the
ICOT threshold the dot can be excited, but once a COSET line is crossed the excitation
is quenched since the first-order relaxation is much faster than the second-order ICOT
excitation. Experimentally, the above described behavior of the SET resonance lines (59)
and (61) provides an important consistency check on the assignment of transitions.13
• Electron pair tunneling (PT). A complete calculation of all the contributions to W (2) [1,
49] also predicts transitions between states that differ by a pair of electrons |2〉 and |0〉.
Due to the quantum coherence of this pair tunneling process the energy that one electron
lacks can “borrowed” by the other [49] to overcome the Coulomb repulsion energy U .
This is expressed by the resonance condition
2µL or 2µR = E2 − E0 = ↓ + ↑ + U. (63)
12For µL ≷ µR, at the point where the line µL or µR = E↑ − E0 (ground to excited state) hits the boundary
determined by µR or µL = E↓ − E0 (ground to ground state), subtracting the two conditions gives |µL − µR| =
E↑ − E↓, i.e., the condition for ICOT is satisfied. The ICOT horizontal line thus goes through this point as well.
13When a lower SET excitation (59) connects to the ICOT feature while a corresponding higher SET excitation
(61) does not, but instead continues as a COSET feature, then these two features are a signature of one and the
same excitation of the quantum dot. If they don not match in this way, then in order to describe the experiment
one needs to add more excitations to the model. ICOT lines that do not connect to a SET excitation are suspect of
belonging to an independent object in the junction transporting current in parallel.
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Rewritten as µL or µR = 1
2
(↓ + ↑ + U) this shows that the pair-tunneling resonance,
marked in Fig. 6 lies just half-way between two single-electron resonances (58) and (60).
By this coherent pair tunnel process the two electron state can thus be reached much
earlier than by two, single-electron processes. Similar to the ICOT this leads to step in
dI/dVb, i.e., a change in the color, and not a peak. However, in contrast to the ICOT con-
dition Eq. (62), the PT resonance position depends on the gate voltage. The appearance
of this pair tunneling resonance, separated from the SET lines, is a real correlation effect,
since for U = 0 all these resonances all coincide.
Numerous experiments have observed the ICOT and COSET features and early works are [47,
51]. One reason for this is that at low temperature nonperturbative effects enhance the ICOT
features, adding a peak on top of the step14 that we found perturbatively. This peak signals
the onset of the nonequilibrium Kondo effect [52], which can be described within the real-
time formalism as well [53] by extending it with the RG approach presented in lecture B5 by H.
Schoeller, see also lectures B3 by T. Costi and B7 by V. Meden. The pair tunneling has so far not
been reported in experiments, perhaps for the following reasons. First, the effect has not been
noted until recently [49], probably because, naively speaking, “adding two electrons to a quan-
tum dot should be forbidden by Coulomb interactions” and no one bothered to calculate all the
second-order contributions that disprove this incorrect intuition. Without theoretical guidance,
there has been no experimental effort to look for the effect. Additionally, (unpublished) calcu-
lations show that additional electronic levels in a quantum dot lead to a cancellation of effects
that can suppress pair tunneling resonances, indicating that special conditions may be required
to observe it. Finally, unlike the ICOT, the pair tunneling resonance does not seem to undergo
a nonperturbative low-temperature enhancement similar to the ICOT as a recent real-time RG
study [3] accounting for charge-fluctuations seems to indicate (no Kondo enhancement was
included so far). Pair tunneling for effectively attractive interactions has been studied in [54].
4.2 Nonsecular coherences
We now turn to the case (56) where in second order the first-order nonsecular coherences be-
come relevant. Quite generally, this is the case for quantum dots with complex spectra where the
states have many quantum numbers and few symmetries such that the blocks W (1)pc and W
(1)
cp in
Eq. (57) do not vanish. We thus need to solve the stationary kinetic or quantum master equation
(53), neglecting W (2)pc , W
(2)
cp , and W
(1)
cc +W
(2)
cc :
d
dt
[
ρp
ρc
]
= 0 =
[
W (1)pp +W
(2)
pp W
(1)
pc
W (1)cp −iLcc
] [
ρp
ρc
]
. (64)
Example: Molecular vibration. An interesting example where this becomes important is
obtained when extending the single orbital Anderson model to include a vibrational mode with
frequency ω:
H = 
∑
σ
Nσ +N↑N↓U + 12ω(p
2 + q2) +
√
2ωλq
∑
σ
Nσ. (65)
with Nσ = d†σdσ and q = (b
† + b)/
√
2 is the vibrational coordinate normalized to the zero-
point motion and p = i(b† − b)/√2 the conjugate momentum. Due to the linear Holstein
14In there is a small overshoot already in pertubation theory, see discussion of Fig. 10(b).
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Fig. 7: Nonsecular coherences and vibration assisted tunneling. dI/dV map (β = gate cou-
pling factor) for a molecular level coupled to a vibrational mode with frequency ω and strong
local interaction U  T, V, λ [1]. The red arrows in the λ = 2 figure indicate absorption of one
and two vibrational quanta. The white lines / regions correspond to negative dI/dV , which can-
not be plotted due to the logarithmic color scale. In all plots we have chosen ω = 40T = 104Γ
and conduction bandwidth D = 250ω. The conductance is scaled to the maximal sequential
tunneling rate ΓM , i.e., Γ times the maximal Franck-Condon overlap factor (which is less than
1). Figure adapted from [7].
coupling λ the vibrational mode is displaced when electrons occupy the molecular quantum
dot. By the Franck-Condon effect the first-order transition rates become suppressed with in-
creasing λ [55, 56, 57, 58, 59] and second-order processes start to take over [60], even in the
SET regime. For the results shown in Fig. 7 one finds [1] that the correction from the nonsecular
coherences, the second term in Eq. (57), is crucial: when leaving it out “by hand” the COSET
excitations from the oscillator continue below the horizontal ICOT line µL − µR = Vb = ω
(not shown). In such an erroneous calculation the oscillator thus relaxes without being excited!
When properly including this correction term this spurious effect is canceled, demonstrating
the equal importance as compared to the first term in Eq. (57). Interestingly, Fig. 7 illustrates
that in such complex quantum dots the COSET features may lead to negative dI/dVb in the
Coulomb blockade regime if there is little intrinsic relaxation of the vibrational excitations (i.e.,
other than that provided by transport processes). The current in fact shows a peak there, which
is very uncommon.
Experiment: Carbon-nanotube electron-vibrational COSET. An interesting experimental
example of a complex quantum dot for which Eq. (64) is crucial was realized experimen-
tally [61] in a carbon nanotube with both quantized vibrational and electronic excitations. Here
features were observed that indicate an interplay between ICOT leading to electronic excita-
tion (“heating” via the electronic system) and subsequent SET involving vibrational transitions
(“cooling” the molecule). The experimental data and the theoretical modeling are shown in
Fig. 8(a) and (b), respectively. In Fig. 8(b) the arrows in the CB regime indicate the enhance-
ment of COSET beyond the negative bias (∼ −4 meV) where the electronic excited state be-
comes populated by ICOT.15 Purely electronic COSET was observed in [51].
15Note that in Fig. 8(b) the appearance of COSET features below the electronic ICOT threshold at VSD ≈
−4 meV is not at variance with the above discussion of Fig. 7. There is no COSET below the vibrational threshold
VSD = ω = 810µeV, which is, however, not visible either due to smallness of the relevant rates.
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(a) (b)
Fig. 8: Nonsecular coherences and electron-vibrational COSET in a carbon nanotube. (a)
Experiment: (top left) dI/dVSD map in the region where the nanotube is charged with Nh = 1
or 2 holes. (top right) Detail zoom of the dI/dVSD map in the Nh = 1 ↔ 2 SET regime, black
arrows indicating the vibrational excitations. (bottom left) Detail zoom of the dI/dVSD map in
theNh = 2 CB region (logarithmic color scale), the white dashed line marking the extrapolated
edge of the SET region. The plots on the right show the SET excitation energies versus the
number of the excitation line, confirming the harmonic nature of the spectrum. (b) Second-
order perturbation theory: dI/dVSD map calculated using the quantum master equation (64)
for a simple quantum dot model with equidistant excitations fitted to the observed vibrational
level spacing ω = 810 µeV, experimental temperature T = 8.6µ eV and Vg is scaled with
the gate conversion factor α = Cg/C. The tunnel couplings were chosen smaller than in the
experiment to ensure a well-behaved perturbation expansion. Figure adapted from [61].
Experiment: Fe4 single-molecule magnet and spin-tunneling ICOT. As a final example, we
consider a quantum dot formed by a molecule that has a large spin S = 5 in one of its charge
states, a so called single-molecule magnet [62]. Its structure and the experimental junction setup
are sketched in Fig. 9. This class of molecules exhibits a very interesting excitation spectrum,
which (in a fixed charge state) is well-described by a “giant spin” Hamiltonian
H = −DS2z + E(S2x − S2y) +B · S, (66)
with D > 0. The microscopic origin of the quadratic terms in this model is discussed in
lectures A 10 by G. Bihlmayer on Relativistic effects and lecture C4 by S. Blu¨gel on Complex
magnetism. Here B is the external magnetic field coupling to the spin. In usual situations, the
D-term often dominates over the transverse E-term and raises a barrier opposing the reversal of
the spin, e.g., from |M = S〉 to |M = −S〉. The transverse term causes quantum spin-tunneling
through the D-barrier and has been intensely investigated in the field of molecular magnetism
and molecular spintronics. [63] However, the ratio of E/D depends strongly on the geometry
and environment of the molecule, and may be quite different from the bulk value when putting
such a molecule in a junction. Therefore, when three-terminal experiments were performed on
such molecules, [21, 22, 62] the question arose what kind of features the D- and E-term would
cause in the nonequilibrium transport [64, 65, 66, 67], in particular in the Coulomb blockade
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Fig. 9: (a) Fe4 single molecule magnet: (left) Fe4 core with four S = 5/2 Fe ions, which due
to the antiferromagnetic coupling to the center give a S = 5 ground state. (middle, right) Fe4
with two different linkers groups used for junction formation. (b) Magnetic anisotropy barrier
(bottom) S = 5 ground state excitation spectrum (left) and sketch of junction (right)
regime. Indeed, in the experiment [62] ICOT features were observed which for weak coupling
looked more like steps in the dI/dV , as expected from second-order theory, whereas for strong
coupling nonequilibrium Kondo enhancement was observed (cf. discussion at end of Sec. 4.1).
For the experimental data and its theoretical analysis see [62].
In Fig. 10(a) the dI/dVb (Vg, B) map, calculated from Eq. (64) is plotted where B = |B| is
the strength of the external magnetic field for a fixed gate voltage well within in the Coulomb
blockade regime at the experimental temperature. The bright color (left, middle panel) indicates
a step in the individual dI/dVb vs. Vb traces which are illustrated in the right panel (traces
taken from middle panel). For a field along the molecule’s intrinsic easy z-axis (left panel) a
linear Zeeman effect is found in the transport, which is symmetric in B (not shown) with a so-
called zero-field splitting (ZFS) remaining at B = 0 due to the nonzero anisotropy D-term, see
Fig. 9(b). For fields nearly transverse to this axis (angle 71◦, middle panel) the Zeeman effect
is suppressed and nonlinear. These features, characteristic of a single-molecule magnet with a
dominant D-term, were indeed observed in the transport experiments of [62].
We now focus on additional calculations reported in the Supplementary Information for [62],
which investigated the possible signatures of spin-tunneling caused by the E-term in Eq. (66)
at temperatures lower than the experimental one. We find that the dI/dVb step sharpens up and
shows a slight “overshoot” due to nonequilibrium occupations of the spin states [68] which are
correctly included in the calculations using Eq. (64). More interesting is the additional struc-
ture which appears in Fig. 10(b) below the ICOT threshold associated with the D-term. These
features derive from quantum spin tunneling due to the presence of a sizeable E-term in the
model. Their nontrivial magnetic field dependence, shown in Fig. 10(c) for T = 0.05 K, ex-
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(a)
(b) (c)
Fig. 10: Inelastic cotunneling through a single molecule magnet. See description in the text.
The arrow in (c) indicates where the red trace in (b) is taken. Figure adapted from [62].
hibits a Zeeman splitting of spin states, indicating that these features are related to states with
opposite spin projection, i.e., from the other side of the magnetic anisotropy barrier sketched
in Fig. 9(b). Such “subgap” ICOT spectroscopy thus provides direct information about quan-
tum spin tunneling in a single-molecule magnet, and has been observed in STM on magnetic
adatoms [69, 70, 71, 72].16
In the above examples of second-order perturbation theory we mostly focused on ICOT and
COSET spectroscopy of “bare” excitations (electronic, vibrational, or spin related) in the CB
regime. However, various other nontrivial effects can occur. For instance, the dependence of
molecular quantum-dot energies on the applied voltages may lead to quite unexpected features
in the Coulomb blockade regime as observed in [73, 74]. It turns out that these are also cap-
tured by the second-order pertubation theory discussed here [75]. Another interesting recent
result [37] demonstrates that high-spin quantum dots without any spin-orbit coupling can ac-
quire an anisotropyD-term [i.e., given by Eq. (66) with E = 0] when coupled to a ferromagnet,
and display all the above characteristic ICOT signatures. In such systems, the D-term can thus
be generated as a spintronic field by renormalization processes, just like the exchange field (51).
A full description of such promising effects, however, requires nonperturbative methods.
Acknowledgments. All collaborators on the cited articles are acknowledged, in particular M.
Hell for kindly providing figures and for proofreading the text.
16Also here it is important to note that these features do not appear below the ICOT threshold. They only appear
below the ICOT threshold of the model assuming E = 0: the features arise because of the presence of an E-term.
This should not be confused with the unphysical appearance of COSET resonances below the ICOT resonances as
discussed for the example Fig. 7, see also the related footnote for Fig. 8.
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1 Introduction
From the mastering of metallurgy in ancient times to the invention of semiconductors it is clear
that the discovery of new materials is a key component in creating wealth and jobs. With the
energy challenges facing the world today, new materials for batteries or thermoelectric, photo-
voltaic and hard-magnetic materials are key components in improving energy efficiency, storage
and conversion and thereby reducing our dependence on fossil fuels.
Despite its importance the discovery of new materials is often based on trial and error. Some
important recent discoveries illustrates the state of affairs: The compound MgB2 was known for
almost 50 years before its superconductivity was discovered[1] and the discovery of the large
thermoelectric (TE) performance of CsBi4Te6 is best described by the authors: “Recently we
reported that K2Bi8S13 and β-K2Bi8S13 have promising TE properties (..). When we moved on
to investigate corresponding Te analogues with Cs, we obtained an unexpected result: Instead
of Cs2Bi8Te13, we isolated CsBi4Te6”.[2] Putting such discoveries down to pure serendipity
would be unfair; It is no coincidence that the same people tend to be “lucky”. At the same time
it is also clear that there is a strong need for more rational routes to new materials.
In the following I will introduce three different ideas in materials design, namely (i) (ii) , where
a model is used to reduce the phase space to be searched, (iii) , where existing data are examined
using data-mining techniques to discover new correlations which again can be used to predict
new areas of phase-space to be examined. The ideas are introduced by example, and the aim is
not to give a comprehensive review of the field, for this the reader is refereed to the literature.[3,
4]
2 Screening thermoelectric materials
While the idea of screening a large number of materials to find certain compositions with de-
sirable properties is conceptually simply, and to a certain degree can be viewed as automated
trial and error, it can pose a large technical challenge. It can be achieved experimentally by
combinatorial sputtering of materials libraries[5, 6] or computationally in a high-throughput
environment.[7, 8] Furthermore, there is an important conceptual challenge in developing de-
scriptors. In this context a descriptor is an easy to determine parameter, such as atomic volume,
Database
Properties
Experiment
Calculation
Reduced
phase space
Data-
mining
Model
Fig. 1: Flow diagram of a different high-throughput materials screenings discussed in this
paper. The dotted lines correspond to the scheme described in Section 2 and the dashed lines to
the scheme described in Section 3
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electronegativities or electron count, which correlates to, or describes, a more complex param-
eter such as phase stability, band-gap or conductivity. One can view the athermal difference in
energy between two phases which can be calculated by density functional theory as a descriptor
for phase stability. While it is clear that this, compared to the real phase stability, can suffer
from both errors in the applied density functional and from finite temperature effects, there
is ample evidence that the DFT formation energies and true experimental stability are closely
related.[9, 10]
I will use the high throughput search for new [11] as an early example of the computational
high-throughput search for new materials. In the flow diagram of Fig. 1 it corresponds to the
dotted area, where a database of known structures is coupled to an automatic calculation band-
structures and thermoelectric coefficients. Considering first the descriptor that was optimized
in this study, it is clear that it should be based on the dimensionless
zT = (σT/κ)S2 (1)
which quantified the thermoelectric performance. In Eq. (1), S is the Seebeck coefficient and σ
and κ are the electronic and thermal conductivities respectively. The power factor is given by:
PF = S2σ. S and σ can be written as
σ = L(0) , S =
1
qT
L(1)
L(0)
(2)
where the L are related to the Onsager coefficients and are formally given by
L(α) = q2
∫
σ(ε)(ε− µ)α
(
−
∂f
∂ε
)
dε (3)
where f is the Fermi-distribution and σ the transport distribution
σ(ε) =
∑
n
∫
vnkvnkτnkδ(ε− εnk)
dk
8pi3
(4)
The group velocities, vnk in Eq. (4), can be calculated from the .[12] Furthermore, due to
the ∂f/∂ε factor only allowing contributions from a narrow energy window, it is reasonable
to approximate the relaxation time, τnk, with a constant. This approximation means that the
relaxation time means that τ cancels in Eq. (2) and we can calculate S on an absolute scale from
just the band structure. A further simple consideration can also be made when searching for the
optimal zT : κ has both an electronic, κe, and an lattice, κl, component and the ratio between
σT and κe is, to a good approximation, given by the Wiedemann-Franz relation: κe = L0σT .
Inserting the Lorentz number, L0 = pi
2
3
(
kB
e
)2
= (156 µV/K)2, zT is seen to be limited by the
Seebeck coefficient
zT =
S2σT
κe + κl
=
S2
L0 + κl/(σT )
<
(
S
156µV/K
)2
(5)
It is thus clear that to obtain a state of the art thermoelectric material with zT > 1 one must
have a S > 156µV/K. At the same time L0σT must be larger than κl, which means that the
thermal should be small and the electrical conductivity as large as possible. It is impractical to
calculate τ and κl in a high-throughput fashion. Instead we will rewrite Eq. (5) as
zT =
S2σ/τ
L0Tσ/τ + κl/τ
T (6)
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which introduces κl/τ as a parameter. Heavily doped semiconductors typically have τ = 1 −
2 · 1014 s. If we use κl/τ = 1014 W/Kms the resulting zT can be viewed as a descriptor,
which obviously does not give the true figure of merit, but gives an absolute scale of a materials
thermoelectric potential given that a κl = 1− 2 W/Km can be reached.
The general validity of this approach has been discussed[13] and it lead to the prediction of as
a thermoelectric material[11] that have been experimentally verified.[14]
3 Band structure engineering of new thermoelectric materi-
als
A knowledge based materials design is also a straight forward concept, namely to use our knowl-
edge or understanding about a problem to reduce the phase space to be searched, corresponding
to the dashed area in Fig. 1. It is something most of us do intuitively. A simple example would
be using the periodic system to find possible dopants. If the aim is to n-dope Si then it is
most natural to try the atoms with one extra valence electron, alas the main group V elements,
first. In the following I’ll try and illustrate how a few basic insights can lead to the design
of optimized thermoelectric materials. The discussion is based on the experimental work on
Mg2SixSn1−x[15] and PbTexSe1−x[16], where the example below is based on theoretical band
structures.
Considering again the transport coefficients, Eq. (3), it is seen that for two channels conducting
in parallel the conductivity is simply the sum of the contributions from each channel
L(α) = L(α)
′
+ L(α)
′′ (7)
So that the Seebeck coefficient is given as
S =
1
qT
L(1)
′
+ L(1)
′′
L(0)′ + L(0)′′
(8)
Eq. (8) means that if two bands are aligned within the relative narrow energy range defined by
the ∂f/∂ε factor, Eq. (3), the Seebeck coefficient is weighted sum of the transport coefficients
of the two bands. If the two bands are similar the S will be approximately unchanged, The
power factor will then be optimized by the conductivity being a sum of the two bands.
Fig. 2 shows the band structure of and . The shape of the bands is very similar, however a close
inspection shows that a heavy and light mass band along the Γ − X direction have swapped
order at the X point. If we make the simple assumption that Si and Sn are chemically similar
and this is a pure volume effect then, following Vegards law, one would expect that an alloying
of the two compounds would lead an alignment of the two bands and, following Eq. (8), an
enhancement of thermoelectric performance. The optimization is illustrated in Fig. 2b.
4 Structure maps
A step beyond the knowledge based materials design would be the use of large amounts of data,
e.g. obtained by high-throughput methods, to formulate the rules and correlations automatically.
This known as , which can be defined as the process of discovering patterns in data present
in substantial quantities. The process must be automatic or semiautomatic and the patterns
discovered must be meaningful in that they lead to some advantage.[17]
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Fig. 2: a) Band structure of Mg2Si (full lines) and Mg2Sn (dotted lines). The conduction bands
of Mg2Sn have been shifted up by 0.39 eV to align them with those of Mg2Si at the Γ-point. b)
Calculated power factor[12] with τ = 10−14 s. The full lines are for Mg2Si and the dashed lines
for Mg2Sn. The red lines are calculated using the experimental volume of Mg2Si (a0 = 6.36 A˚)
and green that of Mg2Sn (a0 = 6.75 A˚). The blue line is at the volume which optimizes the
power factor (a0 = 6.55 A˚).
A very early use of this approach is the Pettifor .[18] The Pettifor structure maps order the
structures of binary compounds according to a chemical scale, χ, which allows binary alloys
AxB1−x to be mapped onto a two-dimensional coordinate system, with the χA on the abscissa
and χB on the ordinate. It thus correlates the stable structures to a simple one dimensional
scale. An interesting point about χ is that it is purely phenomenological and was defined to
a posteriori achieve the best structural separation of all the binary AxB1−x compounds with a
given stoichiometry.[19] The effect of ordering structures after χ is shown in Fig. 3 where a
small section of the full AB (x = 1/2) structure map shown. where it is seen how alloys with
similar stable structures tend to cluster together. It illustrates the dual nature of an element like
Mg. In some cases it will behave like a dual valent cation like Calcium, its fellow chalcogen,
and Eu and form the ionic NaCl structure with Sulphur and in certain cases behave like Zn and
not form 1:1 alloys with Si and Ag, whereas Ca and Eu form the CrB structure, or the closely
related to the FeB structure.[20] Also shown in Fig. 3 are the Pauling electronegativities and
the covalent radii. It is seen that a similar ordering could also be achieved using these two
descriptors.
A structure map has some predictive power. If a new alloy is placed on the map, a guess
for the unknown stable structure can be obtained by examining the stable structures of the
nearby neighbors. This predictive power was quantified by Morgan et al.[21] by introducing
a “distance” in chemical scale between a given AB alloy (with chemical scale (χA, χB)) and
other alloys A’B’ (with chemical scales (χA′ , χB′)).
d =
√
(χA − χA′)2 − (χB − χB′)2 (9)
The Morgan paper actually uses a integer scale depending on the position in the structure map.
If the other alloys are ordered in terms their distance, then there is about 80%-85% probability
of finding the correct structure of AB in the top five of the list. If one takes instead just the five
overall most common structures they cover only 50 % of the entrances. [21]
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5 Outlook
In the present contribution we contrasted the serendipitous discovery of new materials with
specific materials designs. Though there is clearly also many serendipitous discoveries in phar-
maceuticals, with the story behind being a highly entertaining one, it is still difficult to imagine
that a new drug is discovered and first after wards does one start to look for a decease that it
can treat. Simple intuition is often a collection of approximate truths and generalizations based
on our knowledge. Obviously, it is an advantage if the knowledge can be expressed in a model,
which can make quantitative predictions. As these models become more and more precise, more
rational materials designs will become possible, which could lead to a new paradigm for the de-
sign of new devices can be imagined, where the development of a new material can be thought
into the process from the beginning. The examples taken in this contribution has all been based
on bulk single crystal materials. It is clear that materials behavior is often influenced by nano-
and micro-structure and interfaces within the multi-grain samples and that in the future such
effects should be thought into a materials design.
Ca Eu Mg Zn
S
Si
Ag
NaCl ZnS CrB FeB
1.0 1.2 1.3 1.6
2.6
1.9
1.9
η
176 117 86 88rcov
105
111
145
Fig. 3: Section of full AB structure map.[18] The elements have been ordered according to
the chemical scale. Also the Pauling electro-negativity η and the covalent radius in pm of the
elements is listed.
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1 Introduction
Since John von Neumann [Neumann(1945)] and others established modern computer proces-
sor architecture concepts in the 1940s, the speed at which arithmetic computations could be
performed has increased by many orders of magnitude. One ingredient for this increase in per-
formance has been improvements in computer architectures. The other important driver for this
development has been the technology for building integrated circuits. Already in the 1960s
it had been observed by Gordon Moore that the number of components per integrated circuit
increases roughly by a factor 2 per year [Moore(2006)]. A more long-term analysis of the tran-
sistor count for Intel microprocessors revealed a doubling every 2 years [Bohr(2007)]. It has
become popular to refer to a so-called “Moore’s Law”, which today is commonly understood
as a doubling of the performance every 18 months.
Over some period of time this increase in performance could be achieved by means of increasing
the frequency f at which computing devices are clocked. Today all these devices are based on
CMOS technology for which dissipated (active) power scales proportional to V 2 · f , where V
is the voltage. As voltage has to be increased for larger frequencies, power dissipation grows
more than linear when f is increased. Since a couple of years frequency scaling has reached
its limit. Today’s high-performance processors are typically operated in a frequency range
2.5 . f . 4GHz. Further increase of performance can thus largely only be achieved by
scaling-out to a larger number of computational devices running in parallel.
High-performance computing today therefore means massively-parallel computing. In this way
still further performance increases can be achieved. This is, e.g., documented by the Top500
project,2 which publishes twice a year an international list of computers which are fastest in
terms of floating-point operation throughput while executing the High-Performance LINPACK
(HPL) benchmark. In Fig. 1 we show how the (aggregate) performance of the top 1, 10 and 100
systems increased over time. Let us consider the aggregate performance of the top 100 systems
in more detail. From June 1993 to November 2013 their performance doubled almost every 14
months on average, now reaching 180 PFlop/s. This corresponds to an performance increase
by a factor 2.5 · 105. During that time the number of processor cores increased by roughly a
factor 750. This number reflects only a fraction of the increase in parallelism as we observe an
increase of parallelism at many levels of the computer architectures, as we will see later.
This lecture is written for computational scientists for which availability of these massively-
parallel computing resources are critical for their research. The purpose is to improve the effi-
cient use of such resources by means of better understanding of computer architectures. We will
discussed some of the most relevant conceptional aspects which are realised in today’s archi-
tectures. But we will also have a detailed quantitative look into crucial performance parameters
of parallel computer architectures and the underlying technologies.
This lecture starts with a general overview on system hardware architectures and its compo-
nents in section 2, followed by a discussion of the term performance and an introduction into
performance models in section 3. In the following sections we will have a closer look into
specific components like the processor (section 4), the memory (section 5) as well as the net-
work (section 7). In section 6 we will introduce a special type of computing devices, so-called
accelerators, which play an increasingly important role in high-performance computing. As
we will see in section 8, many of the current trends in the development of massively-parallel
computers are due to the need for improved power and energy efficiency. In section 9 we will
2http://www.top500.org
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Fig. 1: The aggregate double-precision floating-point performance achieved by the top 1, 10
and 100 systems on the Top500 list as a function of time. The grey line shows the performance
trend for the top 100 systems indicating a doubling of performance every 13.7 months.
review the trend to increased parallelism, followed in section 10 by a comparison of several
high-performance computer architectures, which as of today are intensively used for scientific
computations. We will close with an outlook in section 11.
2 Abstracted View on System Hardware Architectures
Today’s processor architectures are surprisingly similar to the architecture proposed by von
Neumann [Neumann(1945)]. We thus use the latter, significantly simpler architecture as a
model to introduce concepts which are helpful to understand modern architectures. In Fig. 2 we
show a variant of the Von Neumann architecture. The memory unit MEM holds both data and
instructions which are processed by the central processing unit C. The latter consists of a central
control unit CC which directs operations, i.e. fetching of instructions and operands, dispatch of
instructions and storing results. The central arithmetic unit CA executes the arithmetic instruc-
tions. Communication with the processor requires the availability of input and output units. All
these units are interconnected by a central bus.
Let us assume that data and program have been loaded into the processor’s memory and execu-
tion of instructions can start. This means that the first instruction can be fetched followed by
a fetch of the operands. To hold instruction and operands in the central processing unit small
pieces of (fast) memory, called registers, are required. Once instruction and input operations
are available for execution, the instruction can be issued and results written back to memory. A
program counter, which points to the current instruction, then needs to be incremented before
the next instruction is loaded. In a very simple program this cycle continues until all instructions
have been processed.
This architecture has a crucial limitation, called the Von Neumann bottleneck. Both instructions
and data are kept in the same memory and have to be moved along the same data path to the
central processing unit resulting in potential congestion on the internal bus. This problem can
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Fig. 2: On the left a version of the Von Neumann architecture is shown. The central processing
unit C consists of the central control and arithmetic units CC and CA, respectively. A common
bus connects C to the memoryMEM as well as to the input and output units (I and O). The mid-
dle figure shows an abstract processor architecture model comprising 2 storage devices: The
memory MEM and a register file RF. The graph on the right represents a parallel architecture
comprising 4 nodes connected by network links in a ring topology.
be mitigated by modifying the architecture such that instructions are kept in a separate memory
unit directly connected to the central processing unit.3 Now instructions and operands can in
principle be loaded in parallel.
This short digression on modified Von Neumann architectures highlights the importance of data
transport within a system hardware architecture. In the following we introduce an abstract
system hardware architecture model which focusses on this aspect. The model comprises two
types of devices:
Storage devices: Devices which can store data and are characterized by their capacity.
Transport or processing devices: Devices which read data from one storage device, process
the data and write the result to another or the same storage device. The data does not have
to be processed but may just be copied from one device to another. The performance of
the device is in particular characterized by throughput or bandwidth, i.e. the speed of data
processing or transport, respectively.
The model can naturally be represented by a graph where the vertices and edges refer to stor-
age and transport devices, respectively. Fig. 2 (middle) shows such a graph for a very simple
processor architecture comprising of 2 storage devices: the main memory and a set of regis-
ters, called register file. These are connected by a memory bus through which data can be read
from memory to the register file or written back to memory. The register file is connected to
a processing pipeline which takes its input operands from the register file and writes results
back to the same register file. The processing pipeline may, e.g., be capable to perform fused
multiply-add operations.
It should be noted that the abstraction level of this model can be adjusted. The previous example
describes a processor architecture and is relatively close to the actual hardware architecture of
very simple processors. Let us consider a parallel architecture with multiple nodes where each
node has potentially a complex internal structure, e.g., comprising multiple processors with
separate memory units attached to each of them. Each of the nodes could be modeled as a
single storage device with one or more processing devices attached, which read data from the
3This modified architecture is often called Harvard architecture.
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storage device, processes it and write it back to the storage device. The different storage devices,
i.e. nodes, are connected by transport devices representing network links. Fig. 2 (right) shows a
graphical representation of such a machine with 4 nodes interconnected in a ring topology.
3 Performance and Performance Models
Before we continue on computer architectures with the goal of obtaining a better understanding
of the performance a computational scientist might expect for a given application we first have
a closer look on different aspects of the term performance.
Here we assume that the user of a high-performance computing system aims on minimizing
time-to-solution ∆t for a given problem size, also called workload. Time-to-solution refers to
the time needed to execute an application, ignoring the efforts required to implement, port or
optimize an application, which depending on the complexity of the application may become
relevant, too.4 In future also other performance metrics like energy-to-solution for a given
workload might become relevant.
Start and end of application execution can be seen as events, i.e. points of time where something
happens. Let us refer to these events by tstart and tend and write time-to-solution as ∆t =
tend − tstart. The problem size refers to all parameters which affect the efforts required to solve
a computational problem. For Density Function Theory (DFT) calculations this would, e.g.,
include both the number of nuclei as well as their position.
Any application can be decomposed into a set of computational tasks that need to be solved.
An example for such a task, which can be found in many computational science problems, is
solving a linear set of equations, e.g. Ax = b. Within a single application such a task may have
to be executed repeatedly for different matrices A and different input vectors b. Depending
on the properties of this linear equation different numerical algorithms may be applied. Let
us assume iterative methods like the Conjugate Gradient method to be a good choice. In this
case the numerical task of solving this equation can be further decomposed in smaller subtasks
like matrix-vector multiplications, scalar products and linear combinations. While application
developers may organise the implementation of tasks (or subtasks) in separate functions or
subroutines, this is not relevant for the theoretical concept formulated here.
In practice, it often can be observed that a large fraction of the total time-to-solution is spent
in just a few tasks or subtasks. A set of such tasks, which are executed in sequence, form a
performance critical region, also called computational kernel.
It is important to distinguish the following types of performance:
Machine performance: This metric refers to the amount of work that our computer architec-
ture performs within a given time unit on a given set of resources (e.g. number of nodes).
The work here is defined in terms of hardware related units. An example is the number
floating-point operations which the machine is able to execute per second while running
a given computational task.
Algorithmic performance: The algorithmic performance quantifies the number of steps per
computational task in algorithmic terms.In case of the Conjugate Gradient algorithm or
other Krylov-space based iterative methods the amount work can for instance be measured
in terms of number of iterations required to obtain a solution within a given precision.
4See [Wienke et al.(2013)] for an attempt to take costs of application development into account.
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The performance of an application for a given problem size depends on both, the machine as
well as the algorithmic performance. The application developer is faced with the challenge to
decide on the most promising strategy to increase the performance of an application, i.e. reduce
time-to-solution, as machine performance may deteriorate when using a different algorithm
with better algorithmic performance and vice versa. The better choice may also be problem
size dependent.
While we focus here on measuring machine performance in terms of time-to-solution, it should
be noted that for more detailed performance analysis not only the number of clock cycles spent
in a certain task or subtask but also other counters, which, e.g., count the number of floating-
point operations or load/store operations, can provide important insight. Modern processors
comprise performance monitoring units that enable various hardware events to be counted (see,
e.g., [Terpstra et al.(2010)] for more details).
As implementing algorithms just to measure time-to-solution is often not affordable, perfor-
mance models can become important as they allow to make predictions of machine perfor-
mance. Performance models also allow to understand how the observed performance at system
level relates to performance at device level and how, e.g., the performance of a transport device
like the network impacts overall performance of an application.
In the previous section we introduced a simple model where we represented a computer archi-
tecture by a graph where the nodes and vertices are storage devices and transport or processing
devices, respectively. Each task k which is executed by this computer architecture implies that
information is transferred from one storage device x to another storage device y. The amount of
information is given by the information exchange Ikx,y(W ), which is a function of the problem
sizeW [Bilardi et al.(2005)].
Let us consider a practical example on how to determine the information exchange where an
array a is copied on an array b, i.e. bi ← ai. Both arrays comprise N double-precision floating-
point numbers of size 64 bit. When executing this task, N elements of a have to be loaded
from memory to register file and subsequently N elements of b have to be transferred back to
memory. The problem size can thus be parametrized by the input parameter N . In this example
we find
Icpmem,rf(N) = I
cp
rf,mem(N) = 8N Byte. (1)
When loadingN array elements from memory a certain amount of time will elapse between the
event “load instruction issued” until the first data arrives. This time is called start-up latency.
Once the first element of array a arrives at the register file, the next data will follow. This
behaviour can in first approximation be parametrized by the following linear ansatz:
∆tcp(N) = 2
(
λmem +
Icp(N)
βmem
)
, (2)
where λmem and βmem are the start-up latency and asymptotic bandwidth, respectively. The
factor 2 accounts for data being read and written.5 The asymptotic bandwidth should be distin-
guished from the effective bandwidth which in our case is
bmem(N) =
2 Icp(N)
∆tcp
=
(
λmem
Icp(N)
+
1
βmem
)−1
, (3)
5Here we assume start-up latency and bandwidth for memory read and write operations to be the same. This is
not alway a valid assumption.
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i.e. bmem(N) ≤ βmem. The effective bandwidth depends, unlike the asymptotic bandwidth, on
the problem size (here N ). For small problem sizes the effective bandwidth strongly depends
on the start-up latency, while for large N the effective bandwidth approaches the asymptotic
bandwidth:
lim
N→∞
bmem(N) = βmem. (4)
The asymptotic bandwidth may be put in relation with the nominal bandwidth of a given trans-
port device, here the nominal memory bandwidth Bmem. In the simple processor architecture
considered here (with, e.g., caches being absent) we have βmem ≤ Bmem.
Despite the fact that the underlying hardware mechanisms in modern processors are very com-
plex (as we will see later), this simple latency-bandwidth model describes the measured timings
often well (or at least sufficiently well).6 Once start-up latency and asymptotic bandwidth have
been determined for a given hardware architecture, then the knowledge of the information ex-
change function, which depends on the computational task of interest and the problem size,
allows for a prediction of the execution time based on these simple hardware and performance
models.
As a slightly more complex example let us consider the scalar product c ←
∑
i ai bi. Here N
elements of a and b have to be loaded from memory, multiplied with each other and added to
the scalar variable c. The latter variable is assumed to be kept in a register, i.e. it does not have
to be transferred before writing the final result, an operation which we will ignore as we assume
N ≫ 1. We thus have two information exchange functions describing the memory-to-register
file transfer and the processing of the data in the pipeline for fused multiply-add operations:
Ispmem,rf(N) = 16N Byte, (5)
Isprf,rf(N) = 2N Flop. (6)
Like for the copy operation, the information exchange functions may be used to predict the
time needed for loading and processing data,∆tmem and∆tproc, based on the latency-bandwidth
model. Making the (realistic) assumption that loading and processing of data can be overlapped,
the total execution time for this task can be estimated as ∆tsp = max(∆tmem,∆tproc).
For different system hardware architectures∆tmem and∆tproc may differ significantly, depend-
ing on how the floating-point processing pipeline’s throughputBfp relates to the available mem-
ory bandwidth Bmem. The ratio of required number of arithmetic operations versus the amount
of data, which needs to be transferred, is called arithmetic intensity [Harris(2005)]. For the
scalar product we can express the arithmetic intensity in terms of the already determined infor-
mation exchange functions:
AIsp =
Isprf,rf(N)
Ispmem,rf(N)
=
1
8
Flop
Byte
. (7)
For the system hardware architecture being balanced, i.e. both memory interface and processing
pipeline utilization being approximately equal, we would like to have7
Bfp
Bmem
≃
1
8
Flop/s
Byte/s
. (8)
6In case of more complex network protocols, where depending on the amount of data to be communicated
different protocols are used, more sophisticated models may be required, like the LogP model [Culler et al.(1993)].
7Using the asymptotic bandwidth or throughput (here: βmem and βfp) may be a better choice than the nominal
bandwidth or throughput (here: Bmem and Bfp). While nominal bandwidth figures can be extracted from data-
sheets, estimates of asymptotic bandwidth are typically more difficult to obtain and may require, e.g., execution of
micro-benchmarks.
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Fig. 3: Roofline model for the processors listed in Table 1. For small AI (here: AI. 2) the
maximum attainable performance is limited by memory bandwidth, while for large AI (here:
AI& 4) the performance is limited by floating-point operation throughput. It should be noted
that for this (worst case) analysis the existence of caches has been ignored.
A different look on arithmetic intensity is provided by the roofline model [Williams et al.(2009)].
For small arithmetic intensity AI the floating-point performance is limited by the memory band-
width. The performance limit increases with larger AI until the point is reached where the
throughput of the processing pipeline(s) becomes the limiting factor. In Fig. 3 we show the
roofline for different modern server processors. As can easily be seen, a scalar product of two
arrays of double-precision floating-point numbers with AI = 1/8 would be strongly bandwidth
limited on these processor architectures. Relative to the peak floating-point performance pro-
cessing capabilities we can not expect to see a sustained performance of more than 6.3%, even
on the for this task presumably most suitable processor, the Sparc64 VIIIfx.
4 Processor Core Architectures
When introducing the Von Neumann architecture we encountered a single central processing
unit. Modern processors comprise multiple such units, which we in the following call processor
cores. Here the instructions of an application are executed. Over the last decades significant
advances have been made optimizing instruction throughput, i.e. the number of instructions per
cycle (IPC). While logically instructions are executed sequentially, in the order as they appear
in the program, at hardware level they may be executed in parallel and/or out-of-order.
All processors, whose hardware parameters are listed in Table 1, comprise cores with multiple
execution pipelines and are capable of processing multiple instructions in parallel. Processor
cores which implement such instruction-level parallelism (ILP) , and thus allow for IPC > 1,
are called superscalar. The number of execution units can vary significantly between different
processor core architectures as can be seen from Table 1. The Sparc64 VIIIfx core architec-
ture [Maruyama et al.(2010)] comprises a relatively large number of 8 processing pipelines: 2
for integer instructions, 2 for load/store instructions and 4 for floating-point instructions. The
hardware, which decides when which instruction is executed, has to ensure the correctness of
instruction execution.
With multiple pipelines being available, it is possible that the order in which instructions are
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Xeon E5-2650 BlueGene/Q A2 Sparc64 VIIIfx
Core clock speed [GHz] 2.6 1.6 2
Floating-point peak Bfp [GFlop/s] 166.4 204.8 128
ISA x86-64 Power Sparc-V9
SIMD ISA/width (bits) AVX/256 QPX/256 HPC-ACE/128
Number of exec. pipelines 5 2 8
Instruction processing out-of-order in-order out-of-order
SMT 2-way 4-way –
Ncores 8 16+1 8
L1 data cache per core [kiByte] 32 16 32
L1 instr. cache per core [kiByte] 32 16 32
L2 cache [MiByte] 2 32 5
L3 cache [MiByte] 20 – –
Memory bandwidth Bmem [GByte/s] 51.2 42.7 64
Memory capacity Cmem [GiByte] O(10-100) 16 16
Table 1: Hardware parameters of processors used in today’s HPC systems: Xeon E5-
2650 (Sandybridge) [Intel(2013)] from Intel, BlueGene/Q A2 [Aho et al.(2013)] from IBM,
Sparc64 VIIIfx [Maruyama et al.(2010)] from Fujitsu. The core clock speed refers to the de-
fault clock speed. Throughout this lecture we adopt the convention that 1 kByte = 103 Byte
and 1 kiByte = 210 Byte = 1024Byte. All 3 processors are programmed using different in-
struction set architectures (ISA).
executed differs with respect to program order. This can happen if the execution of instruction
i has to be stalled, e.g. because of missing input data, while a later instruction j is ready for
execution in a different pipeline. In this way instruction throughput, i.e. average IPC, increases.
However, if instructions i and j are to be executed by the same execution unit then this change of
order is not possible, at least for processor core architectures where instructions are strictly pro-
cessed in order. Many processor core architectures meanwhile support out-of-order execution
of instructions with different maximum distance at which two instructions can be re-ordered.
Another technique for improving the utilization of processing pipelines is Simultaneous Multi-
Threading (SMT). Instead of executing only the instructions of a single software thread, pro-
cessor core architectures may support concurrent execution of multiple software threads. As
the probability increases for at least one of the threads providing instructions ready for ex-
ecution, the average IPC is likely to increase. Table 1 compares SMT support for different
processors. The A2 core used in BlueGene/Q supports a particular large number of hardware
threads to compensate for the lacking support of out-of-order execution of instructions. While
SMT may help to increase IPC, it may also lead to increased pressure on resources shared by
several threads, e.g. register file.8 Higher utilization of such potentially scarce resources can
have negative impact on performance.
In all of these processors an increasingly often used strategy for enhancing operation throughput
has been applied: SIMD (Single Instruction Multiple Data) instructions apply the same opera-
tions to multiple data. Let us, e.g., consider a double-precision floating-point fused multiply-add
8In the A2 core each thread does have a separate register file.
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instruction which implements the operation d ← a + b · c, where a, b, c and d are 64-bit float-
point numbers. A 4-way SIMD version of this instruction would take 3 256-bit input operands
and generate a single 256-bit output:

d0
d1
d2
d3

←


a0 + b0 · c0
a1 + b1 · c1
a2 + b2 · c2
a3 + b3 · c3

 (9)
While these SIMD instructions enable a significant increase of the operation throughput at mod-
erate hardware costs, the utilization of such hardware capabilities may be challenging. Although
the ability of compilers to perform automatic vectorization is improving, often the user has to
take care of explicit SIMD programming9 or at least provide a suitable data layout. SIMD load
operations can improve memory access as more data is loaded using a single instruction. On
some architectures, however, address alignment requirements, the possible need of gathering
data from different memory locations into a single vector and other complicacies may limit the
usability of SIMD instructions.
5 Memory Architectures
Within a system hardware architecture the main performance parameters of integrated memory
devices are the following: capacity Cmem, bandwidth Bmem and access latency λmem. The per-
formance of the currently most widely used memory technology, DDR-SDRAM (Double Data
Rate Synchronous Dynamic Random Access Memory), and similar technologies has mainly
increased in terms of capacity. Improvements in terms of bandwidth and latency have been very
moderate. If external SDRAM based memory devices would be the only memory available
to the processor then the performance of almost any scientific application would be severely
limited by memory bandwidth and access latencies.
An important empirical observation helps improving processor hardware architectures: Appli-
cations tend to reuse data (and instructions) they have used recently. Therefore data localities
exist which can be exploited. These localities can be classified in the following way:
Temporal locality: Recently accessed items are likely to be accessed again in the near future.
Spatial locality: Items stored at nearby addresses in memory tend to be referenced close to-
gether in time.
As an example let us consider a very simple, 1-dimensional stencil computation:
bi ← c− · ai−1 + c+ · ai+1. (10)
To compute bi we have to read 2 elements of array a which are stored at memory addresses
which are very close in memory (in this example the distance is 2 times the size of an element
of a). When computing bi+2 then ai+1 is re-used, i.e. the example also exposes temporal locality.
Data locality can be exploited to enhance performance by inserting a storage device between
register file and main memory which provides high bandwidth and low latency towards the
9To support SIMD instruction set architectures, like SSE, AVX, QPX, HPC-ACE, many compilers provide
suitable extensions.
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Fig. 4: A schematic view on a typical processor memory hierarchy is shown in the left figure.
On the right a schematic view on an accelerator architecture is shown comprising a host with
a single processor as well as a device with a single compute accelerator.
processor core. High temporal locality means that it becomes beneficial holding a copy of the
data in this faster memory device as it is likely that this data is going to be re-used. Transport
of data in larger chunks over the memory bus helps to improve bus utilization. High spatial
locality increases the probability of all data loaded into the processor to be used, i.e. not only
the initially requested data.
This fast memory may either be managed by software or by hardware. The latter is much more
common. All processors used in today’s HPC architectures comprise even multiple hardware
managed caches, i.e. data is moved from memory through 2-4 caches before it arrives at the
processing pipelines. The different caches (or more generally speaking: storage devices) are
typically arranged in a hierarchical way and thus the term memory hierarchy has been estab-
lished.10 Such a hierarchy is shown in Fig. 4 (left).
When a load instruction is executed then first the highest cache level, by convention called
L1 cache, is checked on whether the requested data is available, i.e. either a cache hit or miss
occurs. In the latter case an attempt is made to fetch the data from the next cache level. Only if
the last-level cache (LLC) does not contain a valid copy of the requested data then data is read
from external memory.
The highest cache level provides highest performance, i.e. highest bandwidth and smallest la-
tency, but also the smallest capacity, while the main memory at the bottom of this hierarchy is
relatively slow but provides the largest capacity. To make this statement more quantitative: For
typical systems used for high-performance computing systems as of today the memory capacity
increases from O(10) kiByte at the L1 cache level to O(10− 100) GiByte at the main memory
level. While it takes O(1) ns to fetch data from the L1 cache, the latency to the main memory
directly attached to the processor is O(100) ns. With processor cores running at a core clock
speed 2.5 . f . 4GHz this means that it in the worst case it may take O(1000) clock cycles
from the point of time when a load instruction is executed until the data arrives at the processing
pipelines.
At the highest, L1 cache level there are typically separate caches for data and instructions to
mitigate the effects of the Von Neumann bottleneck, while at lower levels caches are used both
10It is, however, important to note that more complex memory architectures play a role in high-performance
computing. See, e.g., architectures comprising of accelerator devices (see Fig. 4, right).
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for data and instructions. Caches, which are used by a single processor core only, are called
private. In processors comprising multiple cores higher cache levels, in particular the LLC are
shared. Selected parameters describing the memory hierarchy for server processors used in
current HPC systems are shown in Table 1.
Cache misses can be categorized depending on the circumstances under which the cache miss
occurs. Compulsory cache misses occur when data has to be loaded for the very first time to
the cache. The data stays there until it is evicted. This may happen either because the cache
became full or because data from another memory address is loaded, which is mapped to the
same location in cache. In these cases consecutive capacity cache misses or conflict cache
misses may occur, respectively.
How efficiently the cache hierarchy is used depends on the numerical task, its implementation
as well as the problem size. For small problem sizes data reuse might be easier to realise as
for larger problem sizes when temporal distance until data is reused becomes too large, i.e. the
probability of a data item being evicted from cache before it could be reused becomes large.
For a given numerical task and problem size the number of compulsory cache misses cannot be
reduced. Changes in implementation and data layout can, however, have significant impact on
capacity and conflict cache misses. Strategies on how to optimize for cache utilization will be a
topic of later lectures (also see [Kowarschik and Weiß(2003), Hager and Wellein(2010)]).
6 Compute Accelerators
Processor core architectures as presented in an earlier section have become not only very power-
ful but also complex and costly, e.g. in terms of integrated circuit resources or power consump-
tion. This limits the number of processing units which can be integrated within a single die.
For certain compute intensive tasks it may, however, be sufficient to provide very simple com-
pute units. By integrating a very large number of such compute units within a single integrated
circuit very large compute performance is achievable. Such devices are often called compute
accelerators as they are tightly coupled with a processor and cannot be operated stand-alone.
This architectural feature may change in the future.
One may view an architecture comprising processors and compute accelerators as heteroge-
neous architectures comprising a smaller set of complex, heavy-weight compute cores and a
large number of simple, light-weight compute units. While this concept is likely to play an even
more important role in high-performance computing in the future, the way how these different
compute units are integrated may change quite significantly.
In such heterogeneous architectures the memory hierarchy is (and will be) typically more com-
plex than discussed so far. In Fig. 4 (right) we show a typical node architecture comprising of
a host part which corresponds to the architectures discussed earlier: a processor with attached
external memory and typically several levels of caches, which have not been shown here. Ad-
ditionally there is a similar looking device part comprising an accelerator device with attached
external memory. Accelerator devices do also comprise multiple levels of cache. Data which
needs to be moved from host to device memory (or vice versa) has to be transferred over 2
memory buses as well as a link connecting processor and accelerator. Today this link is typically
based on a technology called PCI Express (PCIe) with a link bandwidthBlink ≃ 8−16GByte/s.
If we compare this number to the memory bandwidth numbers listed in Tables 1 and 2 then we
observe Blink to be about 10-50 times smaller than Bmem, i.e. special care needs to be taken in
order to minimize data transfer over this link.
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K20 K40 Xeon Phi 7120
Vendor NVIDIA NVIDIA Intel
Architecture codename Kepler Kepler Knights Corner
Core clock speed [GHz] 0.71 0.74 1.24
Number of cores/SMs 13 15 61
DP floating-point peak Bfp,DP [TFlop/s] 1.2 1.4 1.2
SP floating-point peak Bfp,SP [TFlop/s] 3.5 4.3 2.4
Memory bandwidth Bmem [GByte/s] 208 288 352
PCIe link bandwidth Blink [GByte/s] 8 15.7 8
Table 2: Hardware parameters of selected high-end compute accelerators.
Today the most widely used type of compute accelerators are GPUs. More details on GPU
architectures and on how to program them will be presented in a later lecture. The architec-
ture of these accelerators, which had been originally designed and are still mainly used for
graphics processing, differs significantly from processor architectures discussed so far. The
entities which may be considered to be the pendants of processor cores are called streaming
multiprocessors (SM) which are capable of performing significantly more operations in par-
allel compared to processor cores. Each SM of the GPUs listed in Table 2 can perform 384
single-precision floating-point operations per clock cycle. By means of this huge amount of
parallelism these devices can provide an order of magnitude more compute performance com-
pared to processors, although they operate at a significantly lower clock speed. Whether this
high compute capability can be efficiently exploited depends, however, strongly on the kind of
computational task. For instance, it should be implementable in such a way that a very large
number of threads can execute a significant number of instructions independently of each other.
A different strategy is pursued in Intel’s Many Core Architecture (MIC) which has been imple-
mented in Intel’s Xeon Phi devices. Here a large number of about 60 standard, less powerful
processor cores is used. Each of the cores is able to execute very wide SIMD instructions such
that each core of the Xeon Phi device shown in Table 2 is able to perform 32 single-precision
or 16 double-precision floating-point operations per clock cycle.
Table 2 shows a set of hardware performance numbers for some selected accelerator devices.
While the GPU and MIC architectures differ significantly, they do have some common features
as well as features which distinguish them from standard processors, e.g. those listed in Table 1.
The floating-point performance as well as the memory bandwidth is about 5-10 times larger.
All devices run at relatively low clock speed, but are able to execute thousands of floating-point
operations per clock cycle. The bandwidth of the link connecting the accelerator device with
the host processor is similar and small compared to the memory bandwidth.
7 Network Architectures
As we have seen in the previous section, using compute accelerators a single compute node
can provide floating-point processing capabilities at the TFlop/s scale. For high-end computing
systems with compute capabilities in the PFlop/s range thousands of nodes have to be integrated
in a fast network.
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Fig. 5: The left figure shows a schematic time diagram for a single series of ping-pong commu-
nications. In the right figure multiple such series are overlapped to hide communication latency
and improve link utilization.
All state-of-the-art networks are based on point-to-point links which connect compute nodes
and/or network devices like switches. Messages which are sent from one node thus usually
have to traverse multiple links to reach the receiving node. The most important parameters
which describe the performance of such links are bandwidth and latency. While bandwidth
continues to improve, further reduction of latency is much more difficult to achieve. Today
typical bandwidth performance is Blink = O(1)GByte/s, while latency stagnates at λlink =
O(100) ns.The end-to-end latency of communication at user level is usually > 1µs (frequently
even & 10µs) because of time needed to communicate between processor and network device
plus software overheads.
In terms of core clock cycles the time required to complete a single data transport from one
node to the other thus becomes huge. For computational tasks involving significant amounts
of small data transfers, i.e. transfers for which execution time is dominated by start-up latency,
application developers have to take care of this network architecture limitation. A common
strategy, which can be applied for many cases involving fine-grained data transfer, is latency
hiding through pipelining. Let us consider a simple pattern of communication between 2 nodes
A and B called ping-pong. Node A starts sending a message to B, once this message has been
received B sends a message to A, and so on. A schematic version of the time diagram is shown
in Fig. 5 (left). Following a pipelining principle the network link connecting the nodes can be
used in a much more efficient way if multiple ping-pong communication patterns can be over-
lapped. As indicated in Fig. 5 (right) a larger number of communications can be performed
within the same amount of time in this case. Instead of overlapping one communication opera-
tion with other communication operations one can also try to overlap the time between sending
and receiving data by performing other work, e.g. computations. The described strategy is
commonly called latency hiding.
Another key parameter is the network topology. For different communication patterns a given
network topology may be more or less suitable. In this lecture we limit us to the following
aspects:
Network diameter: The diameter is the maximum distance between 2 nodes. The larger the
diameter the more hops may be required to perform a point-to-point communication be-
tween nodes and the start-up latency for each communication will thus increase. This
also affects the performance of collective operations as a small amount of data has to be
collected from all nodes (e.g., in case of a global sum) and/or distributed to all nodes (e.g.,
in case of a broadcast operation).
Bi-section bandwidth: The bi-section bandwidth refers to the aggregate bandwidth of all links
connecting two equal halves of the machine. This metric is important for all-to-all com-
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switchswitch
Fig. 6: Commonly used network topologies: fat-tree (left) and torus (right). The filled cir-
cles refer to nodes. The networks shown here are for illustration. In existing systems fat-tree
networks are realised using switches with a larger number of ports and torus networks have
higher-dimensions.
munication patters where large amounts of data is exchanged. In this case all nodes
communicate with all other nodes and therefore all nodes of one half of the system have
to communicate with all nodes of the other half of the system.
A fat-tree topology (see Fig. 6, left) is frequently used for Infiniband-based networks in small
and medium size HPC systems. The leave nodes of the tree are the compute nodes, the other
nodes are switches. While there is typically only a single path connecting a compute node to
the nearest switch, there are usually multiple data paths connecting switches in order to increase
the bandwidth at the higher levels, i.e. to fatten the tree. The network diameter as a function
of the number of nodes Nnode scales ∝ log(Nnode). The network topology is suitable for those
collective communication operations which are typically implemented using binary trees, for
instance global sums. For fat-tree networks it is difficult to achieve a high bi-section bandwidth
when the number of nodes becomes large. For a fixed number of upstream and downstream
ports per switch the bi-section bandwidth is independent of the number of nodes.
On high-end systems often d-dimensional torus networks are used with 3 ≤ d ≤ 5 (see Fig. 6,
right). Compared to fat-tree networks the network diameter may become large for large number
of nodes as it scales ∝ N
1/d
node. Note, however, that this scaling argument only holds for very
large Nnode, while for realistic system sizes and large d, latencies are often sufficiently small.
The same argument also holds for collective communication patterns, where time needed to
perform, e.g., a global sum in the worst case scales ∝ d · N
1/d
node. For bi-section bandwidth
a good scaling ∝ N
(d−1)/d
node is found, i.e. a scaling close to linear for high-dimensional torus
networks.
However, for large d the number of network ports per node and total number of network
cables becomes large. Furthermore, the distance between nodes, which within the network
are nearest-neighbours, may become physically very large for big systems. As this has sig-
nificant impact on the costs alternatives are considered. For instance, the TOFU network
[Ajima et al.(2011)] with its 3-dimensional multi-rail torus structure features a smaller diam-
eter and higher bi-section bandwidth than a standard 3-dimensional network with the same
number of nodes. A completely different approach is taken in case of dragonfly topologies (see,
e.g., [Faanes et al.(2012a)]). Dragonfly networks are multi-level networks providing an all-to-
all connectivity at each level. This network topology features very small network diameters
even for very large number of nodes at the expense of bi-section bandwidth scalability.
For any topology and very large number of nodes the time needed for collective communication
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operations like broadcast, reduction operations as well as scatter and gather operations may
have significant impact on the overall performance of the application. For this reason network
designers started to provide hardware support for such communication patterns. For instance,
integration of floating-point pipelines in network devices allows to avoid moving data to the
processor cores just for performing a small number of arithmetic operations.
8 Power and Energy Efficiency Challenge
While compute performance continues to increase also power consumption is increasing. The
power consumed by today’s high-end HPC systems already exceeds 10MWatt (see, e.g., ma-
chines listed in Table 3). As a consequence operational costs start to approach the limit of what
is considered to be affordable, i.e. 20-30MWatt. For this reason power and, more precisely, en-
ergy efficiency has become a very important topic in high-performance computing. This means
that not only time-to-solution ∆t but also energy-to-solution ∆E becomes relevant.
To keep operational costs in terms of expenses for electricity low, we would like to minimize
energy-to-solution for a given workloadW , i.e. the energy efficiency
ǫE =
W
∆E
(11)
should be maximized. It is important to distinguish energy and power efficiency
ǫP =
dW/dt
P
. (12)
For technical reasons and to keep costs of a system low there is an upper limit for the maximum
power Pmax consumed by a system (or individual system components). Energy-to-solution∆E,
time-to-solution ∆t = tend − tstart and power consumption P are related by the equation
∆E =
∫ tend
tstart
P (t) dt ≤ Pmax∆t. (13)
High power efficiency means that high compute performance can be provided within a small
power envelope. High compute performance may result in small time-to-solution. Therefore,
energy-to-solution may be small even if power consumption is high.
If the application is dominated by floating-point operations it becomes natural to quantify the
workload in terms of number of floating-point operationsNfp. If power consumption is roughly
constant we find
ǫE =
Nfp
∆E
≃
bfp∆t
P ∆t
= ǫP, (14)
where bfp = Nfp/∆t is the average throughput of floating-point operations.
One way of comparing power efficiency has been established by the Green500 project.11 This
project ranks the most powerful HPC systems, i.e. systems which are also listed by the Top500
project, in terms of power efficiency ǫP = bfp/P while executing the HPL benchmark. As of
November 2013 an efficiency ǫP = 4.5GFlop/s per Watt could be reached.
12
11http://www.green500.org
12Note that the HPL benchmark does not foresee W to be kept fixed. System providers are rather allowed to
tuneW to optimize the resulting performance and power efficiency.
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A focus on power efficiency in terms of floating-point operation throughput per Watt instead
of energy efficiency can, however, lead to wrong conclusions. In [Bekas and Curioni(2010)]
different algorithms for solving a linear system using Iterative Refinement methods have been
investigated on a BlueGene/P system. For a Cholesky-based version a high power efficiency
was observed while for a version based on the Conjugate Gradient algorithm time- and energy-
to-solution were found to be 5 and 150 times smaller, respectively.
The main reason for the huge difference in terms of energy-to-solution is the difference in en-
ergy costs for data processing on the one hand and data transport on the other hand. With today’s
technology the execution of a double-precision fused multiply-add operations costs about 100 pJ
[Shalf et al.(2011)]. For today’s commonly used SDRAM technology the average costs for
reading and writing from and to external main memory are about 10 pJ/bit [Vogelsang(2010)].
Therefore reading all 3 input operands and writing 1 result costs about 2500 pJ. This means that
in this example data transport is 25 times more expensive in terms of energy than data process-
ing. This observation is not expected to change in the future. The use of algorithms with higher
data locality, as was shown in [Bekas and Curioni(2010)] for a specific example, will become
critical as energy efficiency becomes more important.
9 Continuous Increase of Parallelism
In the previous section we have seen that energy efficiency has become a major concern for high-
performance computing. Increasing core clock speed tends to lead to reduced energy efficiency.
It furthermore makes power distribution and cooling more challenging and thus more expensive.
Further increase in performance thus requires further increase in parallelism. In this lecture we
encountered the following levels of parallelism:
Instruction-level parallelism (ILP): Compute devices comprise multiple processing pipelines
where instructions can be processed in parallel even if the architecture appears to be
scalar. It is mainly task of the compiler to exploit ILP.
Data-level parallelism (DLP): DLP is exploited by SIMD instructions where the same in-
structions are applied to a parallel stream of data. Compilers may be able to detect this
parallelism and generate suitable instructions, alternatively application programmers have
to explicitly leverage extensions to standard programming languages to enforce the use
of SIMD instructions.
Thread-level parallelism (TLP): To use multiple processor cores or, in case of SMT, to better
utilize multiple processing pipelines, computing devices may support concurrent execu-
tion of multiple threads of instructions. On processors POSIX threads or OpenMP are
established programming models for multi-threaded programming.
Process-level parallelism: To further increase parallelism it becomes necessary (or more effi-
cient) to start multiple processes which process data within a private address space. The
underlying memory may either be still shared by multiple processes or physically dis-
junct, e.g. reside on different nodes. Data has in both cases to be exchanged explicitly
by sending and receiving messages. The most widely used communication interface is
the Message Passing Interface (MPI) (see [MPI Forum(2012)] for the latest version of
this standard). It is based on a model where data is moved from the address space of
one process to that of another process through cooperative operations on each process.
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MPI provides a full abstraction of the underlying hardware architecture which makes ap-
plications using MPI very portable. Details of the underlying network architecture do,
however, effect the performance. The use of MPI will be topic of a later lecture.
When parallelizing applications over N computing devices (which here may refer to multiple
processing pipelines, cores or nodes), one would like to keep the parallel speedup S(N) close
to the N . The parallel speedup is defined as
S(N) =
∆t(1)
∆t(N)
, (15)
where ∆t(N) is time-to-solution using N computational devices. It is convenient to consider
the parallel efficiency which is the parallel speedup weighted by a factor 1/N to account for the
N -fold increase of computational resources:
ǫp =
S(N)
N
. (16)
As parallel efficiency ǫp is crucial for scaling to a very large number of nodes it is important to
understand the limiting factors. Even if parallelization overheads could be completely removed,
ǫp might be small due to the fraction of a task which cannot be parallelized. Let us assume that a
fraction f > 0 of a given task can be parallelized. The serial execution time can then be written
as ∆t(1) = ∆ts +∆tp, where ∆ts = (1− f)∆t and ∆tp = f∆t refer to the execution time of
the part of the task which cannot and can be executed in parallel, respectively. Neglecting any
overheads due to parallelization, ∆tp reduces by a factor N when executed on N processing
devices in parallel. With this assumption we find∆t(N) = ∆ts+∆tp/N and therefore parallel
speedup becomes
S(N) =
(1− f)∆t+ f∆t
(1− f)∆t+ f∆t/N
=
1
(1− f) + f/N
. (17)
This model analysis is called Amdahl’s law [Amdahl(1967)]. There is always a fraction of a
computational task which cannot be parallelized, i.e. f < 1. From Amdahl’s law it follows
that parallel speedup is limited by limN→∞ S(N) = (1 − f)
−1. Even if a large fraction of a
task, which, say, accounts for 90% of the execution time when executed in serial mode, can be
perfectly parallelized, the maximum speedup is 10.
Amdahl’s law has been criticized by Gustafson [Gustafson(1988)] as being unrealistic because it
assumes a fixed workload. From Amdahl’s law it follows how parallel speedup scales with fixed
workload, i.e. the so-called strong scaling case is considered. Alternatively one may consider
weak scaling where the workload changes linearly with the number of computational devices.
In case of perfect weak scaling, i.e. in the absence of any parallelization overheads, the time∆tp
spent in the parallel section of a computational task would stay constant. Concerning the serial
part Gustafson argues, based on empirical observations, that this part is typically independent
of the workload.13 The following scaled parallel speedup is known as Gustafson’s law:
S˜(N) =
(1− f)∆t+Nf∆t
(1− f)∆t+ f∆t
= N − (N − 1)(1− f). (18)
From Gustafson’s law a scaled parallel efficiency S˜(N)/N > f can be derived. Unlike in the
strong scaling case described by Amdahl’s law, scaled parallel efficiency does not approach
zero for large N .
13This empirical basis for this assertion was not very strong and in many numerical tasks this does not hold.
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Sequoia K Computer Piz Daint
System architecture BlueGene/Q K Computer XC30
Vendor IBM Fujitsu CRAY
Top500 (11/2013) #3 #4 #6
Processor type BlueGene/Q A2 Sparc64 VIIIfx Xeon E5-2650
Ncore 1 572 864 663 552 42 176
Accelerator type – – K20 GPU
Nacc – – 5 272
Network topology 5d torus 3d toroidal dragonfly
Link bandwidth Blink [GByte/s] 2 5 4.7-5.25
Floating-point peak Bfp [PFlop/s] 20.1 10.6 7.8
Memory capacity Cmem [PiByte] 1.5 1.3 0.2
Power [MWatt] 7.9 12.7 2.3
Table 3: Hardware parameters of selected high-end HPC systems: BlueGene/Q
[Aho et al.(2013)] installation at LLNL (USA), K Computer [Yokokawa(2012)] at RIKEN
(Japan), Piz Daint at CSCS (Switzerland). Power refers to the amount of electricity consumed
during execution of the HPL benchmark as reported in the Top500 list of November 2013.
10 Today’s Supercomputer Architectures
In this section we discuss a selected set of parallel architectures and existing incarnations which
as of today are used for large-scale scientific applications.
IBM BlueGene/Q [Aho et al.(2013)] is the third generation of a series of architectures which
first was introduced in 2004. A unique feature of this architecture is the integration of the net-
work on the processor. In this way very high bandwidth to the network and extremely small
latencies can be achieved, which has a strong impact on the scalability properties of the archi-
tecture. As can be seen from Table 1 the number of cores per processor is large. To efficiently
utilize the processing pipelines up to 4 hardware threads may have to be started resulting in up
to 64 threads per processor. A separate, 17th core is used just for running a slim operating sys-
tem to minimize interference of computational task execution and asynchronous management
of system services. The nodes are interconnected in a 5-dimensional torus using 10 out of 11
available network ports per processor. Since the BlueGene/Q architecture has become generally
available in 2012 O(10) systems have been installed, including an installation at Ju¨lich Super-
computing Centre, called JUQUEEN, comprising 458 752 cores. In Table 3 we show selected
hardware parameters of the largest existing BlueGene/Q installation at Lawrence Livermore
National Laboratory (LLNL, USA).
Also the K-Computer [Yokokawa(2012)] developed by Fujitsu together with the Japanese re-
search lab RIKEN is based on a processor which has been specifically designed for high-end
HPC systems. Details of the processor and the only existing installation of the architecture are
listed in Table 1 and 3, respectively. The processors are connected to a custom network chip
which is part of the TOFU network [Ajima et al.(2011)] (see section 7 for more details). Com-
pared to BlueGene/Q the architecture provides relatively complex processor cores with more
features, higher memory bandwidth and larger memory capacity. This makes the system easier
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to use for a larger range of applications. The price is a significantly lower power efficiency.
The Cray XC30 system [Faanes et al.(2012b)] is unlike the other systems based on a commodity
processor. These are interconnected by a special high-performance network using a dragonfly
topology. The parameters of a Cray XC30 system at the Swiss supercomputing centre CSCS can
be found in Table 3. The number of nodes is relatively small as each of the nodes provides sig-
nificantly more compute performance thanks to GPU-based compute accelerators. Because of
these accelerators the power consumption when executing the HPL benchmark is significantly
smaller compared to the two other systems.
11 Outlook
As of today parallel computer architectures are capable of providing O(10) PFlop/s compute
performance. Around 2017 and after 2020 it is expected that with next generation of paral-
lel computer architectures systems will become available with a peak compute performance of
O(100) PFlop/s and O(1)EFlop/s, respectively. This will, however, only be possible by yet an-
other significant increase of parallelism. With O(107) threads on today’s machines the amount
of concurrency which has to be exposed by the application is already very high. It will require
significant efforts from developers of algorithms and applications to leverage the increased per-
formance of future parallel computer architectures. While challenging in use, high-end HPC
systems open significant opportunities for scientific research and the creation of new scientific
knowledge and results.
To learn more about computer architectures in general and the use of high-performance com-
puting systems for scientific applications we recommend [Hennessy and Patterson(2011)] and
[Hager and Wellein(2010)] for further reading.
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1 Introduction
Even though the number of transistors on integrated circuits doubles every 12 to 24 months
according to Moore’s law resulting in high performing CPUs, the sequential execution of code
on such computer chips is by far not sufficient to meet the requirements of a wide range of ap-
plications, in particular the performance needs of scientific simulations extend far beyond this
level. Nowadays, it is necessary to have systems containing a large number of CPUs and there-
fore, more and more complex and powerful supercomputers are being installed to meet these
requirements. The top500 list [1] gives an impressive overview of the state-of-the-art parallel
supercomputers which provide a theoretical peak performance of up to 55 PFlops, i.e. 55 ∗ 1015
floating point operations per second. However, this overwhelming computing power sets spe-
cial requirements on the hardware architectures which in turn tremendously affect the software
requirements in order to exploit the potential of such supercomputers. Therefore, the current
situation essentially puts two demands on the user of such systems, on the one hand a general
understanding of the underlying hardware and on the other hand special knowledge about the
possibilities to produce software that benefits from the hardware. In section 2 subsection 2.1
focuses on the former part and gives an introduction to the basic concepts on which all com-
puter systems are based these days. It explains the different use cases which result thereof and
it describes the major memory models. The remaining parts of section 2 describe the software,
starting with parallel programming models in subsection 2.2, with special focus on implications
which follow from distributed memory and shared memory systems, respectively. In addition
to that some design strategies are discussed in subsection 2.3 to cope with the requirement to
balance the work load of parallel programs on multiprocessor architectures. Finally, subsection
2.4 discusses some concepts to understand and to describe the performance potential of paral-
lel programs. The article proceeds with two programming models commonly used these days,
namely Message Passing Interface (MPI) [2] for distributed memory architectures in section 3
and Open Multi-Processing (OpenMP) [3] for shared memory architectures in section 4. After
the introduction of MPI and OpenMP, this article ends with an appendix showing a simple hy-
brid code example, i.e. both concepts are applied concurrently to exploit the potential of hybrid
distributed-shared memory systems. In fact, this approach becomes more and more necessary
to get the most out of a wide range of today’s architectures.
2 Concepts and Models of Parallel Computing
2.1 Hardware Terminology and Concepts
John von Neumann developed more than half a century ago a concept for a universal computer
architecture [4], named after him von-Neumann Architecture (Fig. 1). Since then basically
all electronic computers followed this design and still nowadays all modern computer systems
contain the four main components: (i) Memory, usually random access memory (RAM), which
is used to store instructions and data, (ii) the Control Unit coordinates the data and instruction
streams by fetching, decoding and determining the sequence in which data and instructions are
processed, (iii) the Arithmetic Logic Unit (ALU), which performs arithmetic operations on the
data, and finally (iv) the Input/Output interface. The Control Unit and the ALU are parts of the
Central Processing Unit (CPU), sometimes simply called processor.
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Fig. 1: Basic concept of all modern computer systems: The von-Neumann-Architecture for
electronic computers.
Parallel computer systems can be classified according to the parallelism they show with respect
to the instruction and data streams. A commonly used classification is Flynn’s Taxonomy [5]
which divides parallel computers into four categories:
SISD, Singe Instruction Single Data. In this category fall all all computers which
process only one instruction and one data stream at a time. An example of such a
CPU was the first Intel Pentium processor.
SIMD, Single Instruction Multiple Data. Here a single instruction stream is used
for several data streams at the same time. One example are operations on vectors
like c = a + b, where the instruction ’+’ is simultaneously applied to different
elements of the vectors. This kind of parallelization is therefore often called vec-
torization. Classical vector computers as well as most modern CPUs (for example,
x86 processors with Streaming SIMD Extensions, SSE) belong to this category.
MISD, Multiple Instruction Single Data. This refers to an architecture, where dif-
ferent instructions are applied to one data stream. Not in common use, only few
systems based on this approach have ever been built.
MIMD, Multiple Instruction Multiple Data. Multiple instruction streams are ap-
plied to multiple data streams. This approach contains the SIMD approach and all
modern multiprocessor architectures belong to this category.
In multiprocessor architectures several CPUs are integrated into one computer system. The
smallest compute part of such a system is called a compute node or simply a node. It contains
usually one or more CPUs, memory and an interface to the network, which connects the nodes.
Furthermore, modern CPUs are equipped with a hierarchical cache structure. Data stored in the
cache can be accessed much faster than data that resides in memory.
If all CPUs share a single physical memory address space the architecture is called a shared
memory architecture. Such a system is shown schematically in Fig. 2.
Fig. 2: A shared memory architecture (schematically), where all CPUs share a single physical
address space.
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All CPUs have the same access time to the shared (global) memory. Such systems are called
uniform memory access (UMA) systems, sometimes also known as Symmetrical Multi Proces-
sors (SMP). If the hardware takes care about the cache coherency, which means that if one CPU
updates a memory location, caches of all CPUs which contain this address will be updated as
well, then such a system has a cache-coherent uniform memory access (cc-UMA) architecture.
Programming such architectures is straightforward due to the availability of a global address
space which makes it very easy to share data between the CPUs. However, the user has to en-
sure that the memory accesses are synchronized properly in order to guarantee the correctness
of the data.
A multiprocessor architecture where each CPU has its own memory with its own address space
is called a distributed memory architecture (Fig. 3).
Fig. 3: Scheme of a distributed memory architecture. Each CPU has its own memory and
address space.
The CPUs are operating independently on their local memory and therefore, the concept of
cache coherency is not applicable. If a CPU needs to access data that resides in the mem-
ory of another CPU, explicit passing of this data via the interconnect is necessary. This is a
Non-Uniform Memory Access (NUMA) architecture, because access times to local and remote
memory differ. Remote Memory Access (RMA) architectures have dedicated hardware support
for accessing the memory of a remote node in contrast to No Remote Memory Access (NORMA)
architectures. To program distributed memory architectures the user needs to adapt algorithms
and especially to distribute data structures efficiently. He also must take care of the communi-
cation between the compute nodes explicitly.
Most modern multiprocessor architectures are hybrid distributed-shared memory architectures,
having shared-memory nodes with one or more SMPs per compute node and (nowadays in High
Performance Computing systems) up to several hundred thousand nodes. The SMPs can consist
of, for example, CPUs with several cores and can be additionally equipped with Graphics Pro-
cessing Units (GPUs, often simply called graphics cards) or other multi- or many-core devices,
like the Intel R©MIC (Many Integrated Core) architecture. A hybrid distributed-shared memory
system with two CPUs per node is depicted in Fig. 4.
Fig. 4: Scheme of a hybrid distributed-shared memory architecture with two CPUs per compute
node.
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The system has shared memory nodes. But since the memory per node is divided into memory
banks which are connected to different CPUs the memory access times within one compute
node are not all equal (even though there is a single address space per node). In general cache
coherency is guaranteed in such systems and therefore the nodes have a cc-NUMA architecture
and form together a distributed memory system.
2.2 Parallel Programming Models and Concepts
In order to benefit from parallel computers the work to be done has to be distributed over
processors. In principle there are two approaches how to partition the work [6, 7].
Computation-centric approach. In this approach different instructions on the data
are performed on different processes (also called functional decomposition). For
example, for a set of values y the minimum, the maximum and the average has to
be calculated (Eq. 1).
ymin = min(y)
ymax = max(y) (1)
yavg = avg(y)
This work can be distributed in such a way that all three operations are performed
on y simultaneously, for example each on a different processor.
Data-centric approach. In the data-centric approach the data to be processed is
split and distributed over the compute nodes (domain decomposition). Suppose the
operations in Eq. 2 have to be performed.
z = αy + x (2)
In the data-centric approach the elements of y and x are distributed over the avail-
able processors so that all processors perform the instructions simultaneously but
only for parts of the vectors. After the computation is done the results are collected
into one result vector.
Frequently, these two approaches are combined. For example, for a large vector y each of the
operations in Eq. 1 can be domain decomposed by distributing y over several processors.
Analogical to the terms SIMD and MIMD, which refer to hardware (see section 2.1), the Single
Program Multiple Data (SPMD) and the Multiple Program Multiple Data (MPMD) program-
ming paradigms refer to two parallel software models. In the SPMD paradigm the same program
(executable) is executed on all participating CPUs. It is the programmer’s responsibility to split
and distribute the work (i.e. instructions, data or both) among the CPUs, for example using con-
ditional constructs like if or select statements. In the MPMD paradigm different executables
are used on the participating CPUs, which can be beneficial for algorithms that fit better to the
computation-centric partition approach than to the data-centric one.
Depending on the way how different programs or different instances of a program interact with
each other one distinguishes two parallel programming interaction models.
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Message Passing Model. In this model a set of parallel processes is executed, each
with its private data structures. Exchange of data between the processes is only
possible by explicitly passing messages from one process to the other. This model
is designed to run on distributed memory systems, where no global address space
exists. However, it can be used also on shared memory systems. An example im-
plementation of this model is the very commonly used Message Passing Interface
(MPI) [2], which will be discussed in more detail in Section 3.
Shared Memory Model. It is based on a number of threads with a common global
address space, which are connected to one process. In most applications the paral-
lelism is restricted in this model to code regions where operations can be executed
in parallel, creating parallel loops or parallel sections. Threads that execute the
same parallel region are called a team. This type of execution is also called fork-
join parallelism. An advantage of this model is that automatic parallelization is
supported by most compilers. While this leads to a first working parallel program,
usually manual refinements are necessary in order to improve the efficiency. A dis-
advantage of the shared memory model is that it and can be used only on shared
memory architectures. A widely used implementation of this model is OpenMP,
discussed in Section 4.
Sometimes a third model is described which is called Implicit Model. In this model the interac-
tion between the different instances (processes or tasks) is not visible to the programmer. It is
just necessary to specify which data is needed and the compiler will take care of retrieving it to
the appropriate location. This model is implemented in the various Partitioned Global Address
Space (PGAS) languages like Co-Array Fortran (CAF) and Unified Parallel C (UPC).
2.3 Design Strategy for Parallel Programs
Designing efficient parallel programs can be a major challenge. Following the ideas of Ian
Foster [6] and Michael J. Quinn [7] we will discuss here briefly a design strategy for parallel
programs based on the task/channel model.
In the task/channel model a process, its local memory and a collection of input and output
ports is called a task [7]. Tasks can communicate with each other via channels (non-local
communication), where each channel connects the output port of one task with the input port
of another task. Primitive tasks are the smallest logical set of instructions and algorithm can be
split in.
According to Foster [6] the process of designing a parallel program can be split into four parts:
(i) Partitioning, (ii) Communication, (iii) Agglomeration, and (iv) Mapping as show in Fig. 5.
Partitioning. In this first step the problem which should be solved is partitioned
into primitive tasks. A functional decomposition, a domain decomposition or a
combination of both approaches can be used as discussed in section 2.2. Already
at this stage it is useful to have an idea about the hardware the program will run
on, since a good partition scheme should have a ratio of primitive tasks to number
of processors (or cores) of at least 10:1. Furthermore, redundant computations
and redundant storage of data should be avoided, the primitive tasks should be of
comparable size and the number of primitive tasks should scale with the problem
size.
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Fig. 5: Foster’s Design Strategy consisting of the four steps Partitioning, Communication,
Agglomeration, and Mapping.
Communication. Once the problem is split into primitive tasks, the communi-
cation between them needs to be analyzed. Two types of communication can be
identified. Local communication means that a (primitive) task needs data from no
or only a small number of other (primitive) tasks while Global Communication oc-
curs when all (primitive) tasks are involved in a communication step. In order to
minimize the parallel overhead which is introduced by any kind of communication
it should be kept to the minimum and one should check that the communication
operations are balanced among the (primitive) tasks. Furthermore, communication
should occur concurrently.
Agglomeration. The aim of this step is to move from the more abstract first two
steps towards a more concrete concept how the problem can be solved on a cer-
tain hardware architecture. This is achieved by analyzing the primitive tasks and
communication patterns obtained in the previous steps and reducing the number
of primitive tasks by grouping them together to actual tasks which are going to be
executed by processors of the target architecture. A good guideline here is to in-
crease the locality of the communication. For example, frequent communication
between two primitive tasks can be eliminated by grouping them together into one
task. Furthermore, it might be worth to replicate some computations if this avoids
more time-consuming communication. Again, the communication and computa-
tion per task (load balancing) should be balanced. Finally, the number of tasks
obtained should fit for the given problem size to the target computer architecture
and the number of tasks should be an increasing function of the problem size.
Mapping. The last step actually assigns the tasks to the processors of the parallel
computer system by coding the algorithm into a program. Here, one is sometimes
confronted with two conflicting goals. On the one hand one wants to maximize the
system utilization, i.e. one wants to use as many processors as possible. On the
other hand the inter-processor communication should be kept as low as possible.
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To find a compromise between both goals is one of the aims in this step. Also the
actual parallelization model needs to be chosen. Whether to chose a pure message
passing model, a pure shared memory model, or a combination of both models and
which implementation of these models to use, depends on the algorithm to be paral-
lelized and on the target computer architecture. In general, a hybrid MPI/OpenMP
parallelization scheme offers the best potential to make efficient use of modern
HPC architectures.
2.4 Efficiency and Scalability of Parallel Programs
In order to check the quality of the parallelization scheme for a certain problem or algorithm,
i.e. how efficiently a parallel program makes use of the given hardware, the performance and
efficiency of a code needs to be analyzed and quantified. For an in-depth analysis of codes
various performance analysis tools exist, whose detailed discussion is however beyond the scope
of this article. However, some basic terms and concepts for quantifying the quality of a parallel
program are discussed in the following.
Speedup. The speedup of a program or algorithm shows how much faster the
parallel version runs on n processors compared with the serial version. The mathe-
matical definition of the speedup S(n) is given in Eq. 3.
S(n) =
t(1)
t(n)
(3)
Here, t(1) refers to the execution time of the serial code and t(n) to the execution
time of the parallel version on n processors. A speedup of > 1 means the parallel
codes runs faster than the serial one and a linear scaling, which means doubling n
halves the execution time t(n), indicates a perfect scalability of the application.
Efficiency. While the speedup tells only whether the parallel code runs faster than
the serial one the efficiency gives a more quantitative picture how well the code
performs in parallel. The efficiency E(n) on n processors is defined in Eq. 4.
E(n) =
t(1)
n · t(n) · 100% (4)
It denotes the percentage of the ideal speedup that was actually achieved, where
t(1) refers again to the execution time of the serial code and t(n) to the execution
time of the parallel version on n processors.
Scalability. The scalability shows how a code behaves when it is executed on
an increasing number of processors. In general, two types of scalability are dis-
tinguished: (i) weak scaling, the problem size is increased proportionally to the
number of processors and (ii) strong scaling, the problem size is kept fixed while
increasing the number of processors. In weak scaling the number of operations per
processor stays constant. Therefore, for a perfect weak scaling a constant execution
time and therefore a speedup of 1 on different numbers of processors is expected
as shown in Fig. 6. In contrast to this the number of operations decreases in strong
scaling and the ideal strong scaling shows a constantly increasing speedup (Fig. 6).
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Fig. 6: Speedup of (a) weak scaling and (b) strong scaling experiments.
The parallel performance and efficiency of a code is limited by the parts that cannot be paral-
lelized. In order to estimate the maximum speedup which can be expected for a certain parallel
code Amdahl’s Law [8] can be applied. According to this the real speedup Sr on n processors
that can be expected from a code with a serial part α is given by Eq. 5.
Sr =
1
α · 1−α
n
(5)
For example, if a parallel program has 10% serial code (α = 0.1) then the real speedup on
n = 8 processors is Sr = 4.7. It is also intriguing to realize that Eq. 5 converges for large n
to limn→∞ = 1/α. This means that the (theoretical) maximum speedup of a parallel program
is solely determined by the percentage of its serial part, and it is independent of the number of
processors.
D2.10 A. Schnurpfeil, F. Janetzko
3 The Message Passing Interface (MPI)
The Message Passing Interface (MPI) [2] is a nowadays widely-used industry standard for the
message passing programming model introduced in Section 2.2. Its development started in the
early 1990’s and the first standard (MPI-1.0) was published 1994. Since then it has been con-
tinuously developed further and the latest version (MPI-3.0) was released in September 2012.
This standard provides specifications for the message passing programming model including
bindings for C, Fortran 77, Fortran 90, and Fortran 2008. It is usually implemented as a library
which needs to be linked to the applications and different implementations of this standard ex-
ist. Applications that comply with the standard are portable to any computer for which an MPI
implementation is available.
3.1 Terminology and Concepts
MPI implementations provide routines for the exchange of data between processes (communi-
cation) as well as for parallel I/O. The most important basic terms and concepts needed for an
efficient usage of MPI are briefly discussed in the following.
Task. A Task is an instance, sub-program or process of an MPI program. It is the
smallest parallel unit in MPI with its own private memory. Communication in MPI
takes place between tasks, where a task can communicate with other tasks as well
as with itself.
Message. A message in MPI refers to a packet of data which needs to be exchanged
between tasks. A message consists of two parts: a data part, containing the actual
data, specified via the memory address, the number of elements and the datatype
of the elements to be sent, and a message envelop, where among other informa-
tion source (sending task(s)) and destination (receiving task(s)) of the message are
given.
Context. Communications in MPI always take place within a certain context. A
context is like an additional tag that differentiates messages. This way messages
that are sent within different contexts do not interfere with each other, which is
especially important for building parallel libraries.
Communicator. This is the basic communication concept of MPI. An MPI com-
municator consists of a group of tasks and a context. The default communicator
which contains all MPI tasks is referenced by the MPI object MPI COMM WORLD.
Rank. This is an unique identifier assigned to each task of an MPI program. Ranks
are integer numbers starting at 0. A task can have different ranks in different com-
municators.
MPI routines have certain properties which determine their communication behavior. The per-
formance of an MPI-parallelized code depends critically on the use of routines with the correct
properties for proper parts of the algorithm.
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Synchronous/Asynchronous. The program will return successfully from a syn-
chronous routine only if the required matching operation has started (e.g. sending -
receiving). In case of an asynchronous or buffered routine the program will return
successfully immediately, i.e. whether or not the required matching operation has
started or not.
Blocking/Nonblocking. A procedure is blocking if returning from the procedure
indicates, that it is allowed to reuse the resources specified in the call to the pro-
cedure. Accordingly, returning from a nonblocking procedure resources cannot
be reused until the communication has been completed by calling an appropriate
procedure.
3.2 Language Bindings and Basic Routines
The MPI definitions are included using the appropriate include files. For C this is done with
#include <mpi.h>
For Fortran the syntax depends on the standard to be used:
include ’mpif.h’ ! Fortran 77
use mpi ! Fortran 90
use mpi_f08 ! Fortran 2008
When compiling the application the proper MPI library needs to be linked with the code. Most
MPI implementations offer appropriate compiler wrappers for this purpose.
All MPI functions follow a generic format. They start with the prefix MPI followed by the
function name and the corresponding parameters. For C an error code is returned, the Fortran
routines are called with an extra parameter for the error code. The following four basic MPI
routines can be found in basically all MPI programs:
MPI Init. This is usually the first call to MPI and initializes the library. After this call
all other MPI routines can be used. Other initialization routines are available for hybrid
MPI/OpenMP codes.
MPI Finalize. This is usually the last call to MPI and should be called at the end of the
MPI program.
MPI Comm size. Determines the number of MPI tasks the code is executed with.
MPI Comm rank. For each task the routine returns its rank.
3.3 Types of Communication
MPI offers different types of communication:
Point-To-Point Communication. The communication between two and only two tasks is
called point-to-point communication. A source task sends a message to a destination task using
an MPI Send routine. The destination task issues a MPI Recv routine to receive the message.
Every message sent with a point-to-point call must be matched by a corresponding receive call.
MPI offers blocking point-to-point routines as well as nonblocking ones. The routines can be
furthermore either synchronous or asynchronous.
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Selected blocking point-to-point routines
MPI Ssend (synchronous send)
MPI Bsend (asynchronous or buffered send)
MPI Recv (blocking receive)
Selected nonblocking point-to-point routines
MPI Issend (synchronous send)
MPI Ibsend (asynchronous or buffered send
MPI Irecv (nonblocking receive)
Collective Communication. In this type of communication all tasks of a communicator must
participate. Different routines are available. Like in the case of the point-to-point communica-
tion for most blocking collective routines corresponding nonblocking routines are available by
inserting an ’I’ after the MPI prefix. There are three main classes of MPI collective commu-
nication routines: (i) one task sends messages to all others (One-to-All) (ii) one task receives
messages from all other tasks (All-to-One) and (iii) all tasks communicate with each other(All-
to-All). An schematic overview over the different classes for collective routines is given in Fig.
7.
(a) (b) (c)
Fig. 7: Schematic view of the three main classes of collective communication MPI routines. (a)
One-to-All communication, (b) All-to-One communication, (c) All-To-All communication.
A few selected collective operations are:
MPI Bcast. One task which is called root task sends a message to all other tasks. This
routine is an example for a One-to-All communication routine.
MPI Reduce. This belongs to the class of All-to-One communication routines. A global
operation is performed on the data of each task and the result is delivered to a single target
task. Operations like sum, minimum or maximum are available. Beyond that user-defined
operations are supported.
MPI Alltoall. This routine sends the data of each task to all other tasks. The routines
of the All-to-All class are usually the most expensive ones in terms of performance and
should be avoided if possible.
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One-Sided Communication. The point-to-point and the collective communication are pow-
erful tools to implement a vast variety of communication patterns. However, there might be
situations where these communication modes impose drawbacks on the performance of com-
munication in certain algorithms, for example, in cases where the sender needs to send data to
another task but does not know to which and/or which data needs to be send. Or the receiver
does not know that he should receive data. Another example is the case where the receiver
would need to initiate the data-exchange process. All these scenarios cannot be realized with
point-to-point or collective communication in a straightforward manner.
Here, the one-sided communication, also called remote memory access (RMA) offers a so-
lution. In this type of communication a task (called origin in MPI) can access remotely the
memory of one or more other tasks (target) and pull or push the data from or to the target. The
target does not need to issue a corresponding send or receive call. However, while in explicit
message passing an implicit synchronization takes place, in one-sided communication explicit
synchronization is needed to indicate the completion of the data exchange. In MPI RMA com-
munication this is realized via the window concept. A window is a block of memory of a task
opened for remote access through MPI RMA operations.
The RMA operations are realized with calls to MPI Get, MPI Put, and MPI Accumulate
routines, with which tasks pull or push data.
Finally, MPI offers two different ways for synchronization in one-sided communication: (i)
Active Target Communication (ATC) and (ii) Passive Target Communication (PTC). In ATC
collective MPI Win fence calls are used which are executed on the origin as well as on the
target, while in PTC MPI Win lock and MPI Win unlock routines are use only on the origin.
Further routines like for general active target communication (GATC) are also available.
3.4 MPI I/O
Running on several thousand or more cores the I/O can become a challenging task. Input data
needs to be read in to all of the tasks and the results need to be stored on disk. The amount of
data to be read in or to be stored can become in simulations on nowadays HPC systems several
hundred Terabytes. In principle there are three ways to implement the I/O
1. Serial I/O. Only one task performs all I/O operations. This model is easy to implement,
however, it has some serious performance drawbacks. The data is usually distributed
over all tasks. Therefore, the data has to be gathered on one task first. This introduces
additional communication. Furthermore, the I/O bandwidth is limited to one task and can
become a serious bottleneck. Finally, while one task performs the I/O all other tasks might
idle, because they might need to wait for this task to complete reading in and distributing
the data.
2. Task-local I/O. In this model each task has its own file for performing I/O operations.
The advantages are that it is very easy to implement, the I/O needs not to be coordinated
between the tasks like in the previous model and no false sharing of file system blocks
occurs. However, very serious performance problems practically forbid the usage of this
I/O model on HPC systems: (i) the number of files becomes quickly unmanageable when
using several thousand tasks, (ii) files need to be merged to create a canonical dataset, and
(iii) the file system might serialize meta data modifications. Especially due to (iii) this
model is extremely expensive on parallel HPC systems and should no be used.
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3. Parallel I/O. To overcome the drawbacks of the serial and task-local I/O, several or all
tasks could write to the same file. This way the bandwidth is increased since the I/O is
not restricted to one task and only one file is needed. However, one needs to carefully
avoid other performance issues. For example, the access to the file must be coordinated
among the tasks to avoid time penalties and eventually serialization of the I/O and the file
layout might induce false sharing of file system blocks.
MPI offers routines to efficiently implement parallel I/O in parallel programs. Conceptually,
writing to or reading from a file is treated the same way as sending or receiving messages. Files
are opened and closed using the collective routines MPI File open and MPI File close. In
order to provide MPI hints about the I/O to be performed and/or the file system and therefore,
to optimize the I/O, MPI Info objects can be used. The basic concept for the access of the
file is the view. A view defines the data elements of a file visible to a task . Each task has an
individual view of a file, which can be altered during the runtime of an application to enable
different access patterns. MPI offers various routines to write to or read from a file including
blocking and nonblocking, collective and noncollective routines. Three types of file access are
provided:
1. Individual file pointers. Each task has its own file pointer that is only altered on access
of that specific task.
2. Shared file pointers. This file pointer is shared among all tasks in the communicator
used to open the file. It is modified by any shared file pointer access of any task.
3. Explicit offset. No file pointer is used or modified. An explicit offset is given to deter-
mine access position.
In order to optimize the parallel I/O, as many information as possible should be given to MPI.
For example, collective I/O should be used instead of individual writes or reads, data should be
transferred in large chunks instead of small ones and MPI Info objects should be used to pass
hints to MPI. This holds not only for the I/O but also for performing communication in general.
This introduction to MPI can cover only very briefly the basic principles and routines. For
further information the user is referred to the MPI standard [2] or to the books of Gropp, Lusk
and Skjellum [9, 10]. A good introduction to programming with MPI (and OpenMP) in C is
given by M. Quinn [7].
4 Open Multi-Processing (OpenMP)
While MPI is extensively used to enable parallelization of distributed memory systems, OpenMP
has become extremely popular when parallelization needs to be realized on shared memory ar-
chitectures. Most modern supercomputers show a hybrid distributed-shared memory architec-
ture, i.e. MPI as well as OpenMP can be combined to get the most out of this kind of systems.
OpenMP stands for Open Multi-Processing and offers its functionality via pragmas recognized
by the compiler, runtime library routines and environment variables. In contrast to MPI, it is
not necessary to link against certain libraries but OpenMP is implemented in the compiler itself
and can be activated by a compiler specific option. OpenMP is based on threads. A thread
is a lightweight version of a process with its own memory for storing dynamic and local data
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and access to a shared (global) address space. Fig. 8 illustrates the fork-join model used by
OpenMP.
Fig. 8: OpenMP supports the fork-join programming model. At the start of the application the
master thread executes sequentially the program. When it comes upon a parallel region a team
of threads is being created and joined at the end of that region.
The program starts as usual with a single thread called the master thread which sequentially
goes through the instructions. Once the thread meets an OpenMP pragma a team of threads is
forked which execute those parts of the code that follow after this directive. The threads can
act in several ways, whereby their behavior is further specified by features OpenMP provides.
At the end of a parallel region which is indicated by a specific directive in Fortran code - in
C/C++ the parallel region is included in curled brackets - the threads will be destroyed and the
master thread proceeds with the sequential execution of the code. The following subsections
will explain in more detail how OpenMP can be used to parallelize code blocks the way the
programmer expect it to do. From the described strategy about how OpenMP generally works
it becomes clear that it also follows the SPMD principle, i.e. one single program is started on a
single node spawning several threads when needed. These threads are always numbered from 0
up to n−1 with n equal to the number of threads and can therefore unambiguously be identified.
All these threads ”see” the same program and the programmer decides what has to be done by
which thread. OpenMP supports C/C++ and Fortran. While C and C++ use exactly the same
constructs they are slightly different in Fortran. Listing 1 and 2 show a simple Hello World
example to show the general usage of OpenMP and in addition to that the different naming of
the directives in C/C++ and in Fortran.
Listing 1: C example: Hello World
1 # i n c l u d e < s t d i o . h>
2
3 i n t main ( ) {
4 #pragma omp p a r a l l e l
5 {
6 p r i n t f ( ” H e l l o World\n ” ) ;
7 }
8 re turn 0 ;
9 }
Listing 2: Fortran example: Hello World
1 PROGRAM HELLO
2
3 !$OMP PARALLEL
4 w r i t e ( ∗ , ∗ ) ” H e l l o World ”
5 !$OMP END PARALLEL
6 END PROGRAM HELLO
The program is sequentially executed by the master thread until it comes upon the omp parallel
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directive at line 4 in Listing 1 and line 3 in Listing 2 respectively. Here a predefined number of
threads will be created where all of them enter the parallel region in order to execute the code.
Hints on how to influence the number of threads to be used will be explained a bit later. In
C/C++ the parallel region is included in curled brackets while in Fortran the directive omp end
parallel indicates the end of the region. Here, all but the master thread are destroyed.
4.1 OpenMP Directives
In the following subsections the most commonly used OpenMP constructs are described - gen-
erally showing first the C/C++ bindings followed by the Fortran bindings - to give the reader an
insight into the usage of OpenMP. For more detailed information, the OpenMP standard [3] is
a suitable choice of source.
#pragma omp parallel, !$omp parallel is the integral construct which starts par-
allel execution. Here, a team of threads is spawned to execute the region. The
team remains active until the end of the parallel region is reached by all of them
ensured by an implicit barrier. Typically further OpenMP constructs are included
in this region to steer the behavior of the threads in dependence of the work they
are expected to deal with.
The available constructs can be divided into different classes in dependence of the behavior
they imply. This introduction gives an overview about work sharing constructs and master and
synchronization constructs. The most frequently used work sharing constructs are:
#pragma omp for, !$omp do The iterations of the loop are distributed over the
available threads. The way how the iterations are divided among the threads can
be specified by the schedule clause. Oftentimes the workload of each iteration is
more or less the same so that a static schedule might give the best performance
as each thread gets the same number of iterations. If the work load differs from
iteration to iteration then further schedule clause kind values can be chosen to meet
the demands. When loops are parallelized with OpenMP the calculations inside an
iteration must not depend on other iterations, this might lead to wrong results. In
order to achieve best performance of loops with OpenMP, some restrictions apply
to simplify compiler-based parallelization. One of the rules impose the restriction
that the form of the loop allows to compute the number of iterations prior to entry
into the loop, from which one can deduce that it is not possible to parallelize while
loops. Besides that the program must complete all iterations of the loop, i.e. in
C/C++ it is not allowed to use break or goto in Fortran code this means avoiding
exit and goto. However, it is allowed to exit the current iteration and go over to the
next one with continue in C/C++ and cycle in Fortran. Finally, the termination of
the entire program inside a loop is possible. All in all a for/do loop can only have a
very restricted form as shown in Listing 3.
Listing 3: Parallel loop for C/C++. The same restrictions hold true for Fortran
#pragma omp f o r ( v a r = f i r s t ; v a r cmp op end ; i n c r e x p r )
f o r ( . . . ) { loop−body}
cmp op : < , <=, > , >=
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i n c r e x p r : ++ var , v a r ++ , −−var , var−−
v a r += i n c r , v a r −= i n c r
v a r = v a r + i n c r , v a r = i n c r + v a r
#pragma omp sections, !$omp sections. Within sections sub-blocks called section
can be defined whereby one thread per sub-block executes the included code. If
there are more blocks than threads, threads will be assigned to new blocks after
finishing their work in the current blocks.
#pragma omp single, !$omp single. This directive allows to execute some code
in a parallel region by only one thread. An implicit barrier at the end of the single
region ensures that the remaining threads do not proceed until this region is finished.
After mentioning some of the general work sharing constructs, now a description of some master
and synchronization constructs follows:
#ragma omp master, !$omp master are similar to the single directive but there
are two differences, namely the region is exclusively executed by the master thread
and in addition to that no implicit barrier is set at the end of this region.
#pragma omp critical, !$omp critical are executed by all threads but only one
thread after the other. The order of the threads executing the critical region is
undetermined. Critical regions can be named so that all critical regions with the
same name build a group. Now, if a critical region is entered by a thread x, further
threads in front of critical regions with the same name will wait until thread x leaves
its critical region. If no name is given all threads next to critical regions will idle
as long as a thread is active in any critical region. In many cases this behavior is
unintended, as data in different critical regions do not necessarily depend on each
other and therefore causing no problems when executed concurrently.
#pragma omp barrier, !$omp barrier threads are only allowed to proceed when
all prior tasks bound to the barrier are finished.
#pragma omp atomic, !$omp atomic ensures that a specific memory location is
updated atomically. In dependence of the OpenMP implementation atomic might
be replaced with a critical construct. However, the atomic construct permits better
optimization as it is based on hardware instructions.
In addition to directives OpenMP also offers so called combined directives for parallel regions
which only contain a single parallel loop or parallel sections. These directives are useful short-
cuts but they do not bring further functionalities. Listings 4 and 5 illustrate their usage.
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Listing 4: C/C++: Combined constructs for
parallel for loops and parallel sections
# pragma omp p a r a l l e l f o r \
[ P a r a m e t e r L i s t ]
for−l oop
#pragma omp p a r a l l e l s e c t i o n s \
[ P a r a m e t e r L i s t ]
{
[\# pragma omp s e c t i o n ]
code b l o c k
[\# pragma omp s e c t i o n ]
code b l o c k
. . .
}
Listing 5: Fortran: Combined constructs for
do loops and parallel sections
!$omp parallel do &
!$omp [ParameterList]
do loop
[!$omp end parallel do]
!$omp parallel sections &
!$omp [ParameterList]
[!$omp section]
code block
[!$omp section]
code block
...
!$omp end parallel sections
There is a whole bunch of further constructs that cannot be mentioned at this point. For further
reading it is recommended to consult the OpenMP standard [3]. Furthermore the books of B.
Chapman et al.[11] and R. Chandra et al.[12] give a decent introduction to the subject. For
those who are interested in implementing OpenMP pragmas in their C++ codes the book of S.
Hoffmann and R. Lienhart [13] gives hints to this topic.
4.2 Data Sharing Attribute Clauses
The OpenMP user needs the possibility to influence the scope of variables which appear in
parallel regions. In OpenMP this is enabled through so-called clauses, which can be added
to directives. Apart from some exceptions variables are shared per default in parallel regions.
This means, all threads of a team share the same memory space and have read and write access
to stored data. However, because of data consistency reasons it might be necessary to assign
certain variables at least temporarily to threads, i.e. from time to time threads need local copies
of otherwise shared variables. The most important clauses are:
shared(var-list), where var-list is a comma-separated list of variables used in the
parallel region, i.e. there is only a single instance of these variables in shared mem-
ory which are accessible by all threads.
private(var-list), where again var-list is a comma separated list of variables which
are intended to be used in the parallel region. Here, each thread allocates its own
private copy of the data. However, these local copies only exist during the execution
of the parallel region. Furthermore, the values of these variables are undefined upon
entry and exit of parallel regions.
firstprivate(var-list). Variables specified in the firstprivate clause are also declared
to be private like in the private clause. However, in addition to that these variables
get initialized with the value the original shared variable had just before entering
the parallel region.
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lastprivate(var-list) declares variables as private and the value of the last thread fin-
ishing the parallel region is written to the corresponding shared variable afterwards.
Variables can appear concurrently in both clauses, firstprivate and lastprivate.
C++: default(shared|none), Fortran: default(private|firstprivate|shared|none)
sets the default data mode, whereby private is only allowed in Fortran. Apart from
loop index variables in parallel loops and local variables of subroutines called inside
parallel regions, all values are shared by default.
4.3 Runtime Library Functions and Environment Variables
OpenMP provides plenty of helpful routines to gather information from the thread environ-
ment and in addition to that it provides functions to adapt the environment to the needs of the
programmer. Subsection 4.3 presents an overview of the most important ones to give a good
starting point for their usage. Before these functions can be used in C/C++ codes one needs to
include the corresponding header as show in Listing 6. For Fortran codes load the corresponding
module or alternatively include the OpenMP related header like in Listing 7.
Listing 6: C/C++: Activate OpenMP Run-
time Libraries for usage in the code
# i n c l u d e <omp . h>
Listing 7: Fortran: Activate OpenMP Run-
time Libraries for usage in code
i n c l u d e ” om p l ib . h ”
! a l t e r n a t i v e l y : use o m p l i b
In addition to that a large number of environment variables are at hand to influence the OpenMP
thread environment. Where possible they are presented along with the corresponding runtime
functions. These variables need to be set in the underlying shell. Generally, settings established
by environment variables are predominated by settings applied via runtime routines.
omp set num threads(num-threads) sets the number of threads to be used in sub-
sequent parallel regions. num-threads must evaluate to a positive number.
OMP NUM THREADS. The value of the variable must be a positive number.
omp get num threads() returns the number of threads in the current team. This
function needs to be called within a parallel region to give the actual number of
threads. Outside a parallel region only the master thread exists, therefore omp get num threads()
would give back one.
omp get thread num() returns the thread’s number. Like MPI tasks threads are
numbered from 0 to n − 1, with n equal to the number of threads. Thread 0 is
always the master thread. The concept of SPMD becomes obvious as only a single
instance of a program is executed but in dependence of the thread number the code
can branch and different threads work concurrently on different parts.
omp get wtime() offers a convenient way to determine the wall time the execution
of a code block consumes. omp get wtime() returns the elapsed wall clock time
since a certain point of time in the past. Therefore, the difference between two calls
gives the elapsed time between the calls:
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Listing 8: Measuring runtimes
double s t a r t t i m e = omp get wt ime ( ) ;
/ / code b l o c k
double e l a p s e d t i m e = omp get wt ime ()− s t a r t t i m e
omp set nested(nested), OMP NESTED. Nesting of parallel regions are allowed,
but not all compilers implement this feature. The variable nested must evaluate to
an integer in C/C++, in Fortran codes it is a logical variable. If available this feature
can be switched on and off by OMP NESTED. The value of this variable must be
true (in C/C++: 6= 0) or false (in C/C++: 0). There is another function called
omp get nested() which informs whether the nested feature is enabled or not.
5 Conclusion
In this article the basic concepts and models of parallel computing were introduced. The prin-
ciples of modern parallel hardware were discussed and parallel programming models and con-
cepts were presented, including a design strategy for parallel programs. Efficiency and scalabil-
ity considerations were explained and Amdahl’s law was introduced as a helpful means in order
to estimate the quality of the parallelization of algorithms. Finally, the basic concepts of MPI
and OpenMP were introduced.
This introduction to parallel programming is of course by no means exhaustive but the covered
ideas and presented features should help to make a first step towards parallel programming with
MPI and/or OpenMP.
The current MPI standard contains more than 400 routines and only a few very basic routines
and few features of MPI could be presented. Important concepts like groups, contexts and
communicator could only be briefly touched. For others like the very important topics derived
datatypes and process topologies the reader is referred to the MPI standard. In order to achieve
a good parallel performance using MPI a balance between computation and communications
on each task should be kept and as much information as possible should be provided to MPI, so
that MPI is able to optimize the communication.
For OpenMP some further topics worth to look at after getting familiar with the general concepts
are tasks, for instance, which give high flexibility when blocks of code need to be dynamically
identified and executed in parallel. To speed up the code it might be useful in certain cases to
switch off implicit barriers which are bound to some directives. Here, the nowait clause comes
in handy. Sometimes situations might occur in codes that cannot be parallelized adequately
with the general OpenMP directives, so that a detailed look at locks might help. Locks allow an
exclusive access of single threads to a resource on a fine-grained level. However, special care
needs to be taken by the programmer as OpenMP does not care of proper locking and unlock-
ing of resources at this point so that there is always the potential danger of data corruption and
deadlocks.
After presenting several techniques of parallel programming it might be useful to end with
some general hints that help to cope with the problem to convert a serial program into a well
performing parallelized application:
• General hints
– Check that the serial code is well optimized.
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– Seek for compiler settings which might increase the performance of the code.
– Estimate the scalability with the help of Amdahl’s law.
– Find parts of the code which consume the most computation time.
• MPI-related hints
– Try to avoid communication.
– Avoid many small messages, try to combine them into few larger messages.
– Provide information to MPI (collective routines, MPI Info objects).
– Avoid deadlocks, use nonblocking communication.
– Do not send many messages without posting corresponding receives, internal buffers
might fill up and cause deadlocks.
– Check the environment where your application runs, especially the communication
protocol limits (eager and rendezvous protocol) of you MPI implementation.
• OpenMP-related hints:
– Reduce the amount of parallel regions to a minimum.
– Optimize the most outer part of nested loops.
– Use the nowait clause whenever possible.
– Balance the workload over all threads.
– Avoid false sharing effects.
– Name all critical regions.
– Consider the environment in which the application runs.
6 Appendix
Last but not least the appendix provides an example code illustrating some of the described
concepts to increase the performance by parallelization. Eq. (6) - (8) show a way to compute
the value of pi by numerical integration.
pi = 4.0
∫ 1
0
1.0
1.0 + x2
dx ≈
n∑
i=1
4.0
(1.0 + x2)
∆x (6)
∆x =
1
n
(7)
x = (i− 0.5)∆x (8)
Besides the serial version of the code in Listing 9 a hybrid one using MPI functions and OpenMP
directives as well is given in Listing 10.
D2.22 A. Schnurpfeil, F. Janetzko
Listing 9: Serial C code implementing a numerical calculation of pi based on Eq. (6) - (8).
1 # i n c l u d e < s t d i o . h>
2 # i n c l u d e <math . h>
3
4 i n t main ( i n t argc , char ∗∗ a rgv ) {
5
6 double r e f p i = 3 .141592653589793238 ;
7 long i t e r a t i o n s = 4∗200000000;
8 double dx = 1 . 0 / i t e r a t i o n s ;
9 double sum = 0 . 0 ;
10 double x , fx , p i ;
11 long i ;
12
13 f o r ( i =1 ; i<= i t e r a t i o n s ; ++ i ) {
14 x = dx ∗ ( i −0 . 5 ) ;
15 fx = 4 . 0 / ( 1 . 0 + x∗x ) ;
16 sum += fx ;
17 }
18
19 p i = dx∗sum ;
20
21 p r i n t f ( ” R e s u l t p i : %20.18 f \n ” , p i ) ;
22 p r i n t f ( ” Ref . v a l . p i : %20.18 f \n ” , r e f p i ) ;
23 p r i n t f ( ” D i f f . t o p i : %20.18 f \n ” , f a b s ( pi− r e f p i ) ) ;
24
25 re turn 0 ;
26 }
According to Foster’s design strategy for parallel programs from chapter 2.3 the four steps could
be applied Listing 9 in the following way:
• Partitioning: line 13 - 16 , a primitive task would correspond to a single iteration of the
loop.
• Communication: line 19, the primitive tasks are independent from each other, communi-
cation is only necessary at the very end when pi is calculated.
• Agglomeration: several iterations of the for loop will be agglomerated into one task.
• Mapping: depending of the number of MPI processes several iterations will be performed
by one MPI task and its corresponding OpenMP threads on each core.
Listing 10: Hybrid C code implementing the computation of pi based on Equations (6) - (8).
Here, MPI as well as OpenMP were used for parallelization.
1 # i n c l u d e < s t d i o . h>
2 # i n c l u d e <omp . h>
3 # i n c l u d e <math . h>
4 # i n c l u d e <mpi . h>
Parallel Programming D2.23
5
6 i n t main ( i n t argc , char ∗∗ a rgv ) {
7
8 double r e f p i =3 .141592653589793238;
9 long i t e r a t i o n s = 4∗200000000;
10 double dx = 1 . 0 / i t e r a t i o n s ;
11 double sum = 0 . 0 , l o c a l s u m = 0 . 0 ;
12 double x , fx , t o t a l p i , l o c a l p i ;
13 long i ;
14 i n t i e r r o r , n ranks , myrank ;
15 double s t a r t t i m e ;
16
17
18 / / I n i t i a l i z e MPI
19 M P I I n i t (& argc , &argv ) ;
20 MPI Comm size (MPI COMM WORLD, &n r a n k s ) ;
21 MPI Comm rank (MPI COMM WORLD, &myrank ) ;
22
23 i f ( myrank == 0) s t a r t t i m e = MPI Wtime ( ) ;
24
25 #pragma omp p a r a l l e l d e f a u l t ( none ) \
26 s h a r e d ( myrank , i t e r a t i o n s , n ranks , dx , sum ) \
27 p r i v a t e ( i , x , fx ) f i r s t p r i v a t e ( l o c a l s u m )
28 {
29 #pragma omp f o r
30 f o r ( i =myrank+1 ; i<= i t e r a t i o n s ; i = i + n r a n k s ) {
31 x = dx ∗ ( i −0 . 5 ) ;
32 fx = 4 . 0 / ( 1 . 0 + x∗x ) ;
33 l o c a l s u m += fx ;
34 }
35 #pragma omp c r i t i c a l
36 {
37 sum = sum + l o c a l s u m ;
38 }
39 }
40
41 l o c a l p i = dx∗sum ;
42
43 MPI Reduce(& l o c a l p i , &t o t a l p i , 1 , MPI DOUBLE, \
44 MPI SUM , 0 , MPI COMM WORLD ) ;
45
46 i f ( myrank == 0 ) {
47 p r i n t f ( ” R e s u l t p i : %20.18 f \n ” , t o t a l p i ) ;
48 p r i n t f ( ” Ref . v a l . p i : %20.18 f \n ” , r e f p i ) ;
49 p r i n t f ( ” D i f f . t o p i : %20.18 f \n ” , f a b s ( t o t a l p i − r e f p i ) ) ;
50 p r i n t f ( ” Time needed : %7.4 f s e c \n ” , MPI Wtime()− s t a r t t i m e ) ;
51 }
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52
53 M P I F i n a l i z e ( ) ;
54 re turn 0 ;
55 }
Both versions are brought face to face to underline the applied modifications. The for loop is the
only CPU intensive part in the code and therefore the only part worth to parallelize. The general
approach starts with including MPI routines followed by implementing the OpenMP directives.
Lines 19 - 21 of Listing 10 arrange the initialization of the MPI tasks, return the number of tasks
and give back the ranks for each of the tasks. Then each rank computes its part of pi in the for
loop. Finally all individual results of the tasks are combined in the variable total pi by calling
the collective communication function MPI Reduce() in line 43. Line 46 ensures that only the
master rank writes out the results.
In a second step further performance can be obtained by the use of OpenMP as parallelizing
loops is one of its specialties. The parallel region for the threads is opened in line 25. Here, the
default is set to none in order to explicitely decide which variable gets which scope (private,
shared etc.). As each MPI task computes its part of pi and in turn all threads that belong to
one MPI task compute the sum for pi, it is necessary to introduce a further variable local sum to
avoid data dependencies. local sum is 0 on entry of the parallel region and each thread calculates
its sum. Afterwards all these partial sums of all threads need to be summed as shown in line
37. Doing this in parallel involves the danger of wrong results as several threads might read
and write sum at the same time mutually overwriting their results. Therefore, this summation is
processed in a critical region to assure that only one thread adds its value at a time.
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1 Introduction
Every Density Functional Theory (DFT) method is grounded on a variational principle directly
inspired by the fundamental theorem of Kohn and Hohenberg [1], and its practical realiza-
tion [2]. Central to DFT is the solution of a large number of coupled one-particle Schro¨dinger-
like equations known as Kohn-Sham (KS)(
~2
2m
∇2 + Veff [n(r)]
)
φi(r) = Eiφi(r) ; n(r) =
∑
i
fiφi(r).
Due to the dependence of the effective potential Veff on the charge density n(r), in itself a
function of the orbital wave functions φi(r), the KS equations are non-linear and are generally
solved by a sequence of self-consistent field (SCF) cycles.
The KS equations need to be “discretized” in order to be solved numerically. Intended in its
broadest numerical sense, the discretization translates the KS equations in a non-linear eigen-
value problem. Eigenproblems generated by distinct discretization schemes have numerical
properties that are often substantially different; for sake of simplicity we can group most of the
schemes in three classes. The first and the second classes expand each of the one-particle orbital
wave functions φi(r) appearing in the KS equations on a specific set of basis functions
φi(r) −→ φh,i(r) =
∑
G
cGh,iψG(h, r), (1)
where G and h represent cumulative general sets of indices.
The first class makes use of simple plane waves ψG(k, r) ∼ ei(k+G)·r with G and k (here the
more commonly used k replaced h index) being vectors in momentum space. This basis set is
very simple to handle in Fourier space where the kinetic energy operator ~
2
2m
∇2 is diagonal. On
the contrary, the potential term Veff [n(r)] gives rise to a large number of off-diagonal terms.
Moreover, when close to the origin of the atomic Coulomb potential, plane waves can oscil-
late quite wildly giving rise to computational difficulties. For the latter reason plane waves are
usually utilized in combination with pseudo-potentials where the singular part of the Coulomb
term is replaced with a softer function emulating the screening effects of the core electrons. The
resulting pseudo-potential contains both local and non-local terms inducing dense eigenprob-
lems.
The second class resorts to localized functions ψG(h, r) ∼ R`(ra)Y`,m(rˆa) which combine ra-
dial functions around an atom with spherical harmonics. One popular example are the Gaussian
type orbitals (GTO)[3, 4]. In this basis set the radial functions are equal to R`(ra) = r`ae
−αpr2 ,
where G = (a, p) is indexing the atom-localized primitive Gaussians, h parametrizes quantum
numbers ` and m, and cG`,m,i include the contraction coefficients and normalization constants.
The GTOs set is particularly convenient since it capitalizes on the fact that integrals of multiple
products of Gaussians can be easily reduced, in a chain of simplifications, to products of sin-
gle Gaussian integrals. On the opposite many functions are needed to represent faithfully each
electronic orbital, ending in an expensive bookkeeping process. The net result is that methods
based on GTOs, as well as other kind of localized orbitals, are usually quite accurate but require
a big deal of optimization to ensure the basis set is complete.
A special place is occupied by methods based on Linearized Augmented Plane Waves (LAPW) [5,
6], where a mix of radial functions and plane waves are used. The main advantage of these
methods reside in the ability of employing the full potential without the need of distinguishing
Methods for the eigenvalue problem D3.3
between core and valence electrons. For this reason this basis set is usually considered quite
accurate – even if expensive – for the simulation of transition metals. Since they give rise to
dense problems, for the purpose of our classification, we just include LAPW-based methods in
the first class.
Methods in the third class do not use an explicit basis set but discretize the KS equations using
functions centered on a uniform mesh in real space. The easiest real-space methods use high-
order finite differences [7] but there are also implementation using finite elements or wavelets [8,
9]. In the latter case, it is possible to have an adaptive mesh closer to the nucleus using the
scaling properties of wavelets. These methods use functions that are localized, a technique
which allows the development of order n methods. In this formalism the potential entries in
the Hamiltonian matrix decay quite radiply away from the main diagonal while the size of the
matrix is proportional with the total number of grid points leading to quite large eigenproblems.
Eigenvalue problems emerging from the first two discretization classes consist of dense matri-
ces of small-to-moderate size while, within real space methods, one ends up with very large
and sparse matrices. While for most DFT methods only a fraction of the eigenspectrum is
required, the magnitude of such fraction can vary wildly from method to method (even within
the same class). In addition, depending on the choice of basis set, the eigenproblems could be
either standard or generalized. In the latter case the numerical properties of the overlap matrix
strongly depend on the over-completeness of the basis set. In some cases this amounts to deal
with eigenproblems with large condition number.
Due to the dramatically different set of properties of the eigenproblems, each DFT method uses
a distinct strategy in solving for the required eigenpairs. For instance it is quite common that
methods ending up with dense problems and a fraction of the eigenspectrum larger than 1% use
direct eigensolvers. On the opposite many real space methods end up with very sparse and quite
large matrices which are not even generated explicitly. Consequently these methods make use
of iterative eigensolver based on Krylov- or Davidson-like subspace constructions. From the
point of view of software packages for distributed memory architectures, the choice between
direct or iterative eigensolvers leads to the use of traditional parallel libraries like, respectively,
ScaLAPACK [10] or PARPACK [11]. Not satisfied with traditional libraries, some of the newer
implementations ended up developing their own tailored eigensolver (e.g. [12, 13]).
In the following section we will address both direct and iterative eigensolvers, their proper-
ties, general parallel implementation strategies as well as some tailored algorithms. Due to the
vastness of the subject we will not be exhaustive but will use specific algorithmic examples to
illustrate the differences in their computational approach. The careful reader can expect to gain
some general insight on which algorithm is best suited to which DFT implementation.
2 Definitions and tools
Let us first introduce some definitions and terminology which are common among specialists
and will be used in the rest of the chapter. We define three distinct type of eigenproblems. They
are all identified by the equation
Ax = λBx (2)
where A, B ∈ Cn×n are given matrices2 and one seeks the unknown scalars λ ∈ R and
the associated vectors x ∈ Cn. The latter are referred to as, respectively, eigenvalues and
2In this chapter we always use the letter n to indicate the size of the matrices
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eigenvectors and are usually displayed as an eigenpair (λ, x). It is also common practice to
designate the pair (A, B) as an eigenpencil.
In the most general case both A, B are Hermitian symmetric (A† = A, B† = B) and B is
positive or negative definite3. In this case we will refer to Eq. (2) as the generalized Hermitian
eigenvalue problem, GHEVP in brief . If B = I then Eq. (2) reduces to the standard Hermitian
eigenvalue problem (HEVP) Ax = λx. In the particular case where A is also tridiagonal
(aij = 0 j > i+ 1) the eigenproblem is identified as symmetric tridiagonal eigenvalue problem
(STEVP). In the latter case all non-zero entries of the matrix A are real-valued.
It is important that B is a definite matrix for the GHEVP to be well-posed. As we already
mentioned in the Introduction a measure of such property is the condition number. This number
is defined as
κ(B)
.
=
‖B‖2
‖ B−1 ‖2 =
maxi(σi)
minj(σj)
=
|λmax(B)|
|λmin(B)| .
It can be expressed in relation to the singular value decomposition of B = WΣV where W, V
are two unitary matrices and Σ = diag(σ1 . . . σn) is a diagonal matrix holding the singular
values of B. In the case of GHEVP such values corresponds just to the absolute value of the
largest and smallest eigenvalues of B. Consequently a large condition number implies that B
has one or more eigenvalues very close to zero. When this happens some of the eigenvectors
of the GHEVP are close to linearly dependent and B can be hardly inverted or factorized.
Consequently it becomes very difficult to solve the eigenproblem.
Metrics and performance — The general concept of performance can be associated with
several metrics. One could consider the total CPU time to completion as the measure of the per-
formance of an algorithm implementing an algebraic operation. In many cases this is considered
an important performance metric to compare two algorithmic variants of the same operation
tested in exactly the same condition.
Alternatively one could instead decide that the best algorithm is the one performing the least
number of elementary operations. One refers to the number of elementary operations of a
algebraic transformation as its complexity. For example the complexity of a real-valued matrix-
vector product is 2n2−n (nmultiplications and n−1 additions per vector entry). It is customary
to consider only the leading term in n contributing to the complexity. For the matrix-vector
product the complexity would then be indicated asO(n2). The complexity of a matrix operation
is directly correlated with the number of floating point operations (flop) a computer is capable
to handle.
The number of flop is a more fundamental quantity with respect to the complexity of an algo-
rithm and it is at the base of the modern way of judging the efficiency of a numerical com-
putation. This is due to the fact that some elementary operations costs more (in terms of flop
counts) than others. In this chapter, as it is done in current literature, we adopt as definition of
performance the flop count rate which is defined as
PERFORMANCE (Flops) .=
NUMBER OF OPERATIONS
TIME (sec)
.
3It is common practice in numerical linear algebra to represent the hermitian conjugation with the letter H (or
T in the case of real symmetric matrices). Contrary to this habit we use in this chapter the symbol †, commonly
used among physicists.
Methods for the eigenvalue problem D3.5
Since it is important to put in perspective the absolute performance with the computing archi-
tecture used, we also introduce the theoretical peak performance of a machine defined as
THEORETICAL
PEAK PERFORMANCE .= (FREQ.) · (# OF CORES) · # OF ELEM. OPERATIONS
CYCLE
.
With this definition in hand a better measure and a useful tool is the efficiency η of a routine,
defined as its performance over the theoretical peak performance. For example one may choose
an expensive (in terms of flop counts) but efficient algorithmic variant respect to a cheaper but
less efficient one. If the efficiency of the former can compensate for the higher complexity, the
first routine will be faster in terms of CPU time. Clearly this is not the only consideration that
should guide the final user in choosing an algorithm.
Another important metric to consider is the amount of memory necessary to perform a specific
computation. The memory requirements of an algorithm – also known as workspace – is the
amount of main cache memory which is needed to complete the computations of a certain al-
gorithm. For example one may want to choose a more “green” computational approach and
minimize the movement of data between memory and processors4 at the cost of some perfor-
mance. In fact memory has became an expensive commodity both in terms of memory size
available per core and consumption of energy. Moreover some algorithms may require a large
chunk of cache memory reserved for workspace: if a specific architecture have limited memory
per core such algorithms may be bound by the size of the input data they can handle.
Last but not the list we want to mention accuracy among the possible metrics which are used
to analyze the performance of an algorithm implementation. Some algorithms may, in fact,
compromise on accuracy in order to improve the performance. Moreover some algorithms are
intrinsically more stable and accurate than others; a property that can play an important role in
choosing the correct algorithm for a specific application. When dealing with eigensolvers, ac-
curacy of the results is measured by the value of the residual norm and numerical orthogonality
defined, for the HEVP, as
r(λ, x)
.
= max
i
‖ Axi − λxi ‖
‖ A ‖ n ; O(x)
.
= max
i 6=j
‖x†jxi‖
n
.
Here  indicates the relative machine precision. The above definition can be generalized in an
obvious manner to all the other eigenproblems.
Parallelism and scalability — When a program is run on more than one processor, the met-
rics above are not enough to describe the “quality” of an algorithm and its implementation in a
routine. What is lacking are tools addressing the ability of the algorithm to run efficiently in a
parallel fashion. The speed-up of a routine provides a first tool in this direction. Speed-up can
be defined in several ways and we refer to the works of Amdahl and Gustavsson for a theoretical
oriented discussion [14, 15]. For our practical purposes we define below the speed-up for strong
scalability and weak scalability
SPEED-UPstrong = ζs
.
=
tref (n)
tp(n)
; SPEED-UPweak = ζw
.
=
tref (n)
tβp(α(n))
. (3)
In the above equations, tref (n) and tp(n) indicate the execution time measured in seconds for
a reference hardware (e.g. one core) and p processors respectively. Strong scalability measures
4Data movement is by far the most energy expensive process in a computation
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the performance of an algorithm when the number of processors is increased keeping fixed the
size of the data (so the flop count). A perfectly scalable algorithm then should have its execution
halved each time the number of processors in doubled.
Almost every routine contains portions that are intrinsically serial and consequently will never
scale. For this reason a better measure of the effective scalability of an algorithm is its ability to
process larger sets of data (in our case eigenproblems of increasing size) as more processors are
available. Weak scalability parametrizes this property by showing the speed-up an algorithm
achieves when increasing the size of the system and proportionally augmenting the number of
processors. What is kept constant is the flop count per processor. As a consequence the constant
β is a function of α. For example if the complexity of an algorithm is O(n3) every time n is
doubled the number of processor has to be increased by a factor of β = 23.
Similarly to the performance efficiency η, we can introduce the parallel efficiency for both
strong and weak scalability
es
.
=
tref · pref
tp · p ; ew
.
=
tref · pref · αref (n)
tp · p · αp(n)
As for η these definitions help normalizing the scalability of the routine under scrutiny. In other
words perfect scalability corresponds to an horizontal line in correspondence of the dimension-
less value 1.
Two important concepts for codes which run on parallel architectures are the algorithmic block
sizes and the distribution block sizes. In the first case one refers to the sizes mb × nb of the
blocks As,t a matrix A of arbitrary data type is partitioned in
A =
 A0,0 . . . A0,N−1... ...
AM−1,0 . . . AM−1,N−1
 ,
with the exception of boundaries blocks which can be smaller. Similarly the total number of p
processes involved in the computation are logically viewed as a two-dimensional cartesian grid
having distribution block sizes r and c with p = r× c. Each block As,t is is distributed over the
grid in such a way that the process (s, t) owns, in a contiguous manner, the blocks
A =
 Aγ,δ Aγ,δ+c . . .Aγ+r,δ Aγ+r,δ+c . . .
...
...
 ,
where γ ≡ (s+ σr) mod r and δ ≡ (t+ σc) mod c, and σr and σc are arbitrarily chosen
alignment parameters. We will see in later sections how both these concepts are crucial for
high-performance computing.
3 Direct eigensolvers
Eigensolvers are categorized by the choice of approach that goes from the input matrices A and
B, defining the eigenproblem, to the eigenpairs (λ, x) characterizing its solution. For direct
eigensolvers this path goes through the direct diagonalization of the eigenproblem matrices.
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In other words, as part of the solution process, each matrix defining the eigenproblem is al-
gebraically manipulated so as to bring it to diagonal form. In such form its diagonal elements
correspond to the eigenvalues of the problem whose eigevectors can be subsequently computed.
The diagonalization process is usually carried on with a series of transformations which main-
tain the symmetry properties of the matrix and, most importantly, its spectrum. In the case
of Hermitian eigenvalue problems this target is achieved with a series of similarity transfor-
mations which generically modify the values of every matrix entry. In particular if the matrix
A, defining the problem Ax = λx, has a substantial number of zero entries, the transformed
matrix A˜ = SAS† is usually densely populated. Consequently the diagonalization process is
convenient for eigenproblems with matrices that are already dense5 while it is disadvantageous
for sparse matrices. For the latter a method preserving the sparsity structure, and so limiting the
total number of floating point operations to solution, is preferred.
Since direct eigensolvers act on all the entries of the eigenproblem matrices, the number of
elementary operations, which are performed during the diagonalization, is directly proportional
to the size n of the problem. We will see in the next sections that complexity, performance and
memory workspace constraints are the most important parameters guiding the computational
scientist in selecting the appropriate algorithm for its needs.
3.1 The stages of a direct eigensolver and their algorithmic variants
In Sec. 2 we have defined three distinct type of eigenproblems based on the properties of the
matrices associated with them. These eigenproblems can also be seen as a chain of nested
problems – GHEVP → HEVP → STEVP – where each type is connected with the previous
one by a non-singular linear transformation which preserve the spectrum. Such linear transfor-
mation can be seen as the action of a pair of invertible matrices K and M on the eigenpencil
matrices (A,B) → (KAM,KBM). In order to preserve the symmetry of the eigenpencil the
transformation KXM needs to satisfy the additional requirement M = K† which restrict us to
similarity transformations.
In practice the path that goes from a GHEVP to the computation of its complete (or partial) set
of eigenpairs can be schematically divided in six stages. Along the road we will recover the
HEVP and the STEVP and their solutions, so that there is no need to describe these other two
type of problems and their path to solution. Since we are dealing with direct solvers in each
stage we will operate just on the input matrices (A,B) defining the GHEVP.
(i) This stage consists in factoring the B matrix in its Cholesky components B = LL†,
where L is a lower triangular matrix. This factorization is unique and possible only if the
matrix B is positive definite. A measure of positive-definiteness is given by the condition
number κ(B). If this has a very large value it may signal that λmin(B) ≈ 0 making really
hard to numerically compute the factorization. In some DFT methods this condition has
to be verified in advance before attempting the factorization. This stage is referred to as
Cholesky decomposition.
(ii) In the second stage the matrix L is used to perform the first linear transformation bringing
B to diagonal form B → L−1LL†(L†)−1 = I and A→ L−1A(L†)−1 = C. Consequently
the eigenpencil is now reduced to (C, I) corresponding to the standard eigenvalue prob-
lem Cy = λy. While the eigenvalues are preserved by this transformation, the same
5The term dense is commonly used to address matrices having a number of non-zero entries greater than few
percentage points.
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cannot be said by the eigenvectors y, which are related to the original one by y = L†x
and will motivated the last stage. The second stage is known as reduction to standard
form.
(iii) Evidently if one has to solve for just an HEVP the first two stages are redundant and
one can start directly from this stage. At this point one builds a unitary transformation,
parametrized byQ, which acts exclusively (the action on I is trivial) on C → QCQ† = T
where T is a real-valued symmetric tridiagonal matrix. The eigenproblem has now been
reduced to Tz = λz. Like in the previous stage the spectrum is preserved while the
eigenvectors go through another transformation z = Q†y. We will see later that there are
several methods for building the unitary matrix Q. This stage goes under the name of
reduction to tridiagonal form and it is usually the most expensive among all stages.
(iv) This stage is the core of the chain of transformations. While all the stages above are not
data dependent, the solution of the STEVP substantially depends on the distribution of the
eigenvalues and it is particularly sensitive to their clustering6. Several are the algorithmic
choices for this stage. In this chapter we will consider the four most well-known: QR,
Bisection & Inverse Iteration (BXINV), Divide & Conquer (D&C), and Multiple Rela-
tively Robust Representations (MRRR). Each one relies on a different strategy so much
so that the entire six stages eigensolver inherits its name by the tridiagonal solver used in
stage (iv). While this could be common practice it is important to understand that there
are also algorithmic variants for the other stages. Consequently several combinations of
them are not only possible but quite different. Whatever is the tridiagonal solver of choice
the output of this stage are the pairs (λ, z). For this reason stage (iv) is know as solution
of the tridiagonal eigenproblem. It should be noted in passing that the STEVP also ap-
pear as a byproduct of some iterative eigensolvers, most notably the Lanczos method (see
Sec. 4.1).
(v) Once we have the pairs (λ, z), it is just a question of tracing back the eigenvectors
of STEVP to the eigenvectors of HEVP y = Qz with the first of the so called back-
transformation. If one was bound to solve just a standard eigenvalue problem, this would
be the last stage of the chain.
(vi) Similarly to stage (v), this last stage is meant to compute the eigenvectors of the GHEVP
by the second back-transformation x = (L†)−1y leading to the desired output (λ, x).
Despite the level of complexity of the operations in each stage appears rather low, there are
several algorithmic variants for each stage. For example the Cholesky decomposition could
be realized in three main variants called respectively right-looking, left-looking and bordered
algorithms. Each of these algorithms have distinct performance and memory signatures. Since
we cannot cover the fine algorithmic details of all stages we will list, in the following, the most
important algorithmic variants of only stages (iii) and (iv). For more details on the algorithmic
choices for the rest of the stages we refer to the standard book by Golub and Van Loan [16].
Reduction to tridiagonal form — In general the unitary matrix Q computed at this stage is
the composition of a series of projection operators, each one a unitary matrix in itself. The scope
of the projection is to eliminate all the entries of C below and above the first lower and upper
6A cluster is loosely defined as a set of adjacent eigenvalues densely concentrated around one value with a
relative distance substantially smaller than the other neighboring eigenvalues.
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sub-diagonals respectively. The two most well-known methods are Givens and Householder
transformations.
In the Givens method the matrix Q is the composition of a series of elementary rotation ma-
trices Gpq having the only non-zero entries gqq = gpp = cos(φ); gii = 1 for i 6= p, q,
and gpq = − g¯qp = ρ sin(φ) with ρ ∈ C, φ ∈ R. By construction Gpq is unitary and its
action C(1) = Gpq C G†pq can be chosen so as to zero out elements of C with a specific index r,
c
(1)
qr = c
(1)
rq = 0 (the subscript (k) indicates how many elementary transformations were operated
on C). For example one can zero out all elements c1,q ∀ q with a sequence of transformations
(p, q) = (2, 3), (2, 4), . . . (2, n). The resulting matrix C(n−2) = G2n . . . G2,3 C G
†
23 . . . G
†
2n has
all elements of the first row and column equal to zero apart from c(n−2)1,1 , c
(n−2)
1,2 , c
(n−2)
2,1 . Pro-
ceeding in the same way one can eliminate all other entries until all is left is just a tridiagonal
matrix. Each Givens transformation C(k) → C(k+1) requires 4(n − r) multiplications and for
each index r there are (n− r) of them. Summing over all values of r = 1, . . . , n−2 makes the
complexity of the entire reduction to tridiagonal form
∑
r 4(n− r)2 ≈ 43n3. This method is par-
ticularly suitable for dense matrices which have some definite structure for the non-zero entries:
by avoiding to act on the null elements the Givens method can avoid redundant computations.
The more commonly used Householder method builds Q out of elementary matrices
Gk = I − βuku†k
which are both hermitian and unitary. The vector uk and constant β are chosen in such way to
zero out all the entries of the k column of the matrix GkC(k) with row indices bigger than k+ 1.
By acting on the left with the inverse of Gk (which is the same as the Gk) one eliminates also
all entries of the k row with column index bigger than k + 1. The result is similar to the chain
of Givens rotations described above apart from the fact that an Householder transformation
achieves this result in a more economical way. In fact the matrix Gk is never used explicitly
and only rank two updates are used instead (see Golub Van Loan for details). Because of this
property each elementary transformation C(k) → C(k+1) = GkC(k)Gk requires only 2(n− k)2
operations for a total of
∑
k 2(n− r)2 ≈ 23n3
A third alternative for the reduction to tridiagonal form was developed relatively recently by
Bischof et Al. [17] and goes by the name of two-step successive band reduction (SBR). The
basic strategy is to first reduce the dense matrix of the HEVP to a banded form leveraging level
3 BLAS operations (see Sec. 3.2 for a definition of BLAS) and only subsequently reduce the
banded matrix to tridiagonal form. Since only the second step uses less performant level 2
and 1 BLAS routines, SBR shows better performance with respect to the classic Householder
method. On the downside SBR needs a total of 4
3
n3 operations for the reduction and 2n3 for
the accumulation of the matrix Q on the fly. This implies that SBR is a very convenient method
when one is interested in only the eigenvalues, since they don’t need the accumulation of the
similarity matrix Q, while it may be penalizing if also the eigenvectors are required.
Tridiagonal eigensolver — Four are the main algorithms that are used to solve for the tridi-
agonal problem. They are distinguished by the solving strategy, the memory requirements,
complexity and the ability to solve for just a subset of the spectrum. In the following we pro-
vide a short description and indicate which are the most suitable for DFT computations.
QR uses a series of similarity transformations, preserving the tridiagonal structure of T , which
turn progressively off the sub-diagonal elements. The algorithm achieves this target by a so
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called bulge-chasing procedure which includes implicit shifts and deflation techniques. The to-
tal complexity of the algorithm isO(sn3), where s indicates the median number of bulge chases
per eigenvalue. The QR algorithm cannot be used to solve for subset of the eigenspectrum and
so it is not particularly suitable for DFT computations.
BXINV is the first of the two algorithms which is capable of solving for a subset of the eigen-
pairs. The algorithm uses Sturm sequences (bisection algorithm) with a total of O(kn) oper-
ations for k eigenvalues. If such eigenvalues are well separated then BXINV requires another
O(kn) to compute the relative eigenvectors (inverse iteration method). In the case the eigenval-
ues are grouped in tight clusters the complexity can grow up toO(n3). The grow in complexity
is motivated by the need of re-orthogonalize eigenvectors since numerical orthogonality is not
automatically guaranteed for clustered eigenvalues. This algorithm is probably the one cur-
rently most used for DFT computations involving dense eigenproblems. As we will see later
BXINV is by far outperformed by its close cousin MRRR which should be preferred to it.
D&C strategy is rather well described by its name. This algorithm decomposes T in a hierar-
chical tree of smaller submatrices and rank-one updates. At the bottom of the tree each child
submatrix is solved using a secular equation and the process is repeated going from child to
father until the tree is complete. D&C cannot compute subset of the eigenspectrum and its
complexity is O(n3). The complexity can often be reduced substantially by a deflation process
when certain entries in the eigenvectors of the submatrices are small enough. Despite being
not optimal for DFT computations, D&C can be quite performant so as to be used in DFT
computations provided one discards, in the end, the part of the spectrum not required.
MRRR is the second of the algorithms capable of computing for a subset of the spectrum. This
algorithm is a sophisticated variation of BXINV which avoids altogether the re-orthogonalization
of the eigenvectors. Consequently MRRR complexity is approximately reduced to O(n2). In
practice the overall complexity depends on the clustering of the eigenvalues. Due to its low
complexity and the ability to solve for a portion of the eigenspectrum without the need for
costly orthogonalizations, this is the most indicated algorithm for DFT computations and should
almost always be preferred to BXINV.
3.2 Libraries, performance and parallelism
Since numerical linear algebra deals with vectors and matrices the most common and important
operations are included in specialized and optimized libraries. Among the most well-known are
the Basic Linear Algebra Sub-routines (BLAS) and the Linear Algebra PACKage (LAPACK).
One of the most important practice that can improve the performance of an algorithm-derived
routine is the correct use of the kernels already present in these standard libraries.
BLAS and LAPACK — The main motivations behind the Basic Linear Algebra Subroutines
were modularity, efficiency, and portability through standardization [18]. The BLAS library
consists of three levels, corresponding to routines for vector-vector, matrix-vector and matrix-
matrix operations [19, 20]. From a mathematical perspective, it might appear that this struc-
ture introduces unnecessary duplication: For instance, a matrix-matrix multiplication (a level 3
routine) can be expressed in terms of matrix-vector products (level 2), which in turn can be ex-
pressed in terms of inner products (level 1). The layered structure is motivated by the increased
efficiency of level 2 and 3 routines on architectures with a hierarchical memory. In fact BLAS
1, 2, and 3 are capable respectively of 1/2, 2 and n/2 operation counts per number of memory
accesses, giving the higher-level routines a better opportunity to amortize the costly memory
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accesses with calculations. With respect to the full potential of a processor, the efficiency of
BLAS 1, 2, and 3 routines is roughly 5%, 20% and 90+%, respectively. Moreover, the scalabil-
ity of BLAS 1 and 2 kernels is rather limited, while that of BLAS 3 is typically close to perfect.
In practice, this means that level 3 routines attain the best performance and should be preferred
whenever possible. In other words BLAS succeeded in providing a portability layer between
the computing architecture and both numerical libraries and simulation codes.
In addition to the reference library,7 nowadays many implementations of BLAS exist, including
hand-tuned [21, 22], automatically-tuned [23], and versions developed by processors manu-
facturers (Intel-MKL, IBM-ESSL, AMD-CML). More importantly BLAS kernels are heavily
used in most of standard libraries (e.g. LAPACK, ScaLAPACK, etc.) implementing the linear
algebra operations we have described in the six stages of the GHEVP.
The LAPACK library in its modern form already includes BLAS kernels and add, on top of that,
many other routines covering almost the entire spectrum of standard linear algebra operations.
For example we can find in it routines to solve triangular linear systems as well as Cholesky
decomposition used respectively in stage (vi) and stage (i) of the GHEVP. This library was
built in the ’90s on top of other library packages developed 20 years earlier like EISPACK.
In LAPACK one important section is devoted to the solution of the Symmetric Eigenvalue
Problem (which includes also the complex case). Routines for the solution of all three type of
eigenproblems are included allowing for several choices depending, for example, on the number
of eigenpairs required as well as the storing of the matrices in memory.
Tridiagonal eigensolvers on a single core — We now illustrate how some of the tools of
Section 2 can be used to analyze the performance of the tridiagonal eigensolvers described in
the previous subsection. Results illustrated below were conducted on a single processor using
the LAPACK eigensolver implementations. Since we deal with a specific library, we refer to
each eigensolver interchangeably by its acronym or the name of its relative routine as outlined
in Table 1.
Table 1: LAPACK tridiagonal eigensolvers
Algorithm Routine Workspace Eigenpairs subsets
QR STEV Real: 2n− 2 No
BXINV STEVX Real: 8n Yes
D&C STEVD Real: 1 + 4n+ n2 No
MRRR STEVR Real: 18n Yes
Experimental tests using both artificial and practical matrices show without any doubt that
STEVR and STEVD are typically much faster than STEV and STEVX [24]. On average MRRR is
the fastest among the four algorithms with some exceptions in special cases. These conclusions
are supported by an experimental measure of the “effective” complexity of each algorithm. By
comparing the CPU time to completion and counting the total number of operations performed,
it is possible to infer an experimental complexity value based on the assumption that the perfor-
mance of each solver does not change with the size of the problem examined.
By testing on a large set of matrices it results that the effective complexity of STEV is O(n2.9),
very similar to the one for STEVX. For STEVR the effective complexity is O(n2.2), a sligtly
7Available at http://www.netlib.org/blas/.
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higher value than the theoretical one. STEVD instead registers a lower value, O(n2.8), respect
to the theoretical one. So from the operation count point of view the higher performance of
MRRR is quite justified.
The results for QR and BXINV are in line with the fact that neither the bulge chasing part of
QR nor the bisection and inverse iteration of BXINV use any routine from the levels 2 or 3 of
BLAS. The interesting piece of data is that, while MRRR execute many less operations than
the other algorithms, it does so at a higher cost. In other words the number of divisions STEVR
performs is always a significant fraction of the total number of operations. Since divisions
cost up to 4 times more than multiplications, the measured performance is lower than expected
resulting in a higher effective complexity. STEVD experiences the opposite outcome due to the
combined effect of using BLAS 3 to update the eigenvector matrix, together with the mechanism
of deflation. If there is a lot of deflation STEVD performs many fewer scalar operations (slow),
while if there is little deflation most of the flops are performed by calls to level 3 BLAS (fast).
Overall STEVD experience a speed-up respect to its theoretical complexity.
The above example illustrate how performance for an algorithm depends on several factors
including complexity, block operations8, efficiency of specialized kernels, etc. To conclude let
me also remind that the performance depends also on the hierarchy of the cache memories of the
computing architecture. For example STEVD may well be the fastest routine for a specific class
of eigenproblems (e.g Wilkinson matrices) but the same routine uses up toO(n2) workspace so
that on some specialized machines such routine may not be used for large problems anymore.
In the latter case the lower workspace (O(n)) favor STEVR the optimal algorithm of choice.
ScaLAPACK, ELPA and Elemental — Where LAPACK is the most well-known library for
dense numerical linear algebra single processor routines9, ScaLAPACK is probably the most
renown library for heterogeneous computing platforms. It is a adaptation of most LAPACK
routines to distributed memory architectures using the Message Passing Interface (MPI) proto-
col. It requires PBLAS, the parallel version of BLAS, which is currently included in the library.
A specific section of this library is devoted to the solution of dense eigenproblems. ScaLA-
PACK was also the first library using block cyclic data distribution for dense matrices together
with block-partitioned algorithms. This was an important design feature introducing a tension
between having block sizes that are large enough for local BLAS efficiency yet small enough to
avoid inefficiency due to load-imbalance. In ScaLAPACK this tension is intrinsically included
in the design by linking the distribution block sizes to the algorithmic block sizes. The library
is written in Fortran and it is structured in low-level modular routines which follow the same
pattern of the LAPACK ones.
As can be seen from table 2 ScaLAPACK includes only one routine for GHEVP which uses
BXINV for the tridiagonal solver while all four algorithms are represented for the HEVP. This
is actually not a limitation of ScaLAPACK since one can combine routines for the other stages
other than (iv) and build one’s own GHEVP solver. For example it was noted in [25] that
one should always use the PZHENTRD for the reduction to tridiagonal form (for a square grid
of processes) instead of PZHETRD: the former, which is designed for a rectangular grid of
processes, is so much less performant than it is always convenient to use less cores arranged on
a square grid.
The are modern alternatives to ScaLAPACK routines for dense eigensolvers. In particular in re-
8conceptually similar to algorithmic block size used in parallel libraries
9Recently some LAPACK libraries like MKL provide also multi-threaded functionalities
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Table 2: ScaLAPACK eigensolvers routines
Algorithm Routine (Complex) Routine (Real) Eigenproblem type
BXINV PZHEGVX PDSYGVX GHEVP
QR PZHEEV PDSYEVX HEVP
BXINV PZHEEV PDSYEV HEVP
D&C PZHEEVD PDSYEVD HEVP
MRRR PZHEEVR PDSYEVR HEVP
D&C – PDSTEVD STEVP
MRRR – PDSTEVR STEVP
BXINV – PDSTEBZ STEVP eigenvalues only
BXINV PZSTEIN PDSTEIN STEVP eigenvectors only
cent years there has been quite a large interest in exploring new framework for parallel libraries
for large dense eigenproblems. Among the several attempts in this direction the two most re-
cent and performant are ELPA and Elemental. While ELPA is a set of routines specifically
designed for eigenvalue problems, Elemental is a new complete framework for dense linear
algebra operations which also include a driver for dense eigenproblems.
ELPA is a set of Fortran subroutines (modules) which can be compiled with an application of
choice or as separate library which can also be linked to from C, or C++ code [26]. ELPA is
based on the ScaLAPACK framework and cannot be used independently from it. From this
point of view the ELPA library builds on top of ScaLAPACK and it is not, strictly speaking, an
alternative to it. As such, necessary prerequisite libraries for ELPA include BLAS, LAPACK,
Basic linear algebra communication subroutines (BLACS), and obviously ScaLAPACK. ELPA
is an MPI only implementation; there are no hybrid parallelization (MPI/OpenMP) available.
Consequently the ELPA library works both on a single-node, shared memory environment, as
well as on large clusters of distributed memory nodes.
The library provides modular routines for two different approaches to solve large eigenvalue
problems: the ELPA 1 STAGE modules, including the routine solve evp real , focus on reduc-
ing communication overheads and maximizing cache performance for existing standard ScaLA-
PACK routines (PDSYEVR). ELPA 2 STAGE routines such as solve evp real 2stage add extra
steps into the traditional three-step HEVP approach outlined in the previous section. An inter-
mediate banded representation of the matrix is formed during the reduction to tridiagonal form
using a variant of the SBR algorithm. Likewise an intermediate banded form is generated during
the back transformation stage of the calculation. The 2 Stage routines provide the real novelty
of the ELPA library. Both ELPA solvers can be directed to calculate a subset of eigenpairs if
preferred by the user.
Elemental is a modern framework for distributed memory dense linear algebra [27] which is de-
signed to overcome the possible problem deriving from linking the algorithmic block size to the
distribution block sizes. Elemental restricts the algorithmic block sizes to mb = nb = 1. The
core of the library is the two-dimensional cyclic element-wise (“elemental” or “torus-wrap”)
matrix distribution. This approach is based on the observation [21] that the optimal algorithmic
block size should be related to the square root of the size of the L2 cache memory. The Elemen-
tal approach for the distribution grid avoid linking the distribution with the algorithmic block
sizes and so eliminates the issue between load balancing and filling the L2 cache. For a given
D3.14 Edoardo Di Napoli
number p > 1 of processors there are several possible choices for r and c forming different
grid shapes (r, c) .= r × c. Since the grid shape can have a significant impact on the overall
performance, careful experiments should be undertaken in order to determine the best choice
of (r, c). Elemental parallel eigensolver is based on a parallelized version of MRRR [28, 25],
namely EleMRRR.
Scalability and efficiency of parallel libraries — Implementing a scalable eigensolver im-
plies that all the stages, even the less expensive ones, should have the same degree of scalability.
We will briefly illustrate how scalability depends on many factors and may vary as a function
of the size of the problem as well as the number of cores utilized. In the following we will
show some example of scalability for ScaLAPACK and Elemental. The numerical results and
the plots are extracted from the paper [25] by generous concession of the authors.
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Fig. 1: Strong scalability for the computation of all eigenpairs with matrices of size 20,000.
Red and green lines corresponds to ScaLAPACK eigensolvers based on the tridiagonal D&C
and MRRR. The blue line corresponds to the parallel MRRR-based eigensolver implemented in
Elemental. (By courtesy of Petschow and Bientinesi)
The strong scaling plots shows that there is not much difference between the three parallel
eigensolvers up to 512 cores. At that point ScaLAPACK solvers performance degrades dra-
matically due to the MPI communication design decision: while the elemental distribution of
Elemental does not force an algorithmic block, ScaLAPACK blocked communication hamper
the scalability of the algorithm implementation over a certain number of cores. This is more
evident by looking at the parallel efficiency which degrades quite dramatically for ScaLAPACK
solvers above 512 cores, where the reference point is chosen to be 64 cores. Observe the perfect
efficiency of PZHEEVD and PZHEEVR for 16 nodes (equivalent to 128 cores) due to the use of
the very efficient ScaLAPACK PZHENTRD routine. The plots for weak scalability shows how
Elemental scales much better for larger size eigenproblems than either ScaLAPACK D&C and
MRRR. This result implies an almost perfect parallel efficiency and, consequently the possibil-
ity to solve increasingly bigger eigenproblems in a still reasonable amount of time.
The superior performance of the Elemental eigensolver (EleMRRR) is due to two main factors:
1) the elemental distribution strategy among processes favor a more fine coarse communication
pattern which is close to optimal and 2) the tridiagonal eigensolver has been parallelized using a
dynamic allocation of the load among all processes. The latter characteristic allows EleMRRR
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Fig. 2: Weak scalability for the computation of all eigenpairs with matrices of increasing size.
Red and green lines corresponds to ScaLAPACK eigensolvers based on the tridiagonal D&C
and MRRR. The blue line corresponds to the parallel MRRR-based eigensolver implemented in
Elemental. (By courtesy of Petschow and Bientinesi)
to scale also when using thousands of cores. The same cannot be said for ScaLAPACK D&C
tridiagonal stage: the fraction of time spent on this stage by the eigensolver goes from 4.5% on
64 cores to 41% on 2048 cores determining its drop in performance.
It is important to point out that both ELPA and EleMRRR are quite recent additions and are
still not used by the majority of DFT codes dealing with dense eigenvalue problems. On the
opposite the use of the more established ScaLAPCK is almost ubiquitous. This seem quite
in contradiction with the desire to simulate physical systems with a higher number of atoms,
which in turn needs a more efficient and scalable eigensolver. The main reason behind the lack
of change is to be found in the need of a profound change for the data distribution pattern. From
this point of view ELPA requires much less man-programming hours than Elemental. Despite
this increased handicap, future DFT codes, which want to efficiently run on massive parallel
architectures, will inevitably have to step up and face the initial investment.
4 Iterative eigensolvers
As mentioned at the beginning of section 3, for a sparse eigenproblem it is advisable to use an
eigensolver which preserves the structure of the sparsely populated matrices which define it. It
is important to notice that a matrix is defined as sparse when the number of non-zero entries
(nnz) is less than a few percentage points of n2. This is particularly important because these
matrices are usually stored in memory in sparse format: only non-zero entries and their indices
are specified. Consequently saving in memory only the nnz data frees up quite a bit of memory.
Iterative methods do not attempt to directly diagonalize the matrix but instead strive at deter-
mining the eigenspace (or a subspace of the eigenspace) of the problem. This result is attained
by repeadetly multiplying one (many) trial vector(s) with the matrix defining the HEVP10 and
in some way aligning it to the dominant eigenvector (eigenspace). This idea is at the base of
the so-called power method and provides the basic principle on top of which all other iterative
methods are built.
10The GHEVP is usually treated by reducing it to standard form even if there are several possible alternatives.
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The power method relies on the basic concept that any random vector v can be decomposed as
a linear combination v =
∑
j γjxj of the eigenvectors basis set {x1, . . . , xn} with |λ1| > |λ2| >
|λ3| > . . .. The repeated multiplication of A on v from the left results in
Av =
∑
j
λjγjxj =⇒ v(k) = Akv =
∑
j
λkjγjxj = λ
k
1
[
x1 +
∑
j≥2
(
λj
λ1
)k
γjxj
]
.
For large enough k the eigenvector with largest eigenvalue dominates over the others and v(k)
converge to x1 at the rate with which all the coefficients
∣∣∣λjλ1 ∣∣∣k become negligible.
Since iterative methods are all roughly based on the power method, their effectiveness is grounded
in multiple repetitions of matrix-vector multiplications. As such, iterative methods work on the
vectors and not on the matrix, thus maintaining intact its sparse structure. While preserving the
matrix sparse structure, efficient matrix-vector multiplications cannot rely on BLAS and need
to be optimized for the specific problem or class of problems. This characteristic makes very
difficult to know a priori the complexity of an iterative eigensolver. This is the more so since
one does not know in advance when a trial vector would converge to an eigenvector.
In theory, there is nothing that prevents iterative methods to be used on dense matrices. In fact if
the dense matrix is not too large and the desired fraction of the spectrum is very small (< 1%),
it is common belief that iterative methods could still be competitive, performance-wise, with
direct ones. As long as the number s of matrix-vector multiplications required for convergence
of the residuals is less than the inverse of the fraction of spectrum desired f , the iterative solver
complexityO(s ∗ f ∗n2) . O(n3). In other words the iterative solver is no more complex than
a direct one. We will see that this fact can be exploited in the case of some tailored eigensolvers,
an example of which is described in Sec. 5.
Another issue to address with iterative solvers is the marked distinction between solving for the
GHEVP and the HEVP. This difference has its source in the lack of a clear path which takes the
GHEVP and transforms it to an HEVP. In general one would like to preserve the structure of the
matrix B and so avoid expensive factorizations which would inevitably lead to a dense factor L
and spoil the sparsity of the problem. Avoiding factorizations depends very much on how well-
conditioned is the B matrix. If the condition number is low one could “invert” B and solve for
B−1Ax = λx. On the contrary if κ(B) is quite large, factorizations are unavoidable and the first
two stages of the direct method are used to reduce the problem to standard form. In these cases
it is customary to rely on incomplete factorization which limit the density of L and may still
produce good enough solutions. The rest of this section will not enter in the merit of describing
how to solve GHEVP and exclusively deal with solving HEVP with iterative eigensolvers.
The large class of iterative eigensolvers can be divided in 3 major groups. Subspace iteration
based methods, Krylov-based methods, Davidson-based methods.
4.1 Three classes of iterative methods
Subspace iteration methods — Subspace iteration is just a generalization of the power
method. Instead of iterating the multiplication of A with v (v(i) = Av(i−1)) one can iterate
on a space of dimension larger than one V ∈ Cn×k. Iterating on such initial space would, in
general, lead to a dominant k-dimensional subspace U associated with the first k eigenvalues
|λ1| ≥ · · · ≥ |λk|. The global convergence ratio now clearly depends on the magnitude of the
largest among the coefficients required to be negligible
∣∣∣λk+1λk ∣∣∣.
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In practice, if one use subspace iteration in its purest form V (i) = AV (i−1), each single v(i)j ∈
V (i) becomes mostly aligned with the eigenvector corresponding to λmax. After a sufficient
number of iterations the subspace could become rank-deficient leading to multiple copies of the
same eigenvectors. In order to avoid this undesirable effect, subspace iteration is usually used
in combination with a shift A − σI . The dominant eigenvector of the shifted matrix would be
the one corresponding to the eigenvalue closer to σ. By using a different shift at each iteration
distinct eigenspaces can be enhanced at each iteration
V (i) = (A− σiI) · · · (A− σ1I)V
To work properly this method assumes the a priori knowledge of shifts {σ1, . . . , σk} close
enough to the true eigenvalues. Such knowledge is not often available but can be inferred
by evaluating the Ritz values after a certain number of non-shifted iterations.
The procedure described above is equivalent to using for a single iteration a polynomial p(t) =
(t− σi) · · · (t− σ1) having zeros close to the k dominant eigenvalues. In addition to generalize
the subspace iteration to polynomials one can orthonormalize the resulting vectors using the
Gram-Schmidt procedure
p(A)V (i−1) = [p(A)v(i−1)1 , . . . , p(A)v
(i−1)
k ] −→ [q(i)1 , . . . , q(i)k ] = Q(i) with (Q(i))†Q(i) = I.
The convergence to the solutions of the iterates can be tricky. In general computing the error
(as the distance between successive vectors) may not guarantee that when the error is small we
reached convergence. A better criterion is to check the residuals for the approximated eigenvec-
tors and declare the eigenpairs converged when residuals are below the required tolerance. In
general one measure the rate of convergence of the process by looking at the difference between
the residuals across two iterations. If this difference decrease linearly one refers to it as linear
convergence. It is a known results of numerical linear algebra that subspace iteration can at best
converge linearly.
Krylov subspace methods — Krylov-based methods refer to a specifically constructed se-
quence of subspaces approximating an invariant subspace of the entire spectrum. The relative
space is called Krylov and is indicated by Kk(A, v). The ingenuity of the Krylov method is
in building a sequence of subspaces of increasing dimensionality (as opposed to the fixed di-
mensionality of subspace iteration). In practice the subspace is characterized directly by an
orthonormal space which is the by-product of the construction.
One start with a normalized vector u = u1 ≡ K1(A, u) and compute u2 as
u2h2,1 = Au1 − h1,1u1 ; K2(A, u) = span{u1, u2}
where h1,1 is chosen so as to make u1 orthogonal to u2, and h2,1 is just a scale factor. The whole
process is then repeated j times to find Kj(A, u) = span{u1, . . . , uj}. At the j + 1 step, one
first checks if Auj ∈ span{u1, . . . , uj}. If this is the case, the coefficent hi,j should be chosen
such that Auj =
∑j
i=1 uihi,j . In this way hj+1,j = 0 and uj+1 is indeterminate. At this point
the Krylov process terminates and the resulting subspace is invariant.
In general the k-step of the Krylov process can be represented in matricial form as
AUk = UkHk+1,k
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where the matrix Uk collects all the u vectors, and Hk+1,k is a matrix accumulating all hi,j . If
one defines the upper Hessenberg matrix deleting the bottom row of Hk+1,k then the process is
better described by
AUk = UkHk + uk+1hk+1,ke
T
k .
Whenever hk+1,k = 0 then A = UHU−1 which clearly shows that the matrix H corresponds to
the eigenproblem A reduced to the invariant subspace Kk(A, u). Even when the Krylov process
is only partially completed it produces a quasi-similarity transformation.
Thus even if hk+1,k is not equal to zero, the Krylov process leads to a subspace which con-
tains good approximants to the eigenvectors of some of the peripheral eigenvalues of A. This
property constitutes the basis of the the so-called Arnoldi method of implicit restarts. It has
been successfully implemented by Sorensen et Al. in the package ARPACK [11]. The aim of
the Arnoldi procedure is to keep m  k vectors of the Krylov subspace which are rich in the
components of the good approximants to the eigenvectors, discard the rest and start the Krylov
process again from these m vectors. This is achieved through a GR process whose details are
not important for the purpose of this chapter. We remit the reader to the vast literature on the
subject [29].
Algorithm 1 Symmetric Lanczos algorithm with re-orthogonalization
Require: Matrix A of the HEVP and initial vector u
Ensure: NEV wanted eigenpairs (λ, x) .
1: u1 ← u/‖u‖
2: U1 ← [u1]
3: for j = 1, 2, 3, . . . → NEV (λ, x) do
4: uj+1 ← Auj
5: αj ← u†juj+1
6: uj+1 ← uj+1 − αjuj
7: if j > 1 then
8: uj+1 ← uj+1 − βj−1uj−1
9: end if
10: δ1:j ← U †j uj+1
11: uj+1 ← uj+1 − Ujδ1:j . RE-ORTHOGONALIZATION
12: αj ← αj + δj
13: βj ← ‖uj+1‖
14: if βj = 0 then
15: Flag span{u1, . . . , uj} is invariant
16: Exit
17: end if
18: uj+1 ← uj+1/βj
19: Uj+1 ← [Uj uj+1]
20: end for
Since the Krylov process preserves the symmetry of the matrix A, in the case of the Hermitian
(or symmetric) eigenvalue problem the matrix Hk is actually tridiagonal. The net result is that
the whole process of building H is actually reduced to a 3-term recurrence relation
uj+1βj+1 = Auj − αuj − βj−1uj−1
In this case the Krylov-Arnoldi process is called Lanczos process (see Alg. 1)
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The Krylov process is an instance of the the Gram-Schmidt method and as such is vulnerable
to roundoff errors. Over the course of several steps executed in floating point arithmetic, the
orthogonality of the vectors steadily deteriorate. The standard remedy, as suggested by Kahan
in an unpublished work, is to orthogonalize twice. This practice has also been confirmed by
numerical analysis [30]. Thus the safest way to preserve orthogonality is to save all the vectors
and orthogonalize against them.
By re-orthogonalizing, the Lanczos process looks very similar to the Arnoldi, so one may won-
der why bothering with the 3-term recurrence relation. The simple answer is that the Lanczos
process has the advantage of preserving the structure of the matrix H leaving it symmetric like
the original A. Then the restart can be performed through a symmetric QR algorithm which
also keep the structure intact and has a lower complexity than the full GR.
Davidson methods — The original Davidson method was devised by the homonymous au-
thor to compute the lowest energy levels and corresponding wave functions for eigenvalues
problems arising in quantum chemistry. Davidson algorithm builds a subspace of increasing
dimensionality by adding a new vector at each step in a way similar to the Lanczos algorithm.
The main difference lies in the choice of vector: instead of being extracted by Auk−1 the addi-
tional vector is obtained with a correction equation for the residual rk−1 = (Auk−1− λˆk−1uk−1)
sometimes also referred as diagonal preconditioning step.
Several are the variants of the Davidson method, some of which are also implemented in a
block version. All these can be classified in two major groups: Generalized Davidson (GD) and
Jacobi-Davidson (JD) methods. In its original and simplest form the algorithm would look only
for the largest or smallest eigenpair. In Alg. 2 we present a rather simple formulation which
shows the major differences with Lanczos are in lines 5 and 12. The simplest Davidson method
Algorithm 2 Davidson algorithm
Require: Matrix A of the HEVP and initial vector u
Ensure: largest eigenpair (λmax, x) .
1: u1 ← u/‖u‖
2: U1 ← [u1]
3: for j = 1, 2, 3, . . . → NEV (λ, x) do
4: Hj ← U †jAUj . RAYLEIGH-RITZ QUOTIENT
5: Compute largest eigenpair (λˆj, yˆj) of Hj
6: Compute Ritz vector xj ← Ujyj
7: Compute the residual rj ← (λˆjI − A)xj
8: if rj < TOL then
9: (λmax, x)← (λˆj, yˆj)
10: Exit
11: end if
12: Correction equation tj+1 ← (λˆjI −D)−1rj
13: δ1:j ← U †j tj+1
14: tj+1 ← tj+1 − Ujδ1:j . ORTHOGONALIZATION
15: tj+1 ← tj+1/‖tj+1‖
16: Uj+1 ← [Uj tj+1]
17: end for
does not rely on any kind of restart but keeps building a subspace and then constructing the
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Rayleigh-Ritz quotient out of which it extracts an approximant to the largest eigenpair. The
subspace is incremented by solving a “preconditioned” linear system associated with the HEVP
where the known term is the residual of the approximant and D is the main diagonal of A.
Davidson method can be straightforwardly generalized to a block implementation where the
Uj is incremented with a block of vectors and a block of eigenpairs is sought after. The block
adaptation is particularly relevant when the resulting code are ported over parallel computing
architectures. What is not obvious is how to generalize the correction equation on line 12.
In general this equation can be written as Cj+1tj+1 = −rj and solved with a low level of
accuracy. The operator Cj+1 can be as simple as (A− λˆjI) or as complicated as (I−xjx†j)(A−
λˆjI)(I − xjx†j). The latter choice is at the base of the JD method: by solving the correction
equation orthogonally to the Ritz vector xj , JD avoids the well-known effect of stagnation. In
addition to an improved correction equation a preconditioner can be used. In the case of JD
the inverse of such preconditioner needs to be inverted orthogonally to xj . Additionally the
Davidson methods could be restarted for efficient use of the memory and better convergence of
the subspace approximants.
It is worth to mention an algorithm which does not quite fit the above grouping: the Locally Op-
timal Block Preconditioned Conjugate Gradient method (LOBPCG). Similar to a block version
of GD the LOBPCG can deal directly with GHEVP. Developed in 2001 by Knyazev [31, 32],
this algorithm uses a locally optimized version of a three-term recurrence relation for the pre-
conditioned conjugate gradient method. In practice the Rayleigh-Ritz method is used for the
eigenpencil on a trial subspace generated by the current guess for the Ritz vector, the precon-
ditioned residual, and a third Ritz vector built by maximizing the Rayleigh quotient. Knyazev
implemented a block version of the algorithm where the three-term relation is generalized for a
block of vectors. LOBPCG can deal directly with GHEVP only if B is well-conditioned. When
κ(B) has a large value the performance of the algorithm deteriorates quite rapidly and reduction
to standard form is more stable [33].
4.2 Libraries
ARPACK and PARPACK — The first and foremost best known library of iterative eigen-
solver is the Arnoldi Restarted Package (ARPACK). This library is based upon an algorith-
mic variant of the Implicit Restarted Arnoldi Method (IRAM) which reduces to the Implicit
Restarted Lanczos Method (IRLM) for Hermitian or symmetric eigenproblems. Both variants
are just instances of the general Implicitly Shifted QR technique applied to the the Krylov-
Arnoldi process. ARPACK is conceived to solve for large scale symmetric, or non-symmetric
eigenvalue problems. The software is designed for sparse and structured matrices such that the
matrix-vector product Au would involve only O(n) operations instead of the standard O(n2).
The collection of subroutines making up the library are written in Fortran77. For many standard
problems, there is no need for an explicit matrix factorization. Only the action of the matrix A
on a vector is required. The software is aimed at computing a small fraction of the total number
of eigenvalues with either largest real part or largest magnitude. Storage requirements are on
the order of n × s with s being the number of required eigenpairs. No extra auxiliary storage
is required. A set of Schur basis vectors for the desired s-dimensional eigenspace is computed
which is numerically orthogonal to working precision. Numerically accurate eigenvectors can
be computed on request.
The PARPACK software package realizes the parallelization of the ARPACK library for dis-
tributed memory architectures. It has been designed so as to provide the user with a Single Pro-
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gram Multiple Data (SPMD) template. The reverse communication interface, which is the most
important design feature of ARPACK, has motivated the parallelization strategy. The interface
enables PARPACK to be internally parallelized by avoiding to impose predetermined parallel
decompositions on A and on the user-provided matrix-vector product. The call to PARPACK
preserve the same structure as ARPACK, the only difference consisting in the inclusion of the
Basic Linear Algebra Communication Subprograms context. The net result is outlined in 3
main steps: 1) replicating Hj on every processor, 2) distributing (blocked by rows) Uj on a
1-dimensional processor grid, 3) distributing the workspace accordingly. The greater part of the
communication takes place during the Gram-Schmidt orthogonalization and possibly in the user
supplied matrix-vector multiplication. Clearly the intrinsic serial nature of the algorithm does
not lend itself to parallelization on massive number of processors when the parallel efficiency
degrades substantially.
SLEPc — The Scalable Library for Eigenvalue Problem Computations (SLEPc) [34], is a
software library for the solution of large sparse eigenproblems on parallel computing architec-
tures. The majority of SLEPc routines are intended to be used for the solution of both general-
ized and standard eigenvalue problems in their linear or non-linear version. SLEPc provides a
large set of different methods and focus on the choice of the most appropriate one in relation to
the application which generated it. Most of the methods offered by the library are indeed sub-
space methods. The default eigensolver is a slight modification of the classic Krylov process
named Krylov-Schur method [35, 36]. The library also offers routines implementing JD and
Conjugate Gradient methods as well as an interface to several external packages like ARPACK,
BLZPACK, TRLAN, BLOPEX, and PRIMME. The library does not limit itself to the solution
of Hermitian problems but it extends also to non-symmetric and more general complex-valued
eigenproblems. Among its other functionalities, it provides routines for Singular Value Decom-
positions and tools of spectral transformations such as shift and invert, etc..
SLEPc is built on top of the Portable Extensible Toolkit for Scientific Computation (PETSc) [37].
As an extension to PETSc toolkit, SLEPc inherits a variety of tuned data structures, multivector
operations, matrix-vector and preconditioning operators, but it cannot run as stand-alone with
applications that do not use PETSc. This means that PETSc must be previously installed in
order to use SLEPc. This library enforces the same programming paradigm as PETSc making
it quite easy to manipulate for users already acquainted with the use of the latter. Users who
are not familiar with PETSc are invited to first get accustomed to the basic concepts of such
framework before endeavor in the use of SLEPc.
PRIMME and BLOPEX — The PReconditioned Iterative Multi Method Eigensolver
(PRIMME) [38] is a software package for the solution of large, sparse Hermitian and real sym-
metric standard eigenvalue problems. PRIMME constitutes a significant effort towards the real-
ization of a robust and effective code for the solution of large and difficult eigenproblems when
matrix factorization is not a viable option and the user has to rely only on matrix-vector op-
erations and, possibly, a preconditioning operator. PRIMME developers stress that the library
design strategy is to provide a flexible eigensolver with the following salient characteristics: 1)
preconditioned eigen-methods converging near optimally under limited memory, 2) the max-
imum robustness possible without matrix factorization, 3) flexibility in mixing and matching
among most currently known features, 4) efficiency for most architectural layout, and 5) a
friendly user interface that requires no parameter setting from end-users but permits full ex-
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perimentation by experts. The algorithmic framework of PRIMME is built on top of the two
near optimal methods derived from the class of Davidson algorithms: GD+k and JDQMR. It is
remarkable that these two algorithms also provide the structure to show how other algorithms
can be parameterized within this framework.
The Block Locally Optimal Preconditioned Eigenvalue Xolvers (BLOPEX) [32] is a pack-
age, written in C and MATLAB/OCTAVE, that includes an eigensolver implemented with
the Locally Optimal Block Preconditioned Conjugate Gradient Method. Its prominent char-
acteristics are: 1) a matrix-free iterative method for computing several extreme eigenpairs of
symmetric positive generalized eigenproblems, 2) a user-defined symmetric positive precondi-
tioner, 3) robustness with respect to random initial approximations, variable preconditioners,
and ill-conditioning of the overlap matrix. BLOPEX supports parallel MPI-based computa-
tions. BLOPEX is incorporated in the HYPRE software and is available as an external package
to the PETSc framework.
Anasazi — Anasazi [39] is a well engineered package, with several features that boost ro-
bustness and efficiency. Anasazi provides a generic interface to a collection of algorithms for
solving large-scale eigenvalue problems. The package implements three methods: a version
of the block Krylov-Schur algorithm, a variant of the LOBPCG method with orthogonaliza-
tion to avoid stability issues, and a block GD method for solving standard and generalized real
symmetric and Hermitian eigenvalue problems. All methods are implemented in block vari-
ants in order to increase robustness for obtaining multiple eigenvalues and to take advantage
of the increased data locality in block matrix-vector, pre-conditioning, and BLAS operations.
Even if the total number of matrix-vector multiplications increases in block implementations,
for appropriate block sizes this effect is usually balanced by better cache performance.
Anasazi is an interoperable software since both the matrix and vectors are defined as opaque
objects so that only knowledge of the matrix and vectors via elementary operations is necessary.
As such Anasazi implementations are accomplished via the use of interfaces. Current available
interfaces include Epetra. Consequently any libraries that understand Epetra matrices and vec-
tors may be used in conjunction with Anasazi. One of the goals of Anasazi is to allow the user
the flexibility in specifying the data representation for the matrix and vectors and so leverage
pre-existing software investment. Anasazi is part of the Trilinos framework that includes highly
optimized linear algebra operations.
DFT codes implementations — Many of the algorithms previously illustrated have been
implemented in variants specifically tailored to DFT codes. Below we give some interesting
examples which are far from being exhaustive but can give the reader a flavor of the variety
with which iterative methods can be used.
The ABINIT code [40] uses a variant of subspace iteration together with an iterative scheme
which improves the initial choice of vectors for the subspace through a form of conjugate gra-
dient algorithm. Orthogonality of the resulting vectors is ensured by a Rayleigh-Ritz method
applied to all the subspace each time one eigenvector approximant is modified. ABINIT in-
cludes also a block version of the algorithm where parallelism is offered across the several
vectors of the block as well as a variant minimizing the residual norm of the subspace vectors.
Among the several diagonalization methods it offers, the Vienna Ab-initio Simulation Package
(VASP) [12], uses a Davidson approach with a form of block preconditioning. This method is
recommended as a robust alternative to the other methods, though it is also mentioned as being
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more costly in some cases. The PARSEC code [41] also uses a modified version of the block
Davidson code where the correction equation is preconditioned with a Chebyshev polynomial
filter so as to enhance components of the new vectors which will be used to increase the sub-
space. This method also offers a double restart procedure with an outer and an inner restart
loop. The outer restart loop is very similar to a standard implicit restart in keeping the best
approximants among the computed subspace. The inner restart loop instead allows the addi-
tion of a new block of approximate vectors as soon as some of the sought after eigenpairs have
converged. This version of the Davidson method succeeds in better deflating converged vectors
and has the added ability to accept approximate solutions in place of the standard augmentation
vectors.
Many DFT codes offer some sort of generalization or modified version of a direct inversion of
the subspace iteration (DIIS), a method firstly proposed by Pulay [42, 43] in the early ’80s. DIIS
is a form of Krylov subspace method where an initial subspace is improved through an iterative
scheme which individually minimize the residuals of the eigenvectors approximants. In this
approach, there is no need to orthogonalize each vector against all others after each update to
the basis vectors.
Overall it has been observed by many that Davidson-based algorithms are more robust than
methods based on local optimization (like DIIS or Conjugate Gradient). This observation is
not a unanimous viewpoint. For example, developers of PWscf and VASP seem to recommend
direct minimization, in spite of its less favorable speed. In the end implementations of each
specific algorithm is a key factor. With proper implementation, a Davidson- or Krylov-based
approach should be vastly superior to direct minimization.
5 DFT-tailored algorithms: an example
As mentioned in the Introduction section, DFT-based methods lead to the self-consistent so-
lution of linearized eigenvalue problems. In other words the non-linear eigenvalue problem
generated by the KS equation is solved by a sequence of eigenproblems whose solution is in-
creasingly closer to the one of the original non-linear problem. In practice one starts with a
GHEVP P (1) : A(1)x = λB(1)x, solves for it, use the solutions to generate the new P (2) so on
and so forth. In the end the computational scientist needs to solve a sequence of eigenproblems
{P (1), . . . , P (`), . . . , P (N)}.
It is reasonable to assume — and it has been shown numerically in [44] — that the problems
in the sequence are correlated to each other. Thus a particularly tailored eigensolver could take
advantage of the correlation to improve performance and scalability. In this section we show
an example of such approach specifically designed for DFT methods based on the LAPW basis
set. The algorithm choice for this specific set-up is rather peculiar: an iterative eigensolver is
selected to solve dense eigenproblems, a pairing which is, in principle, unfavorable. We report
below its properties and the numerical performance it achieves.
Chebyshev Filtered Subspace Iteration — Subspace Iteration complemented with a Cheby-
shev polynomial filter is a well known algorithm in the literature [45]. A version of it was
recently developed for a real space dicretization of DFT by Chelikowsky et Al. [46, 47] and
included in the PARSEC code. By using a polynomial filter on the initial block of inputed vec-
tors the method experiences a high rate of acceleration. Since the block of vectors spanning
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the invariant subspace could easily become linearly dependent the subspace iteration is usually
complemented with some re-orthogonalization procedure.
The Chebyshev Filtered Subspace Iteration (ChFSI) algorithm described here is a slightly more
sophisticated version of the basic accelerated subspace iteration. This variant is specifically
tailored for DFT-like sequences of eigenproblems and it has been developed with the LAPW
discretization in mind. In particular the ChFSI algorithm takes advantage of the eigenvectors of
the eigenproblem of the (`)-SCF cycle and uses them as input to solve for the eigenproblem at
the (`+ 1)-SCF cycle.
The whole algorithm is illustrated in the Algorithm 3 scheme. Notice that the initial input is not
the initial GHEVPA(`)x = λB(`)x but its reduction to standard formH(`) = L−1A(`)L−T where
B(`) = LLT, and Yˆ (`−1) are the eigenvectors of H(`−1). ChFSI uses few Lanczos iterations
(line 1) so as to estimate the upper limit of the eigenproblem spectrum [48]. This estimate
is necessary for the correct usage of the filter based on Chebyshev polynomials [45]. After
the Chebyshev filter step (line 3) the resulting block of vectors is re-orthonormalized using
a simple QR factorization (line 4) followed by a Rayleigh-Ritz procedure (line 5). At
the end of the Rayleigh-Ritz step eigenvector residuals are computed, converged eigenpairs are
deflated and locked (line 13) while the non-converged vectors are sent again to the filter to
repeat the whole procedure.
Algorithm 3 Chebyshev Filtered Subspace Iteration with locking
Require: Matrix H(`) of the DGEVP reduced to standard form, approximate eigenvectors
Yˆ (`−1) .=
[
yˆ
(`−1)
1 , . . . , yˆ
(`−1)
NEV
]
and eigenvalues λ(`−1)1 and λ
(`−1)
NEV+1.
Ensure: Wanted eigenpairs (Λ, Y ) .
1: Estimate the largest eigenvalue. . LANCZOS
2: repeat
3: Filter the vectors, Yˆ = Cm(Yˆ ). . CHEBYSHEV FILTER
4: Re-orthonormalize Yˆ . . QR ALGORITHM
5: Compute Rayleigh quotient G = Yˆ †H(`)Yˆ . . RAYLEIGH-RITZ (Start)
6: Solve the reduced problem GWˆ = Wˆ Λˆ.
7: Compute Yˆ = Yˆ Wˆ . . RAYLEIGH-RITZ (End)
8: for i = converged→ NEV do . DEFLATION & LOCKING
(Start)
9: if r(Yˆ:,i, Λˆi) < TOL then
10: Λ =
[
Λ Λˆi
]
11: Y =
[
Y Yˆ:,i
]
12: end if
13: end for . DEFLATION & LOCKING
(End)
14: until converged ≥ NEV
The Chebyshev polynomial filter is at the core of the algorithm. The vectors Yˆ are filtered
exploiting the 3-terms recurrence relation which defines Chebyshev polynomials of the first
kind
Cm+1(Yˆ ) = 2 H Cm(Yˆ )− Cm−1(Yˆ ) ; Cm(Yˆ ) .= Cm(H) · Yˆ . (4)
This construction implies all operations internal to the filter are executed through the use of
ZGEMM, the most performant among BLAS 3 routines. Since roughly 90% of the total CPU
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time is spent in the filter, the massive use of ZGEMM makes ChFSI quite an efficient algorithm
and potentially a very scalable one. The parallel MPI version of ChFSI (EleChFSI) is imple-
mented within the Elemental library. The reduced eigenproblem in the Rayleigh-Ritz step is
solved using a parallel implementation of the MRRR eigensolver (EleMRRR).
Performance and scalability — In the plots below we report on the scalability of EleChFSI
and its performance when compared with the fastest direct method available on the market as
shown in [49].
Plot (a) of Fig. 3 illustrate the strong scalability of EleChFSI showing a steady decrease of CPU
time as the number of cores increases. The rate of reduction is practically the same for both
atomic systems despite their size differ by more than 30%. This plot shows that EleChFSI is
extremely efficient even when the ratio of data per processor is not optimal. This result is due
both on the re-use of eigenvectors of the previous SCF and on the extensive use of BLAS within
the Elemental framework.
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Fig. 3: EleChFSI strong scalability and performance. In plot (a) the size of the eigenproblems
are kept fixed while the number of cores is progressively increased. Eigenproblems of size
n = 13, 379 and n = 9, 273 are shown. In plot (b) EleChFSI is compared with EleMRRR on
eigenproblems of increasing self-consistent cycle index ` for a sequence of eigenproblems with
n = 9, 273.
Compared to direct solvers, EleChFSI promises to be quite competitive. Depending on the
number of eigenpairs computed, the algorithm implementation is even faster than EleMRRR.
In plot (b) of Fig. 3 EleChFSI is already faster than EleMRRR for half of the eigenproblems in
the sequence (64 cores). When the tests are repeated with 128 cores EleChFSI is inequivocably
the faster of the two algorithms. Since the fraction of the spectrum computed in plot (b) is
∼ 3%, Fig. 3 shows that EleChFSI scales better than EleMRRR and is more performant when
the sought number of eigenpairs is not too high.
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1 Introduction
The evolution of density functional theory (DFT) into the standard model of many fields of
modern physics, chemistry and material sciences would not have been possible without the in-
vention of numerical algorithms and their implementation into powerful computer codes. The
development of these methods and codes is driven by an ever increasing demand to simulate
larger systems with more complex properties using increasingly sophisticated approximations
as discussed in many talks of this spring school. On the other hand, the huge progress in com-
puting hardware and especially the supercomputing development – being in a state of permanent
revolution – imposes huge challenges for application development. Most challenging is the con-
flict between an old code base and modern concepts of programming: on the one hand modern
DFT codes tend to include an enormous wealth of functionality which needs a careful and often
painfully slow adaptation to new computational paradigms, on the other hand these paradigms
tend to be in constant flow.
The quest to solve the Kohn-Sham equation (6) efficiently for periodic solids, solids with sur-
faces and interfaces, clusters and molecules has led to a wide spectrum of very successful and
efficient electronic structure methods. Treating isolated clusters or molecules, methods based
on localized orbitals are frequently selected going hand in hand with the chemical intuition of
a system in question. Considering methods applicable to periodic solids, frequently algorithms
are chosen where the Bloch boundary condition can be included in the basis set. Guiding
principles to develop electronic structure methods are obtained by having a closer look at the
mathematical nature of the Schro¨dinger-like Kohn-Sham equation Eq. (6). Here the numerical
most demanding contributions arise from the kinetic energy operator ∆ and the 1/r singularity
at the nucleus with the simultaneous necessity to calculate the xc-potential Vxc[n](r) and the
Hartree potential VH[n](r).
Within this contribution to the spring school I will concentrate on numerical and algorithmic
aspects of codes implementing DFT. In this sense, this manuscripts complements the one of
M. Lezˇaic´ (A2) which provides a general introduction into the formalism. Furthermore, only
the most basic problems one has to solve in a standard DFT code are discussed. Many of the
more advanced schemes also discussed within other contributions of the school, which are based
on DFT or can be considered as extensions of DFT, have their own set of numerical challenges
and often the general considerations discussed here have to be extended or modified accord-
ingly. In particular, while the solution of the Kohn-Sham eigenvalue equation is the key task in
most DFT codes, in terms of computational time needed this part can become less relevant in
methods in which very time consuming schemes beyond standard DFT are employed. These
much more demanding methods include all kinds of hybrid functional approaches or the GW
approximation.
Hence, within this manuscript four main points will be discussed: (i) while giving a brief primer
into DFT many smaller algorithmic points are mentioned, (ii) the problem of the all-electron
potential, the core states and the pseudo-potential approach are described, (iii) different basis
sets and the Green function method to solve the Kohn-Sham equation are mentioned and (iv)
a concluding overview of different codes is presented and the computationally expensive parts
are identified.
Within the manuscript atomic Hartree units with ~ = m = 1 are used.
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
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2 Brief primer of Kohn-Sham DFT
As the fundamentals of density functional theory was already introduced in detail by M. Lezˇaic´
(A2) only the most basic equations and procedures are sketched here for completeness with a
focus on the computational aspects of the DFT self-consistency cycle.
Total Energy and Force
In the density-functional theory, the total energyE[{Rj}, {ψν}] of a system of interacting atoms
and electrons is a functional of the atomic positions {Rj} and the electron density n(r). The
electron density can be expressed in terms of M occupied single-particle orbitals ψν(r):
n(r) =
M∑
ν(occ)
| ψν(r) |2, (1)
where ν labels the states. If the total energy functional E[{R}, {ψν}] is minimized with respect
to the electronic degrees of freedom {ψi}, we recover the Born-Oppenheimer surface Φ[{R}]:
Φ[{Rj}] = min{ψν}E[{Rj}, {ψν}], (2)
on which the atoms move. The derivative of Φ[{Rj}] with respect to the atomic position Rj
gives the force Fj ,
Fj = −∇RjΦ[{Rj}] (3)
exerted on the atom j, which ties electronic structure to structural optimization and molecular
dynamics calculations.
The Kohn-Sham Equations
The single-particle wavefunctions ψν(r) are obtained by minimization of the total energy with
respect to the wavefunctions subject to the normalization constraint∫
dr | ψν(r) |2= 1. (4)
This leads to the Kohn-Sham equations[1], an eigenvalue problem for the eigenfunctions ψi(r)
and the eigenvalues εi:
Hˆ[n]ψν [n] = εν [n]ψν [n], (5)
where all quantities depend on the electron density n. The Hamiltonian Hˆ is a sum of three
main terms and the eigenvalue problem is written in the form:
(Tˆ0 + Vˆext + Vˆeff )ψν(r) = εν ψν(r) (6)
In the real space representation the individual terms are the following:
kinetic energy : Tˆ0 = − ~
2
2m
∆r (7)
external-potential : Vext({Rj}, r) =
∑
µ
e2Zj
|r−Rj | (8)
effective potential : Veff (r) = Veff [n](r) (9)
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Fig. 1: Typical flow of a DFT calculation.
The effective potential in this equation describes the interaction of the electrons and is an po-
tential depending explicitly on the density. Thus, the Hamiltonian Hˆ[n] and the wavefunctions
ψν([n], r) are also dependent on the electron density n(r). Together with the expression Eq. (1)
a self-consistency problem to obtain the charge density n(r) is established, which is solved it-
eratively until the input density (used to define the potential terms in the Hamiltonian) is equal
to the output density within the required accuracy.
The external potential Vˆext[{R}] depends explicitly on the positions {R} of all atoms, which
change at certain steps to optimize the atomic structure or every time-step of a molecular dy-
namics algorithm. Thus, the Hamiltonian Hˆ[{R}] and the wavefunctions ψν({R}, r) are also
dependent on the atomic positions {R}. After the self-consistency condition for the electron
density has been fulfilled, the atom positions are moved by a molecular static or molecular dy-
namics time-step, {R(t)} → {R(t+ ∆t)}. Thus, for NMD molecular time steps the eigenvalue
problem has to be solved NMDNiter times. These arguments suggest a particular loop structure
of a typical first-principles method and a particular sequence how the different elements are
calculated. This is summarized in Fig. 1.
The Effective Single Particle Potential
Of crucial importance and key to the success of DFT is the effective potential describing the
interaction of the many-electron system. It is constructed as a sum of two ingredients, (i) the
Hartree potential describing the classical electrostatic interaction of a single electron with the
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charge of the system and (ii) the exchange-correlation potential which can be simply viewed as
the remaining term: Veff [n] = VH [n] + Vxc[n].
The main advantage of this representation is the possibility to calculate the Hartree potential by
solving Poisson’s equation∆rVH [n](r) = 4pie2n(r). While the solution of Poisson’s equation is
definitely not trivial, this is probably one of the best studied problems in computational physics
and fast and efficient methods such as Fast-Fourier Transforms (FFTs) or multi-grid methods
are employed to solve this equation.
For the remaining exchange-correlation potential many different approximations are available
of which the Local Density Approximation (LDA) and Generalized Gradient Approximations
(GGA) are simplest and most widely used due to their astonishing accuracy and their extreme
simplicity. In these approximations, simple formulas are available to evaluate the potential at
each point in space by the density (and derivative of the density) at the very same point. Thus,
these approximations generate computationally very cheap algorithms. As introduced in sev-
eral contributions to this school, a whole zoo of approximations beyond these established DFT
approximations have been invented which usually can be viewed as a replacement of the simple
LDA or GGA exchange-correlation potential by a more sophisticated expression. Frequently,
these advanced approaches do not lead to a simple local potential but to an non-local, often or-
bital or energy dependent quantity which not only is more involved to calculate but also might
modify the mathematical structure of the Kohn-Sham equation itself. These approaches then
generally require modifications of the procedures discussed in this manuscript and tend to in-
troduce computationally expensive algorithms different from standard DFT calculations which
I will not discuss here further.
If magnetism occurs, the ground state has a broken symmetry and the ground-state energy is
described by functionals which depend on the (vector-)magnetization density m(r) as an ad-
ditional field to the ordinary charge density n(r). An additional term µBσ · Bxc(r) appears in
the Kohn-Sham equations Eq. (6), where µB = e~2mc is the Bohr magneton, Bxc is the mag-
netic xc-field an electron experiences, and σ are the Pauli spinors. Thus, calculating magnetic
systems, one works in a two-dimensional spin-space. The Hamiltonian is a 2 × 2 matrix in
spin-space. Complex magnetic structures lower frequently the symmetry of the problem and
more states have to be calculated, pushing the computational effort to the limits of modern su-
percomputers. In case of collinear magnetism, e.g. ferro-, ferri-, or anti-ferromagnetism (and
without considering relativistic effects), the Hamiltonian is diagonal in spin space, the mag-
netization density mz is then given by spin-up and -down densities, mz(r) = n↑(r) − n↓(r),
and the effort of a magnetic calculation is just twice that of a nonmagnetic one. In general, the
vector magnetization density can not be written as m(r) = mz(r)ez with ez being the unit-
vector defining the collinear spin-quantization axis, and the search of the magnetic structure
can be done dynamically bearing similarities to the dynamical structure optimization combin-
ing molecular dynamics and simulated annealing. Throughout this manuscript, the spin label is
dropped for convenience. More information on the treatment of magnetism can be found in the
chapter C4 “Complex Magnetism” by S. Blu¨gel.
2.1 The Eigenvalue Problem
One of the key parts of any DFT code is of course the computational solution of the Kohn-
Sham equation itself. While there are many possible ways to solve the Kohn-Sham equations
the probably most frequently employed scheme uses a variational method in which a basis set is
introduced. The set of wavefunctions ψν(r) with the index ν is sought as a linear combination
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of basis functions ϕn(r)
ψν(r) =
N∑
n=1
cnνϕn(r) (10)
where the cnν are the expansion coefficients of the wavefunction (coefficient vector), and N is
the number of basis functions taken into account. Using this expansion, the eigenvalue problem
Hˆψν(r) = ενψν(r) (11)
is translated into an algebraic generalized eigenvalue problem of dimension N
H1,1 H1,2 . . . H1,N
H2,1 . . . . . .
...
... . . . . . .
...
HN,1 . . . . . . HN,N


c1ν
c2ν
...
cNν
 = ν

S1,1 S1,2 . . . S1,N
S2,1 . . . . . .
...
... . . . . . .
...
SN,1 . . . . . . SN,N


c1ν
c2ν
...
cNν
 (12)
for the coefficient vector cnν corresponding to the eigenvalues εν . The Hamilton matrix H =
{Hn,n′} and overlap matrix S = {Sn,n′} are in general hermitian (For special symmetry and/or
boundary conditions of the problem they might also be chosen to be real symmetric). The
Hamiltonian matrix (or short Hamiltonian) is given in terms of its matrix elements defined as
the integral over the cell-volume Ω
Hn,n
′
=
∫
Ω
ϕ∗n(r)Hˆ(r)ϕn′(r)d
3r (13)
If the basis functions are orthonormal, i.e. 〈ϕn|ϕn′〉 = δn,n′ , then the overlap matrix with its
matrix elements
Sn,n
′
=
∫
Ω
ϕ∗n(r)ϕn′(r)d
3r (14)
becomes diagonal, Sn,n′ = δn,n′ , and the generalized eigenvalue problem Eq. (12) becomes of
standard type.
In general, the generalized eigenvalue problem is reduced to a standard one using the Cholesky
decomposition. It can be shown (e.g. Stoer [2]), that any hermitian and positive definite matrix
can be decomposed into a matrix product of a lower triangular with only positive diagonal
elements matrix and its transposed. Clearly, the overlap matrix satisfies these conditions and
can be written S = LLH . Therefore, Eq. (12) becomes
Hcν = ενLL
Hcν , (15)
multiplying from the left with L−1 and introducing a unit matrix I = (L−1)HLH we obtain
Pxν = ενxν , (16)
after we have defined P = L−1H(L−1)H and xν = LHcν . Thus, the generalized eigenvalue
problem has been reduced to a simple one. The eigenvectors cν can be obtained by the back-
transformation, cν = (LH)−1xν .
The choice of the most efficient numerical algorithm to solve Eq. (12) depends on the number
of basis functions N and the number M of states ν taken into account. If M/N >∼ 0.1,
direct numerical diagonalization schemes are usually employed. If M/N <∼ 0.1 or if N is
too large to fit the eigenvalue problem into the memory of a computer the eigenvalue problem
can be solved iteratively. For more details of these different strategies in solving the eigenvalue
problem and their parallelisation the reader is referred to the contribution of E. Di Napoli (D3).
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2.2 Brillouin-Zone Integration and Fermi Energy
The calculation of quantities like the electron density, total energy or forces requires to sum over
all solutions of the eigenvalue problem, so far labeled with the index ν. These sums are central
to the DFT method. As already mentioned, for collinear magnetic calculations, the solutions
can be classified by their spin, so that the sums contain a spin summation. Additionally, in
periodic structures one exploits the Bloch theorem so that in general ν = (σ,k, i) should be
viewed as a composite index containing the spin, the k-value and a band index. The k-vector
is special as it corresponds to a continuos variable which has to be integrated over the Brillouin
zone (BZ). ∑
ν
−→ 1
VBZ
∑
σ=↑,↓
∫
BZ
d3k
∑
i
These sums/integrations stretch only over the occupied states, i.e. over those states with energy
ν = (σ,k,i ) lower than the Fermi energy EF . The Fermi energy can be determined from the
requirement that the total number of electrons N of the system is given by
N =
1
VBZ
∑
σ=↑,↓
∫
BZ
d3k
(σ,k,i)<EF∑
i
1. (17)
Numerically, the integration over the k-vector is performed on a discrete mesh in the Brillouin
zone. In fact the effort of the BZ integration is in practice significantly reduced by employing
the point group symmetry, where the integration is reduced to the irreducible wedge of the BZ
(IBZ). There are different methods, that can be used to perform the integration, e.g. the special
points method[3, 4] and the tetrahedron method[5, 6, 7]. The special points method is a method
to integrate smoothly varying periodic functions of k. The function to be integrated has to be
calculated at a set of special points in the IBZ, each of which is assigned a weight. Thus, the
BZ integration is transformed into a sum over a set of k-points. Thus, the integrals become:
1
VBZ
∫
BZ
d3k −→
∑
k∈IBZ
w(k) (18)
The special k-points method does not converge very quickly, and rather many k-points are
needed to obtain accurate results. On the other hand this method is simple to implement, be-
cause the weights depend only on each k-point. Frequently, numerical problems arise from the
“sharp” differentiation between occupied and empty bands (parts of bands). Let’s consider a
band that is very close to the Fermi energy at a certain k-point. During the iterations the energy
of this band might rise above or drop below the Fermi energy. This leads to sudden changes in
the charge density, which can slow down or even prevent the convergence of the density. These
sudden changes are clearly a result of the discretization in momentum space. To avoid this
problem, the sharp step at the Fermi energy can be smoothened, e.g. by introducing a so-called
temperature broadening in the context of a the Fermi function (e(−EF )/kBT +1)−1 so that finally
the sum over all states turns into∑
ν
−→
∑
σ=↑,↓
∑
k∈IBZ
w(k)
∞∑
i
(e((σ,k,i)−EF )/kBT + 1)−1
where the temperature T is an additional external parameter adjusted to obtain the good conver-
gence without smoothing too much.
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2.3 Achieving Self-Consistency
As last point in our short general overview of DFT I should shortly discuss the problem of
obtaining self-consistency. By this term the condition is understood that the density nin(r) used
to construct the effective potential Veff(r)[nin] and the density field nout(r) =
∑
ν |ψν(r)|2 are
consistent. In other words, the electron density n0(r) that minimizes the energy functional is a
fix-point of the mapping
nout(r) = F{nin(r)}. (19)
i.e. it solves
F{n0(r)} = 0, with F{n(r)} = F{n(r)} − n(r)}. (20)
(The same can be formulated for the potential.) Typically, the density is expanded into a large
set of basis functions. Thus, in actual calculations, the charge density is a coefficient vector n
of dimension NQ ∼ 8 ∗N (N being again the number of basis functions as defined in Eq. (10))
and Eq. (20) constitutes a system of NQ nonlinear equations, which can be solved by iteration:
n(m+1) = F{n(m)}. (21)
A usually very good starting density n(0) can be constructed by a superposition of atomic den-
sities. A straight mapping as is suggested in Eq. (21) however is in general divergent and
convergence can be achieved only if the output density F{n(m)} is mixed with the input density
n(m).
The simplest and slowest of such mixing schemes is the so-called “simple mixing”, which
converges only linearly. The density for the next iteration is constructed as a linear combination
of n(m) and F{n(m)} according to:
n(m+1) = (1− α)n(m) + αF{n(m)} = n(m) + αF{n(m)}, (22)
where α is the so-called mixing parameter. If it is chosen small enough, the iteration converges
and is very stable. However, for the type of systems one is frequently interested in, α tends to be
very very small, requiring many hundreds of iterations. In spin-polarized calculations different
mixing parameters can be used for the charge and the magnetization density. Usually, the spin
mixing parameter can be chosen far larger than the parameter for the charge density.
More efficient than a simple mixing scheme are Newton-Raphson methods, in which the func-
tional F{n} is linearized around the approximate solution n(m).
F{n} ≈ F{n(m)}+ J {n(m)}(n− n(m)), J {n(m)} = ∂F{n}
∂n
∣∣∣∣
n(m)
. (23)
In actual calculations the Jacobian J is a NQ ×NQ matrix. Similar to the well-known Newton
method to find zeros of one-dimensional functions, the next approximation to n0, n(m+1), is
determined from the requirement, that the linearized functional in Eq. (23) vanishes at n(m+1).
Thus, n(m+1) is given by:
n(m+1) = n(m) − [J {n(m)}]−1F{n(m)}. (24)
In opposite to the simple mixing, the Newton-Raphson method converges quadratically. The
major drawback of this method is the difficulty to evaluate the Jacobian. Even if the functional
F{n} were known more explicitly, the evaluation would be cumbersome due to the enormous
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Fig. 2: Comparison of the convergence of a non-magnetic bcc Fe calculation using the LAPW
method. Different mixing schemes are used and the distances are plotted logarithmically[11].
size of J {n}. In addition, the Jacobian has to be inverted where the amount of calculation
scales with cube of the dimension. A further problem is that the convergence radius of this
method is rather small so that it can only be used if n(m) is already very close to n0.
The development of the Quasi-Newton methods made it possible to exploit the advantages of the
Newton-Raphson method, i.e. to make use of the information that is contained in the Jacobian,
for problems where the Jacobian cannot be calculated or its determination is too demanding.
Rather than computing the Jacobian each iteration, an approximate Jacobian is set up and im-
proved iteration by iteration. From the linearization of F{n} in Eq. (23) we find the following
condition for the Jacobian, which is usually called Quasi-Newton condition:
∆n(m) =
[J (m)]−1 ∆F (m) (25)
∆n(m) = n(m) − n(m−1), ∆F (m) = F{n(m)} − F{n(m−1)}
Quasi-Newton methods converge super-linearly and have a larger convergence radius than the
Newton-Raphson method. Since the Jacobian is build up iteration by iteration, the “history”
of the previous iterations is memorized in J , whereas the Jacobian of the Newton-Raphson
method depends only on the previous iteration. In this sense the Newton-Raphson method is
self-corrective[8], it “forgets” inadequately chosen corrections. The Quasi-Newton methods
sometimes need to be restarted, if the iteration converges only slowly. This can happen if
the starting density is very far from n0 or when physical or numerical parameters that affect
the calculations are changed during the iteration. Eq. (25) does not determine the Jacobian
uniquely, instead Eq. (25) constitutes a system of NQ equations for N2Q unknowns. The various
Quasi-Newton schemes differ by the ansatz how the new information is used to build the inverse
Jacobian. The quality of the convergence is measured by the distance of the residual vector:
dn(m) = ||F{n(m)}|| = ||F{n(m)} − n(m)||. (26)
The correct choice of a mixing scheme can significantly influence the convergence behavior
of the calculation and thus can determine the computational effort needed (cf. Fig. 2). Be-
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Fig. 3: Different possible structural models for surface calculations. The vacuum area is de-
picted by a shaded gray, indicating the decay of the charge. a-c) show a semi-infinite surface
model, the repeated slab geometry and the single-slab model, respectively. In these models the
unit-cell is indicated by dashed lines. d) shows an isolated cluster model.
sides accelerating the convergence by the use of generalized Newton methods also schemes for
preconditioning are employed[9, 10].
2.4 Structural models: surfaces and defects
One of the most crucial steps in actual DFT calculations is the proper choice of the structural
model. As discussed in the introductory lecture (A1) of the school one can efficiently treat
insulated systems, i.e. finite systems in which the Kohn-Sham equation is solved in a finite
volume, and infinite but periodic systems in which one exploits the Bloch theorem. Of course
these cover only a small fraction of possible geometries and many problems of most significance
are actually somehow “in between” these two limiting cases. For example, the surface of a
crystal on the one hand breaks the periodicity of the system and thus cannot be calculated by
constructing Bloch states only, on the other hand a surface can also not be easily considered as
an insulated system of finite size. Similar problems arise in the treatment of defects in crystals
such as impurities, vacancies, stacking faults, domain boundaries, grain boundaries and many
more.
Fortunately, many – but by no means all – phenomena in such structures are relatively short-
range in nature. This makes it possible to choose geometric models which are small enough to
be tractable with electronic structure methods yet still large enough to be physically meaningful.
Hence, one often can construct models which are derived from the basic periodic or insulated
geometries containing a limited set of atoms. The construction of such models is of course
highly depended on the system and the property one wants to study. In the following, I will
discuss the most common geometric models for electronic structure calculations of surfaces
and outline their range of applicability.
Conceptually the most satisfying surface geometry is that of a semi-infinite solid in which a peri-
odic infinite crystal is cut at some plane and the second half-space is replaced by (semi-infinite)
vacuum (cf. Fig. 3a)). While this geometry can be treated relatively easily if one restricts it
to a one-dimensional problem, the use of a semi-infinite solid is much more difficult if a full
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three-dimensional solution of the DFT problem is attempted.
However, it is reasonable to assume that any material becomes bulk-like at a certain distance
away from the surface. A priori, one does not know that distance, but the electronic screening
length is a good measure. This results to about 10 layers underneath the surface for transition
metals and semiconductors and about 20 layers for sp-metals such as Al, Bi or Pb. In the top
layers or the so-called ”surface region”, the electronic wave functions are then chosen to match
the bulk states inside the solid and satisfy the vacuum boundary conditions above the surface.
Green function techniques are used, for example, in the Korringa, Kohn and Rostoker (KKR) or
in the Full-Potential Linearized Augmented (FLAPW) Green function methods [12, 13], which
provide the necessary mathematical apparatus to accomplish this matching procedure [14].
A simple, but effective geometric surface model is the repeated slab geometry (cf. Fig. 3b))
calculations of surfaces. Thin films consisting of about 10 to 20 layers are repeated in the di-
rection perpendicular to the surface. The slabs are chosen thick enough to approach bulk-like
behavior near the center of each slab and the spacing is taken large enough so that any artifi-
cial interactions across the vacuum region between the slabs are minimized. About 10 to 20 A˚
are usually sufficient to fulfill the requirement. For such a geometry, any three-dimensional
electronic structure method able to treat open structures can be used and thus this a frequently
employed model. Practical applications of these approaches are limited by the number of atoms
in the three-dimensional supercell. Thus, a compromise needs to be found between slab thick-
ness, space between the slabs, and the computational effort.
One way to overcome at least one of these limitations is the use of a single-slab geometry (cf.
Fig. 3c)). The slab still has to be thick enough to achieve bulk-like behavior in its interior,
but the correct vacuum boundary conditions of the semi-infinite vacuum on both sides of the
slab are fulfilled. Besides the more accurate description of the vacuum, the surface state and
the work-function, to computational effort may be reduced to 50% of the effort required in an
supercell approach of a repeated slab model.
Finally, surface can be modeled by finite clusters (cf. Fig. 3d)). This approach has been widely
used for the investigation of chemisorption, since it allows the application of standard quantum
chemistry programs. While reasonable structural information such as adsorption geometries
can be obtained with relatively small clusters consisting of 10 or 20 atoms, much larger clusters
of preferably well over 100 atoms are required to achieve reliable results for sensitive quantities
such as adsorption energies or the distinction between different adsorption sites with similar
energy. However, even for large clusters, termination effects can have unpredictable side effects.
3 Pseudo-potentials and all-electron methods
In this section we will discuss the fundamental difference between the so called all-electron
methods and the pseudo-potential methods. The all-electron methods do not modify the poten-
tial but have to cope with the 1/r singularity arising from the Coulomb attraction of the nuclei.
The pseudo-potential approach on the other hand aims at generating a potential that replaces
the singularity with a smooth potential while keeping the essential scattering properties. This
then allows the use of relatively simple basis sets. We will come back to the discussion of the
different basis sets in the next section.
In addition to the effect of the singularity onto the electrons relevant for the chemical binding,
the presence of the singularity also induces states tightly bound to a single nucleus. These so
called core-states I will discuss first before I introduce different pseudo-potential approaches.
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Fig. 4: Schematics of the core potential and the eigenvalues. The bars indicate the (mean)
extend of the wavefunction. The lowest 1s,2s,2p states are much deeper and not shown.
3.1 Separation of core and valence states
While the eigenvalue problem Eq. (6) is solved for all occupied states i one can typically apply
different boundary conditions to the low energy and high energy solutions. As shown schemat-
ically in Fig. 4 one distinguishes core electrons from valence electrons. The former have eigen-
energies which are at least a couple of eV below the Fermi energy, the potential they experience
is dominated by the coulomb attraction of the positively charged nucleus and to an excellent
approximation spherically symmetric. The low energy solutions in this potential are confined to
a space close to the nucleus and thus the wavefunctions have no overlap to neighboring atoms.
The eigenvalue problem of these states can easily and up to high accuracy be solved applying
the boundary conditions of isolated atoms, which is numerically tackled by a shooting method.
Obviously, these core states do not participate in the formation of the chemical bond directly
and they will only be weakly influenced by the potential variations introduced by the charge
density due to the wavefunctions with higher energy not strongly localized at the atom cores.
The high energy, i.e. with energies close to the Fermi energy, valence electrons on the other hand
are in general delocalized and can no longer be attributed to single atoms. It is the description of
these electrons that require most computational effort. They form molecular orbitals in insulated
systems or bands in crystalline solids. Some materials contain chemical elements with states
(e.g. 5p states of 4f elements or W, p states of early transition metals) intermediate between
valence and core states and those are coined semi-core states. These are high-lying and extended
core states and particular care has to be taken on their treatment since their treatment as core
states can cause significant errors in total energy, force and phonon calculations. According
to the different treatment of the electrons, we decompose the charge density in the valence,
semi-core and core densities
n(r) = nval(r) + nsc(r) + ncore(r), (27)
the latter being spherically symmetric. The charge densities are calculated according to Eq. (1).
Wavefunctions and energies of core states give access to hyperfine quantities such as isomer
shifts, hyperfine fields and electric field gradient as well as chemical shifts of core levels.
This general discussion points to the strategy employed in density function theory calculations.
The core states are calculated by solving an essentially atomic problem, frequently including
relativistic effects by using a Dirac equation form of the Kohn-Sham equations. The valence
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states are calculated separately by solving the Kohn-Sham equations in all space. The semi-core
states have to be looked at carefully and either they are also included in the valance states cal-
culation which make this calculation much more difficult as these states are relatively localized
and very different from other valence states, or one includes the semi-core states into the core
calculation, in which case one has to be careful not to confine the states artificially.
3.2 Pseudo-potentials
I will now give a short and superficial introduction into the large field of pseudo-potential meth-
ods. We start with the observation that unfortunately, even for eigenstates with high energy,
i.e. for the valence states, the resulting wavefunction close to the nuclei is not smooth and
changes rapidly on short length-scales. This can be understood by a simple argument: the
smoothness of the wavefunction is of course related to its derivative, rapidly changing wave-
functions have a high derivative and hence a large momentum p(r) = ψ∗(r) (−i~∇)ψ(r) and a
high kinetic energy density T (r) = p
2(r)
2m
. Due to the locality of the DFT potential, the potential
energy density EV (r) = ψ∗(r)V (r)ψ(r) in the vicinity of the nuclei must be compensated by a
correspondingly large T (r) and thus a very rapidly varying wavefunction. Such a wavefunction
is of course difficult to describe by a basis set that is not specifically adjusted to deal with the
singular 1/r potential. An alternative idea is to modify the potential into a form easier to tackle.
This strategy of replacing the potential is the core idea behind the so-called pseudo-potential
approach.
At first it might be surprising that one can replace the singular 1/r potential by a pseudo-
potential and still obtain useful results. However, one can quickly realize that one can replace
the potential inside a sphere around the atoms by a different potential without changing the
eigenvalue or the wavefunction in the space outside of this sphere. If we define such a smooth
wavefunction ψ˜(r) which equals the true wavefunction outside a sphere defined by a cutoff-
radius, i.e. for r > rcut, and expand it in the sphere into spherical harmonics and radial functions
ψ˜l(r) we can use the equation(
−1
2
d2
dr2
+ V˜ (r) +
l(l + 1)
2r2
)
rψ˜l(r) = rψ˜(r)
to define the potential V˜ (r), i.e. the potential is simply given by
V˜ (r) =
(
rψ˜l(r)
)−1(1
2
d2
dr2
rψ˜l(r)
)
+ − l(l + 1)
2r2
.
Obviously, this procedure requires that the smooth function ψ˜l was constructed without any
nodes so that it can be inverted. Additionally, the function should behave as rl+1 for small r to
avoid a singularity in V˜ .
Replacing the true potential V (r) by the potential defined by the V˜l leads to a Kohn-Sham
equation with the same eigenvalue and the smooth eigenfunction ψ˜(r). However, this very
simple procedure already shows the various challenges in constructing such pseudo-potentials.
First, the resulting potential is no longer a local potential. In fact, as we constructed a different
smooth potential V˜l for each l-component, the total potential would have a form of
V˜ (r) =
∑
l,m
V˜l(r)|Ylm〉〈Ylm|
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r0. Whenever the radial part of the wavefunction ψl(r) has a node at r0 a pole appears. These
poles separate the different branches labeled 1s, 2s, 3s.
in which I used the Dirac notation for the non-local projector on the spherical harmonics
|Ylm〉〈Ylm|. While this of course adds additional complications to the solution of the Kohn-
Sham equation, it is generally not avoidable as pseudo-potentials constructed in a purely local
form usually only provide poor approximations. Even more significantly, one can conclude
from our discussion that the potential V˜ (r) is constructed to provide the correct wavefunction
for r > rcut only for a single eigenvalue. This is a serious restriction which can not be eas-
ily overcome. In fact, a pseudo-potential always can reproduce the correct eigenvalues exactly
a very small (typically 1 or 2) discrete set of energies only and one has to ensure that even
for other energies close by a good approximation is achieved. Finally, the construction of the
pseudo-potential usually takes the spherically symmetric potential of an atom as a reference and
the question how accurate the pseudo-potential approach can model the non-spherical potential
contributions in a realistic material arrises.
On the other hand, our simple example also shows that we have a significant freedom in the
construction of the pseudo-potential as the smooth wavefunction we started with was chosen
with the only constraint of smoothness. Hence, a full zoo of different pseudo-potentials have
been constructed ranging from empirical potentials which are constructed by fitting calculations
using parametrized potentials to experimental results to potentials constructed using the projec-
tions of the span of the deep-lying core states to methods closer to our simplified discussion
using the true atomic wavefunction.
Besides the fact that the pseudo-potentials are non-local and work only well in a limited range of
energy, one also has to consider the norm of the wavefunctions. If one relaxes the requirement
that the smooth wavefunction ψ˜ and the true wavefunction ψ have the same normalization one
can usually create smoother pseudo-potentials. However, the charge difference in the sphere
around the nuclei
∆q = e
∫
r<rcut
|ψ(r)|2 − |ψ˜(r)|2
has to be accounted for. In the language of linear algebra this change in normalization leads
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to the introduction of an overlap operator acting as a metric in the normalization and a gener-
alized eigenvalue problem has to be considered. We will come to such problems later again
when discussing the eigenvalue problem itself. Even though this leads to additional numeri-
cal complications, the advantages in smoothness usually make the use of non-local ultra-soft
pseudo-potentials that are not norm-conserving attractive.
While very many different forms for pseudo-potentials have been suggested, constructed and
successfully used to calculate a huge variety of systems, one must be aware of the fact that there
is no single best pseudo-potential for all kind of calculations. In fact, the construction of a suit-
able pseudo-potential can be a painful process in which many reference calculations are needed
to verify the good behavior of the potential. An important though very basic quantity to look at
can be the logarithmic derivative of a single atom as shown in Fig. 5. While the pseudo-potential
can not reproduce the same logarithmic derivative as given from the all-electron potential for
all energies, it must be close to it in the energy range one wants to calculate eigenvalues.
3.3 PAW pseudo-potentials
A special form of pseudo-potentials was introduced by Blo¨chl[15] in the projector augmented
wave (PAW) method. In contrast to standard pseudo-potential approaches this method allows
to calculate in principle not only the smooth pseudo-wavefunctions but also the all-electron
wavefunction and thus this method is not always considered a pseudo-potential approach. The
basic idea of the method lies in the use of projector-function (hence the name) to deal with the
non-smooth part of the wavefunction. It defines a transformation operator, which again is easily
written using Dirac’s notation as
Oˆ = 1 +
∑
i
(
|φi〉 − |φ˜i〉
)
〈pi|
such that the projector function pi localized in a sphere around the atom will be orthogonal to
the smooth wavefunction ψ˜i, i.e. 〈pi|φ˜j >= δij . As a consequence, the transformation operator
applied to the smooth wavefunction will replace the smooth part of the wavefunction in the
spheres by the “true” wavefunction ψi. In practice, these “true” and smooth wavefunctions are
constructed from a spherical atomic setup. Thus, one generally constructs a set of projectors p
and corresponding wavefunctions φ and φ˜ for the different atoms and the different l−quantum
numbers relevant for the description of the valence states. The resulting PAW transformation
operator than transforms a smooth pseudo-wavefunction into an all-electron wavefunction
ψAE = Oˆψ˜.
The smooth wavefunction is obtained as a solution of a transformed Kohn-Sham equation in
which the Hamiltonian and the overlap matrix enter which are obtained as
ˆ˜H = OˆHHˆOˆ
and
ˆ˜S = OˆHOˆ.
The basis trick in this transformation lies in the use of a smooth projector function and in the
replacement of the difficult true potential by a smooth pseudo-potential V˜ . This is done by
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transforming the potential operator as
ˆ˜V = ˆ˜V +
∑
ij
|pi〉
(
〈φi|Vˆ |φj〉 − 〈φ˜i| ˆ˜V |φ˜j〉
)
〈pj|.
These two steps ensure that the Hamiltonian ˆ˜H contains only terms that are easily expanded into
smooth basis functions and that the same hold for the resulting smooth wavefunctions ψ˜. While
the procedure used in defining the projection operator and the resulting transformations of the
Hamiltonian are in principle exact mathematical transforms, in practice the resulting equations
are only sufficiently smooth and reproduce the all-electron properties of the Hamiltonian with
the true potential if both the projector functions and the smooth pseudo-potential V˜ are chosen
carefully. PAW pseudo-potentials generally can be viewed as the most modern pseudo-potential
approach applicable to the largest class of systems.
4 Basis sets
In this section two different approaches to solve the Kohn-Sham equation numerically will be
discussed. First we spend some time on the discussion of different basis sets and later on I
shortly introduce the Green function method which provides a different standpoint in solving
the differential equation. While the introduction of a basis set might look like a rather simple
and straightforward transformation of a differential equation into a linear algebra problem one
should realize that it actually is very difficult to chose an appropriate basis set for a calculation.
On the one hand the efficiency of the basis set is crucial in actual calculations, i.e. one wants to
make sure that a small number of basis functions is sufficient to describe the wavefunctions ac-
curately. The size of the basis set needed is of course one of the key parameters determining the
feasibility of the calculation. In general, the memory required to solve the resulting eigenvalue
problem scales quadratically in the basis size and the computational effort scales cubically. As
the ultimately most efficient basis set in this respect would be the set of eigenfunctions one
wants to calculate one strategy in choosing basis functions is to construct basis functions that
approximate the final wavefunctions as best as possible without solving the eigenvalue problem
already. For example one could use local solutions of the Kohn-Sham equation in some finite
volume to expand the full Hamiltonian. We will discuss this idea shortly when discussing local
basis sets and the LAPW method.
Another possibility in constructing basis sets is not to concentrate on the efficiency in the first
place but to use a particularly simple basis set which enables quick calculations of the Hamil-
tonian and an efficient diagonalization by iterative procedures. The most prominent example of
such a simple basis set is the plane-wave basis set discussed in the next section.
One should also note already here, that the choice of basis functions is also interlinked with
further approximations in the solution of the Kohn-Sham equation. In particular, one should
note that all-electron codes need other basis functions compared to pseudo-potential approaches
and also the question whether one deals with periodic systems or insulated molecular setups
make a difference when it comes to a suitable choice of basis functions.
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4.1 Simple basis sets
Plane-waves
One of the most widely used basis sets are plane-waves
φg(r) =
1
N
eigr
where the normalization N is related to the volume V of the system. Their popularity steams
from a whole collection of useful properties which enable efficient calculations:
• The plane-waves form a set of orthonormal functions with∫
d3r φ∗g(r)φg′(r) = δ(g
′ − g).
• As they are eigenfunctions of the momentum operator, the kinetic energy is diagonal in
these basis functions with eigenvalues −1
2
g2.
• One can easily use the Bloch ansatz in periodic systems by choosing g = k + G, with
the k-vector one wants to treat and G chosen as a reciprocal lattice vector. Then the
expansion
ψk(r) =
1
N
∑
g
cge
igr =
1
N
eikr
∑
G
ck,Ge
iGr
is a natural expansion of the Bloch state with a Fourier sum for the periodic function
uk(r) =
1
N
∑
G
ck,Ge
iGr.
• The potential matrix elements can be calculated as
〈G|Vˆ |G′〉 =
∫
φ∗G(r)V (r)φG′ d
3r
=
1
N2
∫
V (r) ei(G
′−G)rd3r
= VFT (G
′ −G)
where VFT (G) is the Fourier transform of the potential V (r). This Fourier transform
can be calculated extremely efficiently using the FFT-algorithm. Furthermore, the matrix
elements are independent of the k-vector in question and thus would have to calculated
only once.
Hence, using plane-waves, the Kohn-Sham equation transforms into a standard eigenvalue prob-
lem with the following Hamiltonian matrix
HG,G′ = −1
2
(k+G)2δG,G′ + VFT (G−G′).
This Hamiltonian matrix is usually a complex hermitian matrix, but in situations in which the
system has inversion symmetry, i.e. V (r) = V (−r), the corresponding Fourier coefficients
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VFT (G) are real and the linear eigenvalue problem simplifies to a real-symmetric problem.
In light of these many advantages it cannot be surprising that many popular DFT codes are
based on plane-wave basis sets (see e.g. Table 1). However, the plane-wave basis set has also
some serious drawbacks. Most importantly, it is not easily possible to Fourier transform the
1/r potential. Its expansion decays only as 1/g2 and thus an extremely high number of G
values would have to be used which makes plane-wave all-electron calculations impractical
and requires the use of pseudo-potentials in plane-wave calculations. An additional drawback
of plane-waves lies in the delocalization of the basis function. This results in a Hamiltonian
matrix that is dense, i.e. a matrix in which all elements HG,G′ 6= 0.
Local basis sets
Coming back to the idea of constructing a basis set that already tries to mimic properties of
the final solution one arrives at the idea to expand the waverfunctions into localized functions
that are solutions of an approximate local Kohn-Sham equation. Usually, one considers the
spherically symmetric atomic problem for the construction of the basis and writes
ψ(r) =
∑
µ
∑
i
cµ,iφµ,i(r− rµ)
where the different atoms are placed position rµ and at each of these atomic positions one uses
a set of φµ,1, φµ,2, . . . . The basis functions centered at different atoms have to overlap but this
overlap can quickly vanish with distance, i.e. the functions φµ(r) are centered around r = 0,
decay rapidly with increasing r and can be assumed to be zero at some point. Such a basis set
again has many favorable properties:
• As the basis is explicitly atom centered, one can efficiently describe open systems with a
large fraction of empty space such as molecules or surfaces with vacuum. Consequently,
a lot of codes with a background in chemistry, focusing on molecular systems, are based
on localized basis sets. One the other hand, periodic systems are not treated as naturally
as in the case of plane-waves.
• The localization of the basis functions leads to sparse matrices. Since the Kohn-Sham
Hamiltonian is local, matrix elements between basis functions belonging to atoms ν and
µ located far apart vanish. For such basis functions one has
0 =
∫
d3r |φν,i(r− rν)||φµ,j(r− rµ)|
and thus
|Hν,µ| ≤
∫
d3r |φν,i(r− rν)||Hˆ(r)||φµ,j(r− rµ)|
≤ |max
r
Hˆ(r)|
∫
d3r |φν,i(r− rν) ||φµ,j(r− rµ)| = 0.
• Beside functions like Gaussians, that are given analytically in terms of a few parameters,
one also finds multiple incarnations of numerical orbitals. Following some optimization
recipe, basis functions are constructed by numerical integration of a simplified or local-
ized version of the Kohn-Sham equation. As these functions are derived from the Kohn-
Sham equation itself, they already incorporate a lot of features the final wavefunctions
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will have and thus provide an efficient basis set. Different strategies are available for such
numerical orbitals, in some the basis set is adjusted to the potential in each convergence
steps, in others the basis set is precomputed and kept fixed during charge self-consistency.
• As the basis functions are usually very efficient due to their centering at the atomic sites
and the numerical optimization, one can achieve good accuracy with very small basis sets.
As we shortly discussed in the introductory lecture (A1), the localized Wannier functions
would provide the optimal localized basis set, in which one localized function per band,
i.e. per valence electron, would be sufficient. To be as close as possible to this optimal
basis set one has to find localized functions close to these Wannier functions.
One of the biggest drawbacks of localized basis sets, especially of numerical orbitals, is their
unsystematic convergence behavior. It is very difficult to determine the level of accuracy the
basis provides. Other basis sets, e.g. the plane-waves I discussed before, allow to increase the
number of basis functions systematically to study the convergence. Since the local basis sets
do not offer such a systematic sampling of the function space, this approach usually cannot be
used to estimate the accuracy achieved and therefore a lot of experience is needed to ensure a
proper choice of the basis functions. An additional complication in such codes arises from the
fact that not only the wavefunction itself must be evaluated but also its square. As the products
of basis functions occurring in this process are not necessarily included in the original set of
localized functions, the charge density evaluated from the squares of the wavefunctions cannot
be expressed in the same set of basis functions.
Real space grid
In some sense, the extreme point of a localized basis set is given if one attempts to expand
the wavefunction on a discrete real-space grid2. While this idea of course is very attractive in
terms of the ease of representation of quantities like the wavefunction, the charge density or the
potential, it has a major drawback in the representation of the kinetic energy. The differential
operator of the kinetic energy has to be approximated by a finite difference expression and
thus the spacing of the grid and the order of this approximation plays an important role in
these approaches. In principle the real-space approach and the plane-wave approach could be
considered to have very similar properties as the Fourier transformation converts between these
two representations. However, this would lead to an expression for the kinetic energy operator
which if fully nonlocal on the real-space grid and thus not feasible in actual implementations.
The analogy with the plane-wave basis set nevertheless holds in many aspects. The real-space
grid approach also will only be able to work in a pseudo-potential framework and it shares the
systematic convergence properties of the plane-wave methods, where one controls the accuracy
of the basis by the grid spacing instead of the number of plane-waves. Main advantage of
the real space grid approach lies in the extreme sparsity of the Hamiltonian and the favorable
schemes for parallelization which are available (cf. Sec. 5.2).
Beside regular grids one could also consider grids which are finer in areas in which a better
resolution of the wavefunction is needed. This idea leads to the finite element methods, which
are extremely popular in engineering applications but so far not very widespread in the density
functional theory community, and to methods which are based on wavelets.
2Depending on the exact form of the approach, the real-space grid representation can or cannot be viewed as
an expansion into a basis set.
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Fig. 6: Typical form of matrices in a simple 1D setup. While a plane-wave (pw) basis set will
diagonalize the kinetic energy, the real-space (rs) approach diagonalizes the potential term.
The localized basis set (loc) will be sparse due to the finite range of the basis functions. The
sparsity of the kinetic energy in the real-space approach is a consequence of a finite order finite
difference approximation. Non-local operators as they appear in some pseudo-potentials are
not considered here.
Resulting eigenvalue problem
The different basis sets presented so far lead to different kind of eigenvalue problems. Most
schemes produce a generalized eigenvalue problem either because of the non-orthogonality
of the basis set itself, or by the use of a non-normconserving scheme in the pseudo-potential
construction. Hence, two further basic properties of the eigenproblem are of key interest: the
size of the matrix equations and the form of the matrices. While the size of the matrix of course
depends on the system size, the required accuracy and the efficiency of the basis functions, the
form of the matrix differs strongly depending on the basis set.
In general, the two major contributions, the kinetic energy and the potential term, behave differ-
ently. For example, in a plane-wave basis set the kinetic energy is given by a diagonal matrix and
the potential matrix is a dense matrix with (in general) all elements of the matrix non-zero. The
real-space basis provides a diagonal matrix for the potential. Fig. 6 shows the resulting form of
the matrices for a simple one-dimensional example. The resulting form of the full Hamiltonian
(and of the overlap matrix) can lead to substantial differences in the algorithms chosen for diag-
onalization, most obviously the question if a direct or an iterative solver is most appropriate and
if special techniques for sparse matrices can be used. These numerical algorithms for matrix
diagonalization are the theme of the manuscript D3 by E. Di Napoli.
4.2 APW-like concepts in all-electron calculations
The basis functions I discussed so far (with a few exceptions for some localized basis functions)
can only be used together with the pseudo-potential approximation. We will now introduce a
method for all-electron calculations. One typically works here with basis functions, which
are the numerical solution of (−∆ + Veff − El)ϕ = 0 of the effective (spherical) potential
containing the 1/r singularity, computed in a sphere around the atom. Therefore, these basis
functions treat the singularity exactly. The matching of this wavefunction in such a sphere to
the rest of the crystal outside the sphere divides the all-electron methods with regard to the
eigenvalue dependence of the basis set into two groups: The nonlinear methods as for example
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InterstitialMuffin-tins
Positions of nuclei
Fig. 7: Left: Unit cell partitioned into (muffin-tin) spheres around atomic positions (two dif-
ferent atom kinds are assumed here with different radii) and the remaining interstitial volume.
Right: Actual all-electron potential.
the Korringa, Kohn and Rostocker (KKR) method and the APW method, and the linear methods,
of which the most commonly used are the linear muffin-tin orbital method (LMTO) [16], the
augmented spherical [17] and the APW-based schemes, e.g. FLAPW method.
In this section, I introduce step-by-step the full-potential linearized augmented plane-wave
(FLAPW) method [18, 19], to solve the density-functional equations for a crystalline solid.
The method originates from the APW method proposed by Slater [20, 21, 22]. Great progress
of the APW methodology was achieved as the concept of linear methods [23, 16, 24, 25, 26],
was introduced by Andersen and first applied by Koelling and Arbman using a model poten-
tial within the muffin-tin approximation. The linearized APW (LAPW) method reconciled the
linear-algebra formulation of the variational problem with the convergence properties of the
original formulation and allowed a straight forward extension of the method to the treatment of
crystal potentials of general shape. The treatment of the potential and charge density without
shape approximation [27, 28] and the implementation of the total energy [19] let to the develop-
ment of FLAPW bulk [18, 28, 29, 30, 31, 32, 33, 34] film codes [18, 34, 35, 36]. It was during
this time that the power and accuracy of the method were demonstrated to the community,
largely through a series of calculations of surface and adsorbate electronic structures (for a re-
view see Wimmer et al. [37]). These and other demonstrations established the FLAPW method
as the method of choice for accurate electronic structure calculations for a broad spectrum of
applications.
Constant conceptual and technical developments and refinements such as the proposal and im-
plementation of the scalar-relativistic approximation (SRA) [38], the spin-orbit interaction by
second variation [42], and the possibility to calculate forces [43, 44] acting on the ions to carry
out structure optimizations, the proposal of a new efficient basis sets, the LAPW+LO [45]
and APW+lo [46] basis, in which the APW basis is amended by local orbitals (lo) has made
APW-like methods, and for our discussion the FLAPW method, a robust, versatile and flexible
method, at reasonable computational expense.
The APW Concept
In the APW method the space is partitioned into spheres centered at each atom site, the so-called
muffin-tins (MTs), and into the remaining interstitial region (cf. Fig. 7). The MT spheres do not
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overlap and they are typically chosen such that they nearly (to allow for structural relaxations)
fill the maximal possible space. Inside the muffin-tins, the potential is approximated to be
spherically symmetric, and in many implementations the interstitial potential is set constant.
The restrictions to the potential are commonly called shape-approximations. Noting that plane-
waves solve the Schro¨dinger equation in a constant potential, Slater suggested to replace the
Bessel functions jl(Kr) in the Rayleigh decomposition of the plane-wave inside the sphere
by radial functions ul(K, r), which match the Bessel functions in value at the sphere radius
RMT and whose product with the spherical harmonics YL(rˆ) are the solutions in a spherical
potential. It is this procedure what is understood by the term augmentation. Thus, the single
wavefunctions ψk,ν(r) are expressed in terms of the APW basis functions:
ϕG(k, r) =
{
ei(k+G)r interstitial region∑
lm a
µG
L (k)ul(r
µ|E)YL(rˆµ) muffin-tinµ (28)
The position rµ inside the spheres µ located at τµ (cf. Fig. 7) is given with respect to the center
of each sphere. L abbreviates the quantum numbers l and m and ul is the regular solution of the
radial Schro¨dinger equation{
− ~
2
2m
∂2
∂r2
+
~2
2m
l(l + 1)
r2
+ V (r)− E
}
rul(r) = 0 (29)
to the energy parameter El. Here, V (r) is the spherical component of the potential V (r). The
coefficients
aµGL (k) = a
µ
L(k+G) = 4pi exp(ikτ
µ)ilY ∗L (Kˆ)
jl(KR
µ)
ul(Rµ)
, K = k+G (30)
are determined from the requirement, that the wavefunctions are continuous at the boundary of
the muffin-tin spheres in order for the kinetic energy to be well-defined.
If E were kept fixed, used only as a parameter during the construction of the basis, the Hamilto-
nian could be set up in terms of this basis. This would lead to a standard secular equation for the
band energies where for a given k-point in the Brillouin zone (BZ) a set of band energies Eν are
determined. Unfortunately, it turns out, that the APW basis does not offer enough variational
freedom if E is kept fixed. An accurate description can only be achieved if the energies are set
to the corresponding band energies k,ν . In this case the Hamiltonian matrix H depends not only
on k, H(k), but also on k,ν , H(k,ν), and the latter can no longer be determined by a simple
diagonalization. Since the ul’s depend then on the band energies, the solution of the secular
equation becomes a nonlinear problem, which is computationally much more demanding than a
secular problem. One way of solving this problem is to fix the energy E and scan over k to find
a solution, i.e. find one band at the time, instead of diagonalizing a matrix to find all the bands
at a given k. Thus, in Slater’s formulation of the method E enters as an additional non-linear
variational parameter varying the shape of the functions ul till the optimal shape is found for
the band energies k,ν one has looked for. There are several other limitations connected to the
APW method. One is rather obvious, when ul(R) in Eq. (30) becomes zero at the MT boundary,
the radial function and the plane-wave becomes decoupled, known as the asymptote problem.
Others are beyond the scope of the chapter. Further information about the APW method can be
found in the book by Loucks [22], which also reprints several early papers including Slater’s
original publication [20].
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There is one remaining point. Please notice that the APW method produces per construction
principle wavefunctions with a discontinuity in the slope at the muffin-tin boundary. Due to
these discontinuous first derivatives the secular equation in the APW basis∑
G′
(〈ϕG|H− εkν |ϕG′〉+ 〈ϕG|TS|ϕG′〉)cG′kν = 0 (31)
contains a second term due to the matrix elements 〈ψ|−∇2|ψ〉 of the kinetic energy operator T
commonly defined as T = −∇2, which is replaced by 〈∇ψ|∇ψ〉, leading then via Green’s the-
orem to the appearance of additional surface integrals TS ∝
∫
ψ∗
[(
∂ψ
∂n
)
− −
(
∂ψ
∂n
)
+
]
dS, where
+(−) indicates just outside and inside the muffin-tin sphere. The matrix elements of TS are pro-
portional to the difference of the logarithmic derivatives from the function ul, D(ul|E) = u
′
l(R)
ul(R)
,
and that of an empty sphere D(jl|E) = j
′
l(R)
jl(R)
, taken at the sphere boundary. The logarith-
mic derivatives are related to the phase shifts in scattering events. Thus, the second term in
Eq. (31) can be interpreted describing the scattering of a plane-wave coming from the crystal at
the sphere of the atoms. It is well-known that the logarithmic derivatives and the phase shifts
are energy dependent quantities, which explains the explicit energy dependence of the APW
Hamiltonian in particular, and all nonlinear electronic structure methods in general.
The LAPW Basis-functions
To avoid the problems connected with the APW method resulting from the energy dependence
of the Hamiltonian, in the middle of the seventies linearized methods were invented by Ander-
sen [16] and Koelling and Arbman [24]. Based on an idea proposed by Marcus [26], the basis
functions ul in the muffin-tins were supplemented by their energy derivatives u˙l, but both, ul
and u˙l, are now evaluated at a fixed energy El. The original energy dependence of the radial
basis-function is thereby replaced by the Taylor series:
ul(E) = ul(El) + (E − El)u˙l(El) + · · · (32)
terminated after the linear term. In this way, the wavefunctions are affected by an error which
is quadratic in the deviation of the eigenvalue E from the energy parameter El, the error in the
eigenvalues enter only to fourth order [24]. With this extension, the explicit form of the basis
functions is now:
ψG(k) =
{
exp(i(k+G)r) interstitial∑
l,m
(
aµ,Glm (k)u
µ
l (r
µ) + bµ,Glm (k)u˙
µ
l (r
µ)
)
Ylm(rˆ
µ) muffin-tin µ.
(33)
Examples of LAPW basis functions are shown in Fig. 8. The values of the coefficients aµ,Glm (k)
and bµ,Glm (k) are determined to ensure continuity in value and derivative of the basis functions
across the muffin-tin boundary. Thereby, also the surface integrals
∫
ψ∗
(
∂ψ
∂n
)
dS which were
encountered in the APW method disappear. In this way, the energy dependence of the Hamilto-
nian is removed, simplifying the eigenvalue problem Eq. (12), to a standard problem of linear
algebra. Instead of working with ul and u˙l several LAPW implementations follow the APW
idea, working only with ul but for two different energy parameters El and E ′l . As we see below
working with ul and u˙l is rather elegant.
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Fig. 8: LAPW basis-function. Actually, the square |φk(r)|2 for a k-vector from the Γ-point (left)
and the M -point of the two-dimensional Brillouin zone of a three layer film calculation. Note
the strong variation of the wavefunction near the nucleii and the different character (4s versus
4p).
If Hˆµsp denotes the spherical Hamiltonian in Eq. (29), u˙ can be determined from the energy
derivative of this equation at El:
Hˆµspu˙
µ
l = Elu˙
µ
l + u
µ
l . (34)
The normalization of the radial functions is usually chosen like: 3∫ Rµ
0
r2uµl
2dr = 1 (35)
and the energy derivatives, u˙µl , are orthogonal to the radial functions, i.e.∫ Rµ
0
r2uµl u˙
µ
l dr = 0 (36)
a relation, which will simplify the calculation of the elements of the Hamilton matrix.
Stimulated by the idea of the LAPW basis set, one may ask to improve the basis set by matching
not only the first derivative continuously, but also higher derivatives working with higher energy
derivatives of ul. This approach has actually been followed by Takeda and Ku¨bler [47] using n
energy parameters to match the wavefunction continuously till the (n−1)st derivative. However,
it turned out that such wavefunctions are variationally very stiff and the convergence of the
results with respect of the number of basis functions is rather slow. This can be understood by
following this procedure up to the extreme were the wavefunction matches to all derivatives.
Then we know, the ul must be the Bessel function jl or the plane-wave, respectively. We
have already argued before that this requires an infinite number of plane-waves to describe the
wavefunction at the 1/r singularity. Thus, it is a great merit of the LAPW basis set, that the
basis set is linear, but nearly as efficient as the APW method. The speed of convergence with
3In many LAPW-codes, the electrons in the muffin-tin are treated in the scalar-relativistic approximation [49].
This means that a two-component wavefunction is used and the normalization conditions are modified accordingly.
For the continuity conditions, only the “large component” of the radial function is taken into account. To keep the
formalism as simple as possible, in the following I will discuss only the non-relativistic case.
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Fig. 9: Setup used in a film calculation using the FLAPW method. In addition to the muffin-tin
spheres and the interstitial two semi-infinite vacua are added.
respect to the number of basis functions can even be improved by the introduction of local
orbitals.
The energies El are chosen to minimize the linearization errors, i.e. in the center of gravity of
the l-like bands. It should be noticed here, that the choice of the energy parameter in a certain
sense also determines the nodal structure of the wavefunction. A basis function, where the l = 1
energy parameter is chosen to describe a 2s-like wavefunction in a certain muffin-tin, will not
be suitable to describe a 3s or a 1s state. The energy parameter is then said to be within the 2s
branch (cf. Fig. 5). The flexibility of the basis function of course also depends on the size of
the muffin-tin radius R, so that with the choice of a smaller R in some cases two branches can
be forced to “collapse” to a single branch [48]. On the other hand, a smaller flexibility allows to
separate core- from valence states in a calculation. Thus, in a typical calculation only high-lying
valence states are calculated (e.g. 3s, 3p, 3d), while very localized states (e.g. 1s, 2s, 2p) are
excluded from the calculation.
As a final point, I will address the question how large l should be in a realistic calculation. Since
the a and b coefficients in Eq. (33) should ensure continuity across the muffin-tin boundary, the
plane-wave cutoff, Gmax and the l cutoff, lmax, are normally chosen to match: A plane-wave
with wave-vector Gmax (given in inverse atomic units) has Gmax/pi nodes per atomic unit. A
spherical harmonic with l = lmax has 2lmax nodes along a great circle on the muffin-tin sphere,
i.e. there are lmax/(piR) nodes per atomic unit. Therefore, a reasonable choice of the cutoffs is
lmax = RGmax, typically lmax = 8 is chosen.
The FLAPW-Method in Film Geometry for Surfaces and Thin Films
The idea of dividing space into different regions, i.e. into muffin-tins and the interstitial, can be
generalized to treat surfaces very effectively in the single slab approximation (cf. Fig. 3c). One
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now extends the space into three distinct regions, the muffin-tins, the interstitial and the vacuum
region (cf. Fig. 9). The interstitial region now stretches from−D/2 toD/2 in z-direction, which
is defined to be the direction perpendicular to the film. The representation of the wavefunctions
inside the muffin-tin spheres remains exactly the same as in the bulk case. Since the periodicity
along the z-direction is lost, the unit cell extends principally from −∞ to ∞ in z-direction.
Still the wavefunctions can be expanded in terms of plane-waves. However, the wave-vectors
perpendicular to the film are not defined in terms ofD, but in terms of D˜, which is chosen larger
than D to gain greater variational freedom. Therefore, the plane-waves have the form
ϕG‖G⊥(k‖, r) = e
i(G‖+k‖)r‖ eiG⊥z with G⊥ =
2pin
D˜
, (37)
where G‖ and k‖ are the 2-dimensional wave- and Bloch vectors, r‖ is the parallel component
of r and G⊥ is the wave-vector perpendicular to the film. The basis functions in the vacuum
region are constructed in the same spirit as the functions in the muffin-tins. They consist of
plane-waves parallel to the film, and a z-dependent function uG‖(k‖, z), which solves the corre-
sponding one-dimensional Schro¨dinger equation Eq. (38), plus its energy derivative u˙G‖(k‖, z).{
− ~
2
2m
∂2
∂z2
+ V0(z)− Evac + ~
2
2m
(G‖ + k‖)2
}
uG‖(k‖, z) = 0 (38)
Evac is the vacuum energy parameter and V0(z) is the planar averaged part of the vacuum
potential. As in the case of u˙l in the muffin-tins, the function u˙G‖(k‖, z) is calculated from
a Schro¨dinger-like equation, which can be obtained by deriving Eq. (38) with respect to the
energy. {
− ~
2
2m
∂2
∂z2
+ V0(z)− Evac + ~
2
2m
(G‖ + k‖)2
}
u˙G‖(k‖, z) = uG‖(k‖, z) (39)
The resulting basis functions have the form
ϕG‖G⊥(k‖, r) =
{
aG‖G⊥(k‖)uG‖(k‖, z) + bG‖G⊥(k‖)u˙G‖(k‖, z)
}
ei(G‖+k‖)r‖ (40)
The coefficients aG‖G⊥(k‖) and bG‖G⊥(k‖) are determined in exactly the same way as it is
done for the muffin-tins by requiring that the functions are continuous and differentiable at the
vacuum boundary. It should be mentioned, that the vacuum basis functions offer less variational
freedom than the basis set in the interstitial region does. This can be seen by noting that there
are only two functions, uG‖ and u˙G‖ times the corresponding planar plane-wave, to be matched
to all plane-waves of the interstitial region with the same G‖. But there are generally far more
than two different G⊥’s, i.e the number of basis functions in the vacuum region is significantly
smaller than in the interstitial region. However, this can be improved rather easily. In Eq. (38)
only one energy parameter Evac is used. Instead one can use a whole series of parameters Eivac
to cover an energy region. A possible choice of the energy parameters could be Eivac = E
G⊥
vac =
Evac− ~22mG2⊥, which correspondingly leads to G⊥ dependent basis functions uG‖G⊥(k‖, z). For
more details see Ref. [50]. In general, however, the present approximations is accurate enough
due to the small weight of the wavefunctions in the vacuum region.
Finally I would like to summarize the basis set used for thin film calculation with the FLAPW
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method.
ϕG‖G⊥(k‖, r) =

ei(G‖+k‖)r‖ eiG⊥z interstitial{
aG‖G⊥(k‖)uG‖(k‖, z)
+bG‖G⊥(k‖)u˙G‖(k‖, z)
}
ei(G‖+k‖)r‖ vacuum∑
L
aµGL (k)ul(r)YL(rˆ) + b
µG
L (k)u˙l(r)YL(rˆ) MT
µ
(41)
This expansion has been suggested by H. Krakauer, M. Posternak and A. J. Freeman [35].
The expansion of the charge density n and the potential is very similar to the expansion of the
wavefunction. In the interstitial-region the two quantities are expanded into three-dimensional
plane-waves, inside the muffin-tins they are represented by spherical harmonics and radial func-
tions, which are stored on an exponential mesh and in the vacuum they are expanded into two-
dimensional plane-wave and z-depended functions. Of course, the charge density and the po-
tential exhibit the lattice symmetry. Therefore, the expansion into plane-waves is more general
than necessary. The plane-waves can be replaced by symmetrized plane-waves, the so called
stars Φ3Ds for the interstitial region and the two-dimensional stars Φ
2D
s (r) for the vacuum region.
Thus, the charge density and potential is expanded in the form:
n(r) =

∑
s nsΦ
3D
s (r) r ∈ interstitial region∑
s ns(z)Φ
2D
s (r) r ∈vacuum∑
ν n
µ
ν (r)Kν(rˆ) r ∈ MTµ
(42)
and the Hamiltonian and overlap matrix consists now of three terms: the interstitial, muffin-tin
sphere and the vacuum contribution, paying tribute that the space is now partitioned in three
regions
Hˆ = HˆI + HˆMT + HˆV and Sˆ = SˆI + SˆMT + SˆV . (43)
4.3 The Green function methods
So far I discussed methods to obtain the solution of the Kohn-Sham equation in terms of the
eigenfunctions of the Kohn-Sham Hamiltonian. An alternative way to solve the Kohn-Sham
equation is provided by the calculation of the single particle Green function. While this ap-
proach has a couple of disadvantages like the need to do an energy integration and a more
sophisticated determination of the Fermi-level, it also has distinct advantages, most of all the
possibility to easily treat energy dependent quantities or non-linear approaches for all-electron
methods. Hence, I will shortly discuss the general properties of the Green functions, the basics
of the method due to Korringa, Kohn and Rostocker (KKR) to calculate the Green function and
the embedding scheme which allows to obtain the Green function of a subsystem embedded
into an outer volume.
The Single Particle Green Function
In density functional calculations the solution of the Kohn-Sham equations for the single par-
ticle wave functions ψα(r) and the corresponding eigenvalues εα, the single particle energies,
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represents the central problem. Thus, most of electronic structure calculations follow this route,
i.e. calculating eigenfunctions ψα and eigenvalues εα. However, the calculation of ψα and εα
can be avoided, if instead the single particle Green functionG(r, r′;E) of the Kohn-Sham equa-
tion is determined, since this quantity contains all the information about the ground state. In
particular the charge density and the local density of states can be directly calculated from the
Green function, which is the solution of the Schro¨dinger equation for an energy E with a source
at position r′:
(−1
2
∇2 + V (r)− E)G(r, r′;E) = −δ(r− r′) . (44)
Using the spectral representation for the (retarded) Green function
G(r, r′;E + i) =
∑
α
ψα(r)ψ∗α(r′)
E + i− Eα (45)
it is easy to show that the charge density n(r) can be directly expressed by an energy integral
over the imaginary part of the Green function:
n(r) = 1
∑
α
Eα<EF
|ψα(r)|2 = − 1
pi
∫ F
dE ImG(r, r;E) (46)
This relation directly allows the calculation of the charge density from the imaginary part of the
Green function, which can be interpreted as the local density of states at the position r.
In this way the evaluation of the wave-functions ψα(r) can be avoided. Due to the strong energy-
dependent structure of the density of states, the evaluation of the energy integral is usually very
cumbersome and typically about 103 energy points are needed in an accurate evaluation of this
integral.
The numerical effort can be strongly decreased, if the analytical properties of the Green function
G(z) for complex energies z = E + iΓ are used. Since G(z) is analytical in the upper half of
the complex energy plane, the energy integral can be transformed into a contour integral in the
complex energy plane
n(r) = − 1
pi
Im
∫ EF
EB
dz G(r, r; z) (47)
where the contour starts at an energy EB below the bottom of the valence bands, goes into
the upper half of the complex plane and comes back to the real axis at the Fermi level. Since
for complex energies all structures of the Green function are broadened by the imaginary part
Γ, the contour integral can be accurately evaluated using rather few energy points, typically
20-30, leading to a large saving of computer time. In this way Green function methods are
competitive with diagonalization methods. Additional advantages occur for systems with two-
or three-dimensional symmetry, since as a result of the energy broadening the k–integration
over the Brillouin zone requires for complex energies much less k–points. In the evaluation of
the contour integral, special care is necessary for the piece of the path close to F , since here the
full structure of G(E) on the real axis reappears. Therefore, the energy mesh should become
increasingly denser when approaching F .
The integration over a complex energy contour can also be extended to finite temperatures by
using the analytical properties of the Fermi-Dirac distribution. Here the essential point is that
the contour close to F is replaced by a sum over Matsubara energies zj = F + ipi(2j − 1)kT ,
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j = 1, 2, . . . . Then, only complex energies are needed, since the energy point closest to F has
still an imaginary part of pikT . This is of particular advantage, when a discrete k-mesh is used,
like e.g. in the special points method.
The real problem is the evaluation of the Green function for the system of interest. Since we
want to avoid evaluation of all eigenvalues εα and wave functions ψα we rather calculate the
Green function G
G(E) =
1
E + iε−H =
1
E + iε−Ho − V (48)
of a system with Hamiltonian H = Ho + V . We start by constructing the Green function
Go = {E + iε−Ho}−1 of a reference system, which is analytically known or easy to calculate.
Then G(E) can be obtained from the Dyson equation
G(E) = Go(E) +Go(E) V G(E) = Go
1
1− V Go . (49)
For instance, for a bulk crystal one starts with the free space Green function Go(Ho = −12∇2),
such that V is the sum of the potentials of all atoms. For the surface Green function, Go is
identified with the bulk Green function, such that V is the difference between the potentials
at the surface and in the bulk. Analogously for a cluster of adatoms on a surface one starts
again with the surface Green function Go, such that V represents the change of the ad-cluster
potential with respect to the surface potential including the perturbation of the potentials of the
neighboring host atoms. Most importantly the perturbed potential V is well localized near the
impurities, while the perturbed wavefunctions are not localized and accurately described by the
Dyson equation.
Such impurity problems are often described by an ’Ersatzgeometry’, e.g. an impurity in a rel-
atively small cluster of atoms or by a supercell geometry with a periodic array of impurities.
In these cases the boundary conditions for the wave functions are changed violently, since e.g.
for a cluster all wave functions are restricted to the size of the cluster. Therefore, the introduc-
tion of the host Green function Go solves the so-called ”embedding problem”, since it correctly
describes the embedding of the impurity in the infinite surface system.
KKR representation of the Green function
The multiple-scattering method of Korringa, Kohn and Rostoker (KKR) for the calculation of
the electronic structure of materials was introduced in 1947 by Korringa [51] and in 1954 by
Kohn and Rostoker [52]. A further significant development of the KKR scheme came when
it was reformulated as a KKR Green function method [53, 54]. It has special advantages in
many cases because the method is able to produce the crystal Green function efficiently by
relating it to the Green function of free space via the Dyson equation. In a second step the
crystal Green function can be used as a reference in order to calculate the Green function of
an impurity in the crystal [55], again via a Dyson equation. This way of solving the impurity
problem is extremely efficient, avoiding the construction of huge supercells which are needed
in wavefunction methods. The development of screened, or tight-binding, KKR was a further
breakthrough for the numerical efficiency of the method [56]. For some more information on
these recent developments I refer to the contribution D6 of R. Zeller of this spring school.
In the KKR method the Schro¨dinger equation is solved by multiple scattering theory, describing
the propagation of a wave in the solid as a repetition of single scattering events at the different
atoms. Thus, first the single scattering event of the wave at the potential of the different single
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atoms n is calculated, described by the single site ”t-matrix” tn′ , and then the multiple scattering
at the given arrangement of the atoms in the crystal. The resulting equations show a beautiful
separation between potential and structural properties, which are typical for the KKR method.
In the following I summarize the most important results.
In the KKR-Green function method one divides the whole space into non–overlapping and
space–filling cells centered at positions rn (similar to Fig. 7). In each cell the electrons are
scattered by potentials vn, which in this section are assumed to be spherically symmetric and
centered at rn. By introducing cell-centered coordinates the Green functionG(r+rn, r′+rn′ ;E)
can then be expanded in each cell as a function of r and r′ into spherical harmonics:
G(rn + r, rn′ + r
′;E) = −i
√
E
∑
L
RnL(r<;E)H
n
L(r>;E)δnn′
+
∑
LL′
RnL(r;E)G
nn′
LL′(E)R
n′
L′(r
′;E) (50)
Here r and r′ are restricted to the cells n and n′ and r< and r> denote the one of the two vectors
r and r′ which has the smaller or larger absolute value. The RnL(r;E) and H
n
L(r;E) are the
product of spherical harmonics and radial eigenfunctions to the central potential vn(r):
RnL(r;E) = R
n
l (r;E)YL(rˆ), (51)
HnL(r;E) = H
n
l (r;E)YL(rˆ). (52)
HereRnL(r, E) is the regular solution which varies at the origin as r
l and which represents the so-
lution for an incoming spherical Bessel function jl(
√
Er)YL(rˆ), while Hnl is the corresponding
irregular solution varying as 1/rl+1 at the origin and being identical with the spherical Hankel
function hl(
√
Er) outside the range of the potential. Both radial functions are connected by the
Wronskian relation, which guarantees that the first term in Eq. (50) represents the exact Green
function for the single potential vn(r) in free space. Since this term satisfies already the source
condition −δ(r − r′) for the Green function of Eq. (44), the second term is source free and
contains in the double angular momentum expansion only the regular solutions RnL and R
n′
L′ .
By construction, the expression (50) for the Green function satisfies in each cell n the general
solution of the Schro¨dinger equation (44) for the Green function, while the matrix Gnn′LL′(E), the
so-called structural Green function, describes the connection of the solutions in the different
cells and thus contains all the information about the multiple scattering problem, which is in this
way reduced to the solution of an algebraic problem. The clear separation between the single–
site properties, described by the radial solutions RnL(r) and H
n
L(r) and the multiple scattering
properties as described by the matrix Gnn′LL′ , is the main advantage of the KKR method.
In principle, the structural Green function matrix Gnn′LL′(E) can be determined by matching the
solutions of the neighboring cells at the cell boundaries. However at the cell boundaries the
angular momentum expansion converges rather slowly, so that presumably a large lmax cut-off
would be needed. The more elegant and at the same time more efficient way consists in using
the power of multiple scattering theory, where the Green function is basically only needed in
the inner region of the cell, where the potential is strong, so that the l–convergence does not
represent any problem. As shown by Beeby and others [53], the structural Green function
matrix can be determined from the corresponding matrix g in free space by the Dyson equation
Gnn
′
LL′(E) = g
nn′
LL′(E) +
∑
n′′L′′
gnn
′′
LL′′(E) t
n′′
l′′ (E) G
n′′n′
L′′L′(E) (53)
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where the t-matrix tnl for the potential v
n(r) is given by
tnl (E) =
∫ R
0
r2 dr jl(
√
Er) vn(r) Rnl (r;E) (54)
The derivation of this equation is lengthy and straightforward, so that I refer for this to the
literature cited above. An elementary derivation, valid also for the full–potential case, has been
given by Zeller [57].
In practice, the host structural Green functions are first calculated in k-space using matrix in-
version; a subsequent Fourier transform gives us the real-space quantities. We write, then,
GLL′(k;E) =
∑
n′
Gnn
′
LL′(E) e
−ik·(rn−rn′ ) (55)
(which, due to translational symmetry, is independent of n). The algebraic Dyson equation
Eq. (53) becomes
GLL′(k;E) = gLL′(k;E) +
∑
L′′
gLL′′(k;E) tl′′(E)GL′′L′(k;E) (56)
(the t-matrix is independent of n, again due to translational symmetry). Here gLL′ are the
reference structural green function of the original system before perturbing it by the surface.
This original system can be for example free space. The structural Green functions GLL′ and
gLL′ , and the t-matrix tl, are considered as matrices in L and L′, and (56) is solved by matrix
inversion after a cutoff at some l = l for which the t-matrix becomes negligible (usually l = 3
or 4 suffices). The result is
G(E) =
1
V
∫
d3k eik·(r
n−rn′ ) [(1− g(k;E) t(E))−1 g(k;E)]
LL′ (57)
where the integral is over the Brillouin zone volume V. For the calculation of the charge density
or of the density of states, only the on-site term n = n′, GnnLL′(E), is needed.
Here, the t-matrix t(E) depends on the atom-type µ and on angular-momentum indexes (it is
site-diagonal, (t)µµ
′
l = t
n
l δµµ′). The structure constants g(k;E) are considered as a matrices in
both (L,L′) and (µ, µ′), and thus the computational effort for the matrix inversion increases as
O(N3). A considerable speed-up can be achieved for large systems by using the concept of the
screening transformation.
The Green function Embedding method
As the Green function itself is an energy dependent quantity, it is the most natural quantity
to calculate if one has to include energy dependent terms into the Hamiltonian. Such addi-
tional terms are usually called self-energy operators and in most general form are written as
Σ(r, r′, ), i.e. these are non-local energy dependent operators. This self-energy is one of the
most basic quantities in the quasi-particle theory and is for example calculated in the so-called
GW-approximation (cf. manuscript A4 by Ch. Friedrich). Another situation in which a self-
energy appears is the case of open systems, i.e. of systems which are only part of a larger
“outside” and in which electrons can enter or leave from this outer volume. Typical examples
of such geometries are transport setups in which the electrons enter from a lead, are scattered in
D4.32 D. Wortmann
the scattering volume and leave via the same or a different lead again. Here the Green function
of the scattering volume can be obtained by including a self-energy operator which describes
the effect of the leads (cf. manuscript A9 by S. Tsukamoto).
Another name of such a self-energy containing the effect of an outside volume was coined
by J. Inglesfield[58]: embedding potential. The question of how to obtain the embedding po-
tential in a numerical scheme will not be discussed here, instead I refer to the corresponding
literature[12]. Instead the focus should return to the Kohn-Sham equation with the additional
embedding potential which reads in the approach of Inglesfield as
(Hˆ(r)− )ψ(r) + 1
2
δ(n− ns)
[
∂nψ(r)− 2
∫
S
Σ(r, rs
′; )ψ(rS ′) dS ′
]
= 0, (58)
here Hˆ denotes the standard Kohn-Sham Hamiltonian and the addition term acts on the surface
S of the volume considered only (indicated by the Delta function in which only the normal
coordinate enters). The surface derivative of the wavefunction ∂n is assumed to be the derivative
along the surface normal. Eq. (58) can be written symbolically as
(Hˆemb()− )ψ(~r) = 0, (59)
where the Hamiltonian Hˆemb has been defined to include the normal Hamilton operator as well
as the surface derivative and the non-local embedding potential acting on the boundary surface.
The embedding potential and therefore the embedding Hamiltonian Hˆemb is energy dependent
and the direct solution of Eq. (58) for the wavefunctions is in general not possible4. Instead the
most useful quantity to look at is the Green function. Using the modified embedding Hamilto-
nian Hemb the Green function is given by
(Hemb()− )G(~r, ~r ′; ) = −δ(~r − ~r ′). (60)
From this Green function the charge in the embedded volume can be calculated or transport
properties can be obtained. The embedding method also allows to efficiently treat surface in a
semi-infinite surface model (cf. Fig. 3a)
5 A Zoo of Electronic Structure Methods
The discussion of pseudo-potentials, basis sets and Green functions can only give a brief glimpse
on the enormous variety of available methods for DFT calculations. Basically, looking at the
Kohn-Sham equation many different approximations and numerical approaches can be chosen
to treat the different terms, Fig. 10 gives a graphical representation of this zoo of methods. The
kinetic energy can be approximated by a non-relativistic treatment, the so called scalar rela-
tivistic approximation, one can additionally include spin-orbit interaction or even employ the
full relativistic treatment by the Dirac equation (cf. the manuscript A10 by G. Bihlmayer). The
potential term can also be approximated in multiple ways: the shape of the potential might be
approximated, a pseudo-potential might be used or the full-potential all-electron approach can
be chosen. The spin degree of freedom offers an additional range of different approximations
(cf. manuscript C4 of S. Blu¨gel). The different approximations for the exchange-correlation
4Actually, due to the need to specify the boundary condition of the wavefunction different embedding potentials
exist and no easy method exists to construct the correct embedding potential for the wavefunction.
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Code Basis Set Potential Homepage
ABINIT Plane-wave Pseudo www.abinit.org
BigDFT Wavelet Pseudo bigdft.org
CASTEP Plane-wave Pseudo www.castep.org
CP2K Localized+Plane-wave Pseudo www.cp2k.org
CPMD Plane-wave Pseudo www.cpmd.org
ELK FLAPW All-electron elk.sourceforge.net
FLEUR FLAPW All-electron www.judft.de
FHI aims Localized Pseudo aimsclub.fhi-berlin.mpg.de
GPAW Real space grid Pseudo wiki.fysik.dtu.dk/gpaw/
ONETEP Plane-wave Pseudo www.onetep.org
Quantum ESPRESSO Plane-wave Pseudo www.quantum-espresso.org
SIESTA Localized Pseudo departments.icmab.es/leem/siesta/
VASP Plane-wave Pseudo cms.mpi.univie.ac.at/vasp/
WIEN2K FLAPW All-electron www.wien2k.at
Table 1: Some DFT codes. Even though the list contains some of the most popular codes, it is
far from complete and has a focus on european developments from groups participating in the
Psi-k network (see http://www.psi-k.org).
potential also increase the number of choices one can make in performing DFT calculations.
Finally, also the more numerical aspects of which basis set to choose and which algorithm to
use for the solution of the resulting differential equation sets the different DFT codes apart.
Thus, it can be no surprise that many different codes are available (for a short list see Table 1)
and one usually has to choose an appropriate method and code very carefully taking into account
the approximations made and the accuracy and precision needed.
5.1 The CPU Time Requirement
The number of basis functions N is determined by the required precision P of a calculation and
by the volume Ω of the unit cell or the number of atoms in the unit cell, NA, respectively. For
three-dimensional unit cellsN usually scales asN ∝ P 3. Also other parameters like the number
of k-points needed, depend on the required precision and the (inversely) on the system size.
Hence, in general, the triple (Nk,M,N ), the number of k-vectors in the BZ used, the number
M of states considered, and the number of basis functions N are determined by the required
precision of the calculation and by the volume of the unit cell. These parameters determine the
CPU-time and memory requirements of the calculations. Keeping the loop-structure in mind
exhibited in Fig. 1, typically the calculation CPU time scales as
CPU ∝ NMD ·Niter ·Nk (61)
From these considerations it is argued to develop electronic structure methods (cf. Sec. 5) with
efficient basis sets to reduce their number N , to develop algorithms to accelerate the conver-
gence (cf. Sect. 2.3) and to employ an efficient k-point integration scheme (cf. Sec. 2.2). While
Eq. (61) shows the scaling of the CPU time due to the loop structure the total scaling also
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Fig. 10: Rough diagram indicating the different approximations and numerical schemes applied
in DFT codes. The combination of the choices made for each aspect determine the physical
properties available and the class of phenomena one can study with the code in question.
strongly depends on the scaling of the single diagonalization. If a standard dense matrix solver
is used this part scales as
CPU ∝ N3.
A lot of effort is devoted into finding and tuning the most appropriate eigenvalue solvers to
overcome this scaling behavior. In particular, in situations in which only very few eigenvectors
of a large sparse matrix have to be computed substantially better scaling can be achieved. For
more details on eigenvalue solvers see the contribution D3 by E. Di Napoli.
5.2 DFT on large parallel computers
The key requirement to use DFT on modern computers is the efficient and massive paralleliza-
tion of the code. Unfortunately, looking at the general self-consistency cycle, one usually identi-
fies several points at which significant CPU time is spend. In most cases the eigenvalue problem
is most significant, but also other parts like the construction of the Hamiltonian, the generation
of the potential or of the charge can be time consuming as well. The exact ratio of time spend
in these parts additionally strongly depends on the method used, i.e. the basis set and other
approximations, on the size of the system, its symmetry and so on. Nevertheless, one usu-
ally finds some common points in DFT codes that can be exploited for parallelization. First,
a single self-consistency cycle can contain loops over relatively independent calculations, such
as multiple spins or k-points. These lead to separate eigenvalue problems, which can be dis-
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Fig. 11: Schematics of the parallelization of the FLEUR code (http:www.flapw.de). The different
levels of parallelization and the different frameworks used are indicated.
tributed efficiently. After the eigenvalue problems are solved, only the eigenvalues are needed
for the determination of the Fermi-level and then the charge can be calculated from the dis-
tributed wavefunctions. This parallelization introduces very little communication and thus is
most frequently applied.
However, there are only (maximally) two spins and, as the Brillouin zone shrinks with increas-
ing system size, one usually has to deal with very few k-points in larger calculations. Hence,
this kind of parallelization might enable the use up to approximately hundred processors but is
insufficient if one wants to use > 1000 cores. Therefore, the massive parallelization of DFT
codes requires a multi-level approach(cf. Fig. 11), in which one first parallelizes the easy loops
and then additionally distributes the resulting eigenvalue problem further by parallelizing the
eigenvalue problem, the charge density generation or other steps. While the parallelization of
the outer loops is usually done by a distributed memory approach via the MPI library, the in-
nermost levels of parallelization can also be performed using a shared memory approach using
OpenMP or GPU based ideas. In this step of additional parallelization of the eigenvalue prob-
lem methods which are based on a real space basis set, i.e. either using localized basis functions
or directly a real-space grid can employ the domain decomposition scheme. As the potential
term is local in DFT, only little communication with next nearest neighbor processors in a 3D
processor grid is needed to evaluate the Hamiltonian matrix elements. Together with iterative
solvers for the eigenvalue scheme one obtains algorithms with scale extremely efficiently with
increasing processor number as long as this nearest neighbor communication is fast. Fortu-
nately, the network topology of many modern supercomputers is tuned for exactly such kind of
communication. The biggest remaining obstacle in such massively parallelized codes frequently
is the required orthogonalization of the wavefunctions which requires to exchange information
on the wavefunctions which otherwise could efficiently be distributed on disjunct sets of pro-
cessors. Some example of such DFT calculations of massively parallel machines are given in
the contribution D6 of R. Zeller.
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1 Introduction
Graphics Processing Units (GPUs) are throughput-optimized processors originally used to ac-
celerate 3D graphics. Since 2000, they have been increasingly popular for solving compu-
tationally intensive problems not directly related to computer graphics, an approach named
General-Purpose GPUs (GPGPUs) . Using GPUs can be beneficial due to their high resource
of parallelism and higher compute power and memory bandwidth available when compared to
CPUs. For many real applications, computer systems using GPUs provide better energy effi-
ciency, i.e. performance per watt, and smaller cost of performance, i.e. performance per dollar
spent, compared to CPU-only systems.
GPGPU is currently an established technology, and a large and thriving ecosystem is built
around GPUs. A lot of GPU-related research is performed, with GPU papers always being
a part of conferences on computer and comptuational science, and supercomputing. Courses
on GPU programming are taught at universities, and there is a lot of GPU-enabled applications,
both open-source and commercial. GPUs are used in fields ranging from video and image pro-
cessing to astrophycis to seismic modelling to quantum physics. Servers and computer clusters
with built-in computational GPUs are commercially available. Twice, in November 2010 and
November 2012, has a GPU-based system taken #1 spot of Top 500 list of the most powerful
supercomputers. The latest November 2013 edition of the list includes 40 GPU-based systems
[1] . And while being used in top supercomputers, GPUs are also widely available in desktop
PCs and notebooks, where they allow to reach levels of performance previously achievable only
with computing clusters. Due wide availability of GPUs, GPGPU is actually very democratic,
as GPU programming does not require any expensive specialized hardware. And of course, this
“democraticity” has played a significant role in wide adoption of GPGPU computing.
This lecture attempts to describe the main principles behind GPU architectures as well as
demonstrate basics of GPU programming. It focuses mainly on NVidia GPUs, since they are
the ones most widely used for computation; however, same architectural principles also apply
to AMD GPUs, and to a lesser extents, Intel Xeon Phi accelerators. These lecture notes are
organized as follows. We first talk about architecture of modern GPUs in section 2. We then
discuss CUDA as the main tool currently used to program GPUs in section 3, and present an ex-
ample of doing matrix-vector multiplication using GPUs. We discuss other GPU programming
tools, libraries and packages in section 4, and make concluding remarks in section 5.
2 GPU Architecture
2.1 Brief History of GPUs
First 3D GPUs appeared to generate 2D images from polygonal models of 3D scenes, or per-
form rendering, in real-time, which is a computationally intensive task. Each vertex should first
be projected on the screen, which is done by multiplying its coordinates by projection matrix.
After that, the projected triangles are rasterized, i.e. converted in the fragments or pixels they
cover, with invisible pixels culled. Finally, color is computed for each pixel using texture inter-
polation. One of the ways to get the necessary performance was to use specialized hardware;
this, for instance, enabled to perform rasterization very fast. Another possibility of accelera-
tion comes from the fact that rendering actually involves lots of similar operations which do
puting” (Forschungszentrum Ju¨lich, 2014). All rights reserved.
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independent processing of small data elements. Such operations can therefore be performed in
parallel, and performance of GPUs could simply be increased by using more processing units.
Thus GPUs got their resource of parallelism, which is crucial for GPU computing.
Soon it turned out that fixed pipeline was not flexible enough. The transform and texturing
stages were replaced in 2001 by vertex shader and fragment shader, respectively, small pro-
grams that enabled usage of developer-defined logic. First shaders allowed only short sequences
of only arithmetic operations. Even conditionals had to be emulated through linear interpola-
tion. Programmability improved quickly with time; in 2004, GeForce 6x already enabled several
nested loops and conditionals inside the shader.
In 2006, graphics hardware had two processing engines, one for vertex and pixel shaders, with
developers often having to balance workload between the two. Also, the third programmable
stage, so-called tesselation shader appeared. Obviously, there was a need to unify the hard-
ware used to execute different shaders. And if that, why not reverse it: instead of making a
special-purpose GPU programmable, make a massively parallel general-purpose processor and
implement graphics functions on top of it? This was achieved in 2006 with GeForce GTX
8800 and in 2007 with the release of Compute Unified Device Architecture, CUDA, by NVidia.
While it still contained special-purpose hardware for triangle rasterization and texture interpo-
lation, it was a general-purpose parallel processor which could be programmed using CUDA
C, a dialect of C language. Design of modern GPUs, though changed a little, still follows the
overall pattern of GTX 8800.
GPUs were used to accelerate operations other than 3D rendering even before they became pro-
grammable. Programmability available with vertex, and especially pixel shaders, enabled to use
GPUs to accelerate image and video processing. For more complex programs, lack of control
flow was compensated with invoking the kernel multiple times. With GeForce FX, true single
precision became available on the GPU for the first time, and later GPUs added better sup-
port for complex control flow, which enabled implementing more complex processing. At this
stage, GPUs were already tapped in for such applications as molecular modeling [2], but their
processing power was mostly used for visual effects. Compute applications of the era mostly
worked with GPUs through 3D APIs, such as OpenGL [3] or Direct3D, GPU programs had to
be written in specialized shader languages, such as GLSL, and as a result, GPU programming
was very cumbersome.
GPU computing changed with the advent of CUDA [4] in 2007. A simple API enabled inter-
action with GPUs, and GPU programs could be written essentially in C, with most language
features available. As a result, GPUs were adopted by a wide range of applications in different
domains, with CUDA C being the implementation language of choice. Many packages and
libraries, both commercial and open-source, now provide GPU support [5]. New applications
demanded new features, which were provided in subsequent CUDA versions; these included
atomic operations, accessing RAM of the host from GPU, GPU debugging support, interacting
with GPU asynchronously, and with CUDA 5.0 and latest GPUs, even the ability to launch new
GPU programs directly from inside running GPU programs.
Success of CUDA was followed by OpenCL [6]. Unlike CUDA, which is a tool proprietory for
NVidia, OpenCL is an open standard supported on a wide variety of devices by various man-
ufacturers. OpenACC [13] provides a still higher level of abstraction using directives inserted
into code, thus providing higher productivity for GPU software development. If maximum
flexibility is required, however, CUDA and OpenCL are still needed.
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2.2 Overview of GPU Architecture
Fig. 1 demonstrates the overall place of GPU in a computer. GPU is an accelerator, a throughput-
optimized processor which is separate from the main CPU, and usually placed on a separate
card. It is connected to the CPU through a high-speed link, currently PCI-Express (PCI-E). In
this context, CPU is called a host processor, or simply host . Any data processing done by the
GPU should be set up and requested by the host, by copying data in, launching GPU programs,
or kernels , and then transferring data out; GPU is, in this sense, is a subordinate processor.
GPU has its own RAM, which is separate from the RAM of the host. It is quite large, up to
12 GiB as of end 2013, but is still smaller than host RAM. A GPU can access its RAM faster
than CPU: Kepler K20X GPU, for instance, achieves 160 GiB/s real bandwidth, comapred to
40 GiB/s per CPU, or 80 GiB/s for 2-socket server, for a typical high-end Intel Xeon CPU as of
2013. Modern GPUs can access host memory, but real speed of PCI-E link is much smaller: it
is around 11 GiB/s for PCI-E Gen. 3. It is therefore crucial that data processed by the GPU is
stored in GPU RAM, in order to achieve maximum performance.
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Fig. 1: Place of a GPU in a computer (left) and typical workflow of GPU processing (right)
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Fig. 2: Architecture of a GPU chip (left) and a single SM (right).
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Architecture of a GPU chip is depicted in Fig. 2. The GPU itself consists of a number of stream-
ing multiprocessors (SMs), which share a common L2 cache, and a pool of memory controllers
(MCs). Each SM contains a lot, often hundreds of, functional units (FUs), which provide the
computing power of the GPU. They include FUs for single-precision (SP) and double-precision
(DP) computations, special function units (SFUs) for evaluating math functions, and load-store
units (LD/ST). Units for doing arithmetic operations are called Arithmetic-logical units (ALUs).
An SM also contains schedulers, register file, on-chip shared memory, L1 cache, and logic to
connect to the rest of the GPU. There is no single understanding of what is called a “GPU core”:
sometimes, an SM is called a core, and sometimes a single-precision FU inside an SM. Top500
counts an SM as a core.
From the developer perspective, a basic unit of GPU execution is a GPU thread. On the level
of hardware, the basic unit of execution and scheduling is warp, a group of a small number of
threads executing synchronously, in a Single Instruction Multiple Data (SIMD) fashion. A warp
on an NVidia GPUs consists of 32 threads. There are usually many more warps executing per
SM than there are FUs available, with warp schedulers used to manage resources. As variables
of all threads are stored in registers, an instruction from any thread ready for execution can be
scheduled. There are no context switches on GPU; how it works can rather be described as
hardware multithreading.
Several warps are joined in a thread block. Threads of a single block can together use SM shared
memory, which is present at every SM and can be accessed at the speed of L1 cache. They can
also perform barrier synchronization, where each thread waits until all other threads arrive at the
barrier before continuing execution. Barriers are usually used to synchronize access to shared
memory. Barrier synchronization is not possible between threads from different blocks, as it
is not even guaranteed that a given pair of thread blocks will be ever executed simultaneously.
Warps from a single thread block always share the same SM; however, there may be many
thread blocks executing on the same SM, depending on resources available. All thread blocks
of a single kernel launched on a GPU, whether already launched or pending, are called a grid .
Examples of 1D and 2D GPU execution grids are shown in Fig. 3.
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Fig. 3: Multiple threads and thread blocks executing in 1D (left) and 2D (right) grids on a GPU.
This architecture outline indicates thatGPUs have very high degrees of parallelism. As of 2013,
high-end CPUs have 8 cores, with two hardware threads executing per core. An average GPU
has hundreds of SPs, and high-end ones have thousands. There are 2880 on NVidia Kepler
K40, and at least 2× that number of threads is required just to use all hardware available in
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case where there are no memory accesses. Still more threads are required to hide memory
access latency. As a rule of thumb, there should be O(104) threads in a grid running on a
GPU just to utilize its resources. This gives an indication of a degree of parallelism required
of computational problems to take advantage of computational power of a GPU. On the other
hand, GPU threads are cheap, and therefore it is common to launch as many threads as possible
to exploit all available parallelism.
Let’s consider a simple problem of array addition. A function to do that on a single CPU core
will probably look like add_arrays_cpu: it contains a loop iterating over all array elements.
For multiple CPU cores, there will be multiple threads, but each will execute a similar function
for a part of an array. On a GPU, array addition looks completely different: there is a single
thread per array element, and the code of a kernel is a code executed by a single thread. One
threads per element is actually created during kernel launch; therefore, there is no loop inside a
kernel.
/* array addition on CPU */
void add_arrays_cpu(float *c, float *a, float *b, int n) {
for(int i = 0; i < n; i++)
c[i] = a[i] + b[i];
}
/* array addition on GPU */
__global__ void add_arrays_gpu
(float *c, float *a, float *b, int n) {
/* get thread id */
int i = threadIdx.x + blockIdx.x * blockDim.x;
/* check if thread number is outside range */
if(i >= n)
return;
c[i] = a[i] + b[i];
}
Fig. 4: Adding arrays on a CPU and on a GPU
2.3 Latency Hiding
To understand latency hiding, let’s consider a simple example. Assume a hypothetical CPU,
which executes every arithmetic operation in 1 cycle, has 1 core, runs at 2 GHz, has RAM
bandwidth 10 GB/s and RAM access latency of 50 cycles. Also assume that a CPU is simple
enough that it does not contain any caches or prefetchers (fortunately, the example won’t work
on a real CPU). This CPU is used to execute addition of floating-point arrays similar to Fig.
4, but it executes slowly, at about 13 MFlop/s 2, and we want to know why. Neither computa-
tion nor memory bandwidth are bottlenecks: only 13 MFlop/s of 2 GFlop/s and 52 MB/s of 10
GB/s, respectively. The reality is that the application is latency-limited: each memory access
2This won’t happen on real CPUs, due to hardware prefetchers which predict following memory accesses and
retrieve data for them, and caches; however, it is useful as an illustration.
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takes long time, and nothing more can take place during that time: computations cannot be per-
formed, and new memory accesses cannot be initiated. Latency-limited behavior is obviously
bad, as it leads to severe under-utilization of hardware resources. The problem can be solved
using caches; assuming 64B cache lines, a latency of 5 cycles and no hardware prefetchers or
speculative execution, up to 82 MFlop/s performance and 328 MB/s memory bandwidth can be
achieved. However, this is still a very small fraction of what is achievable.
GPUs solve the latency problem in a different way, using hardware multithreading. Assume
the same hypothetical CPU, but which now supports many hardware threads, similar to Fig. 2.
When a thread performs a memory access, it is placed in a waiting list, and instructions from
other threads are scheduled, when available. With 8 threads per core, 426 MB/s bandwidth is
achieved, and with 16 threads, about 853 MB/s is achieved. Further speedup can be achieved
by enabling a single thread to issue multiple memory requests. With array addition, each thread
issues 2 memory requests, thus incurring memory latency only once. Similarly, if a thread issues
a write, it doesn’t need to wait for its completion; it may be required that all threads do a barrier
at the end of the loop to ensure coherent memory state. Latency is thus incurred only once per
iteration, and bandwidth of 1.28 and 2.56 GB/s is achieved for 8 and 16 threads, respectively.
Execution timeline will be similar to Fig. 5. If multi-core is added to that, 8 cores with 8
threads each will already be able to saturate entire memory bandwidth, thus achieving best
possible performance for the application, which is memory-limited. Of course, all this comes at
a cost: memory controllers should be able to handle hundreds of requests simultaneously, and
large register files are required to store data of multiple hardware threads on chip. However,
this approach allows to achieve latency hiding, i.e. turn any latency-limited application into
bandwidth-limited, provided sufficient hardware resources.
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Fig. 5: Hardware multi-threading used for latency hiding: with many hardware threads, uti-
lization of ALU and memory bandwidth increases
Latency hiding is used by all modern GPUs; the difference from the above is that warps are used
instead of threads, and both bandwidth and latency are an order of magnitude higher. Therefore,
the number of threads required for hiding latency is also considerably higher, O(104) . Another
aspect is using hardware multi-threading to hide not only latencies of memory accesses, but also
latencies arising from accessing register files and executing arithmetic operations. In this sense,
a GPU can be thought of as a throughput-optimized processor, i.e. optimized for executing lots
of threads to achieve maximum throughput rather than for fastest execution of a single thread.
This is the guiding principle of GPU design; therefore, GPUs have lots of very simple functional
units, no advanced control features such as branch prediction or speculative execution, and
smaller caches. Because of all these features, it is possible to run GPUs at lower frequencies
and achieve superior performance and energy efficiency with parallel applications. CPUs, on
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the contrary, are latency-optimized processors: they execute a single thread considerably faster
than a GPU, but are slower on applications with large resource of parallelism.
It is therefore crucial to have enough GPU threads available for execution to hide latencies.
Occupancy is the ratio of warps executing per SM to the maximum number of warps possible
on SM; low occupancy, usually indicates performance problems. Low occupancy is most often
caused by excessive use of resources by the kernel, such as registers and shared memory. Note
that as all local variables of a GPU thread are stored on registers, as a rule, complex kernels
will use more registers and usually have lower occupancy value. Also note that the problem
can be aggravated by too large a thread block size: as whole blocks are scheduled on SMs,
resource usage can become better if thread block is made smaller. Generally, thread block size
of 128–256 is a good starting point for experimentation.
2.4 Other GPU Architecture Principles
As mentioned above, threads in a GPU warp execute synchrnously, in SIMD fashion. But what
happens if the threads encounter a conditional construct? If condition evaluates the same for
all threads, just one branch is executed. But what if condition evaluates differently, and some
threads take if branch, while the other take else branch? What actually happens is depicted
in Fig. 6: all threads execute both branches sequentially. First, all threads take the if branch.
The active threads, i.e. ones for which the condition evaluated to true, actually execute as usual,
while inactive threads, for which the condition evaluated to false, are masked: they still execute
instructions, but their results are not written to registers. When the if branch is finished, the
same repeats for the else branch, with active threads becoming inactive, and vice versa. Note
that only threads in a warp execute synchronously: when the condition is different across warps
in the same thread block, but is constant within the warp, each warp executes only one branch.
Outside of warp, a GPU is thus a true Multiple-InstructionMultiple-Data architecture (MIMD).
// … 
if(condition) { 
  // do smth 
  // … 
} else { 
  // do smth else 
  // … 
} 
// …
all threads running
“else” threads masked
“if” threads masked
all threads running
Fig. 6: Branch divergence of a threads in a GPU warp
The condition when threads in the same warp take different execution paths is called branch
divergence, and impacts performance. Imagine that both if and else branches contain some
computatinoally intensive parts, which have about the same execution cost. Then performance
of this code region drop 2× when just a single thread in a warp chooses a different path. With
nested conditionals, performance drop can be as high as the number of threads in a warp, i.e.
up to 32× on modern NVidia GPUs. To avoid performance impact of branch divergence, it
may be required to re-order input or split a complex kernel into simpler parts. Note that for
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simple conditionals, such as a = b > 0.5 ? c : d, are translated into conditional move
instructions, and do not incur performance overhead.
Memory accesses from the threads in a same warp are also initiated synchronously. They are
not served a single word at a time; instead, memory requests are grouped into transactions
based on which memory regions they access, and executed in units of transactions. A single
memory region usually has N = 2k bytes and aligned to N bytes boundary. On modern GPUs,
N varies from 32 to 128, based on whether L1 caching is used; this corresponds to from 8 to
32 4-byte values of type int or float. Grouping memory accesses into transactions is called
coalescing. Using less words than retrieved leads to underutilization of memory bandwidth,
and can thus reduce performance. The ratio of words used to words retrieved is called degree
of coalescing, and corresponds to the degree of bandwidth utilization. Note that it can exceed
1, e.g. when all threads in a warp access the same word. When the ratio is high, accesses are
said to be coalesced, and when it is >= 1, they are fully coalesced; when it is low, accesses are
said to be poorly coalesced. Several examples of coalesced and uncoalesced access patterns are
illustrated on Fig. 7.
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Fig. 7: Different good and bad coalescing patterns
Unlike branch divergence, poor coalescing is much easier to encounter in practice, as it is ex-
hibited by a number of common access patterns. One example of this are scattered indirect ac-
cesses, or data-dependent accesses, like c[i] = a[b[i]]; degree of coalescing is actually
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dependent on contents of array b. Similarly, poor coalescing can result if threads in the same
warp access data using different pointers, e.g. when traversing tree or graph structures. Yet
another poor coalescing pattern is accessing fields of a C struct in an array of structures (AoS);
it is usually better to have one array per structure field, or a structure of arrays (SoA). Similarly,
accesses to different rows of an array stored in row-major order, i.e. when neighboring elements
of the same row are stored at adjacent indices, exhibits poor coalescing. Poor coalescing can
also have a more devastating effects on performance; while several nested conditionals are re-
quired to cause significant branch divergence, just one statement with bad coalescing is enough
to cut memory bandwidth by 16×. Profiling tools, described in more detail in section 4.5 can
help with detecting issues such as branch divergence and bad coalescing.
2.5 Requirements for Applications to be Portable to GPUs
Features of GPU architecture described above lead to requirements to applications, or parts of
applications, that can be efficiently executed on a GPU:
• High degree of parallelism, i.e. lots of independent operations, is absolutely required to
get good GPU performance;
• Working set must fit into GPU RAM, so that high-bandwidth RAM can be used.
These requirements may seem hard to fulfill. However, the necessary degree of parallelism
has been found in many real applications. The reasons of this are two-fold: first, nature actu-
ally “runs in parallel”, and thus any simulation of it should exhibit high degree fo parallelism.
Second, “Big Data” applications process lots of data, and the volumes of data always grow; pro-
cessing data elements independently gives high degree of parallelism. Moreover, parallelism,
though in a lower degree, is required to make use of traditional supercomputers as well. In fact,
it turns out that it is actually hard to find an application which does not exhibit a good degree of
parallelism, at least when processing large quantities of data. With regards to the working set,
it is often possible to split it into smaller parts that fit into GPU memory.
In addition, it is important that the application exhibits good memory coalescing, to make good
use of GPU RAM bandwidth and coherent execution so that there is no branch divergence. An
application is often needed to be modified to achieve this. Additionally, an application should
usually exhibit high computational intensity, to be able to make good use of GPU compute
power. However, even if the latter is not the case, the application can still be accelerated by the
GPU, e.g. because of higher memory bandwidth.
3 GPU Programming with CUDA
3.1 CUDA Overview
CUDA, which stands for Compute Unified Device Architecture, is a set of tools to program
NVidia GPUs. It consists of the following components:
CUDA Architecture the architecture of NVidia GPUs used to run CUDA programs;
CUDA C/C++ a set of extension to C++ language to enable GPU programming, and also sim-
plify host-GPU interaction;
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CUDA Driver a part of NVidia GPU driver which supports GPU on OS levels, and also man-
ages GPU resources;
CUDA Runtime a userspace library which provides API for applications to interact with GPUs,
e.g. for copying data or launching kernels;
CUDA Toolchain which is a set of compilation, debugging and profiling tools to support GPU
programming.
When talking about evolution of CUDA, is it important to distinguish two different concepts
of “version”. CUDA version is the version of CUDA software, i.e. CUDA C++, compiler
and API, while compute capability (CC) refers to the features supported by the hardware. In
addition, CC affects such aspects as memory coalescing or the number of registers available to
the application. To use a specific feature in your program, it must be supported by both CUDA
version and CC, and the application should be compiled for a specific CC. If a certain feature
is not supported by hardware CC, it cannot be used even if CUDA version supports it. For
instance, if a Fermi GPU (CC 2.0) and CUDA 5.0, which supports dynamic parallelism, are
installed in the machine, then dynamic parallelism still cannot be used, as it requires a device
with CC >= 3.5.
3.2 CUDA C++ Langauge Extensions
CUDA introduces 3 additional function qualifiers: __host__, __device__ and
__global__. Possible combinatons of the qualifiers are listed in table 1. If no qualifier
is used, default qualifier is __host__, so that CUDA compiler is able to compile existing
host code with no change. If both __host__ and __device__ qualifiers are specified, two
versions of the function are generated, one for host, and one for GPU, so that codebase can be
shared between different processors.
Qualifier Runs on Called from Is a kernel?
__host__ host host no
__device__ GPU GPU no
__host__ __device__ host, GPU host, GPU no
__global__ GPU host yes
GPU (only with dynamic
parallelism, CC 3.5+)
Table 1: CUDA function qualifiers
__global__ denotes a kernel function, or kernel, that specifies code for a single thread ex-
ecuted on the GPU. A kernel function cannot be called directly as other functions. A special
construct, called kernel launch construct should be used to start a kernel with a configuration
of many threads. As there are many threads, a kernel cannot return a value, and should have
return type void. It is possible to launch 1D, 2D and 3D execution grids, each consisting of
1D, 2D or 3D thread blocks. Datatype dim3, which is a vector of 3 ints, is used to specify grid
and thread block size. For 1D launches, however, integer types can be used. A simplified form
of a kernel launch construct is
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kernel_name<<<Ng, Nb>>>(arg0, ..., argn)
where Ng is a grid size, Nb is the thread block size, and arg0, ..., argn are kernel
arguments which are passed to each kernel thread. If Ng is g = gx × gy × gz, and Nb is
b = bx × by × bz, then g thread blocks, each with b threads are queued for launch. The kernel
launch construct returns immediately; it does not wait for the kernel to end or even to start.
The number of thread blocks executed simulataneously depends on the kernel resource usage,
available hardware resources and other kernels currently executing. Fig. 8 shows two equivalent
ways to launch the array addition kernel: one with integer sizes, and one with explicit dim3
variables. Note that the total number of threads launched must be a multiple of thread block
size, and thread block size 1 is very bad. Therefore, the number of array elements must be
first rounded up to the next multiple of thread block size, and then the extra threads should be
prevented from doing anything in the kernel code, as in Fig. 4. For 1D configuration, y and z
components are set to 1.
// arrays in device memory, their size
float *a, *b, *c;
int n;
// ...
// launch configuration with dim3
int bs = 128;
dim3 block(bs, 1, 1), grid(n / bs + (n % bs ? 1 : 0));
add_arrays<<<grid, block>>>(c, a, b, n);
// launch config with integers
int bs = 128, ng = n / bs + (n % bs ? 1 : 0);
add_arrays<<<bs, ng>>>(c, a, b, n);
Fig. 8: Two launch configurations for array addition kernel
Different GPU kernel threads usually process different elements of data: in case of array addi-
tion, they add array elements of different indices. For a thread to know which elements it has
to add, the thread needs to find out its identifier. In CUDA, thread id is separated into thread
block id and thread id inside block. Both of these, as well as the execution configuration, can
be discovered through built-in variables, which are listed in the table 2; uint3 type is similar
to dim3.
Variable name Variable type Meaning
gridDim dim3 grid size, in thread blocks
blockIdx uint3 current thread block index
blockDim dim3 thread block size
threadIdx uint3 index of current thread inside block
warpSize uint warp size (currently 32)
Table 2: CUDA built-in variables
With variables defined above, for 1D configuration, global thread index can be computed as
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int i = threadIdx.x + blockIdx.x * blockDim.x;
The indices always contain 3 components, x, y and z. For 1D configurations, y and z are equal
to 1. For 2D configurations, only z is equal to 1, and thus, both x and y components are needed
for a global index.
Variable qualifiers are listed in table 3; they apply to variable declarations. __constant__
and __device__ qualifiers are applied to global variables, while __shared__ qualifier,
except for one case, is used with local variables. Constant memory variables are stored in global
memory, are read-only on GPU, and use highly efficient constant caches on device. Constant
memory can be modified by the host between kernel launches, and all data there cannot exceed
64 KiB in size. Note that qualifiers are only applied to variable declarations; pointers are left
unqualified.
Qualifier GPUMemory Variable space
__device__ global global
__constant__ constant global
__shared__ shared on-chip local
Table 3: Variable qualifiers in CUDA 5.5
While most language features are supported in GPU code, most of the standard library functions
are not. And of those features that are supported, some are inefficient. Note that CUDA provides
its separate set of math functions, which closely follows, but do not directly corresponds to,
functions declared in "math.h" header file. Also note that C type declarations and #define
definitions, unlike functions, can be freely used in GPU code, e.g. to declare variables. What
follows is a list of features that either are not supported or can lead to severe performance
penalties:
• input/output and system calls;
• dynamic memory allocation, i.e. malloc/free (thought supported, incurs a much
higher performance penalty compared to CPU);
• standard C library functions (printf to stdout is supported, as are most math functions);
• recursion, virtual functions and call by function pointer (lead to severe performance
penalty, as functions on GPU are normally inlined; also, register usage cannot be esti-
mated, which severely limits the number of threads launched);
• C++ exceptions and runtime type information (RTTI);
• bitfields in structures;
• static variables.
3.3 CUDA Runtime API
All CUDA Runtime functions return error code of type cudaError_t. Return value of
cudaSuccess indicates success, and other values indicate failure. CUDA API functions are
usually called from the host. However, with dynamic parallelism, it is possible to call some of
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those functions on the GPU. What follows is a list of most important CUDA functions which
enable writing simple CUDA applications. Refer to the NVidia documentation website [17] for
the complete documentation on CUDA Runtime API.
CUDA functions for working with memory are designed based on similar functions in the stan-
dard C library. Memory management is performed using the following functions:
cudaError_t cudaMalloc(void **pptr, size_t nbytes)
cudaError_t cudaFree(void *ptr);
cudaMalloc allocates nbytes bytes of memory, and saves the pointer to it in *ptr. As the
return value is the error code, the poiner cannot be returned directly. The pointer returned has
the same size as pointer on host, and be freely passed around, and to device functions. However,
dereferencing it in host code will lead to undefined behavior, most likely a segmentation fault.
To free device memory, call cudaFree function.
Data has to be copied from host to GPU before processing, and copied back after. In addition,
some data will be on GPU from the start; it is often a good idea to have it initialized. This is
achieved using the following functions:
cudaError_t cudaMemcpy
(void *dst, void *src, size_t nbytes, cudaMemcpyKind kind);
cudaError_t cudaMemset(void *p, int value, size_t nbytes);
cudaMemcpy is used to copy nbytes bytes from address src to address dst. kind
indicates whether the addresses reside on host or on device; it can be a constant of form
cudaMemcpyXxxToYyy, where Xxx and Yyy can be either Host or Device, for a total
of 4 possible combinations. In addition, when unified virtual addressing (UVA) is enabled, the
runtime can determine whether the address belongs to a host or a device based on the poiner
value; in this case, cudaMemcpyDefault can also be specified.
Normally, host data resides in paged memory, i.e. memory that can be swapped to disk. When
a CPU references a page that has been swapped to disk, an interrupt occurs, which is handled
by the OS which brings the page back into RAM. However, devices accessing host RAM do not
support such logic. Therefore, before the data is copied to the GPU, it has to be copied to pinned
memory, which is not swapped to disk, and then to the GPU. Such double copying can lead to
performance degradation. It is therefore advisable that the data copied to the GPU is allocated
in pinned memory. This can be done using cudaMallocHost() function. Such memory can
be freed using cudaFreeHost() function; their signatures are similar to cudaMalloc()
and cudaFree() respectively. Performance of copying from pinned memory is about 2×
higher than when copying from paged memory.
The following functions are available for synchronization with the GPU:
cudaError_t cudaDeviceSynchronize(void);
cudaError_t cudaStreamSynchronize(cudaStream_t s);
cudaDeviceSynchronize function waits for all commands previously issued on the cur-
rent device to be finished. cudaStreamSynchronizewaits only for the commands on the
specified stream. A stream is a queue of command submitted to GPU, such as kernel launches
and memory copies, executed sequentially. Stream 0 or NULL is the default stream for the
GPU; waiting for it also waits for commands queued on other streams (unless they opted out of
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it). Note that both functions can return error codes from previous asynchronous commands.
The following functions enable querying devices and other device operations:
cudaError_t cudaGetDeviceCount(int *ndevices);
cudaError_t cudaGetDevice(int *idevice);
cudaError_t cudaSetDevice(int idevice);
cudaError_t cudaDeviceReset(void);
cudaGetDeviceCount() gets the total number of CUDA-capable devices attached to host,
which is returned in memory pointed to by ndevices. The devices are numbered from 0 to
*ndevices - 1, and are referred by their number. cudaGetDevice() gets the current
device, while cudaSetDevice() sets the current device to idevice. The current device
is the one to which all CUDA commands, such as memory copies and kernel launches, are
submitted. Setting the current device enables submitting commands to different devices, thus
enabling multi-GPU programming. Finally, cudaDeviceReset() resets the state of the
current device and frees resources associated with it; the device is re-initialized by a subse-
quent CUDA call. As most programs use the device for their entire duration, and resources
are automatically freed upon program exit, this call is rarely used. One of the reasons to call
cudaDeviceReset() at the end of the program is for NVidia Profiler to work correctly.
Error handling functions are as follows:
cudaError_t cudaGetLastError(void);
const char *cudaGetErrorString(cudaError_t err);
cudaGetLastError() returs the error code of the error that occurred last, or cudaSuccess
if everything is OK. Error code is normally returned by CUDA calls, so it is usually only
called after a kernel launch construct, to check if the kernel has been successfully queued.
cudaGetErrorString() returns a textual description for an error code, and is useful in
handling errors. To catch errors early, it is a good idea to check the return code of every CUDA
call; to avoid lots of boilerplate code, such check is usually wrapped in a macro, similar to
cucheck() defined in Fig. 9. In case an error is encountered, it prints a place what error
occured and where, and terminates the application with a failure exit code. This enables to
quickly identify the place of code where an error occurred, and take action to correct it.
#define cucheck(call) \
{ \
cudaError_t cucheck_err = (call); \
if(cucheck_err != cudaSuccess) { \
const char *err_str = cudaGetErrorString(cucheck_err); \
fprintf(stderr, "%s (%d): %s in %s\n", \
__FILE__, __LINE__, err_str, #call); \
exit(-1); \
} \
}
Fig. 9: cucheck macro used to check error code of CUDA API calls.
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3.4 “Hello, CUDA World!”
Using a programming language typically starts by writing a “Hello, World!” program for it.
For CUDA, however, this makes little sense, as GPU is primarily a computational device not
designed to support I/O. Instead, a simple parallel computation is often implemented as a first
program; here, we’ll use matrix-vector multiplication as an example. Fig. 10 illustrates the
kernel, while Fig. 11 shows host code that makes use of the kernel. Host code uses cucheck
macro defined in Fig. 9. We compute b = Ax, where A is stored column-first so that accesses
are coalesced. Host arrays are allocated and initialized first. Then the GPU arrays are allocated,
and host data is copied to them. The kernel is then called, and the data is copied back. As
data copy executes in the same stream as the host kernel, it only starts after the kernel finishes
execution, and thus copies correct data. Finally, first 10 elements of the resulting vector are
computed. Note the use of h_ and d_ prefixes for host and device pointers, respectively; it is a
useful convention to avoid confusing pointers to host and device memory.
__global__ void matvecmul_k
(float *b, const float *a, const float *x, int n) {
int i = threadIdx.x + blockIdx.x * blockDim.x;
if(i >= n)
return;
float bi = 0;
for(int j = 0; j < n; j++)
bi += a[j * n + i] * x[j];
b[i] = bi;
} // matvecmul_k
Fig. 10: Matrix-vector multiplication kernel in CUDA
4 Other GPGPU Programming Tools
4.1 OpenCL
OpenCL [6] stands for “Open Compute Language”. It was initially proposed by Apple as an
open standard alternative to CUDA in 2008. The Khronos OpenCL Working Group to support
the standard was formed the same year. First implementations were released in 2009. As of end
2013, the most recent version of the standard was 2.0, and the most widely supported versions
are 1.1 and 1.2 (there’s little difference between them).
OpenCL closely follows CUDA in its design. It consists ofOpenCL Runtime, which is a set of
API to interact with the device, and OpenCL C, an extension of C language to write programs
for the device. Unlike CUDA C/C++, OpenCL C contains only device part of the code; host
code has to be written separately in another language, such as C or C++. Therefore, unlike in
CUDA, there is no single-source compilation. Moreover, OpenCL C program is typically com-
piled after the start of the host program; though API supports loading binaries, there is currently
no portable way to generate such a binary offline. OpenCL Runtime API is similar to CUDA;
however, it is more complicated. The developer has to manually manage OpenCL objects, such
as contexts, command queues, buffers and programs, even for very simple programs. Moreover,
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int main(void) {
// number of elements in matrix and vector
int n = 8192;
size_t vec_sz = n * sizeof(float), mat_sz = n * vec_sz;
// pointers to data on host and device
float *h_b = (float *)malloc(vec_sz);
float *h_a = (float *)malloc(mat_sz);
float *h_x = (float *)malloc(vec_sz);
// initialize host data
for(int i = 0; i < n; i++)
h_x[i] = random() % 20;
for(int j = 0; j < n; j++)
for(int i = 0; i < n; i++)
h_a[j * n + i] = random() % 20;
// allocate device data
float *d_b, *d_a, *d_x;
cucheck(cudaMalloc((void **)&d_b, vec_sz));
cucheck(cudaMalloc((void **)&d_a, mat_sz));
cucheck(cudaMalloc((void **)&d_x, vec_sz));
// copy data to device
cucheck(cudaMemcpy(d_x, h_x, vec_sz, cudaMemcpyHostToDevice));
cucheck(cudaMemcpy(d_a, h_a, mat_sz, cudaMemcpyHostToDevice));
// call the kernel
int bs = 128;
matvecmul_k<<<n / bs + (n % bs ? 1 : 0), bs>>>
(d_b, d_a, d_x, n);
cucheck(cudaGetLastError());
// copy data back
cucheck(cudaMemcpy(h_b, d_b, vec_sz, cudaMemcpyDeviceToHost));
// print first 10 elements
for(int i = 0; i < 10; i++)
printf("b[%d] = %lf\n", i, (double)h_b[i]);
// free everything
cudaFree(d_x); cudaFree(d_a); cudaFree(d_b);
free(h_x); free(h_a); free(h_b);
// reset; necessary for profiling
cucheck(cudaDeviceReset());
} // main
Fig. 11: CUDA host code for matrix-vector multiplication
as the host program is written in plain C/C++, there is no counterpart to CUDA kernel launch
construct; instead, API functions must be used to set arguments and launch the kernel. As a
consequence, a “hello, world!”-style program will be significantly more complicated than with
CUDA, and is omitted here for space reasons.
As OpenCL is an open standard, it is supported on a wide range of platforms. As of 2013,
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OpenCL programs can run on GPUs from NVidia, AMD and Intel; x86, PowerPC and ARM
CPUs; and Intel Xeon Phi accelerators. There is even support for OpenCL compilation for
FPGA devices [7]. The downside of standardization is that it is hard to add support for newest
hardware features. As a result, new features of NVidia GPUs are much better supported in
CUDA than in OpenCL. Also, due to late introduction, most applications have chosen CUDA
when opting for GPU support. Therefore, there are much fewer applications using OpenCL than
CUDA. OpenCL, along with CUDA, is supported as a target for code generation for PGI and
HMPP OpenACC compilers, so it is possible to use OpenCL indirectly in your applications.
4.2 GPU-Supported Libraries and Packages
Since the introduction of CUDA, NVidia heavily focused on building a wide ecosystem of
libraries and packages supporting CUDA. Therefore, it is possible, for many applications, to
use GPUs without writing any GPU code. A number of libraries come directly with CUDA;
while they are not open-source, they can be downloaded for free. These libraries include:
cuBLAS provides BLAS level 1–3 routines for dense linear algebra applications
cuFFT provides fast Fourier transform (FFT) on GPUs, and since CUDA 5.5, also a variant of
FFTW library which can be linked with application to provide GPU support
cuSPARSE provides numerous sparse matrix formats and sparse linear algebra routines
cuRAND provides various random number generators (RNG)
NPP NVidia Performance Primitives are routines for image and signal processing
Thrust is a C++ template library designed to accelerate routine data-intensive tasks such as
reduction or sorting on GPU; it is described in more details in section 4.3
AMD, the other manufacturer of GPUs, also makes some libraries available with their hetero-
geneous computing platform [8]. In addition to Accelerated Parallel Processing (APP) SDK,
clMath library is provided to accelerate BLAS rountines and FFT on AMD hardware, and Bolt
is AMD’s counterpart of Thrust.
There are a number of other libraries supporting GPUs. MAGMA [9] is a large collection of
linear algebra routines, OpenCV [10] is for machine vision and QUDA [11] is a lattice QCD
library. Libraries such as MAGMA and OpenCV support multiple backends, including CPUs,
OpenCL and CUDA for various GPUs, and other accelerators, and can therefore be used to
write portable applications taking advantage of available hardware.
A standard way of programming clusters is Message Passing Interface (MPI), a library for
exchanging messages over network. A number of MPI packages are now CUDA-aware [12],
which means that pointers to GPU memory can be used where only pointers to host memory
were allowed before. This simplifies writing applications for computer clusters with GPUs,
and also improves performance. Using GPUs is also supported from a number of widely used
environments, such as Matlab, LabVIEW, Mathematica and Python.
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4.3 Thrust
Thrust is part of CUDA and is a template library inspired by STL: it uses the same concepts,
such as functors and iterators. A functor is an object which overloads operator(), and can
thus be used in place of a function. Similarly, iterator generalizes the concept of pointers.
Thrust is useful to accelerate boilerplate data-processing operations on GPU, such as reduction,
prefix sums, filtering and sorting. Such operations often occur as parts of real applications, but
are tricky to implement and optimize for differnt generations of GPUs. Thrust provides versions
optimized for different generations, CCs and input data types, and can automatically select the
best version. Moreover, thrust provides a simple wrapper to device pointer, device_ptr<T>,
which enables seamless using of Thrust in CUDA applications. Fig. 12 shows how computing
a sum of a floating-point array can be easily implemented using Thrust.
// include necesseary declarations
#include <thrust/device_ptr.h>
#include <thrust/functional.h>
#include <thrust/reduce.h>
using namespace thrust;
// ...
// sum up array elements on GPU
float sum(float *d_a, int n) {
device_ptr<float> start(d_a), end(d_a + n);
return reduce(start, end, plus<float>(), 0.0f);
}
Fig. 12: Using Thrust to sum up all array elements
4.4 Directive-Based Approaches
Programming GPUs with CUDA requires manually separating relevant parts of the code into
kernels, and transferring data back and forth. In many cases, the kernel code has to be then
manually modified to achieve high performance. Often, however, we simply want to be able
to port a parallel loop to GPU without writing lots of boilerplate code. We also want the code
to be able to work with different accelerators. Directive-based approaches can help with this:
original code is annotated with directives, #pragma’s in C/C++, which indicate the intent
executing a fragment of code on GPU, and it is up to the compiler to take care of details.
The most widely used set of directives for accelerators is OpenACC [13]; OpenMP 4.0 [14]
now also includes accelerator support, but as of 2013, this is supported not by all compilers.
OpenACC directives are supported by PGI, HMPP and Cray C/C++ and Fortran compilers.
A simple program for matrix-vector multiplication using OpenACC is presented in Fig. 13;
note that it is significantly shorter than the kernel introduced previously. parallel directives
denotes the parallel region, while copyin and copyout directives indicate which, where to
and how much data to copy. This is a very simple OpenACC example, where the compiler
can automatically detect loop paralellism; in more complex cases, the developer has to use
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independent directive to indicate that a loop is parallel. More advanced OpenACC features
include data regions, which control lifetime of data, asynchronous execution, specifications of
loops with independent iterations and interoperability with functions written in CUDA.
void matvecmul_gpu
(float * restrict b, const float * restrict a,
const float * restrict x, int n) {
#pragma acc parallel copyin(a[0:n*n], x[0:n]) copyout(b[0:n])
for(int i = 0; i < n; i++) {
b[i] = 0;
for(int j = 0; j < n; j++)
b[i] += a[j * n + i] * x[j];
}
} // matvecmul_gpu
Fig. 13: Code for matrix-vector multiplication using OpenACC
The plot in Fig. 14 gives some idea about performance of matrix multiplication using ap-
proaches described previously. The comparison is done on Kepler K40X GPU with CUDA
5.5. OpenACC, CUDA and cuBLAS reach 44, 293 and 1222 GFlop/s (double precision), re-
spectively, with peak device performance being 1430 GFlop/s. In all cases, only time spent
in doing operations on GPU is counted, not the time spent in copying data between host and
device. cuBLAS variant, specifically tuned for GPU hardware, obviously performs the best,
achieving 85% of peak performance. This demonstrates the reason to use specifically tuned
GPU libraries when they are available: it allows to get significant performance without writing
any GPU code. Simple CUDA implementation using shared memory is much slower, but it
achieves 20% of peak performance. The CUDA version can be improved, by e.g. computing
several elements in a single GPU thread; after heavy tuning, it is possible to reach performance
levels of cuBLAS. OpenACC version is currently the slowest; but it can still be improved by
fine-tuning annotation parameters.
Fig. 14: Comparison of cuBLAS, CUDA and OpenACC versions of matrix multiplication
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4.5 Debugging and Performance Analysis
The ecosystem of NVidia GPUs now includes tools for debugging and performance analy-
sis. Two of them come directly with CUDA Toolkit: cuda-gdb and NVidia Visual Profiler.
cuda-gdb is a debugger based on GDB providing for debugging programs running on GPU. Its
abilities include setting breakpoints inside GPU kernels, and viewing the state of execution of
different GPU threads currently running. NVidia Visual Profiler is a profiler, which by default
collects timings of CUDA API calls and CUDA kernels. It can compose the list of kernels
taking most of the time, print a trace of CUDA API calls or present a timeline view of kernel
launches and CUDA API calls with multiple devices and streams. In addition, NVidia Visual
Profiler can collect detailed metrics, such as number of memory transactions or percentage of
cache hits, to help identify problems in the application. NVidia NSight is an integrated develop-
ment environment (IDE) for GPU development, available as plug-ins both for Microsoft Visual
Studio and Eclipse. NVidia NSight provides integration for CUDA syntax highlighting, GPU
debugging and profiling, which together aims at making GPU development more productive.
NVidia also provides CUDA Profiling Tools Interface (CUPTI), which enables third-party
applications to collect metrics similar to NVidia profiler. Tools like Vampir [15] and Score-
P [16] use this API to collect data, and then combine it with data from other sources, e.g.
MPI profiling, to build their own traces. Such tools can be extremely useful when identifying
performance problems in applications running on GPU clusters.
5 Conclusion
In this lecture, we discussed GPU programming. We first presented a brief history of GPUs, and
discussed their architecture. We then described CUDA, the main API currently used to program
GPUs, and presented an example of matrix-vector multiplication on GPU using CUDA. We
then discussed other approaches to programming GPU, as well as performance analysis and
debugging tools for GPU and libraries and applications with GPU support.
As the volume of these lecture notes is rather limited, we were able to only briefly touch GPU
programming, and describe the most important aspects. If you would like to do GPU pro-
gramming yourself and are searching for a good book, we would recommend “Programming
Massively Parallel Processors: a Hands-on Approach” [18]. It starts from GPU architecture
and programming basics, but covers a wide range of advanced topics, which are illustrated
through samples and sometimes through real applications. It is relatively up to date and covers
even most recent GPU features. Another good starting point is NVidia Documentation website
[17], which contains CUDA C Programming GUIDE and also comprehensive documentation
of CUDA API and various accompanying libraries. It is also a good idea to download CUDA
Toolkit and look through the samples for examples of GPU programming. More advanced read-
ing includes GPU Computing Gems series [19], [20], which contains lots of examples of GPU
techniques and applications from various fields. Talks on specific applications can also at [21],
and [22] is a good place for tips and tricks.
GPU programming is a very young and fast evolving field. Just six years ago, when CUDA was
first released, GPU supported only a single kernel at a time and only single-precision compu-
tation. Current GPUs support double precision, can access host memory, run multiple kernels
simultaneously with copying data, and, with the latest devices, even launch new kernels from
GPU. Future evolution will likely include closer integration of GPUs with the host CPU and
sharing the same memory between both. Companies such as NVidia, Intel and AMD are work-
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ing in that direction. It is hard to say now how a future accelerator would look like, but one point
is clear: many-core accelerators have become an integral part of our computing environment,
whether discrete or part of the CPU. This equally applies to mobile and embedded systems, PCs
and supercomputers. And it is necessary to know how to make use of them in order to achieve
maximum performance on future computers.
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1 Introduction
Since the early days of quantum mechanics it has been recognized that the quantum mechanical
equations, except for the simplest systems, can be solved only with the help of advanced numer-
ical techniques and computational devices. This even applies if the full quantum mechanical
problem is reduced to the much simpler task of determining the electronic density necessary in
density-functional theory. Thus practically from its beginning with the Thomas-Fermi approx-
imation in 1927, the development of density-functional methods always has been connected
deeply with the development of computing devices. The achievements of this co-development
have been honoured in a pronounced manner by the Nobel Prize in Chemistry 1998 which was
divided equally between Walter Kohn ”for his development of the density-functional theory”
and John A. Pople ”for his development of computational methods in quantum chemistry”.
The aim of the present lecture is to provide an account of the permanent connection between
supercomputing and density-functional theory starting with a historical perspective, explain-
ing the current situation and ending with a consideration of some important issues for future
calculations. The main topics to be covered are two recent algorithmic developments which
are capable of using hundreds of thousands of parallel processors as they are available on su-
percomputers today. These topics concern calculations in real space, where the locality of the
physical systems is directly exploited in the local communication pattern available on super-
computers, and calculations with linear-scaling complexity, where some accuracy is traded in
order to overcome the usual bottleneck of density-functional calculations which consists in the
fact that the computing time increases proportionally to the third of the number of atoms in
the system. These topics will be exemplified with two recent codes (juRS and KKRnano).
These codes were produced during the Ph.D. thesis works of Paul Baumeister [1] and Alexan-
der Thieß [2] at the Peter Gru¨nberg Institute and the Institute for Advanced Simulation at the
Forschungszentrum Ju¨lich with the design aim that they should be applicable in an efficient
manner for massively parallel computations on present and future supercomputers.
2 Historical Development
It is fair to start this section with Paul Dirac’s widely cited introductory sentences from his paper
”Quantum Mechanics of Many-Electron Systems” [3] which read ”The underlying physical
laws necessary for the mathematical theory of a large part of physics and the whole of chemistry
are thus completely known, and the difficulty is only that the exact application of these laws
leads to equations much too complicated to be soluble. It therefore becomes desirable that
approximate practical methods of applying quantum mechanics should be developed, which
can lead to an explanation of the main features of complex atomic systems without too much
computation.”
Since that time, Dirac’s paper appeared in 1929, an enormous number of approximations and
methods have been invented and used by mathematicians, physicists, chemists, engineers and
others to obtain this goal often with the discovery that the possible work was limited by the com-
puting devices available. It is interesting to see that this apparently was recognized already by
Eugene Wigner and Frederik Seitz when they developed the cellular method for bandstructure
calculations of periodic solids. In their 1933 paper ”On the Constitution of Metallic Sodium”
they point out that ”The calculation of a wave function took about two afternoons, and five wave
functions were calculated on the whole, ...” This remark might be understood as a comment that
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such heavy calculations could be done for simple systems like alkali metals, but were too time
consuming for the treatment of more complicated systems.
For about two decades until the 1950s the progress in electronic structure calculations remained
slow mainly perhaps because of the lack of computing devices that were better than humans
equipped with mechanical or electromechanical desktop calculating machines. So even in 1952
and 1953, when Frank Herman [4, 5] predicted by calculations with the method of orthogo-
nalized plane waves (OPW) that diamond and germanium had multi-valley conduction band
structures with indirect bandgaps, these calculations were extraordinarily time consuming as he
recollects in an article published in Physics Today [6]. There he writes ”I showed my mother
how to set up the OPW secular equations and how to factor them, and she agreed to do some
of this in her spare time in order to save me time. ... So she did the factoring by hand–the total
effort may have taken her many hundreds of hours–and I was saved many weeks, if not months
of detailed work.”
The situation changed dramatically when the first electronic ”supercomputers” appeared like
the ENIAC which was in operation from 1946 to 1955. Suddenly the computing power was
increased by factor 1000. Although the ENIAC (an abbreviation which stands for ”Electronic
Numerical Integrator And Computer”) had been developed for military purposes like the calcu-
lation of ballistic trajectories and for numerical weather prediction, the great potential of such
machines was clearly recognized by solid state physicists at that time. They saw that computing
with electronic devices offered a unique opportunity to test theoretical concepts by sufficiently
accurate numerical calculations. Thus they acted also as a driving force for the advancement of
electronic computing devices as John Slater recollects in his 1967 article ”The Current State in
Solid-State and Molecular Theory” [7] on pages 75 to 83. In this article he also summarizes:
”It was the development of these machines in the post-war period, first slowly, then at an ever
increasing rate, which has had perhaps the most striking effect on the direction of the quantum
theory of molecules and solids since the war”.
After the 1950s with the phenomenal advances in numerical electronic structure calculations,
the progress was not so rapid in the 1960s and at the beginning of the 1970s, on the one hand due
to doubts of how exchange and correlation effects could be incorporated accurately into one-
electron calculations and on the other hand due to the prejudice expressed by many physicists
that computational work does not belong to physics but to engineering. Here the situation
changed dramatically at the end of the 1970s, in particular by the work of Jepsen and Andersen
[8], Moruzzi, Janak and Williams [9] and Yin and Cohen [10]. This work clearly showed
that even the simple local density approximation for exchange and correlation could be used
to obtain nearly quantitative agreement with experiment. Another stimulation came from the
discovery that even in metallic systems the concept of a one-electron bandstructure was not only
a theoretical construct, but could be confirmed by high-resolution angle-resolved photoemission
spectroscopy [11] in good agreement with earlier theoretical predictions [12].
Since then an ever increasing amount of density-functional calculations has been published.
This shows up, for instance, in the almost 3000 citations that the two density-functional papers
of Hohenberg and Kohn of 1964 and Kohn and Sham of 1965 together have obtained in the year
2013 alone, and in the fact that first-principles simulations within density-functional theory have
become a major consumer of supercomputing resources in many computing centres around
the world. It is remarkable that this work is not only impressive because of its quantitative
amount, but also impressive because of the highly efficient codes which have been developed
over the years and which have been honoured by numerous Gordon Bell Prizes, which recognize
outstanding achievement in high-performance computing each year. The first Gordon Bell Prize
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for density-functional calculations was awarded in 1990 for work entitled ”Electronic structure
of a high-temperature superconductor” [13] which was done for the perovskite superconductor
Ba1−xKxBiO3 on an Intel iPSC/860 using 128 parallel processors and the up to now last one in
2011 for work entitled ”First-principles calculations of electron states of a silicon nanowire with
100,000 atoms on the K computer” [14], which was done using 663552 parallel processors.
3 Present Situation
For several decades the growth in computing power was mainly due to an increase of the proces-
sor speed on single processor machines. In the 1980s further growth in computing power was
realized by multiprocessor shared-memory machines as the Cray X-MP which had two proces-
sors with a combined peak performance of 400 MFLOPS. Another step forward was the use of
”massive parallel” distributed-memory computers as the Intel Paragon and the Cray T3E with
up to about 2000 processor elements in the 1990s, a trend which continues until today where the
largest supercomputers are equipped with hundreds of thousands of processors. Today the most
powerful supercomputer of the world, the Tianhe-2, is equipped with 3.12 million processors.
A further development is the use of multi-processor computing nodes with a common shared
memory for the processors on each node. An alternative is the incorporation of accelerator units
into a compute node.
Compared to single-processor or shared-memory multiprocessor machines, distributed-memory
machines require explicit consideration of the data communicated between the processors. Too
much communication seriously impairs the speedup which can be gained by using more and
more processors. Obviously, up to now this challenge was mastered very well by the density-
functional community as can be seen from the above mentioned Gordon Bell Prizes.
For the present and the future, the ever increasing number of processors seems to require con-
siderable attention. To utilize hundreds of thousands of processing elements, it is essential to
use an approach that has good parallel efficiency. This goal seems to be difficult to achieve by
traditional plane-wave codes because of large communication requirements for systems with
thousands of atoms, the present target of density-functional calculation on supercomputers.
Therefore real-space codes, which will be discussed in section 4, are becoming more and more
the choice for such large calculations.
Another issue, which must be considered seriously for density-functional calculations for large
systems, is the increasing heterogeneity of supercomputers. The traditional single-level paral-
lelization approach (as implemented via the MPI communication library) must be replaced very
likely by a multi-level strategy where MPI parallelization is supplemented by multi-threaded
OpenMP directives and/or special programming techniques for attached accelerator units.
Finally, there is also as fundamental issue which must be overcome if density-functional cal-
culations are intended for larger and larger systems. Traditionally, the main computional effort
consists in the solution of algebraic eigenvalue problems with matrices of a dimension which
increases linearly with the number N of atoms in the system. This leads to computing times
which increase as N3. This increase represents a serious bottleneck even if petascale computing
eventually is replaced by exascale computing. With a factor of 1000 in computing power only
ten times more atoms can be treated which means that the diameter of the systems which can be
treated can increase only by a factor 3
√
10 ≈ 2. One way to overcome this N3 bottleneck could
be the use of so-called linear-scaling techniques which will be discussed in section 5.
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4 Real-Space Calculations
In order to deal with the communication bottleneck, it is necessary to reduce communication
time as much as possible. In this respect, traditional plane-wave calculations for periodic solids,
which are based on fast Fourier transform (FFT) techniques, are not the most effective approach.
FFT needs all-to-all communications and the communication time grows with increasing num-
ber of processors. Therefore, the present trend goes into the direction of grid-based real-space
algorithms that exploit the intrinsic locality of the real-space Kohn-Sham equations. The val-
ues of wave functions, electron density, and potential field at the grid points are stored locally
and the amount of inter-processor communication is kept low by exchanging data only between
nearest-neighbour processors which are connected on the three or more dimensional torus net-
work of the supercomputer.
The basic parallelization strategy in grid-based real-space methods is domain decomposition
over the real-space grid. In addition trivial parallelization can be applied over the two spin di-
rections in collinear magnetic systems and over the k-points necessary for the Brillouin zone
sampling if the considered systems are represented by periodic supercells. Since for very large
systems usually only one k-point is used, another possible level of parallelization is over the
electronic states (bands). The band parallelization, however, is not trivial because the matri-
ces, which must be diagonalized to obtain the bands from the eigenstates, contain information
which must be collected from all grid points and not only from the ones available on the local
processor.
Using this strategy, in recent years several grid-based real-space density-functional codes have
been developed for supercomputers, for instance, in Japan [14], Finland [15] and Germany [1].
As an example, the code juRS, which was developed during the Ph.D. thesis of Paul Baumeister
[1] at the Forschungszentrum Ju¨lich, will be discussed in some detail in following subsection.
4.1 Example: juRS
The real-space finite-difference code juRS is based on the projector augmented wave method
[16] which models the correct scattering of the Kohn-Sham wave functions at the atomic cores
and provides accurate all-electron energy contributions of the atom. juRS was designed to run
on massively parallelized computers with the aim to do structural optimization of systems with
more than 1000 atoms. It treats densities, potentials and Kohn-Sham wave functions on uniform
three-dimensional grids with a straightforward parallelization using domain decomposition of
the grid points where each domain is assigned to one compute node. juRS also supports highly
efficient spin and k-point parallelization.
Because the number of grid points, which determine the size of Hamiltonian matrix, is much
larger than the number of the lowest (occupied) eigenstates necessary to determine the density
and because the Hamiltonian matrix is sparse due to the locality of the discretized Kohn-Sham
equations, the use of a direct eigensolver is prohibitively more expensive than the use of an
iterative one. For the solution, juRS applies the direct inversion of iterative subspace (DIIS)
method [17], which can be done for each state independently, together with the subspace rota-
tion (SR) technique in the space of occupied bands in order to avoid time-consuming explicit
Gram-Schmidt orthogonalization.
If it is necessary because of memory limitations or if it is desired because of faster execution
time, the parallelization over spin, k-points and domains can be supplemented with a a third
level of parallelism by distributing the bands into band sets and assigning each band set to
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Fig. 1: Strong scaling in the parallelization over bands for a system of 875 atoms. With in-
creasing number of processors the execution time on JUGENE decreases for up to a 32-fold
parallelization. Note that the time axis is inverted so that the curves give an indication of the
obtained speedup. (Picture taken from Ref. [1], p. 102.)
a different processor. Because of the distributed storage and treatment of the bands this is a
strongly communicating task which certainly limits the degree of efficient parallelization which
can be achieved. Nevertheless, band parallelizaion can be used with success as shown in Fig. 1,
where the execution (wall-clock) time for one selfconsistency step is plotted for a system of
875 atoms as function of the number of processors used for each domain. The underlying grid
parallelization for the considered system was over 16 × 16 × 16 = 4096 domains so that in
total 4096 to 262144 processors were used for the results shown in the figure. With increasing
number of processors the execution time decreases up to the use of 32 band sets while no further
decrease was achieved with 64 band sets. Note that 262144 processors represent 89 % of all
precessors available on the Blue Gene/P computer JUGENE which was in operation from 2007
to 2012 at the Ju¨lich Supercomputing Centre. Note also that the time axis is inverted in the
figure and that the broken red curve indicates the ideal speedup which would be obtained in
case of 100 % parallel efficiency.
The computer code juRS has been applied so far, for instance, for the investigation of how the
electronic structure changes in GeSb2Te4 during the phase transition from a crystalline to an
amorphous state. GeSb2Te4 belongs to the so-called phase-change materials which are of im-
portance for technological applications as rewritable DVD discs or non-volatile random access
memory because of the fact that the transition from the crystalline to the amorphous state can
be switched back and forth by laser pulses or electric currents and can be detected by optical or
resistivity measurements.
The crystalline state of GeSb2Te4 is characterized by the rock-salt crystal structure where the
sites on one sublattice are occupied by Te atoms. The sites on the other sublattice are occupied
by Ge and Sb atoms more or less randomly and one quarter of these sites remains empty. The
vacancies in GeSb2Te4 have a profound influence on the resistivity properties. Of particular im-
portance is the arrangement of the vacancies around the Te atoms because the local density of
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Fig. 2: Visualization of the atoms in the random alloy Ge512Sb1024Te2048 in the ideal initial
lattice positions (left) and after relaxation (right). Blue, green and orange balls indicate Te, Sb
and Ge atoms. (Pictures are taken from Ref. [1], p. 128 and p. 130.)
states (LDOS) at the Fermi level increases prominently with an increasing number of vacancy
neighbours so that these vacancy clusters act as scattering centres for electronic transport. A
visualization of the atomic positions in a 3584-atom supercell is given in Fig. 2 where on the
left side atoms are shown in the initial ideal lattice positions and on the right side in the fi-
nal positions after structural optimization was performed with the juRS code. An important
consequence of the structural relaxation for the electronic structure of GeSb2Te4 consists in a
reduction of the LDOS at the Fermi level with an associated reduction of the strength of the
scattering centres.
5 Linear-Scaling Calculations
In order to deal with the N3 bottleneck, it is necessary to find and implement algorithms with
less than O(N3) computational complexity. One way to proceed is to avoid the direct solution
of the algebraic eigenvalue problem and to replace it by an iterative solution. If the Hamilitonian
matrix is made sparse, which is possible by using localized basis sets or real-space grids, and if
the orthogonalization of the eigenstates is avoided, which is possible by different ways, as for
instance described in Ref. [18], the computational complexity is reduced to O(N2). Another
way to proceed is to use the so-called nearsightedness principle of electronic matter [19]. This
concept means that in systems without long range electric fields the electronic density at a point
in space does not depend in any relevant way on potential changes far away. This concept
directly leads to the so-called linear-scaling methods with complexity O(N) independent of
whether iterative or direct solution techniques are used.
A simple application of the nearsightedness concept consists in dividing the entire system into
subsystems, calculating the density in each isolated subsystem and combining these densities
to obtain the density of the entire system approximately. This approach is used, for instance, in
the original divide-and-conquer method [20], in the locally self-consistent multiple-scattering
(LSMS) method [21] for which Gordon Bell Prizes were awarded in 1998 and 2009, in the
charge-patching method (CPM) and in the linearly scaling three dimensional fragment (LS3DF)
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method [22] for which a Gordon Bell Prize was awarded in 2008.
While the above kind of methods can be build on existing codes and methods, there exist also
linear-scaling methods based on entirely new implementations using sparse Hamiltonian and
iterative solution techniques together with the nearsightness principle, for example the codes
CONQUEST and ONETEP which were developed in Great Britain [18] and which can be used
for accurate density-functional calculations for tens or hundreds of thousands of atoms.
At present it is, however, still difficult for newly developed linear-scaling methods to compete
with the widely used plane-wave density-functional method which have been developed inten-
sively over the at least last three decades. But for very large systems linear-scaling methods
seem to be the only ones which can be successful on future supercomputers with many million
of processors because they can be implemented efficiently for massively parallel computing.
As an example, the code KKRnano, which was developed during the Ph.D. thesis of Alexan-
der Thieß [2] at the Forschungszentrum Ju¨lich, will be discussed in some detail in following
subsection.
5.1 Example: KKRnano
Contrary to most other codes, KKRnano does not solve the differential Kohn-Sham wavefunc-
tion equation, but an integral equation, the so-called Dyson equation, where the integral kernel
consists of a product of the Kohn-Sham effective potential and the Green function a suitably
chosen reference system. The solution of the Dyson equation directly gives the Kohn-Sham
Green function from which the fundamental quantity of density-functional theory, the electronic
density, is obtained by contour integration in the complex energy plane.
The main computational effort in KKRnano consists in the standard linear algebra problem of
solving large systems of linear equations. These equations are obtained from the integral equa-
tion by dividing the integral, which extends over the space covered by the system, into integrals
over space-filling, non-overlapping cells around the atoms and by using the analytically known
angular momentum representation of the free space Green function in each cell.
The difference of KKRnano compared to conventional programs based on the Korringa-Kohn-
Rostoker (KKR) multiple-scattering method is that the systems of linear equations are not
solved directly, for instance by Gauss elimination with an effort proportional to N3, but by the
iterative quasi-minimal residual (QMR) method of Freund and Nachtigal [23]. This is advanta-
geous for massively parallel computing because the QMR iterations can be done independently
for each atom and each angular moment channel and because only sparse matrix multiplica-
tions are required if the properties of the repulsive reference system [24] of the screened KKR
method are exploited. Compared to dense matrices with O(N2) elements the sparse matrices
in the screened KKR method have only O(N) non-zero elements. Because of that the QMR
iterations for each atom can be done with O(N) floating point operations so that the total ef-
fort increases only as N2. Note that this reduction from N3 is not connected with any loss of
accuracy [25] if the residual error of the QMR iterations is made small enough.
The natural parallelization in KKRnano is domain decomposition with a simple matching be-
tween atomic cells and processors. Communication is necessary only at the beginning of a
self-consistency step, when single-cell t matrices (usually with only 16× 16 matrix elements),
which are calculated independently from potential in each cell, must be exchanged, and at the
end of the self-consistency step, when charge multipole moments, which are calculated inde-
pendently from the density in each cell, must be exchanged to obtain the electrostatic potential
needed in the next self-consistency step. In addition to the parallelization over the atomic cells,
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Fig. 3: Strong scaling in the parallelization over the angular momentum channels for a system
of 3072 atoms. With increasing number of processors a speedup is obtained up to all 294912
processors available on JUGENE.
KKRnano can be used with three other levels of MPI parallelization. These parallelization are
over groups of integration mesh points on the complex energy contour, over the two spin di-
rections in magnetic systems and over the (usually 16) angular momentum channels. Together,
the four levels of MPI parallelization make KKRnano suitable for hundreds of thousands of
processors as it is shown in Fig. 3. Here for a NiPd system of 3072 atoms the strong-scaling
speedup is shown which was gained if the solution of the linear equations is parallelized using
the innermost parallelization over the angular momentum channels. The curve with the red
symbols is for the time required for the solution of systems of linear equations, while the curve
with the blue symbols is for a full-selfconsistency step. The very similar behaviour of the curves
shows that the overhead from the (not yet over the angular momentum channels parallelized)
rest of the program is small. Even with increasing the number of processors from 147456 (using
half the number of processors available on the Blue Gene/P computer JUGENE at the Ju¨lich
Supercomputing Centre) to 294912 (using all processors on JUGENE) a speedup (of about 1.5)
was obtained. Thus it is not unreasonable to assume that KKRnano can utilize millions of
processors if systems with much more atoms than in Fig. 3 are studied.
The computer code KKRnano has been applied so far, for instance, to study effects of vacancy
clustering on the superparamagnetism in Gd-doped GaN [26], to study effects of substitutional
Ni and Cu defect atoms on the martensitic phase transition in the shape memory alloy NiTi
[27] and to study the role of vacancies in metal-insulator transitions of the phase-change ma-
terial GeSb2Te4 [28]. Here one aim was to investigate whether the interpretation of the metal-
insulator transition in terms of a disorder induced Anderson localization, which was proposed
in order to explain the experimental results, could be confirmed by density-functional calcu-
lations. A finite-size scaling study was performed using supercells with up to 8000 sites and,
although these supercells were still somewhat too small, the interpretation in terms of Ander-
son localization could be supported. The other aim was to obtain insight into the observed
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Fig. 4: Spatial distribution of the local density of states (LDOS) at the Fermi level for a
Ge512Sb1024Te2048 supercell with 512 vacancies. Size ond colour of the balls indicate height
of the LDOS and kind of the atoms, blue for Te, green for Sb and orange for Ge. The left picture
is for the initial random configuration and the right picture is for the configuration obtained
after simulated annealing. (Figure is taken from Ref. [2], p. 158.)
pronounced dependence of the metal-insulator transition on the annealing temperature. Here
simulated annealing by a kinetic Monte-Carlo technique was performed where the configura-
tion probabilities were determined from the local energy values which can be calculated in the
KKR method from energy density within each atomic cell. Fig. 4 shows how the LDOS at the
Fermi level changes between the initial random configuration of the atoms and the configuration
obtained for a temperature of 1000 K after 5× 108 Monte-Carlo time-steps. The main effect of
the annealing, which becomes more effective with higher temperatures, is that vacancy clusters
with more than four vacancies are dissolved. This leads to less regions with high LDOS and
thus to a reduction of the number and strength of the scattering centres.
A very important feature of KKRnano for future calculations of very large systems is that the
concept of nearsightedness can easily be exploited by choosing a truncation region around each
atom and neglecting matrix elements of the Kohn-Sham Green function outside of the truncation
region. Then the computing time for the QMR iterations is independent of system size and the
same is true for the memory necessary for each atom, i.e. for each processor. This makes
calculations with hundreds of thousands of atoms feasible, for instance, on the Blue Gene/Q
at the Ju¨lich Supercomputing Centre. For this purpose, at present the code in KKRnano is
reorganized by Elias Rabel as part of his Ph.D. work. A typical example for the behaviour
of the execution time in linear-scaling mode is shown in Fig. 5. Without truncation the time
increases almost linearly which indicates that the quadratically scaling total computational work
is well distributed over the increasing number of processors. With truncation the execution
time is much smaller and increases only slightly with system size indicating that the overall
computational effort practically increases only linearly with increasing N . This means that
with increasing number of processors in the future an increasing number of atoms can be treated
without the need to wait longer and longer until the results are calculated.
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Fig. 5: Execution time on JUGENE for one self-consistency step for a dilute NiPd alloy (with a
concentration of 3 % randomly placed Ni atoms) as function of system size without truncation
of the Green function (upper curve with black dots) and in linear-scaling mode for a truncation
region of 959 atoms (lower curve with red dots). Four processors per atom were used.
6 Ongoing Challenges
The future of density-functional theory on supercomputers will be affected certainly by the
hardware design of future supercomputers, the algorithmic development of density-functional
codes for these supercomputers and the availability of sufficient developer teams for this task.
The problem with hardware design is apparent from the expected increase of the number of pro-
cessor into the many million range and from the increased complexity due to many-processor
chips with internal single-instruction-multiple-data (SIMD) capabilities or due to attached ac-
celerator units. This requires a change from the present typical single-parallelization approach
focused on pure MPI realization to a multilevel approach using multithreaded code with ef-
ficient exploitation of low level SIMD instructions and to the use of special software for the
accelerator units. A particularly important issue in hardware design is the amount of input and
output data which can be handled in a reasonable timeframe. Although density-functional cal-
culations are rather modest in this respect because essentially only input densities must be read
before the self-consistency steps and only output densities must be stored after these steps, there
are rather large intermediate wave-function data sets which could be used for check-pointing in
case of hardware faults. Fortunately, both problems have been realized by the manufacturers of
future supercomputer and can be dealt with by the paradigm of co-design where hardware and
application software are developed in consideration of each other.
The problem with algorithmic and code development for new computing architectures arises
from the long development time of simulation packages, which can reach into tens to hundreds
of man-years, and the long lifetime of these packages, which typically extend over more than
ten years and sometimes over decades. This is certainly longer than the lifetime of previous
and probably also future supercomputer architectures and requires not only that the software
packages should be highly portable to changing architectures, but also that architectures should
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not change so rapidly that work invested in these packages becomes obsolete. Fortunately, this
problem has been realized also by the manufacturers of future supercomputer and can be dealt
with by the same paradigm of co-design.
The problem for scientists and teams, which develop and improve density-functional codes,
arises from the fact that novel algorithm and codes have development times of about five to
ten years, which exceeds the length of many funding initiatives, and that students and postdocs
committed to development work cannot publish as many papers as others who simply apply
existing codes to systems of highly topical interest. Moreover, papers on development work
are often not suitable for high-impact journals, for instance in Nature and Science, because sci-
entific breakthroughs due to software tools often appear only years after the tools have been
developed, adopted and validated. This problem has existed in the past, but will become prob-
ably considerably more important in the future due to the increasing hardware complexity. The
appreciation of this fact by funding agencies and persons responsible for the careers of young
scientists would promote certainly the opportunities which arise from future exascale comput-
ing capabilities.
Despite the above mentioned problems, however, it can expected that density-functional calcu-
lations on supercomputers will be an important tool for supporting materials design and devel-
opment for advanced 21st century applications. This expectation can be given with rather large
confidence because the past has shown that people working with density-functional theory have
acquired always remarkable expertise in writing highly efficient codes and because this trend
very likely will continue so that simulations of complex systems consisting of several thousand
atoms or more will become routinely possible in the not so distant future.
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