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a b s t r a c t
We study the approximation of a small-noise Markov decision process xt = F(xt−1,
at , ξt()), t = 1, 2, . . . by means of its deterministic counterpart: x˜t = F (˜xt−1, at , s0),
t = 1, 2, . . . where s0 is a fixed point of the disturbance metric space (S, r). The total





as  → 0, we prove the convergence of optimal policies, estimate the rate of convergence
of the optimal costs and give an upper bound (depending on δ ) for the stability index,
which measures the excess of the cost due to a replacement of the optimal policy by its
deterministic approximation.
© 2009 Elsevier Ltd. All rights reserved.
1. Setting of the problem
Fixing some 0 > 0, we consider for any  ∈ [0, 0] a Markov decision process of the form:
xt = F
(
xt−1, at , ξt()
)
, t = 1, 2, . . . . (1.1)
Here states xt ∈ X , actions (controls) at ∈ A, and (X, ρ), (A, d) are, respectively, a Borel (metric) and a compactmetric spaces.
In (1.1) ξ1(), ξ2(), . . . are i.i.d. random vectors (with generic ξ()) taking values in a Borel space (S, r) (with a givenmetric
r), and also ξ(0) ≡ s0 with s0 ∈ S being a fixed vector. We use the symbol ξ() to consider random vectors ξ1(), ξ2(), . . .
(the random disturbances in (1.1)) with the varying common distributions which depend on a numerical parameter  ≥ 0
in such a way that Er[ξ(), s0] → 0 as  → 0. Particularly, this means that we are interested in the approximation of the
Markov decision processes by the deterministic control process given by the equations
xt = F(xt−1, at , s0),
t = 1, 2, . . ..
Let c : X × A→ R be a continuous (not necessary bounded) one-stage cost function, and α ∈ (0, 1) be a given discounted
parameter. For any initial state x ∈ X of the process (1.1) and a control policy pi ∈ u (u is the class of all policies, see, e.g.
[1,2] for definitions), the total discounted cost is:
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while the corresponding value function V ∗ is defined as
V ∗ (x) := inf
pi∈u V(x, pi) x ∈ X . (1.3)
Under the assumptions in Section 2, the functions in (1.2), (1.3) take finite values, and for each  ∈ [0, 0] there exists an
optimal policy pi = {f, f, . . .}where f : X → A, at = f(xt−1), t = 1, 2, . . . , and V(x, pi) = V ∗ (x), x ∈ X .
Note that for  = 0, (1.1) turns out to be a deterministic control process possessing the stationary optimal policy
pi0 ≡ pi = {f , f , . . .} where f := f0. We consider the problem of approximation of process (1.1) with  > 0 by the
deterministic control process (1.1) with  = 0. The theorem in Section 2 deals with convergence of optimal policies, of
value functions and with an estimation of, the so-called, stability index [3–5].
Remark 1. In someworks (see, for instance [6,7]) the problem of approximation by a deterministic process of a continuous-
time stochastic control process was considered. These papers are mostly concerned with approximation of value functions,
and do noting with a quantitative estimation of the stability index considered in the present note. A different approach to
deterministic approximation for some particular classes of stochastic models is presented, for instance, in [8,9].
2. Assumptions and result
Assumption 1. There exist a continuous functionW : X → [1,∞) and a number β ∈ (α, 1) such that for every  ∈ [0, 0]:








W (x), x ∈ X, a ∈ A;
(c) The functions w′(x, a) := EW[F(x, a, ξ())], u′(x, a) := Eu[F(x, a, ξ)] are continuous on X × A for each bounded
continuous function u : X → R.
Assumption 2. There exist finite constants L0, L1 ≤ 1, and L2 such that:
(a) |c(x, a)− c(y, a)| ≤ L0ρ(x, y);
(b) ρ
[
F(x, a, s0), F(y, a, s0)
] ≤ L1 ρ(x, y), x, y ∈ X, a ∈ A;
(c) ρ
(
F(x, a, s), F(x, a, s′)
) ≤ L2 r(s, s′), x ∈ X, a ∈ A; s, s′ ∈ S.
Remark 2. (a) In the paper [5], Assumption 2, (c) was erroneously omitted. Consequently, the right-hand side of the stability
inequality in Theorem 2, [5] must be corrected by multiplying it by L2.
(b) Assumptions 1 and 2 guarantee the existence of optimal stationary policies pi and pi mentioned in Section 1
(see e.g. [2]).
Taking into account (1.2), (1.3) and recalling that pi is the stationary optimal policy for a deterministic version of (1.1)
(corresponding to  = 0), we introduce the stability index∆ (see [3–5]) as follows ( ∈ [0, 0]):
∆(x) := V(x, pi)− V ∗ (x) ≥ 0, x ∈ X . (2.1)
The index ∆(x) expresses the excess (above the minimal value) of the discounted cost when applying the policy pi to
control the stochastic process (1.1) with  > 0.





,  ∈ [0, 0]. (2.2)
Theorem. Under Assumptions 1 and 2, for each  ∈ [0, 0]:
(a)




|V ∗ (x)− V ∗0 (x)|
W (x)
≤ C1δ; (2.4)
where C1 = α1− β
L0L2










(c) f → f uniformly on compacts in X, provided that δ → 0 as  → 0, and that the optimal policy pi = {f , f , . . .} is unique
and the function F in (1.1) is continuous.
Remark 3. See [10] about conditions which ensure the uniqueness of an optimal policy.
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Corollary. If δ → 0 as  → 0, then V ∗ → V ∗0 uniformly on compacts in X.
Remark 4. In Example 2 of the next section we will see that V ∗ → V ∗0 as  → 0, but for each such ,∆(x) = ∞. It makes
the usual setting of the approximation problem, such as verifying that V ∗ → V ∗0 ,  → 0, to be not much valuable.
Proof of Theorem. In fact, inequalities (2.3), (2.4) are rather direct consequences of the results in [5]. Let BW be the Banach
space of all measurable functions u : X → R which have a finite norm: ‖u‖W := supx∈X |u(x)|/W (x); and let ` be the
Kantorovich distance between random vectors in (S,BS):
`(ξ, ξ ′) := sup {|Eϕ(ξ)− Eϕ(ξ ′)| : ϕ : |ϕ(s)− ϕ(s′)| ≤ r(s, s′), s, s′ ∈ S} . (2.6)
Noting (see [11]) that ` is a minimal metric for the compound metric Er(ξ , ξ ′), we easily obtain that for a degenerated




) ≡ `(ξ(), s0) = Er(ξ(), s0) = δ . (2.7)
From the proof of Theorem 1 in [5] it follows that, V ∗ , V ∗0 ∈ BW and
‖V ∗ − V ∗0 ‖W ≤ α(1− β)−1 sup
x,a
∣∣EV ∗0 [F(x, a, s0)]− EV ∗0 [F(x, a, ξ())]∣∣ . (2.8)





f (x, a, ·)] satisfies on S the Lipschitz condition with the constant 1. Hence, comparing (2.6)–(2.8) we obtain
inequality (2.4).
To establish the ‘‘stability inequality’’ (2.3), it is sufficient to use the above equality (2.7) and to apply inequality (2.9)
in [5]. The expression (2.5) for the function C(x)was also established in [5].
To verify the item (c) of the Theorem, we first check that for  = 0 the optimal selector f : X → A is a continuous
function. It is well known that under our assumptions (see e.g. [1]):
V ∗0 (x) = infa∈A
(




= c(x, f (x))+ αV ∗0 [F(x, f (x), s0)], x ∈ X . (2.9)
Suppose that there exists x ∈ X where f is not continuous. Then d(f (xn), f (x)) ≥ τ , n = 1, 2, . . . for some τ > 0 and a
sequence xn → x. Because of the compactness of A there is a subsequence {ynk} of {yn = f (xn)} which converges to y ∈ A,
y 6= f (x). Using the continuity of the functions c, F and V0, we can take x = xnk , f (x) = ynk in (2.9), and pass to limit as






, and by the known result on the structure of an optimal stationary
policy (see e.g. [1]), we obtain that there exists an optimal selector f˜ with y = f˜ (x) 6= f (x). This contradicts the uniqueness
of an optimal policy.






) ≥ τ , n = 1, 2, . . . or d (fn(xn), f (xn)) ≥ τ/2, n = 1, 2, . . . (2.10)
for some convergent (since K is compact) sequence: {xn} ⊂ K , xn → x ∈ K . Again, using compactness of A we choose a




Since fn is an optimal selector we get analogously to (2.9) that form = 1, 2, . . .
V ∗m(xm) = c
(
xm, fm(xm)
)+ αEV ∗m[F(xm, fm(xm), ξ(m))]. (2.11)
On the other hand,∣∣EV ∗m [F(xm, fm(xm), ξ(m))]− V ∗0 [F(x, a, s0)]∣∣
≤ ∣∣EV ∗m [F(xm, fm(xm), ξ(m))]− V ∗m[F(xm, fm , (xm), s0)]∣∣
+ ∣∣V ∗m [F(xm, fm(xm), s0)]− V ∗0 [F(xm, fm , (xm)s0)]∣∣+ ∣∣V ∗0 [F(xm, fm(xm), s0)]− V ∗0 [F(x, a, s0)]∣∣ . (2.12)
Under Assumptions 1 and 2 in [5] it was proved that there exists a constant L such that for each x, a the functions
V ∗m
[
F(x, a, ·)] satisfy on S the Lipschitz condition with the constant L. Hence the first summand on the right-hand side




. The second term vanishes as m → ∞ because of (2.4) and the continuity of F on the
compact K × A × {s0}. Finally, the third summand on the right-hand side of (2.12) converges to zero due to continuity of
V ∗0 and F . Therefore we can pass to limit, m → ∞ in Eq. (2.11), and by the argument we have already used, we find that
a = f (x). This is a contradiction. 
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3. Examples
The first two examples are counterexamples showing the importance of Assumptions 1 and 2 in the above theorem.
Example 1. Let X = [0,∞), A = [0, 1/α], and the one-stage function c(x, a) be defined as follows:
c(x, 0) ≡ 1, c(x, a) =
{
a, x ∈ [0, 1],
a+ x− 1, x > 1, a ∈ (0, 1/α),
c(x, 1) =
{
0, x ∈ [0, 1],
x− 1, x > 1.
Choosing x0 = 0 as an initial state, we define for  ∈ [0, 1]:
xt = atxt−1 + ξt , t = 1, 2, . . . (3.1)
where ξ1, ξ2, . . . are i.i.d. random variables with the uniform on (0,1) distribution.
The deterministic approximation to process (3.1) is given by the equations:
x˜t = at˜xt−1, t = 1, 2, . . . . (3.2)
Since for x˜0 = 0 and for any policy of control in (3.2), x˜t = 0, t ≥ 1, we get that the stationary policy pi = {1/α, 1/α, . . .}







ξt−k, and since c(x, 1/α) = x− 1 for x ≥ 1, we get that for some µ > 0,
αtEpi0 c(xt , 1/α) ≥ µ (3.3)
for all sufficiently large t . At the same time, for every  ∈ (0, 1/2) choosing the stationary policy pi ′ := {, , . . .}, by (3.1)
we obtain that xt ∈ [0, 1], t = 0, 1, . . . and therefore 0 ≤ V ∗ (0) ≤ V(0, pi ′) ≤ [(1 − )(1 − α)]−1 → 0 as  → 0. On
the other hand, in view of (1.2), (2.1) and (3.3),∆(0) = ∞ for every  > 0. Also it is clear that δ = /2→ 0 as  → 0.
Note that Assumption 2 is satisfied for this example.
Example 2. Letting X = R, A = {0, 1},  ∈ (0, 1), we define:
xt+1 = xt(at − ξt), x˜t+1 = x˜tat , t = 1, 2, . . . , (3.4)
where ξ1, ξ2, . . . are random variables as in Example 1. Let
c(x, 0) = c(x, 1) =
{
1, x ≥ 0, x 6= 1,
2, otherwise.
Choosing the initial states x0 = x˜0 = 1, we see that the policy pi0 = {0, 0, . . .} is optimal for the deterministic process (3.4),
and for  > 0, V(1, pi0) = 21−α , meanwhile V(1, pi1) = 11−α , where pi1 = {1, 1, . . .}. Thus∆(1) ≥ 11−α in spite of δ → 0
as  → 0. Remark that in this example Assumption 1 is fulfilled with a certain bounded functionW .




xt−1 + at − ξt()
)+
, x˜t = (˜xt−1 + at − s0)+, t = 1, 2, . . . , (3.5)
where s0 > 0,  ∈ (0, 1), are given numbers, and ξ1(), ξ2(), . . . are i.i.d nonnegative random variables with continuous,
bounded densities (on S = [0,∞)). As it follows from the calculations in the example in [4], if Eξ1 > θ , s0 ≥ θ , then
a constant q > 0 can be chosen in such a way that in Assumption 1 the items (b), (c) are satisfied for W (x) := beqx,
x ≥ 0 with a certain β ∈ (α, 1) and an arbitrary b > 0 . To meet Assumption 1, (a), and Assumption 2, (a), we suppose
that the one-stage cost c(x, a) satisfies the Lipschitz condition (with respect to x), and that there is b > 0 such that
|c(x, a)| ≤ beqx, x ≥ 0, a ∈ A.
It is clear that the items (b), (c) in Assumption 2 are also fulfilled (with L1 = L2 = 1), and therefore, we can apply the
above Theorem for this example. Particularly, for any initial state x0 = x,
∆(x) ≤ C(x)E|ξ()− s0|.
Remark 5. Interpreting (3.5) as inventory processes, one can see that under somenatural assumptions about the cost c(x, a),
the optimal stationary policy for the deterministic version is very simple: pi = {f , f , . . .}, where f (x) = (s0 − x)+, x ≥ 0.
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In the case of a nondegenerate demand ξ the search of an optimal policy pi = {f, f, . . .} is not so simple. However, by the
item (c) of the theorem,
sup
x∈[0,B]
|f(x)− (s0 − x)+| → 0,
for every B > 0, provided that E|ξ()− s0| → 0.
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