Abstract-In this letter, we investigated the optimal minimummean-squared-error (MMSE) based successive interference cancellation (SIC) strategy designed for lattice-reduction aided multiple-input multiple-output (MIMO) detectors. For the sake of generating the MMSE-based MIMO symbol estimate at each SIC detection stage, we model the so-called effective symbols generated with the aid of lattice-reduction as joint Gaussian distributed random variables. However, after lattice-reduction, the effective symbols become correlated and exhibit a non-zero mean. Hence, we derive the optimal MMSE SIC detector, which updates the mean and variance of the effective symbols at each SIC detection stage. As a result, the proposed detector achieves a better performance compared to its counterpart dispensing with updating the mean and variance, and performs close to the maximum likelihood detector.
I. INTRODUCTION
T HE computational complexity of the maximum likelihood (ML) MIMO detector increases exponentially with the number of transmit antennas [1] . The family of reducedcomplexity detection algorithms may be classified as linear and nonlinear detectors [2] . Although linear detectors, such as the linear minimum-mean-squared-error (MMSE) detector, typically exhibit a low complexity, their performance is significantly worse than that of the ML detector. The non-linear successive interference cancellation (SIC) algorithm detects each symbol sequentially with the aid of classic remodulation and subtraction based cancelling operations, and exhibits an attractive performance versus complexity trade-off [2] - [4] . However, its performance is nonetheless inferior with respect to ML detection [4] .
The family of lattice-reduction (LR) aided algorithms [5] - [8] transforms the MIMO channel matrix encountered into an effective channel matrix, which is near-orthogonal. Therefore, suboptimal detectors combined with LR become capable of attaining full diversity and hence achieve a performance close to that of the ML detector.
Following the LR operation, the resultant symbols are no longer mutually independent and hence they exhibit non-zero cross-correlations, which are determined by the specific LR transformation matrix used. Furthermore, since the resultant effective symbols generated by the LR operation become correlated, their mean and covariance should be updated after the symbol detection operation of each spatial detection layer. Although numerous studies of LR-aided SIC detectors have been published [5] - [8] , no conclusive proposals have been made for handling their non-zero means and the correlations of the effective symbols.
Hence, in this letter, we derive the optimal LR-aided SIC detector, which is capable of adequately handling the nonzero mean as well as correlation of the effective symbols. We assume that the effective symbols are Gaussian distributed random variables with non-zero means as well as covariances, and perform the optimum inter-antenna interference cancellation operation at each detection stage, where the optimization is carried out in the MMSE sense. This letter is organized as follows. Section II describes the signal model and the LR-aided detection. In Section III, the optimal MMSE-SIC algorithm invoked in the context of LR-aided detection is presented. Section VI provides our simulation results, while Section V offers our conclusions.
II. SYSTEM MODEL

A. Signal Model
We consider N t transmit antennas and N r receive antennas. The channel is assumed to be frequency-flat fading and its time-domain variation is deemed negligible over a transmission frame duration. The overall channel can be represented by an (N r × N t )-dimensional complex-valued matrix
where h mn is the complex-valued non-dispersive fading coefficient of the channel between the nth transmit and the mth receive antenna. The signal encountered at the mth receive antenna is formulated as y m = Nt n=1 h mn x n + v m , where x n is the symbol transmitted from the nth antenna, and v m is the zero-mean complex Gaussian noise having a variance of σ 2 v per dimension. In this letter, we assume that x n represents quadrature amplitude modulated (QAM) signals. The overall received signals can be represented as y = H x + v , where
while (·)
T represents the matrix transpose.
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We set the dimension of H to (M × N ), where M = 2N r , N = 2N t .
B. LR-aided Detection
In the LR-aided detection algorithm [7] , [8] , we first perform a received signal scaling and shifting operation in order to map the received symbols to the appropriate QAM decision regions as follows: Given the integer-valued transmitted symbolx, the received signal of y = Hx + v is rewritten asỹ =Hx + v, where we haveỹ
Following the scaling and shifting operations ofx = x/d + 1 N /2, according to the LR principles, we transform the MIMO channel matrixH into a near-orthogonal effective channel matrix with the aid of a matrix T having integer elements, which yields the effective received signal model
where we introduced the effective symbols generated by LR as
and G =HT. The transformation matrix T has to fulfill det(T) = ±1 for s = T −1x to span the same lattice asx. Since T −1 andx are composed of integer elements, the effective symbol vector s = T −1x also has integer elements. After detecting the effective symbols of s = T
−1x
, we can further transform them to x usingx = Ts and x = x/d + 1 N /2. According to (3) in LR-aided detection, the channel matrixH = d H is rotated using the matrix T and this operation is designed to render the effective channel matrix G =HT 'as orthogonal as possible'. This operation guarantees that despite using sub-optimal detectors, we are capable of approaching the ML detector's performance.
Several algorithms have been proposed for generating the LR matrix T [9] - [11] . The Lenstra, Lenstra and Lovász (LLL) algorithm [9] constitutes a popular approach, which has a complexity that increases at a polynomial order as a function of the number N t of transmit antennas. Hence, here we invoke the LLL lattice-reduction algorithm in the context of MIMO detection. Following the matrix-rotation of G =HT, which may also be referred to as a transform-basis change operation, we arrive at a near-orthogonal channel matrix G. However, since G is not perfectly orthogonal, the SIC detector is capable of achieving further performance improvements compared to linear detectors such as the decorrelator and the linear MMSE receiver. Hence, in this letter, we focus our attention on the MMSE-SIC detector using lattice-reduction, which successively detects and cancels out the 'cross-talk' or inter-antenna interference of the elements of s = T −1x and finally converts the estimate of s to the estimate of x.
III. MMSE-SIC DETECTION
In order to perform MMSE-SIC detection, we exploit the knowledge of the mean and covariance of the effective symbols. Following the scaling operation ofx
x is the variance of the elements inx and (·)
−T denotes the transpose of the inverse of a matrix. Here, we define
, where (·) 1/2 represents the square root of a positive-definite matrix.
Without loss of generality, we assume that the elements of the effective symbol s = T −1x are detected in the order of {s 1 , s 2 , · · · , s N }, where s k is the kth element of s. In the first SIC detection, we obtain the MMSE detector weights in the form of [12] 
where [·] k represents the kth row of a matrix. Using the MMSE weight-vector (5), we arrive at the estimate of the first effective symbol in the form ofŝ 1 = w
where · denotes the operation rounding a number to the nearest integer corresponding to the effective symbol decision operation.
Upon detectingŝ 1 , the corresponding modulated signal is subtracted fromỹ and the resultant received vector processed by the second detection stage becomesỹ 2 =ỹ −ŝ 1 g 1 , where g k denotes the kth column of G. In a similar manner, the received signal vector processed by the nth detection stage after canceling the effects of the (n − 1) detected symbols becomesỹ n =ỹ − n−1 k=1ŝ k g k . The symbols of the different antenna elements are assumed to be mutually independent during the consecutive SIC detection steps. However, after the LR operation, the effective symbols defined in (4) become correlated and therefore the specific value of the detected symbols affects both the mean and variance of the symbols to be detected.
More specifically, the effective symbol s k of (4) is constituted by the linear combination of the independent elements ofx, which implies that {s 1 , s 2 , · · · , s N } can be modeled by N joint Gaussian distributed random variables having a mean of m and a covariance of R, provided that N is sufficiently large and hence the central limit theorem holds.
In order to regularly update the mean and covariance of the effective symbols at each detection stage, we use the following proposition [14] .
Proposition 1: Consider an (N × 1)-dimensional vector t, which is composed of joint Gaussian random variables having a mean of m and covariance of R, where t is partitioned into t 1 
T . The corresponding partitions of m and R become
where m k and Π jk denote the specific sub-matrices of m and R −1 , respectively. Whent 1 is a realization for t 1 , the distribution of t 2 conditioned on t 1 =t 1 becomes
Proof: The proof is straightforward and for reasons of space economy it is omitted.
Let the already detected symbols and the symbols yet to be detected at the nth SIC detection stage be denoted by
Assuming that no detection errors are encountered and that Proposition 1 is satisfied, we can update the mean and covariance of the symbols s n,nd that have not as yet been detected by the SIC receiver as follows:
where we haveŝ n,d = [ŝ 1ŝ2 · · ·ŝ n−1 ] T . Using (5) as well as the updated mean and variance information of (11) and (12), we get the detector weight to be used for the nth symbol as follows
and the decision statistics of the elements s n of the effective symbol vector s = T −1x as:
where G n,nd contains the last (N − n + 1) columns of G = HT. The estimate of s n is obtained by rounding z n according toŝ
Some further remarks concerning the proposed LR-aided SIC detector are provided below.
1) The covariance matrix of the error between the pre-and post-detection output becomes
As in conventional MMSE-SIC detectors, the specific antenna's signal having the lowest detection error variance is detected first, where the detection order for the various MIMO elements is determined by finding the minimum diagonal element of Φ n at each detection stage [15] . 2) Updating the mean and covariance at each detection stage according to (11) and (12) is based on the assumption that the effective symbols are jointly Gaussian. If N is not sufficiently large, the central limit theorem is no longer accurately satisfied and therefore the effective symbols s are less accurately modeled by Gaussian random variables. However, our experience suggests that the distribution of the effective symbols is close to the Gaussian distribution for N ≥ 6. Furthermore, the simulation results of Section IV will demonstrate that updating the effective symbols' mean and covariance according to (11) and (12) under the Gaussian assumption delivers a useful performance improvement even for N = 4 3) It is shown in Appendix I that the decision statistics of s n formulated in (14) can also be expressed as
where C n,d and C n,nd contain the first (n − 1) columns and the last (N − n + 1) columns of C, respectively. Here, (·) † denotes the Moore-Penrose pseudo-inverse [13] 1 . It is worth noting that the philosophy of the specific SIC scheme advocated can be interpreted as applying SIC to the extended received signal
and to the independent symbol s in conjunction with the extended channel matrix
where 0 K denotes an all-zero vector of dimension K×1. Following a few straightforward steps it may be readily shown that (16) is same as the MMSE-solution of [7] . Indeed, the LR-aided MMSE-SIC of [7] has the same final expression as the SIC strategy proposed in this letter, but its optimality was not elaborated on. Since the effective symbols become correlated during the LRaided detection, the already detected symbols affect the SIC detection at the forthcoming detection stages, but again, the analysis of this issue and the proof of optimality under the correlated signal model was not provided in [7] .
IV. SIMULATION RESULTS
We have performed computer simulations to evaluate the performance of the LR-aided SIC detection algorithm advocated. We have assumed that all elements of the channel matrix H are independent and identically distributed (i.i.d.) zeromean complex Gaussian random variables having a variance of 1/2 per dimension, which are known at the receiver. The LLL algorithm was used for lattice-reduction and it was applied to the extended channel matrix [H T σ v I N /σx] T , rather than tõ H, for the sake of improving the achievable performance and reducing the complexity [8] . Here, I N represents the (N × N ) identity matrix. Let E b /N 0 be the ratio of the average power per information bit arriving at the receiver to the spectral density of the noise. Figs. 1-4 characterize the achievable bit error rate (BER) performance of various detectors. The LR-SIC-1 scheme represents the LR-aided MMSE-SIC detector using no updating of the mean and covariance. More explicitly, at each detection stage, the LR-SIC-1 scheme uses the specific sub-matrices of the initial m and R matrices corresponding to the symbols to be detected at a later SIC detection stage as the mean and covariance without considering the effect of the already detected symbols on them. By contrast, the LR-SIC-2 arrangement represents the LR-aided MMSE-SIC detector using the explicit updating operation derived in Section III under the assumption that the effective symbols are biased and correlated Gaussian random variables. Furthermore, the MMSE-SIC scheme denotes the MMSE version of the SIC detector of [3] . In the same way with the LR-SIC-1 and LR-SIC-2, the MMSE-SIC has been simulated with the real-valued signal model as described in [16] . For each SIC detector, the detection order is determined by choosing the symbol with the minimum mean squared error at each detection stage. For example, in the LR-SIC-2, the detection order is determined by finding the minimum diagonal element of Φ n as described in Section III. The ML detector finds the specific MIMO symbol vector having the minimum Euclidean distance from the received signal More specifically, Fig. 1 illustrates the four detector's BERs for N t = 2, N r = 2 and 16-QAM signaling for transmission over a frequency-flat channel. Observe in Fig. 1 that the performance of the LR-aided detector was improved by updating both the bias and correlation of s = T −1x according to (11) and (12) and hence it becomes capable of approaching the performance of the ML detector in conjunction with N t = 2, N r = 2 and 16-QAM signaling. As argued in Section III, for a low number of transmit antennas the Gaussian model of the effective symbols is somewhat inaccurate. Nonetheless, Fig.  1 demonstrates that we still attain an approximately 0.9 dB performance improvement at BER=10 −3 even for N t = 2 for the LR-SIC-2 scheme.
In Fig. 2 and Fig. 3 , the performance of the N t = 4 and for the LR-aided SIC detector using N t = 4 and N r = 4 antennas.
To probe a little further, we simulated the BER performance for the correlated channel. We used the Kronecker-structure based channel model, in which the channel matrix is generated as [17] 
where A is a (N r × N t )-dimensional matrix containing i.i.d. zero-mean complex Gaussian random variables having a variance of 1/2 per dimension, and R r and R t denote the channel covariance matrices at the receiver and transmitter, respectively. We assume having a linear array and arrange for R r and R t to have the Toeplitz structures of
where (·) * denotes the complex conjugate. Fig. 4 shows the attainable BER performance for ρ r = ρ t = 0.7, N t = N r = 4, and 16-QAM signalling. For the correlated channel, the BER curve of the LR-SIC-2 scheme is still only 1 dB away from that of the ML scheme at BER=10 −4 , and its SNR advantage with respect to the MMSE-SIC is higher than that in the i.i.d. channel of Fig. 3 .
V. CONCLUSIONS
In this letter, the optimal MMSE-based lattice-reduction aided SIC detection algorithm designed for MIMO systems has been derived. Explicitly, when updating the bias and covariance of the effective symbols generated by LR at each SIC detection stage, we arrive at the optimal MMSE-SIC detector weights. At each SIC detection stage, we update the means and covariances of (11) and (12) using the knowledge of the detected effective symbols s = T −1x of (15) . We have proved the derived detection strategy is optimal under the assumption that the effective symbols are jointly Gaussian distributed. We have also shown that the SIC algorithm advocated may be equivalently described with the aid of the extended channel matrix and received signal vector of (19) and (18), respectively, which implies that the proposed detector is equivalent to the LR-aided detector of [7] . The simulation results demonstrated that the explicit updating of the mean and variance of the effective symbols after each detection stage attains an attractive performance improvement in the context of LR-aided detection, which results in a near-ML detection performance.
For achieving further improvements, it would be necessary to consider the effect of detection errors at each detection stage. When there are detection errors, the effects of the already detected symbols are incorrectly cancelled and hence the errors propagate. Catering for these effects would lead to different updating formulae for the mean as well as the variance and to a different form of the MMSE weightvector. When N is small, the assumed Gaussian signal model becomes inaccurate. Therefore, if a detection algorithm is derived using the above-mentioned more accurate signal model, further performance improvements can be attained for small values of N .
APPENDIX I
Equation (14) 
Substituting (11) 
which can be rewritten as 
Upon substituting (26) and (27) into (25), we obtain (16).
