Abstract. Let A be a connected integer symmetric matrix, i.e., A = (a ij ) ∈ Mn(Z) for some n, A = A T , and the underlying graph (vertices corresponding to rows, with vertex i joined to vertex j if a ij = 0) is connected. We show that if all the eigenvalues of A are strictly positive, then tr(A) ≥ 2n − 1.
Introduction and statement of results
Let A = (a ij ) be an n × n symmetric matrix, with entries in Z (an integer symmetric matrix ). It will be convenient to associate to such a matrix its underlying graph, whose vertices 1, . . . , n correspond to the rows of A, and with vertex i joined to vertex j (j = i) if a ij = 0. We call the matrix A connected if this underlying graph is connected. If the matrix is not connected, then for some permutation matrix P , the matrix P T AP is in block diagonal form, with blocks corresponding to connected components of the underlying graph: we call these blocks the components of A. We write tr(A) for the trace of A. The eigenvalues of A are the roots of its characteristic polynomial, p A (x) = det(xI − A). These are all real, since A is a real symmetric matrix (with integer entries).
The product of the eigenvalues of A is an integer. If all the eigenvalues of A are strictly positive, then this integer is at least 1, and the inequality of arithmetic and geometric means implies that tr(A) ≥ n. Our main theorem is a best-possible sharpening of this inequality. Theorem 1. Let A be an n × n, connected, integer symmetric matrix. If all the eigenvalues of A are strictly positive, then tr(A) ≥ 2n − 1.
Although we require A to be connected in the statement of the theorem, we do not require that the characteristic polynomial p A (x) is irreducible. On the other hand, if p A (x) is irreducible, then A is certainly connected.
The absolute trace of a totally positive algebraic integer (one whose galois conjugates are all real and strictly positive) is defined to be its trace divided by its degree. The Schur-Siegel-Smyth trace problem (so-called in [3] ; see [2] for a survey) asks if 2 is the smallest limit point of the set of absolute traces of totally positive algebraic integers. It is known that the smallest limit point is at least 1.79193 ( [8] ; and see [13, 14, 15, 7, 11, 1, 2, 6, 9] for earlier records).
By analogy, one can define the absolute trace of an n×n integer symmetric matrix A to be tr(A)/n. In the case where the characteristic polynomial is irreducible, and all eigenvalues are strictly positive, this is just the absolute trace of any one of the eigenvalues. The conclusion of Theorem 1 is equivalent to the assertion that A has absolute trace at least 2 − 1/n. We then easily get the following corollary.
Corollary 2. Let X be the set of absolute traces of connected integer symmetric matrices having all their eigenvalues strictly positive. Then the smallest limit point of X is 2. Thus the integer symmetric matrix analogue of the Schur-Siegel-Smyth trace problem is settled.
Estes and Guralnick [5] considered the question of which separable monic totally real integer polynomials are minimal polynomials of integer symmetric matrices. They showed that for degree up to 4, all such polynomials arise as minimal polynomials, and conjectured that this might be true for all larger degrees too. Dobrowolski [4] showed that if the discriminant of a polynomial is too small (compared to a function of its degree), then it cannot be the minimal polynomial of an integer symmetric matrix. He showed the existence of infinitely many counterexamples, derived from cyclotomic polynomials. The smallest degree of any of these counterexamples is 2880. The first author [9] gave a classification of all integer symmetric matrices whose span (the difference between the largest and smallest eigenvalues) is strictly less than 4. This led to the discovery of some counterexamples of much lower degree, including three examples of degree 6. Theorem 1 shows that if the trace of an irreducible polynomial is too small (compared to a function of its degree), then it cannot be the characteristic polynomial of an integer symmetric matrix. It is not hard to deduce the following corollary, which can be used to give more counterexamples to the Estes-Guralnick conjecture.
Corollary 3. Let m be a monic, irreducible integer polynomial of degree n, with all roots real and strictly positive. If the trace of m is strictly less than 2n − 1, then m is not the minimal polynomial of an integer symmetric matrix.
The smallest degree to which this corollary can usefully be applied is 10. The three degree 10, trace 18 polynomials
which appeared first in [10] , give counterexamples to the Estes-Guralnick conjecture that do not yield to the methods of [4] or [9] (the discriminants and spans are too large). For all d, there exists n such that there is a totally positive irreducible polynomial of degree n and trace 2n − d: see [11] . The smallest degree n known for which the trace is as small as 2n − 3 is the degree-27, trace-51 example given in [9] .
Proofs

Proof of Theorem 1.
Suppose that the theorem is false. Let A = (a ij ) be an n × n counterexample with n minimal, and with the trace minimal for this value of n. In particular, A is symmetric, connected, has all eigenvalues strictly positive, and tr(A) ≤ 2n − 2. Let e 1 , . . . , e n be a basis for R n . Having chosen a basis, the matrix A defines a symmetric bilinear form ·, · on R n × R n via e i , e j = a ij . Since all eigenvalues of A are strictly positive, this bilinear form is positive definite, and hence a ii > 0 for each i. As A is supposed to be a counterexample, tr(A) ≤ 2n − 2. With the diagonal entries being strictly positive integers, at least two of them must equal 1. (In particular, n ≥ 2.) Shuffling rows and columns (i.e., relabelling the basis vectors), we may assume that e 1 , e 1 = 1.
Being a counterexample, the underlying graph of A is connected, so we must have e 1 , e j = 0 for some j > 1: relabelling we may suppose that e 1 , e 2 = 0. (Here we use n ≥ 2. Were it not for this detail, the proof would work for tr(A) = 2n − 1.) Let e 2 = e 2 − a 12 e 1 . Then e 1 , e 2 , e 3 , . . . , e n is another basis of R n , and the matrix A = (a ij ) of our bilinear form with respect to this new basis still has integer entries, and all eigenvalues are strictly positive. We have a 12 = a 21 = 0, and a 22 = a 22 − a 2 12 . The matrices A and A agree in all rows and columns except the second.
The trace of A is strictly smaller than that of A, since a 22 < a 22 , so by the minimality assumptions on our counterexample, we must have that A is not connected. We now show that A has exactly two components.
Take any j between 3 and n, and let x 1 , . . . , x r be a path from 2 to j in the underlying graph of A (so x 1 = 2, x r = j, and for 1 ≤ i < r we have a xixi+1 = 0, and the x i are distinct; a walk is similar to a path, but without the requirement of having distinct vertices). If this path remains a path in the underlying graph of A , then j is in the same component as 2 in A . Otherwise, a 2x2 = 0, but a 2x2 = 0 (this first edge is the only edge in the path that can have been deleted in moving from A to A , as it is the only one incident with vertex 2). Since a 2x2 = a 2x2 − a 12 a 1x2 , we must have a 1x2 = 0. Replacing x 1 = 2 by x 1 = 1, we get a walk from 1 to j in the underlying graph of A , so j is in the same component as 1 in A . Thus A has at most (and hence exactly) two components: the component containing 1 and the component containing 2.
Let the components of A have r 1 and r 2 rows, so that r 1 + r 2 = n. Let the traces of these components be t 1 and t 2 . Since t 1 + t 2 = tr(A ) < tr(A) < 2n − 1, we have t 1 + t 2 ≤ 2(r 1 + r 2 ) − 3, and hence either t 1 < 2r 1 − 1 or t 2 < 2r 2 − 1, or both. So at least one of the two components would give a smaller counterexample, giving a contradiction.
Hence the theorem cannot be false.
Proof of Corollary 2. The tridiagonal
is totally positive (one way to see this is to pick an orthonormal basis e 1 , . . . , e n for R n , and note that the above matrix is the Gram matrix for the basis e 1 , e 1 + e 2 , e 2 +e 3 , . . . , e n−1 +e n ) and has trace 2n−1. Connectedness is plain: the underlying graph is a path. Hence 2 is a limit point of the set of absolute traces of connected totally positive integer symmetric matrices.
Take any > 0. By Theorem 1, any connected totally positive n × n integer symmetric matrix of absolute trace below 2 − has n ≤ 1/ , so there are finitely many possibilities for n. For each n, the bound on the absolute trace gives a finite set of possibilities for the diagonal entries of the matrix. Then since for any i < j the submatrix a ii a ij a ij a jj must be positive definite, the off-diagonal a ij are bounded. Hence, for any > 0, the number of connected totally positive n × n integer matrices of absolute trace below 2 − is finite, and the corollary follows.
2.3. Proof of Corollary 3. Let m be a totally positive irreducible monic integer polynomial of degree n and trace at most 2n − 2. Suppose that m is the minimal polynomial of an integer symmetric matrix. Then the characteristic polynomial of that matrix is a power of m. If the matrix were not connected, then each component would have m as its minimal polynomial. Hence the smallest integer symmetric matrix A for which m is the minimal polynomial would be connected. Then A would be rn × rn for some r, with characteristic polynomial m r having trace at most 2nr − 2r < 2nr − 1. This would contradict Theorem 1
