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a b s t r a c t
In the first part of this paperwe compute theWitt ring kernel for an arbitrary field extension
of degree 4 and characteristic different from 2 in terms of the coefficients of a polynomial
determining the extension. In the case where the lower field is not formally real we prove
that the intersection of any power n of its fundamental ideal and the Witt ring kernel is
generated by n-fold Pfister forms.
In the second part as an application of the main result we give a criterion for the tensor
product of quaternion and biquaternion algebras to have zero divisors. Also we solve the
similar problem for three quaternion algebras.
In the last partwe obtain certain exactWitt group sequences concerning dihedral Galois
field extensions. These results heavily depend on some similar cohomological results of
Positselski, aswell as on theMilnor conjecture, and the Bloch–Kato conjecture for exponent
2, which was proven by Voevodsky.
© 2009 Elsevier B.V. All rights reserved.
1. The Witt ring kernel for a fourth degree field extension
Let F be a field of characteristic different from 2. As usual denote byW (F) the Witt ring of F , i.e. the ring of equivalence
classes of quadratic forms over F . In this paper we compute the kernel W (L/F) of the restriction map W (F) → W (L),
where L/F is an arbitrary field extension of degree 4. This kernel was computed in [1] in the case where L/F is a tower
of two quadratic extensions, and our result can be considered as its generalization. The main step is to show thatW (L/F)
is generated as an ideal by 1-fold and 2-fold Pfister forms. The last statement is a particular case of a stronger result (see
Corollary 2), which as far as we know, has not been known even for biquadratic extensions.
Our notation is standard, and the main reference is the book [2]. All the fields considered below are assumed to be of
characteristic different from 2. By a form we always mean a finite-dimensional regular quadratic form over a field. The
anisotropic part of a form ϕ is denoted by ϕan. We use the sign ⊥ for the direct sum of two forms and the signs +, − and
= for the sum, difference and equality of elements of the Witt ring or the Brauer group of a field. For a form ϕ over a field
F we denote by DF (ϕ) the set of nonzero elements of F represented by ϕ. By the n-fold Pfister form 〈〈a1, . . . , an〉〉 we mean
the product 〈1,−a1〉 ⊗ · · · ⊗ 〈1,−an〉. Recall that a Pfister form is isotropic if and only if it is hyperbolic ([2], Ch.2, 1.5). If V
is a linear space over a field F and L/F is a field extension, then by definition VL = L⊗F V . Any form ϕ : V → F induces the
form ϕL : L⊗F V → L, defined by the rule ϕL(l⊗ v) = l2ϕ(v).
If a, b ∈ F∗, we denote by (a, b)F , (or merely (a, b) if there is no ambiguity with the field F ) the quaternion algebra over F
with the generators i and j, and the relations i2 = a, j2 = b, ij = −ji. If a = 0, or b = 0, then by definition (a, b) is the matrix
algebraM2(F), in particular (a, b) = 0 ∈ Br F . The tensor product of two quaternion algebras is called a biquaternion algebra.
We begin by the following statement, which plays the main role in the sequel.
Proposition 1. Suppose p(t) is an irreducible polynomial of even degree over a field F , and θ is one of the roots of p(t) (in a fixed
algebraic closure of F ). Let k be a nonnegative integer, ϕ a form over F such that dimϕ ≥ k2 deg p + 1 and dim(ϕF(θ))an = k.
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Then there exists a subform ϕ0 ⊂ ϕ and x ∈ F∗ such that dimϕ0 ≤ 12 deg p + 1 and xp(t) ∈ D(ϕ0F(t)). In particular, the form
ϕ0F(θ) is isotropic.
Proof. If ϕ is isotropic, then the proposition is trivial, for we can take ϕ0 ' H ' 〈1,−1〉. So assume that ϕ is anisotropic.
Let U be the F-linear space associated to ϕ, and V a totally isotropic F(θ)-linear subspace of UF(θ). Obviously, dimF(θ)V =
1
2 (dimϕ − k). PutW =
∑ 1
2 deg p
i=0 θ iU ⊂ UF(θ). We can consider V andW as F-linear subspaces of the F-linear space UF(θ).
Obviously,
dimFUF(θ) = dimϕ deg p, dimFV = 12 (dimϕ − k) deg p, dimFW = dimϕ
(
1
2
deg p+ 1
)
.
Since dimϕ ≥ 12k deg p+ 1, we have
dimFV + dimFW > dimFUF(θ).
Hence V ∩W 6= 0. Let 0 6= v = ∑ 12 deg pi=0 θ iui ∈ V ∩W , where ui ∈ U . Denote by ϕ0 the subform of ϕ determined by the
F-linear subspace U0 = 〈u0, . . . , u 1
2 deg p
〉 ⊂ U . Obviously, dimϕ0 ≤ 12 deg p + 1. Put v˜ =
∑ 1
2 deg p
i=0 t iui ∈ F [t]⊗F U0. Since
ϕ(v) = 0, we have p|ϕ0(˜v). Since degϕ0(˜v) ≤ deg p, we get ϕ0(˜v) = xp for some x ∈ F . Moreover, x 6= 0, because v 6= 0,
and ϕF(t) is anisotropic. Finally, ϕ0F(θ) is isotropic, because ϕ0(v) = 0. 
We apply Proposition 1 to field extensions of degree 4.
Corollary 2. Under hypothesis of Proposition 1 suppose deg p = 4 (in particular, dimϕ ≥ 2k+1). Then ϕ = ψ +∑i pii, where
dimψ ≤ 2k, each pii is similar to either a 2-fold or a 1-fold Pfister form and piiF(θ) = 0. Moreover, we can assume that each pii
is similar to a 2-fold Pfister form except the case where the extension F(θ)/F contains a quadratic subextension F(
√
d)/F such
that ϕF(√d) = 0, k = 0, and disc(ϕ) = d. In this case we can assume that exactly one pij is similar to a 1-fold Pfister form, and,
moreover, disc(pij) = d.
In particular, if k = 0, i.e. ϕ ∈ W (F(θ)/F), we have ψ = 0, and ϕ =∑i pii.
Proof. Obviously, it suffices to treat the case of anisotropic form ϕ. Assume first that k ≥ 1. By Proposition 1 we get
ϕ ' ϕ0 ⊥ ϕ1, where dimϕ0 = 3 and ϕ0F(θ) is isotropic. Let pi ' ϕ0 ⊥ 〈det(ϕ0)〉. Then
ϕ = ϕ1 + 〈− det(ϕ0)〉 + pi,
pi is similar to a 2-fold Pfister form, piF(θ) = 0, and
dim(ϕ1 + 〈− det(ϕ0)〉)an ≤ dimϕ − 2.
Therefore, we can go on by induction on dimϕ. In the case k = 0 and dimϕ ≥ 3 the same argument works. Finally, if
k = 0 and dimϕ = 2, then ϕ is similar to a 1-fold Pfister form. It is obvious that in this case the field F(θ) contains the field
F(
√
discϕ). 
Remark. Let us call a form ϕ minimal with respect to an extension F(θ)/F , if dimψ ≥ dimϕ for any form ψ such that
ϕ − ψ ∈ W (F(θ)/F). Corollary 2 claims that if deg p = 4, dimϕ ≥ 2k+ 1 and dim(ϕF(θ))an = k, then ϕ is not minimal. On
the other hand, it is easy to see that if forms ϕ1 and ϕ2 over F are minimal with respect to the extension F(θ)/F , then the
forms ϕ1, ϕ2 and ϕ1 ⊥ xϕ2 areminimal with respect to the extension F((x))(θ)/F((x)). Let τ be a 4-dimensional form over F
minimalwith respect to some extension F(θ)/F of degree 4 (the existence of such forms has been established in [3], Th. 4.10,
Th. 5.1, and [4], Th.1). Then for anym ≥ 1 the formsψ1 ' τ⊗〈x1, . . . , xm〉 andψ2 ' τ⊗〈x1, . . . , xm〉 ⊥ 〈xm+1〉 areminimal
with respect to the extension F((x1))((x2)) . . . ((xm+1))(θ)/F((x1))((x2)) . . . ((xm+1)). This shows that if k = dim(ϕF(θ))an is
fixed and deg p = 4, the bounds for dimϕ in Proposition 1 and dimψ in Corollary 2 are strict.
It remains to determine 2-fold Pfister forms inW (F(θ)/F). This can be done in terms of the coefficients of p.
Lemma 3. Let p(t) = t4+at2+bt+c be a fourth degree polynomial over F , θ one of the roots of p(t), andpi an anisotropic 2-fold
Pfister form over F .
(1) Suppose piF(θ) = 0, and piF(√d) 6= 0 for any d ∈ F∗ such that F(
√
d) ⊂ F(θ) (in particular, p is irreducible). Then there
exists x, y ∈ F∗ such that
det

−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx
 ∈ F∗2
and pi ' 〈〈x, y〉〉.
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(2) Suppose there exists x, y ∈ F∗ such that
det

−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx
 ∈ F∗2
and pi ' 〈〈x, y〉〉. Then piF(θ) = 0.
Proof. (1) Let (V , pi ′) be the quadratic space of the pure subform of pi , i.e. pi ' 〈1〉 ⊥ pi ′. All 3-dimensional subforms of pi
are similar to each other. Since pi ′ is anisotropic, by Proposition 1 there are x ∈ F∗ and v0, v1, v2 ∈ V such that
pi ′(t2v2 + tv1 + v0) = −xp. (∗)
Hence pi ′(θ2v2 + θv1 + v0) = 0. Since p is irreducible, θ2v2 + θv1 + v0 6= 0. Notice that ϕF(θ) 6= 0 for any 2-dimensional
subform ϕ ⊂ pi ′. Indeed, otherwise we would have F(√discϕ) ⊂ F(θ), and since piF(√discϕ) = 0, we would get a
contradiction to the hypothesis of the proposition. Therefore, dimF 〈v0, v1, v2〉 = 3, i.e. the vectors v0, v1, v2 form a basis for
the quadratic space (V , pi ′). Comparing the coefficients at the powers of t on both sides of equality (∗)we get
pi ′(v2, v2) = −x,
pi ′(v1, v2) = 0,
pi ′(v1, v1)+ 2pi ′(v0, v2) = −ax,
2pi ′(v0, v1) = −bx,
pi ′(v0, v0) = −cx.
(∗∗)
Let pi ′(v0, v2) = 12 (y− ax). Then the matrix of the form pi ′ with respect to the basis (v2, v1, v0) is
−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx
 .
In particular, 〈−x,−y〉 ⊂ pi ′. Since detpi ′ ∈ F∗2, we get pi ′ ' 〈−x,−y, xy〉, hence pi ' 〈〈x, y〉〉.
(2) The form pi ′ has the matrix
−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx

with respect to some basis (v2, v1, v0). Then the system (∗∗) holds, which is equivalent to the equality (∗)
pi ′(t2v2 + tv1 + v0) = −xp.
If θ2v2 + θv1 + v0 6= 0, then pi ′F(θ) is isotropic, hence piF(θ) = 0. Assume that θ2v2 + θv1 + v0 = 0, and let q ∈ F [t] be an
irreducible polynomial such that q(θ) = 0. Obviously, θ2v2+θv1+v0 ∈ F [t]⊗F V is divisible by q, hencepi ′(t2v2+tv1+v0)
is divisible by q2, which implies that p is a square, i.e. p(t) = (t2 + a2 )2, b = 0, c = a
2
4 . Put α = yx−1. Since
det

−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx
 = x
(
1
4
α(α − a)2 − αc + 1
4
b2
)
∈ F∗2,
and 〈〈x,−x〉〉 = 0, we have
pi ' 〈〈x, y〉〉 ' 〈〈x, αx〉〉 ' 〈〈x,−α〉〉 ' 〈〈α(α − a)2 − 4cα + b2,−α〉〉
' 〈〈α − 2a,−α〉〉 ' 〈〈−2a, α(α − 2a)〉〉.
Now it is obvious that piF(θ) = 0. 
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Corollary 4. Let θ be a root of a polynomial p(t) = t4 + at2 + bt + c over a field F , and let pi be a 2-fold Pfister form over F
such that piF(θ) = 0. Then at least one of the following two conditions holds:
(1) pi ' 〈〈d, e〉〉, where F(√d) ⊂ F(θ), e ∈ F∗.
(2) pi ' 〈〈α(α − a)2 − 4cα + b2,−α〉〉 for some α ∈ F .
Conversely, if pi is a 2-fold Pfister form of one of two above types, then piF(θ) = 0.
Proof. Obviously, we may assume pi to be anisotropic. Assume that condition (1) does not hold. Then we can apply
the first part of Lemma 3. The chain of isomorphisms of forms at the end of its proof shows in particular that pi '
〈〈α(α − a)2 − 4cα + b2,−α〉〉.
Conversely, if (α(α − a)2 − 4cα + b2)α 6= 0, then put x = α(α − a)2 − 4cα + b2, y = xα. Then
det

−x 0 1
2
(y− ax)
0 −y −1
2
bx
1
2
(y− ax) −1
2
bx −cx
 ∈ F∗2.
In the second part of Lemma 3 it was shown that
〈〈α(α − a)2 − 4cα + b2,−α〉〉F(θ) = 〈〈x, y〉〉F(θ) = 0. 
Remark. If p is irreducible, then the polynomial f (α) = α(α − a)2 − 4cα + b2 is the resolvent cubic of p. Another proof of
Corollary 4 by quite a different method is given in ([5], Cor. 22).
Now we consider the idealW (L/F) ∩ In(F).
Proposition 5. Let L/F be a field extension of degree 4, and F is not formally real. Then for any n ≥ 2
W (L/F) ∩ In(F) = (W (L/F) ∩ I2(F))In−2(F).
In particular, in terminology of [1] the ideal W (L/F) ∩ In(F) is an n-Pfister ideal, i.e. is generated by n-fold Pfister forms.
Proof. Unfortunately the proof depends on the Milnor conjecture and the Bloch–Kato conjecture for exponent 2, which
proofs are due to Voevodsky [6,7]. They imply together the existence of an isomorphism In/In+1(K) ' Hn(GK ,Z/2Z), taking
an n-fold Pfister form 〈〈a1, . . . , an〉〉 to the cup product (a1) ∪ · · · ∪ (an) (GK being the absolute Galois group of K ). Also we
need a result of L. Positselski concerning the cohomology groups with Z/2Z coefficients for degree 4 field extensions. In all
probability, the hypothesis that the field F is not formally real is redundant, but we do not know how to get rid of it.
We start with a couple of lemmas.
Lemma 6. Let F be a field. The following two conditions are equivalent:
(1) F is not formally real.
(2) There exists a subfield F1 ⊂ F of finite 2-cohomological dimension.
Proof. (2) =⇒ (1). If F is formally real, then so is any subfield F1 of F , hence 0 6= 〈〈−1〉〉⊗N ∈ IN(F1) for any N . This implies
that cd2 F1 = ∞.
(1) =⇒ (2). Assume that F is not formally real, and s(F) = m = 2k is its level, i.e. the minimal numberm such that there
exist x1, . . . , xm ∈ F with the equality x21 + · · · + x2m = −1. Let F0 be the prime subfield of F , i.e. F0 is either Q or Z/pZ. Put
F1 = F0(x1, . . . , xm) ⊂ F , and N = m+ k+ 3. Consider any finite field extension F2/F1. Let us show that IN(F2) = 0. Since
cd2(F0(
√−1)) ≤ 2, we have cd2(F2(
√−1)) ≤ m + 2, hence Im+3(F2(
√−1)) = 0. Therefore, for any a1, . . . , am+3 ∈ F∗2
there are some b1, . . . , bm+2 ∈ F∗2 such that
〈〈a1, . . . , am+3〉〉 ' 〈〈−1, b1, . . . , bm+2〉〉.
Proceeding in this manner we obtain that for any a1, . . . , aN ∈ F∗2 there are b1, . . . , bN−k−1 ∈ F∗2 such that
〈〈a1, . . . , aN〉〉 ' 〈〈−1〉〉⊗(k+1) ⊗ 〈〈b1, . . . , bN−k−1〉〉.
On the other hand, since x1, . . . , xm ∈ F1, we have 〈〈−1〉〉⊗(k+1) = 0 ∈ W (F1). This implies that 〈〈a1, . . . , aN〉〉 = 0 ∈ IN(F2),
which shows that cd2 F1 ≤ N − 1, and finishes the proof. 
Lemma 7. Any ϕ ∈ I2(F) such that ϕL ∈ I3(L) is a sum ϕ = pi1 + pi2 + ϕ′, where pi1, pi2 are 2-fold Pfister forms in W (L/F),
and ϕ′ ∈ I3(F).
Proof. Recall that the map I2(F)/I3(F)→2 Br(F) taking the coset of a form q to the equivalent class of the Clifford algebra
of q, is an isomorphism [8]. Since the Clifford algebra of ϕ is split by L, its index is not more than 4. Therefore, the form ϕ is
equivalent modulo I3(F) to a form of dimension no greater than 6. Now the claim follows from Corollary 2. 
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We return to the proof of Proposition 5. It is proven in [9] (Cor. 18 and the remark after conjecture 20) that the kernel
of the restriction map of the graded rings H∗(GF ,Z/2Z) → H∗(GL,Z/2Z) is generated in degrees 1 and 2 as an ideal in
H∗(GF ,Z/2Z). Let α ∈ W (L/F)∩ In(F). Assume that the conditions of Lemma 6 are fulfilled. Then it is easy to see that there
is an intermediate subfield F1 ⊂ F˜ ⊂ F finitely generated over F1 such that α ∈ W (L˜F /˜F)∩ In(˜F). In particular, cd2(˜F) <∞.
Consider the image of α in In/n+1(˜F). Interpreting the graded ring H∗(GF˜ ,Z/2Z) (resp. H∗(GL˜F ,Z/2Z)) as the graded ring
I∗/I∗+1(˜F) (resp. I∗/I∗+1(L˜F)) and using Lemma 7 we can prove that α ∈ (W (L˜F /˜F) ∩ I2(˜F))In−2(˜F) straightforwardly by
decreasing induction on n, starting from N such that IN (˜F) = 0. The proof of Proposition 5 is complete. 
2. Applications to central simple algebras of index 8
Now we will apply the above results to determine when a central simple algebra of index 8 decomposing into a product
of quaternion algebras has zero divisors (this is equivalent to that the algebra is not a skewfield).
Let Q1 and Q2 be quaternion algebras over a field F . It is well known that the algebra Q1⊗F Q2 is not a division algebra if
and only if Q1 and Q2 have a common slot, i.e. there are a, b, c ∈ F∗ such that Q1 ' (a, b) and Q2 ' (a, c). A similar question
can be posed for a quaternion algebra Q and a biquaternion algebra B. A sufficient condition for the algebra Q ⊗F B to have
zero divisors is that Q ' (a, b), B ' (a, c)⊗F (d, e) for some a, b, c, d, e ∈ F∗. Indeed, in this case Q ⊗F B = (a, bc)+ (d, e),
which implies ind(Q ⊗F B) ≤ 4. However, this condition is not necessary [10,11]. Here we give an ‘‘if and only if’’ condition
for the existence of zero divisors in the algebra Q ⊗F B.
Proposition 8. Let Q and B be respectively quaternion and biquaternion algebras over a field F . Then the following conditions
are equivalent.
(1) Q ⊗F B is not a division algebra
(2) There exists a, b, c, α, β, γ ∈ F such that
Q ' (α(α − a)2 − 4cα + b2,−α),
B ' (β(β − a)2 − 4cβ + b2,−β)⊗F (γ (γ − a)2 − 4cγ + b2,−γ ).
Proof. (2) =⇒ (1). Let θ be a root of the polynomial p(t) = t4 + at2 + bt + c . By Corollary 4 (Q ⊗F B)F(θ) = 0. Therefore,
ind(Q ⊗F B) ≤ [F(θ) : F ] ≤ 4,
which implies that Q ⊗F B is not a division algebra.
(1) =⇒ (2). If F is finite, then Br F = 0, and we may put α = β = γ = 0, and choose a, b, c arbitrarily. Assume
now that F is infinite. If Q ⊗F B is not a division algebra, then by [12] there is a field extension L/F of degree at most 4 such
that QL = BL = 0. Since char F 6= 2, the extension L/F is simple, i.e. L = F(θ). We may assume that p(θ) = 0 for some
polynomial p(t) = t4 + at2 + bt + c. Let pi and ϕ be the 2-fold Pfister form and an Albert form corresponding to Q and B
respectively. By Lemma 7 ϕ = pi1 + pi2 for some 2-fold Pfister forms pi1, pi2 such that pi1L = pi2L = 0. If L does not contain
any quadratic subextension, then we are done by Corollary 4. Assume now that L/F is a tower of two quadratic extensions,
L = F(√v + 2w√u), but L/F is not biquadratic. Then by ([1], Th. 3.9)
pi ' 〈〈ue2 + ve+ w2,−e〉〉
for some e ∈ F∗. Put α = 4w2e . We have
pi ' 〈〈ue2 + ve+ w2,−e〉〉 ' 〈〈(α + 2v)2 − 4(v2 − 4uw2),−α〉〉 ' 〈〈α((α + 2v)2 − 4(v2 − 4uw2)),−α〉〉.
Put a = −2v, b = 0, c = v2 − 4uw2. Thus,
Q ' (α(α − a)2 − 4cα + b2,−α),
and similar presentations exist for quaternion algebras corresponding to pi1 and pi2.
It remains to treat the case of a biquadratic extension L/F , i.e. L = F(√u,√v). The idea is to reduce this case to the
previous one considering the algebras Q and B over some purely transcendental extension K of F and looking for a common
nonbiquadratic splitting extension E/K of QK and BK . We have
Q = (u, q1)+ (v, q)
B = (u, b1)+ (v, b)
for some q, q1, b, b1 ∈ F∗. Hence
QF(√u) = (v, q)F(√u)
BF(√u) = (v, b)F(√u).
Lemma 9. There exists a tower F ⊂ K ⊂ K(√u) ⊂ E such that the extension K/F is purely transcendental, (v, q)E = (v, b)E =
0, [E : K ] = 4, and E/K is not biquadratic.
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Proof. Let K = F(t1, t2, t ′1, t ′2), where t1, t2, t ′1, t ′2 are independent variables. Determine t3, t4, t ′3, t ′4 ∈ K as the ‘‘real’’ and
‘‘imaginary’’ parts from the equalities
t3 + t ′3
√
u = q(t2 + t
′
2
√
u)2 − b(t1 + t ′1
√
u)2
4v
+ 1
t4 + t ′4
√
u = q(t2 + t
′
2
√
u)2 − b(t1 + t ′1
√
u)2
4v
− 1.
Obviously, the element
P + P ′√u = v(t3 + t ′3
√
u)2 + b(t1 + t ′1
√
u)2 = v(t4 + t ′4
√
u)2 + q(t2 + t ′2
√
u)2
is a common slot for the algebras (v, q)K(√u) and (v, b)K(√u). Put E = K(
√
P + P ′√u). The claim that the extension
E/K is not biquadratic is equivalent to that P2 − uP ′2 6∈ K ∗2 ([1], 3.3). We will prove a stronger assertion, namely that
P2 − uP ′2 6∈ K(√u)∗2. To this end let us make a linear change of variables in K(√u), namely,
T1 = t1 + t ′1
√
u, T2 = t2 + t ′2
√
u, S1 = t1 − t ′1
√
u, S2 = t2 − t ′2
√
u.
We should check that
(P + P ′√u)(P − P ′√u) =
(
v
(
qT 22 − bT 21
4v
+ 1
)2
+ bT 21
)(
v
(
qS22 − bS21
4v
+ 1
)2
+ bS21
)
6∈ K(√u)∗2.
But this is made obvious from the inspection of both factors. The lemma is therefore proved. 
Notice that QE = (v, q)E = 0, and BE = (v, b)E = 0. Since Proposition 8 has been proved in the nonbiquadratic case, we
conclude that there are a˜, b˜, c˜, α˜, β˜, γ˜ ∈ K such that
QK ' (˜α(˜α − a˜)2 − 4˜cα˜ + b˜2,−α˜),
BK ' (β˜(β˜ − a˜)2 − 4˜cβ˜ + b˜2,−β˜)⊗K (γ˜ (γ˜ − a˜)2 − 4˜cγ˜ + b˜2,−γ˜ ).
Since F is infinite, we can specialize the variables t1, t2, t ′1, t
′
2 to obtain the required presentation of the algebrasQ and B. 
Nowwe are going to consider a similar question for three quaternion algebras, i.e. to investigate under which conditions
their tensor product is not a division algebra. Notice that this does not necessarily mean that all the three algebras have a
common splitting field of degree no greater than 4 ([13], Cor.3). Because of this the presentation of the algebras in this case
is much more cumbersome than in Proposition 8, so we do not write them down in the explicit form. We do not know if
there is a similar presentation in the case where the number of quaternion algebras is at least 4.
Corollary 10. There exists a positive integer m and polynomials p1, p2, . . . , p6 in m variables over Zwith the following property.
If Q1, Q2, Q3 are quaternion algebras over a field F , then the algebra Q1⊗F Q2⊗F Q3 has zero divisors if and only if there exists
a = (a1, . . . , am) ∈ F×m such that
Q1 ' (p1(a), p2(a)), Q2 ' (p3(a), p4(a)), Q3 ' (p5(a), p6(a)).
Moreover, we can put p5 = X1(X1 − X2)2 − 4X1X3 + X24 and p6 = −X1.
Proof. Let f be a form over a field F , f ' 〈a1, . . . , an〉. Set F1 = F(X01, . . . , X0n). Then fF1 ' f̂ ⊥ f˜ , where f̂ '
〈a1X201 + · · · + anX20n〉, and f˜ ' 〈P1, . . . , Pn−1〉, Pi ∈ F [X01, . . . , X0n]. For 1 ≤ i ≤ n define the field Fi and the forms fi
and gi over Fi inductively, setting
F0 = F , f0 = ∅, g0 ' f , Fi+1 = Fi(Xi1, . . . , Xi,n−i), fi+1 ' fi ⊥ ĝi, gi+1 ' g˜i.
(Notice that the definition of the forms fi+1 and gi+1 depends on the diagonalization of gi, which we will choose in arbitrary
way below.) Obviously, f ' fi ⊥ gi over Fi for each i, and any i-dimensional F-subform of f is a specialization of fi. (In fact, fi
is a generic i-dimensional subform of f , and gi is its complement to f .) Set
Q ' (X1(X1 − X2)2 − 4X1X3 + X24 ,−X1),
B ' (Y1(Y1 − X2)2 − 4Y1X3 + X24 ,−Y1)⊗ (Z1(Z1 − X2)2 − 4Z1X3 + X24 ,−Z1),
f ' 〈〈Y1(Y1 − X2)2 − 4Y1X3 + X24 ,−Y1〉〉′ ⊥ 〈〈Z1(Z1 − X2)2 − 4Z1X3 + X24 ,−Z1〉〉′,
where Xi, Yi, Zi are indeterminates. In particular, ind(Q ⊗B) = 4. Assume that the algebra Q1⊗F Q2⊗F Q3 has zero divisors.
Then by Proposition 8
Q1⊗F Q2 ' B(a′), Q3 ' Q (a′) ' (p5(a′), p6(a′)),
where p5 = X1(X1 − X2)2 − 4X1X3 + X24 , p6 = −X1, and Q (a′), B(a′) are the specializations of Q and B at some F-point a′.
Hence f (a′) is an Albert form of the algebra Q1⊗F Q2. Since all Albert forms corresponding to the same biquaternion algebra
are similar to each other [14,15], there exists a decomposition f (a′) ' τ1 ⊥ τ2, where dimτ1 = dimτ2 = 3 such that
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Q1 ' C0(τ1), Q2 ' C0(τ2). We have
f3 ' λ〈1,−p1,−p2〉, g3 ' µ〈1,−p3,−p4〉
for some polynomials p1, p2, p3, p4, λ, µ ∈ F3 such that pi(a′), λ(a′), µ(a′) 6= 0.
Since f3 is a generic 3-dimensional subform of f , specializing all the other variables to some F-point (a′′)we get
τ1 ' f3(a′, a′′), τ2 ' g3(a′, a′′).
Therefore, setting (a) = (a′, a′′), we conclude
Q1 ' C0(τ1) ' C0(f3(a)) ' (p1(a), p2(a)),
Q2 ' C0(τ2) ' C0(g3(a)) ' (p3(a), p4(a)),
which proves the ‘‘only if’’ part of Corollary 10, wherem is equal to the total number of variables appearing in the definitions
of B, Q , and f3.
As for ‘‘the if part’’, it suffices to notice that if all the pi(a) are nonzero, then the algebra
A ' (p1(a), p2(a))⊗F (p3(a), p4(a))⊗F (p5(a), p6(a))
is a specialization of Q ⊗ B, hence it is not a division algebra. 
3. Witt group exact sequences for dihedral Galois field extensions
In the last part of the paper we return to the case where L/F is a tower of two quadratic extensions, L = F(√b+ 2c√a).
Put d = b2− 4ac2. In [1], Prop. 3.3. a classification of such extensions was done depending on the square class of d. Namely,
if d ∈ F∗2, then L/F is a biquadratic extension. If d ∈ aF∗2, then L/F is a cyclic Galois extension. Finally, if d 6∈ F∗2 ∪ aF∗2,
then L/F is not a Galois extension, and its Galois hull is given by M = L(√d), with Gal(M/F) isomorphic to the dihedral
group of order 8. Moreover, in the last case there are five intermediate fields between F and M of codimension 2, namely,
two pairs of conjugated extensions F(
√
b± 2c√a), F(
√
2(b±√d)), and the biquadratic extension F(√a,√d). Obviously,
if L1, L2 are the fields from the same pair, thenW (L1/F) = W (L2/F). If L/F is a cyclic Galois extension, then the above two
pairs also make sense, but all the four fields occuring in them turn into the same field L. Let L′, L′′ be fields from the different
pairs (L′ = L′′ = L in the case L/F is a Galois extension), and let K ′ ⊂ L′, K ′′ ⊂ L′′ be the corresponding subextensions of
codimension 2. For any quadratic field extension l = k(√e)wedenote byNl/k the transfermapW (l)→ W (k) corresponding
to the k-linear map sl/k : l → k defined by sl/k(1) = 0 and sl/k(√e) = 1 ([2], Ch.2, Section 5). Recall that the transfer Nl/k
depends on the choice of e, but the kernel and the image of Nl/k do not.
Proposition 11. The following sequence is exact:
W (L′′/F) res−→ W (L′′/K ′′) NK ′′/F−−−→ W (L′/F)→ 0.
Proof. We can suppose that L′′ = F(√b± 2c√a). In view of the Elman–Lam exact triangle ([16], Th. 2.6) we should only
verify that
NF(√a)/FW (F(
√
b± 2c√a)/F(√a)) = W (F(
√
2(b±√d))/F).
Direct computation shows that NF(√a)/F 〈〈b+ 2c
√
a〉〉 = −2c〈〈d〉〉, and
NF(√a)/F ((x+ y
√
a)〈〈b+ 2c√a〉〉) = y
〈〈
(by+ 2cx)
y
, x2 − ay2
〉〉
(mod〈〈d〉〉W (F))
for x, y ∈ F . Put α = xy . It suffices to prove that the forms 〈〈b+2cα, α2−a〉〉 generate theW (F)-moduleW (L′/F)/〈〈d〉〉W (F).
Put b+ 2cα = −e−1. Then
〈〈b+ 2cα, α2 − a〉〉 =
〈〈
−e−1, (b+ e
−1)2
4c2
− a
〉〉
= 〈〈−e, de2 + 2be+ 1〉〉.
Notice that L′ = F(
√
B± 2C√A), with A = d, B = 2b, and C = 1. On the other hand, the W (F)-module
W (F(
√
B± 2C√A)/F) is generated by the forms 〈〈d〉〉 and 〈〈−e, Ae2 + Be + C2〉〉 (e ∈ F∗) ([1], Th.3.9.) This observation
completes the proof. 
Remark. The exact sequence of Proposition 11allows the obtainment of a presentation of the groupW (L′/F) via generators
and relations. To do this, consider another exact sequence ([16], 2.6), namely,
W (L′′)
NL′′/K ′′−−−→ W (K ′′) 〈〈b+2c
√
a〉〉⊗−−−−−−→ W (L′′/K ′′)→ 0.
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Since the presentations ofW (L′′) andW (K ′′) are known ([2], Ch. 2, Section 7), this exact sequence gives a presentation of
W (L′′/K ′′). On the other hand, the argument in the proof of Proposition 11 shows that resK ′′/F W (L′′/F) is generated as a
W (F)-module by the forms 〈〈2(b+ α), α2 − d〉〉, where α ∈ F . It is easy to see that
〈〈2(b+ α), α2 − d〉〉 ' 〈〈b+ 2c√a, α2 − d〉〉
(for the proof, it suffices to consider α as an indeterminate and to compare the residues of both forms). Summarizing we get
a presentation ofW (L′/F).
Finally consider the following question. Let L/F be an extension of degree 4, and α ∈ W (L). How can one determine
whether α ∈ resL/F W (F) ? (Notice that for a quadratic or biquadratic extension L/F there is an exact sequence
W (F)
res−→ W (L)
∏
NL/K−−−→
∏
F⊂K⊂L, [L:K ]=2
W (K),
([17], Th. 2.10) hence the similar problem is reduced to determining whether all the elements NK/Fα are zero.)
First assume that there is an intermediate quadratic extension F ⊂ K ⊂ L, but L is not biquadratic. If NL/Kα 6= 0, then,
obviously, α 6∈ resL/F W (F). Now consider the opposite case. We will use the notation from Proposition 11, so that we set
L = L′′.
Proposition 12. Suppose NL/Kα = 0, α = βL for some β ∈ W (K). Then
(1) (NK/Fβ)L′ does not depend on the choice of β .
(2) α ∈ resL/F W (F) if and only if (NK/Fβ)L′ = 0.
Proof. (1) The element β is uniquely determined moduloW (L/K), hence by Proposition 11 NK/Fβ is uniquely determined
moduloW (L′/F). Therefore, (NK/Fβ)L′ does not depend on the choice of β .
(2) If α ∈ resL/F W (F), then by part (1) we can assume that β ∈ resK/F W (F), hence NK/Fβ = 0 ∈ W (L′/F).
Conversely, assume that NK/Fβ ∈ W (L′/F). By Proposition 11 there exists β ′ ∈ W (L/K) such that NK/Fβ ′ = NK/Fβ . Since
NK/F (β − β ′) = 0, we have β − β ′ ∈ resK/F W (F). Finally,
α = βL = (β − β ′)L + β ′L = (β − β ′)L ∈ resL/F W (F). 
The case of a fourth degree extension L/F , which does not have a quadratic subfield, can be reduced to the previous case.
It is easy to see that there exists a cubic extension E/F such that the extension LE/E has a quadratic subfield.
Proposition 13. α ∈ resL/F W (F) if and only if αLE ∈ resLE/E W (E)
Proof. ‘‘The only if ’’ part is obvious. Assume that αLE = βLE for some β ∈ W (E). Then
resL/F ◦NE/Fβ = NLE/L(βLE) = NLE/L(αLE) = α,
because the norm-restriction composition is identity for odd degree extensions. 
We keep the notation of Proposition 11. In particular, L′′ = K ′′(√a).
Corollary 14. The sequence
W (K ′′)
NK ′′/F ◦a∪−−−−−→ W (F) resL′/F−−−→ W (L′) (NM/L′′◦resM/L′ , NL′/K ′ )−−−−−−−−−−−−→ W (L′′)⊕W (K ′)
is exact.
Proof. Exactness at W (F) follows from Proposition 11. By the Elman–Lam exact triangle the composition of resL′/F and
(NM/L′′ ◦ resM/L′ , NL′/K ′) is zero. Finally, suppose that α ∈ W (L′) and NL′/K ′α = 0. Then α = resL′/K ′ β for some β ∈ W (K ′).
We have
0 = NM/L′′ ◦ resM/L′ α = NM/L′′ ◦ resM/K ′ β = resL′′/F ◦NK ′/Fβ.
By the second part of Proposition 12 we get α ∈ resL′/F W (F). 
The above results can be substantially generalised to the case of an arbitrary dihedral Galois extension. Unfortunately,
as in Proposition 5, we have to assume that the field F is not formally real. Also we will apply the Milnor conjecture, the
Bloch–Kato conjecture for exponent 2, and some results of Positselski concerning cohomology groups for dihedral field
extensions. The latest we recall here slightly changing the notation.
Let k be a positive integer divisible by 4, and∆ a regular polygon with k vertices and k edges. Denote by Γ the group of
symmetries of ∆, and by M/F a Galois field extension with Galois group Γ . Let Π be the subgroup of Γ generated by the
central symmetry of∆. Let further G′ be the stabilizer of a vertex, and G′′ the stabilizer of an edge (notice that the groups G′
and G′′ are defined up to conjugation). We denote by E, L′, L′′, K ′ and K ′′ the subfields ofM corresponding to the subgroups
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Π , G′, G′′, G′Π and G′′Π respectively. Then for any n ≥ 0 the following sequences are exact ([9], Prop.16):
Hn(L′′)⊕ Hn(K ′) (NL′′/K ′′ ,NE/K ′′◦resE/K ′ )−−−−−−−−−−−−→ Hn(K ′′) NK ′′/F ◦u
′′∪−−−−−−→ Hn+1(F)
resL′/F−−−→ Hn+1(L′) (NM/L′′◦resM/L′ ,NL′/K ′ )−−−−−−−−−−−−→ Hn+1(L′′)⊕ Hn+1(K ′),
and
Hn(L′)⊕ Hn(L′′)⊕ Hn(E) N4−→ Hn(K ′)⊕ Hn(K ′′)
⊕NKi/F ◦ui∪−−−−−−→ Hn+1(F)
resM/F−−−→ Hn+1(M) N3−→ Hn+1(L′)⊕ Hn+1(L′′)⊕ Hn+1(E),
where the upper index i stands for ′ and ′′, Li = K i(√ui), and Nj denotes the direct sum of j natural norm maps. (Under
notation of Proposition 11 u′′ = a.)
From this result we obtain the following.
Proposition 15. Under above notation assume the field F is not formally real. Then
(1) The following sequences are exact:
W (K ′′)
NK ′′/F ◦〈〈u′′〉〉⊗−−−−−−−→ W (F) resL′/F−−−→ W (L′) (NM/L′′◦resM/L′ ,NL′/K ′ )−−−−−−−−−−−−→ W (L′′)⊕W (K ′),
and
W (K ′)⊕W (K ′′)
⊕NKi/F ◦〈〈ui〉〉⊗−−−−−−−−→ W (F) resM/F−−−→ W (M) N3−→ W (L′)⊕W (L′′)⊕W (E),
where by NK i/F we mean any Scharlau’s transfer for the extension K
i/F .
(2)W (M/F) = W (L′/F)+W (L′′/F).
Proof. (1) It is easy to see that K ′′ 6⊂ L′, since k is divisible by 4. This implies that any component of the algebra K ′′⊗F L′
containsM . On the other hand,
resL′/F ◦NK ′′/FW (K ′′) = NK ′′ ⊗F L′/L′ ◦ resK ′′ ⊗F L′/K ′′ W (K ′′).
Therefore, resL′/F ◦NK ′′/F 〈〈u′′〉〉W (K ′′) = 0. This proves that both sequences are complexes. Notice also that any Scharlau’s
transfer respects the filtrations of the Witt rings determined by the powers of the fundamental ideals ([18], Cor. 21.5).
Let us check the exactness of the second sequence, say, at the termW (M). Since F is not formally real, we can assume by
Lemma 6 that cd2 F is finite. Then IN(F) = 0 for some N . Suppose α ∈ W (M) is such that N3(α) = 0, and α = β+ γ , where
β ∈ resM/F W (F), and γ ∈ In(M) for some n ≥ 0. Then N3(γ ) = N3(α) − N3(β) = 0. Interpreting In/In+1 as Hn+1, and
taking into account that the isomorphisms In/In+1 → Hn+1 commute with the restriction and the norm, we see that there
is δ ∈ In(F) such that γ ∈ δM + In+1(M). Hence α ∈ resM/F W (F) + In+1(M). Therefore, starting from n = 0, we prove by
induction on n that α ∈ resM/F W (F). The exactness at the other terms of the sequences is checked similarly.
(2) This follows from the exactness of the above sequences at the termW (F). 
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