where
Although p(b j |Θ −b j ) has no closed form, it is log-concave. Thus we sample b j by Adaptive Rejection Sampling (ARS) [Gilks, 1992] . Note that whenever one of the b j 's is updated, it is used immediately for updating the other b j 's. 
Update σ
which is inv-Gamma(σ 2 e ; n/2, rss/2).
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which is inv-Gamma(κ j ; 1 + δ, |b j | + τ ).
6. Update τ :
Therefore τ |Θ −τ ∼ Gamma(pδ,
7. Update δ:
It is easy to show that p(δ|Θ −δ ) is log-concave, so we sample δ using ARS.
B: Derivations of Iterative Adaptive Lasso
CM step of the iterative adaptive Lasso
As shown in Section A, the conditional posterior distribution of b j is
Let ζ j be the mode of the conditional posterior distribution of
Therefore ζ j can be solved by letting the 2 derivative of f (b j ) to be 0. One extra complexity arises because the derivative of |b j |/κ j does not exist at b j = 0. This problem can be circumvented by considering three situations:
may achieve its minimum at 0. This is can be proved as follows.
may achieve its minimum at 0. This is can be proved as follows:
Summarizing the above results, we have
Note that this CM-step update is actually quite similar to the shooting method for the Lasso calculation [Fu, 1998 ].
E-step of the iterative adaptive Lasso
The complete data log-posterior is
where C is a constant with respect to θ. Suppose in the t-th iteration, the parameter estimates are θ
. Then the conditional expectation with respect to the conditional density of f (φ|y, X, θ (t) ) is
From the derivation of the Bayesian adaptive Lasso, we have
where rss (t) is the residual sum of squares calculated using θ (t) , C f is the normalizing constant. By letting f (φ|y, X, θ (t) )dφ = 1, it is easy to show that
C: Choosing tuning parameters, an asymptotic point of view.
Theorem 1. Consider the multiple linear regression problem formulated with n samples. Assume the penalization parameters of the IAL satisfy
where 0 < d < 1/2. Denote the coefficient estimates in the t-th iteration asb (t) . Let X −j be X without the j-th column and letb
We first prove conclusion (i) of Theorem 1. Whetherb (t+1) j is penalized to zero amounts to whether
where (15) can be written as
thus p(b
which means b j will be selected into the model even if it is 0 in the previous step.
An intuitive explanation of Theorem 1 is as follows. First, we need to penalize the coefficients big enough so that ifb j = 0 in the previous iteration, it remains 0 if x j is uncorrelated with y given all the other coefficients estimates. This requires
On the other hand, the penalization should be small enough so that we can select those x j that are not independent with y, given all the other covariates. This requires (1+δ)/τ = O(n 1/2+d ) and d < 1/2. Combining these two conditions, we need
D: The number of independent tests
We estimate the number of independent tests by examining the relation between nominal p-values and permutation p-values. Let p p and p n be permutation p-value and nominal p-value, respectively. We found that the relation between log 10 (p p ) and log 10 (p n ) can be fitted a linear regression [Sun and Wright, 2009] :
The number of independent tests at nominal p-value p n , can be estimated by p p /p n . Therefore, based on the above linear model:
We have found from both simulated data and real data that b is often smaller than 1, thus the number of independent tests increase as p n decreases. We provided an geometric interpretation of this observation in [Sun and Wright, 2009] . Suppose association to K markers need to be tested. Any p-value smaller than 0.05/K passes the Bonferroni correction, hence is significant. Therefore we only need to consider the p-values that are larger than 0.05/K, and then the maximum number of independent tests we need to correct is 10
In order to estimate a and b for our simulated data, we randomly choose 10 simulated traits, calculate their minimum nominal p-values and the corresponding permutation p-values in each chromosome and in each of the six simulation situations. Those pairs of nominal p-value and permutation p-value are then merged together. We use those pairs with nominal p-value larger than 10 −5 and permutation p-value smaller than 0.1 to fit a linear model:
As shown in the following figure, this linear relation (red line) capture the relation between log 10 (p p ) and log 10 (p n ) very well. At the nominal p-value cutoff 0.05/1200 (the vertical line in the following figure indicates log 10 (0.05/1200)), the number of independent tests is 10 2.1459 (0.05/1200) 0.9179−1 ≈ 320. For the yeast eQTL study, we have estimated in our previous work [Sun and Wright, 2009] 7 that log 10 (p p ) = 2.52 + 0.978 log 10 (p n )
Hence at the nominal p-value cutoff 0.05/1027, the number of independent tests is 10 2.52 (0.05/1027) 0.978−1 ≈ 412.
E: The implementations of different methods
We have implemented marginal regression, forward regression, the adaptive Lasso (with marginal regression coefficients as initials), the Bayesian t, Bayesian Lasso, BAL, and IAL in an R package BPrimm (Bayesian and Penalized regression in multiple loci mapping). The computationally intensive parts are written by C. Our implementations of the Bayesian t and Bayesian Lasso are mainly based on [Yi and Xu, 2008] , but with small modifications for the Bayesian t to further improve its computational efficiency. We leave the details of the Gibbs samplers for both methods in the Supplementary Materials Section F and G. The R package BPrimm can be downloaded from http://www.bios.unc.edu/∼wsun/software/. We calculate permutation p-values (by 10,000 permutations) for both marginal and step-wise regression, and use permutation p-value 0.05 as cutoff. For marginal regression, we only keep the most significantly linked marker in each chromosome to eliminate redundant loci, a strategy that has been used elsewhere [Wang et al., 2006] . For forward regression, we use permutation-based residual empirical threshold (RET) to select variables [Doerge and Churchill, 1996] . We employ the function stepqtl in R/qtl [Broman et al., 2003] for the forward-backward regression with penalized LOD score as the model selection criterion. The function stepqtl allows user to add two loci into the model each time. We use this option for simulation situations 3-6 where two QTL are simulated from the same chromosome.
There are two options for the priors of the Bayesian Lasso: and Xu, 2008] , and p(b j |σ [Park and Casella, 2008] , where σ 2 e is the variance of the residual errors. The results we shall discuss are based on the former, while the latter yields similar results (data not shown). The Bayesian Lasso uses two hyperparameters r and s to specify the prior of κ 2 /2 as Gamma(s, r). We use the implementation of CMSA in R/qtlbim [Yandell et al., 2007] . We choose not to carry out interval mapping because the genetic markers are already dense enough. The CMSA method requires an additional input, namely the expected number of QTL. We supply this parameter with the true number of simulated QTL. For each marker, we record its posterior probability belonging to the true model from the output of the CMSA.
Both extended BIC and ordinary BIC followed by variable filtering are implemented for tuning parameter selection of the IAL and the AL (with marginal regression coefficients as initials). The extended BIC is the ordinary BIC plus 2γ log τ (S j ), where S j indicates a model of size j and τ (S j ) = p j is the total number of models with j covariates. Following [Chen and Chen, 2008] , we set γ = 1 − 1/(2κ), where κ is solved from p = n κ . In the BIC plus variable filtering approach, we use 0.05/p E as p-value cutoff, where p E is the effective number of independent tests. A conservative estimate of p E is 320. See Supplementary Materials Section D and [Sun and Wright, 2009 ] for more details. In the implementation of the adaptive Lasso, given the weights estimated from marginal regression, the Lasso problem is solved by R function glmnet [Friedman et al., 2009] . A combinations of L 1 and L 2 penalty are allowed in R function glmnet, i.e., the elastic net penalty [Zou and Hastie, 2005] :
The high correlations among the covariates may cause degeneracies for Lasso calculation. Following [Friedman et al., 2009] , we choose to set α = 0.95 to obtain a solution much like the Lasso, but removes the degeneracy problem.
The HyperLasso is downloaded from http://www.ebi.ac.uk/projects/BARGEN/. The "-linear" option is used to fit linear model. The "-iter" option is set as 50 to choose highest posterior mode among 50 runs of the HyperLasso. The "lambda" parameter is set as
where p E is the effective number of independent tests, which is set as 320. The "shape" parameter is set as 1. All the Bayesian methods use 10,000 burn-in iterations followed by 10,000 iterations to obtain 1,000 samples, one from every 10 iterations. To monitor the convergence, we calculate the Gelman and Rubin scale reduction parameter (for 5 parallel chains) and the Geweke's statistic for each of the 1,200 coefficients (Supplementary Figure 4-6) . For all the three Bayesian methods, the vast majority of the Gelman and Rubin statistics are smaller than 1.05, and the Geweke's statistic are approximately normally distributed. The auto correlation of the markers at the simulated QTL (or the marker that has the highest correlation with a QTL if the QTL genotype is not observed) is smaller than 0.15 for five chains. The default options in R/coda are used to calculate these diagnostic statistics. We note that "no diagnostic can 'prove' convergence of a MCMC" [Carlin and Louis, 2000] . However, these diagnostic statistics do suggest convergence of all the three Bayesian shrinkage methods.
F: Gibbs sampler for the Bayesian t
The following Gibbs sampler of the Bayesian t is mainly based on [Yi and Xu, 2008] , with small modification to further improve its computational efficiency. The priors are specified as:
where j = 1, ..., p, indicating p covariates (markers). The posterior distribution of all the parameters is given by
It is easy to show that the full conditional posterior distributions of
Assuming π(δ, τ ) ∝ τ −1 , the posterior distribution for τ is thus given by
Therefore
There is no closed form for this density, however, it is easy to show that this density is a log-concave function, and thus we sample δ using the Adaptive Rejection Sampling algorithm [Gilks, 1992] within the Gibbs sampler.
G: Gibbs sampler for the Bayesian Lasso
The following Gibbs sampler of the Bayesian Lasso is based on Park and Casella [Park and Casella, 2008] and Yi and Xu [Yi and Xu, 2008] . The priors are specified as:
where j = 1, ..., p, indicating p covariates (markers). Note we model the distribution of κ 2 /2 instead of κ, and in the prior of κ 2 /2, s and r are the shape and rate parameters, respectively. The posterior distribution of all the parameters is
Then the full conditional posterior distributions of
where the density of an inverse Gaussian (inv-Gauss) distribution [Chhikara and Folks, 1989] is given by
An alternative setup is to assign the priors of b j as
and leave all the other priors the same [Park and Casella, 2008] . This setup has the advantage that the joint posterior of (b, σ 2 e ) has at most one mode. The conditional posterior distributions remain the same except that 
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Supplementary Figure 1 The distribution of the correlations between genotype profiles from the same chromosome and the genotype profiles from different chromosomes. Supplementary Figure 3 For each of the 800 markers with "unobserved" genotype in our simulation, we calculate its R 2 with all the 1200 markers with observed genotype, and then take the maximum. This figure illustrate the distribution of 800 such maximum R 2 . 
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FIGURE S3.-For each of the 800 markers with "unobserved" genotype in our simulation, we calculate its R 2 with all the 1200 markers with observed genotype, and then take the maximum. This figure illustrates the distribution of 800 such maximum R 2 . FIGURE S4.-The convergence diagnosis of the Bayesian Lasso. The Gelman-Rubin statistics for all the 1200 coefficients are calculated from 5 chains. The Geweke statistics distribution are based on 6000 coefficients from the 5 chains. The autocorrelation are calculated for the 50 covariates that are the QTL or have the highest correlation with the QTL (with unobserved genotype).
Supplementary Figure 8
Distributions of the largest coefficients (in absolute value) from each of the 1000 simulations in simulation situation 2 (unlinked QTL and σ 2 e = 0.5).
Bayesian Lasso
Largest coefficients (abs) 
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FIGURE S8.-Distributions of the largest coefficients (in absolute value) from each of the 1000 simulations in simulation situation 2 (unlinked QTL and σ 2 e =0.5).
Supplementary Table 1
A list of 2D eQTL hotspots. The eQTL location are the staring location of the 20kb bins. The gene ontology enrichment scores are calculated using SGD go term finder. A list of 2D eQTL hotspots
The eQTL location are the staring location of the 20kb bins. The gene ontology enrichment scores are calculated using SGD go term finder.
TABLE S2
A list of 3D eQTL hotspots.
The eQTL location are the staring location of the 20kb bins. We note that the group of genes YEL077C, YIL177C, YJL225C, YRF1-1, and YRF1-2 have very strong sequence similarity, hence they might co-hybridize on the microarray.
TABLE S3
A list of 4D eQTL hotspots
The eQTL location are the staring location of the 20kb bins.
