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Abstract
We study the critical Casimir interaction between two spherical colloids immersed in a binary liq-
uid mixture close to its critical demixing point. The surface of each colloid prefers one species of the
mixture with the exception of a circular patch of arbitrary size, where the other species is preferred.
For such objects we calculate, within the Derjaguin approximation, the scaling function describing
the critical Casimir potential, and we use it to derive the scaling functions for all components of the
forces and torques acting on both colloids. The results are compared with available experimental
data. Moreover, the general relation between the scaling function for the potential and the scaling
functions for the force and the torque is derived.
Keywords: critical Casimir interaction, colloidal particles, Derjaguin approximation
I. INTRODUCTION
Colloids have been the subject of research for centuries
[1–4]. The initial studies were mostly concerned with
the observation and explanation of the behavior of natu-
rally occurring colloids in suspensions, as they are small
enough to exhibit certain properties typical for molecular
systems and, at the same time, they are big enough to
be directly observable by using a microscope. With the
development of the corresponding theoretical description
[4–6] and methods of synthesis [5, 7] it has become pos-
sible to design colloidal particles exhibiting desired prop-
erties; this has found applications in various areas like
pattern formations [5, 7], drug delivery [8, 9], phoretic
motors [10], in the oil industry [11], and numerous oth-
ers [12]. In many cases, the description of the system can
be simplified by introducing an effective interaction be-
tween the colloids, which is mediated by the solvent and
is present in addition to their direct interaction. Differ-
ent types of such effective interactions have been pro-
posed [4, 6] like London–van der Waals forces, screened
electrostatic repulsion, steric, and depletion forces. One
of the ways of inducing and controlling the interaction
between colloids is the use of the critical Casimir ef-
fect [13, 14].
The critical Casimir force is one of the manifestations
of effective interactions induced by fluctuations. Histori-
cally, the first example of recognizing such a force was the
electromagnetic Casimir effect [15], according to which
the force acting between two conductors originates from
the confinement induced restrictions of the quantum fluc-
tuations of the electromagnetic field. In the case of the
critical Casimir effect, two or more objects are immersed
in a medium, in which the thermodynamic state is tuned
to be close to its critical point. For these latter sys-
tems, the order parameter fluctuations are large, and the
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resulting effective interaction between colloids is long–
ranged [13].
One of the most interesting features of critical phenom-
ena is the concept of universality [16], which stipulates
that in the vicinity of the critical point certain proper-
ties of the system (such as critical indices, ratios of am-
plitudes, and scaling functions) depend only on certain
general features, like the spatial dimension and the num-
ber of components of the order parameter, but not on
the microscopic details of the system. This allows one to
group specific critical systems into various so–called bulk
universality classes, which provides a convenient means
of theoretical analysis: instead of modeling a complicated
system one can study a much simpler model which can
act as a representative of the corresponding universality
class. One of the prominent examples is the 3D Ising
universality class which contains a simple fluid close to
its critical point, a uniaxial ferromagnet in the vicinity
of the Curie point, and a binary liquid mixture close to
its critical demixing point [17, 18].
In the case of semi–infinite systems, each bulk univer-
sality class splits into several surface universality classes,
depending on some general properties of the interaction
between the critical system and the confining wall. Sim-
ilarly, for systems with a slab geometry there emerge
various film universality classes which can typically be
characterized by pairs of surface universality classes of
the two confining walls. The universality of the critical
Casimir force manifests itself via the occurrence of scaling
laws: close to the critical point the force can be expressed
in terms of a power law times a universal scaling func-
tion. The latter depends only on dimensionless ratios of
geometrical parameters describing the system, the bulk
correlation length, and suitable scaled bulk fields. Uni-
versality of the scaling functions implies that they are
identical for systems from the same bulk and film uni-
versality classes [17, 18].
Early studies of the critical Casimir force were solely
theoretical and focused on the slab geometry [13, 19, 20],
but they have soon been extended to spheres [21–35],
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2ellipsoids [36, 37], and more complicated systems [38–
43]. These predictions were verified experimentally in
the context of wetting films [44–50] and colloidal suspen-
sions [51–58]. In the latter case, it was demonstrated that
critical Casimir forces — due to their temperature sensi-
tivity — can provide a means of inducing and controlling
self–assembly and structure formation [59, 60].
Recent advances in synthesis have facilitated the fab-
rication of colloidal particles in a controlled way with
spatially varying surface properties. Since the effective
interactions between such particles are anisotropic, the
resulting self–assembly patterns can be much more com-
plex than in the case of chemically homogeneous parti-
cles [5, 7, 14, 61, 62]. It was observed that the properties
of critical Casimir interactions allow one to change the
self–assembly structure of certain colloids by varying the
thermodynamic parameters of the solvent such as tem-
perature and concentration [59, 60]. These observations
have also been confirmed by various numerical simula-
tions of chemically inhomogeneous particles [14, 35].
A full understanding of the relation between the prop-
erties of a single colloidal particle and the pattern formed
by a large number of such particles can potentially pro-
vide a useful tool to create any kind of three–dimensional
microstructures. In this respect, one of the necessary
steps is to investigate the critical Casimir pair interac-
tion for inhomogeneous particles. Some theoretical stud-
ies [34, 40, 63–66] have already addressed this issue by
using mean field theory [67], the Derjaguin approxima-
tion [68], and the exact two–dimensional solution [69].
So far, these studies were devoted to either patterned
surfaces or particles with distinct chemical properties on
half of their surface (so–called Janus particles [61]).
In the present contribution, we extend the studies of
equilibrium critical Casimir interactions to the case of
two identical spherical colloids with a circular cap form-
ing a chemical patch of arbitrary size on their surfaces.
We use the Derjaguin approximation in order to deter-
mine all components of the force and the torque acting
on them. These calculations can straightforwardly be
generalized to more complicated chemical patterns. We
compare our results with available experimental data.
The paper is organized as follows: In Sec. II we intro-
duce spherical colloids with chemically inhomogeneous
surfaces. Section III is devoted to critical Casimir ef-
fect; we recall the pertinent results for the slab geometry
and for two spheres. Moreover we discuss the Derjaguin
approximation used in our calculations. In Sec. IV the
procedure of calculating forces and torques acting on the
colloidal particles is described. Afterwords, in Sec. V we
comment on the validity and accuracy of the approxi-
mation used in our calculations. Next, in Sec. VI we
present our numerical results and compare them with
available experimental data. Finally, the summary of our
research is presented in Sec. VII. Our presentation is sup-
plemented by three appendices. In Appendix A we derive
the formulae relating the scaling function for the critical
Casimir potential with the scaling functions for the com-
ponents of the critical Casimir force and torque; in Ap-
pendix B we recall the scaling functions for the critical
Casimir force in the slab geometry; and in Appendix C
we discuss nonanalyticities of the scaling functions.
II. PATCHY PARTICLES
We consider a system of two spherical colloidal parti-
cles immersed in a binary liquid mixture close to its criti-
cal demixing point. We assume that the mixture consists
of two species A and B, the composition of which is equal
to the one of the critical point, and that the temperature
T is close to the critical one Tc. The two colloidal par-
ticles are spheres of the same radius R and the surface–
to–surface distance between them is denoted as D. In
this study we assume that the forces and torques act-
ing between the colloids are balanced by external forces
such that the particles are kept in fixed positions and
the system is in thermodynamic equilibrium. We do not
consider any dynamic effects.
The surface of the particles is inhomogeneous, i.e., the
interaction with the two components A and B of the
mixture depends on the position on the surface. We
study the critical Casimir interaction in the scaling limit
(cf. Sec. III), in which only general properties of the
wall–fluid interaction are relevant. In order to describe
the surface it is sufficient to specify at each point which
component of the mixture is preferred. In all figures,
the regions where the component A of the mixture is
preferred are denoted by ‘+’ and plotted in red while
the preference for component B is denoted by ‘−’ and
plotted in blue. The detailed interaction between the
mixture and the surface of the spheres gives rise to sub-
dominant terms in the scaling limit, i.e., corrections to
scaling; studying them is beyond the scope of the present
analysis.
We note that the approach used here renders all
crossovers between regions of different affinity of the sur-
face to be sharp. A more realistic, gradual description of
such interfaces calls for a separate study.
In order to fully describe the configuration of the sys-
tem, we assume that the center of the first colloid is lo-
cated at the origin of the laboratory reference frame O,
and the center of the second one is at the point defined
by a vector r of length D + 2R. The rotational configu-
ration of each colloid is determined by three angles α, β,
and γ in accordance with the following procedure: The
colloid is initially put with its center at the origin of O
in a predefined initial configuration. First, it is rotated
around the z axis by the angle α. The second rotation
is by the angle β around the x axis, and the third one
is by the angle γ around the y axis. Finally, in order
to obtain the desired configuration, the second colloid is
shifted by the vector r. All three rotations are active and
in the direction determined by the right–hand rule. The
procedure is shown schematically in Fig. 1. All applied
rotations are represented by the matrix
3R (α, β, γ) =
cosα cos γ + sinα sinβ sin γ
... − sinα cos γ + cosα sinβ sin γ ... cosβ sin γ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sinα cosβ
... cosα cosβ
... − sinβ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sinα sinβ cos γ − cosα sin γ ... cosα sinβ cos γ + sinα sin γ ... cosβ cos γ
 . (1)
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FIG. 1. Schematic plot of the three rotations which define
the rotational configuration of the colloid. The particle with
an arbitrary pattern (a) is, firstly, rotated by the angle α
around the z axis (b); secondly, it is rotated by the angle β
around the x axis (c); and, thirdly, it is rotated by the angle
γ around the y axis (d). The pattern shown in this picture is
chosen in order to illustrate all the transformations, but it is
not studied in the present analysis.
In order to obtain any possible rotational configura-
tion, it is sufficient to consider α ∈ [0◦, 360◦), β ∈
(−90◦, 90◦], and γ ∈ [0◦, 360◦). The case of β = 90◦
requires special care, because in this case the rotations
around the z axis and the y axis are, in fact, the same
rotation and thus one can assume that γ = 0. We note
that it is often helpful to consider α, β, or γ beyond the
domains given above; in such cases the resulting rota-
tions can always be replaced by the ones which fulfill the
constraints.
It is convenient to introduce
Ω = (α1, β1, γ1, α2, β2, γ2) , (2)
in order to denote the rotational configuration of the col-
loids. Here, αi, βi, and γi describe the configuration
of the first (i = 1) and of the second (i = 2) particle.
Accordingly, the system is described by four quantities:
temperature T , radius R of the particles, relative posi-
tion r of the colloids, and the rotational configuration Ω.
The surface–to–surface distance follows from the relation
D = |r| − 2R.
θp
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FIG. 2. (a) Schematic plot of two spherical colloids in a special
configuration (see the main text). In this configuration the
center of the first particle is located at the origin and the
center of the second particle is on the positive part of the y
axis. The surface–to–surface distance between the colloids is
denoted as D. (b) Schematic plot of the spherical particle
with a single circular patch. This type of particles is the one
considered in all subsequent calculations. The angle θp defines
the size of the patch.
In order to study the system of two colloids it is not
necessary to consider all possible configurations, because
the critical Casimir interaction is invariant under rota-
tions. (The translational symmetry has already been
utilized by keeping the first particle at the origin.) We
introduce the rotation T which moves the center of the
second particle to the positive y semi–axis, i.e.,
T r = r ey, (3)
where ey is the unit vector in y direction. With such a
rotation, not only the vector r is transformed, but also
the rotational configuration Ω; we denote the new con-
figuration by
ΩT =
(
αT1 , β
T
1 , γ
T
1 , α
T
2 , β
T
2 , γ
T
2
)
. (4)
We note that T is not defined uniquely by the relation
in Eq. (3); composing T with any rotation around the
y axis preserves Eq. (3). Since the additional rotation
of the colloids around the y axis is only increasing γT1
and γT2 by the angle of the rotation, it is possible to
choose T in such a way, that γT2 = 0. This additional
condition renders T unique. Concerning an example of
constructing the matrix T see the calculation presented
in Appendix A.
We call the configurations of colloids, for which r =
r ey and γ2 = 0, special configurations. As we have shown
above, any general configuration of two patchy particles
can be transformed to the special one by the rotation T
constructed above. Therefore, it is sufficient to calculate
the critical Casimir forces and torques only for the spe-
cial configurations. An example of such a configuration is
4presented in Fig. 2(a). We note that, because forces and
torques are vectors, in order to calculate them for an ar-
bitrary configuration one must transform the results ob-
tained for the special configuration by the rotation T−1.
For any configuration of the colloids we additionally
introduce the relative rotational configuration
Ω∗ = (α∗1, β
∗
1 , γ
∗
1 , α
∗
2, β
∗
2) (5)
as the configuration the particles would have if they were
transformed to the special configuration. All angles in Ω∗
are (rather complicated) functions of r and Ω.
Wherever possible, we introduce the laboratory ref-
erence frame O such that the particles already assume
the special configuration. This way, we do not have to
determine the rotation matrix T which simplifies the cal-
culation.
The above discussion is valid for an arbitrary pattern
on the surfaces of the colloids (and can easily be general-
ized to nonspherical particles). Here, we consider only a
simple pattern with one circular patch on the surface of
each sphere: in the initial position of the particle (before
applying any of the rotations), the component A (B) of
the mixture is preferred for θ 6 θp (θ > θp) where θ is
the polar angle of the spherical coordinates in O, and the
opening angle θp is the parameter describing the angular
size of the circular patch. A schematic plot of the colloid
is presented in Fig. 2(b). For such a pattern the first ro-
tation (by an angle α around the z axis) does not change
the configuration and thus Ω is defined completely by β1,
γ1, β2, and γ2.
The critical Casimir interaction in the special case
θp = 90
◦ has already been addressed in Ref. [34]. This
corresponds to a so–called Janus particle [70, 71], in
which the particle consists of two hemispheres preferring
opposite components of the binary liquid mixture.
III. CRITICAL CASIMIR FORCE
In order to calculate the critical Casimir interaction be-
tween colloids we use the Derjaguin approximation which
is based on the slab geometry. In this section, we recall
all pertinent results for the slab and the spherical geome-
tries and adapt them to the present case of chemically
inhomogeneous surfaces.
A. Slab geometry
We start from the description of the thermodynamic
state of the binary liquid mixture. In general, such a
liquid is fully described by three intensive parameters.
In the current study we assume that the pressure p is
fixed and the concentrations (molar fractions xA and
xB = 1−xA) of the components of the mixture are tuned
to be equal to the critical ones. The temperature T , as
the third parameter, is free to change. We assume that
it is close to the critical temperature Tc. (The values
of both the critical concentration and the critical tem-
perature depend on the pressure p.) If such a liquid is
confined by two macroscopically large, parallel walls, the
resulting slab system is described by only two macro-
scopic control parameters: the temperature T and the
distance L between the walls.
Close to the critical point, the critical fluctuations of
the concentration of the fluid lead to the effective critical
Casimir force [13] acting between the walls. In spatial
dimension d = 3 this force can be described by the uni-
versal scaling formula
Fslabc (L, T ) /A =
kBTc
L3
ϑs (ω) , (6)
where kB is the Boltzmann constant, F
slab
c /A is the crit-
ical Casimir force per area (i.e., excess pressure); ϑs (ω)
is a scaling function which is universal, i.e., it is inde-
pendent of the microscopic details of the system. The
scaling function depends only on the bulk universality
class of the critical point of the fluid, and on the inter-
action between the fluid and the two walls, encoded into
the corresponding film universality class [18], denoted by
the index ‘s’ (see below). The scaling variable is
ω =
L
ξ±0 |t|−ν
sign (t) , (7)
where ξb(t → 0±) = ξ±0 |t|−ν is the bulk correlation
length, ξ+0 (ξ
−
0 ) is its amplitude for T > Tc (T < Tc)
in the case of an upper critical point of a binary liquid
mixture, t = (T − Tc) /Tc is the reduced temperature,
and ν is the critical exponent of the correlation length.
The expression in Eq. (6) is exact in the scaling limit,
i.e., for T → Tc and L→∞ with ω fixed. If T is fixed and
close to Tc, and L is large but finite, Eq. (6) provides an
approximation of the actual critical Casimir pressure; in
order to improve the result, one has to include corrections
to scaling (such as higher order terms in 1/L).
Here, we consider binary liquid mixtures exhibiting a
critical demixing point, which belongs to the universality
class of the 3D Ising model, so that [72]
ν = 0.6301(4), Aξ = ξ
+
0 /ξ
−
0 = 1.896(10). (8)
In the present context we are interested only in the sur-
face universality class of a symmetry breaking surface
field in which the surface prefers either A (‘+’) or B
(‘−’) chemical species of the binary liquid mixture. For
our study only two film universality classes are relevant:
If both walls prefer the same component of the mixture
the scaling function in Eq. (6) is ϑsm (ω) (s = sm, same
boundary conditions: ‘++’ or ‘−−’) and if the walls
prefer different components of the binary mixture it is
ϑop (ω) (s = op, opposite boundary conditions: ‘+−’ or
‘−+’). Since the analytical forms of these scaling func-
tions are not known, we use their numerical estimates in
spatial dimension d = 3 (see, c.f., Sec. IV A and Fig. 4).
5Finally, we recall the scaling formula for the potential
of the critical Casimir force:
Uslabc (L, T ) /A =
kBTc
L2
ϕs (ω) , (9)
where ϕs (ω) is a universal scaling function with s = sm
or s = op; the form of this function can be determined
from ϑs (ω) by using the relation
ϕs (ω) =

ω2
∫ ∞
ω
dζ ϑs (ζ) /ζ
3, ω > 0,
ϑs (0) /2, ω = 0,
−ω2
∫ ω
−∞
dζ ϑs (ζ) /ζ
3, ω < 0,
(10)
which follows directly from the relation between the crit-
ical Casimir force and its potential.
B. Spherical objects
When two spherical colloids are immersed into a criti-
cal fluid, like in the slab geometry, fluctuations induce a
critical Casimir interaction between them. For homoge-
neous spheres, this effect has been studied theoretically
[21, 23], numerically [73], and experimentally [53]. There
are three macroscopic parameters describing the system:
the temperature T , the radius R of the colloids, and the
surface–to–surface distance D between them. Following
the literature, these variables are combined into the fol-
lowing two scaling variables:
∆ =
D
R
, Θ =
D sign (t)
ξ±0 |t|−ν
. (11)
If the spheres are chemically homogeneous, due to sym-
metry the critical Casimir force acts in radial direction
only. Close to the critical point, it is given by the scaling
law
FHc (T,R,D) =
kBTc
R
FHs (∆,Θ)
∆2
, (12)
where the index ‘H’ indicates that the considered quan-
tity is evaluated for homogeneous spheres, FHs is a uni-
versal scaling function where the index s = sm or s = op
denotes the same or opposite affinities of the two spheres,
respectively. The additional factor ∆−2 has been intro-
duced in order to render the scaling function finite in the
limit ∆ → 0 [21]. The potential of the critical Casimir
force in the homogeneous case is given by
UHc (T,R,D) = kBTc
UHs (∆,Θ)
∆
, (13)
where UHs is another universal scaling function. Like in
the slab geometry, the scaling functions FHs and U
H
s are
related. Equations (12) and (13) are valid in the scaling
limit T → Tc, D →∞, R→∞ with ∆ and Θ fixed.
We now turn to the case of inhomogeneous colloids
studied here. If the preferences for the two components
of the binary mixture vary along the colloid surface, the
critical Casimir interaction is modified relative to the ho-
mogeneous case; in general, the force becomes non–radial
and a torque appears.
In the special configuration (see Sec. II), Eq. (12) can
be generalized to the following scaling formulae:
F(i)c (T,R,D,Ω
∗) =
kBTc
R
F(i) (∆,Θ,Ω∗)
∆2
(14a)
T(i)c (T,R,D,Ω
∗) = kBTc
T(i) (∆,Θ,Ω∗)
∆2
, (14b)
where F(i) and T(i) denote the vector scaling functions
for the force F(i)c and the torque T
(i)
c acting on the inho-
mogeneous spheres; i = 1, 2 labels the particles; Ω∗ de-
notes the relative orientation of the colloids (see Eq. (5));
and the scaling variables ∆ and Θ are given by Eq. (11).
Note that we consider here the torques to be acting on
the center of each particle.
Since the system is in thermal equilibrium, the total
force and torque must vanish. This allows one to relate
the above scaling functions:
F(1) +F(2) = 0, (15a)
T(1) + T(2) + (2 + ∆) ey ×F(2) = 0. (15b)
The formulae show that it is sufficient to calculate the
force and the torque acting on one particle; the other
quantities follow from Eq. (15).
The critical Casimir potential of interaction between
the colloids can also be determined in terms of an appro-
priate scaling law:
Uc (T,R,D,Ω
∗) = kBTc
U (∆,Θ,Ω∗)
∆
, (16)
where U is the scaling function and the factor ∆−1 has
been split off in order to keep the scaling function finite in
the limit ∆→ 0. Unlike force and torque, the potential is
a scalar quantity and thus the scaling formula in Eq. (16)
holds even if the second colloid is not located on the y axis
(because Ω∗ is the relative configuration of the spheres,
it is invariant under the rotations of the system). The
relation between the scaling function for the potential
and the scaling functions for the forces and torques is
derived in Appendix A and is given by Eq. (A8).
Finally, we note that the scaling laws in Eqs. (14) and
(16), together with the relation between the scaling func-
tions studied in Appendix A, are very general and can
be used for particles of arbitrary shapes and surface pat-
terns.
C. Derjaguin approximation
In order to obtain the scaling functions for the criti-
cal Casimir interaction one can use several distinct tech-
6(a)
(b)
Λ+−
Λ−+
Λ++
Λ−−
Λ
1 2
FIG. 3. Schematic plot of the (grayish) projection plane used
in the Derjaguin approximation for an exemplary configura-
tion of particles. Within this approximation the interaction
between spheres depends only on points from the right hemi-
sphere of the first particle and the left hemisphere of the sec-
ond particle. Panel (a) illustrates the process of the orthogo-
nal projection of the interacting surfaces (facing each other)
to a plane parallel to the x and z axes which is the projection
plane. The horizontal lines illustrate the projection for three
points on the projection plane serving as examples. Panel (b)
presents the resulting pattern on the projection plane. The
projection of both spheres gives the same circle Λ of radius
R, which we divide into four disjoint (nonoverlapping) regions
Λ++, Λ+−, Λ−+, and Λ−−. The first sign in the index of Λ
denotes the affinity of the surface of the first particle and the
second sign of the second particle. The symbol ‘+’ means
that there is a patch at an appropriate point of the surface
of the particle (denoted with red color) and ‘−’ denotes that
there is no patch (blue color).
niques like mean field theory [67], Monte Carlo simu-
lations [74], or the so–called Derjaguin approximation
[68, 75]. All of these techniques provide only an approxi-
mation to the actual scaling functions: mean field theory
is exact only for spatial dimension d > 4 (with loga-
rithmic corrections in d = 4); within the Monte Carlo
simulations the size of the lattice is limited and there-
fore it is challenging to extract from the numerical data
reliable results for the scaling limit; and within the Der-
jaguin approximation geometrical aspects of the system
are not captured accurately. Out of these available meth-
ods, the Derjaguin approximation is the most straight-
forward scheme and requires the least numerical effort.
Therefore, it provides an appropriate starting point for
investigating the critical Casimir interaction in our sys-
tem.
Within the Derjaguin approximation any available re-
sult for the planar geometry (typically the best one) can
be used in order to estimate the effective interaction be-
tween more complicated objects. This approximation has
been applied for many problems [75–79] and, in the case
of the critical Casimir force, the results typically agree
qualitatively (and under favorable circumstances even
quantitatively) with the proper ones as far as they are
available [23, 30, 34]. Here, we describe briefly the con-
cept of this approximation (mostly in order to introduce
those objects and quantities which turn out to be useful
for our analysis); concerning the discussion of the validity
of this approximation in our present case see Sec. V.
We assume that the particles are in the special con-
figuration (i.e., the center of the first sphere is at the
origin and the center of the second one is on the positive
y semi–axis at the point (rx = 0, ry = 2R+D, rz = 0)).
We introduce the projection plane, parallel to the x and z
axes, and project orthogonally onto it the patterns on the
hemispheres of both colloids facing each other (i.e., the
right hemisphere of the first particle and the left hemi-
sphere of the second one). The resulting figure is a circle
Λ of radius R which we separate into four disjoint re-
gions (sets) Λ++, Λ+−, Λ−+, and Λ−−. The first and
second sign in the index of Λ denotes the preference of
the surface of the first and second particle, respectively.
For example, for every point P ∈ Λ+− on the projection
plane there are two points, one on each sphere, which are
projected onto P ; the point on the first particle is in the
patch while the point on the second particle is not. A
complete example of the construction scheme described
above is presented in Fig. 3. It is convenient to addition-
ally define two sets Λsm and Λop, where the properties of
the two points on the surfaces of both particles are the
same and opposite, respectively:
Λsm = Λ++ ∪ Λ−−, Λop = Λ+− ∪ Λ−+. (17)
In order to make the definitions mathematically com-
plete, it is necessary to define the surface affinity also at
the edge of the patches. We assume that in these points
the surface exhibits the same preference as the inside of
the patch, i.e., the patch on the sphere is a closed set. As
expected, our results do not depend on this convention.
Within the Derjaguin approximation, for each point
P on the projection plane, the distance ` between those
two points which are projected onto P is calculated, and
the contribution to the force of the surface element dA
around the point P is estimated via Eq. (6) to be
dFc =
kBTc
`3
ϑs (ω) dA, (18)
where both the distance ` and the scaling variable ω de-
pend on P , and ‘s’ denotes the pair of boundary condi-
7tions for the points projected onto P . The total force is
obtained as the integral of Eq. (18) over the whole circle
Λ on the projection plane:
Fc =
∫
Λsm
kBTc
`3
ϑsm (ω) dA+
∫
Λop
kBTc
`3
ϑop (ω) dA. (19)
It is convenient to parametrize the circle Λ on the pro-
jection plane by using the spherical coordinates of the
first particle 0 6 θ 6 pi and 0 6 φ 6 pi, where the range of
φ is restricted because only the facing hemisphere of the
first particle is used in the parametrization (see Fig. 3).
For this choice of integral variables we have determined
dA = R2 sin2 θ sinφ dθ dφ, (20a)
` = 2R (1− sin θ sinφ) +D, (20b)
ω = Θ [1 + 2 (1− sin θ sinφ) /∆] ≡ ωˆ, (20c)
where R is the radius of the spherical colloids, D is their
surface–to–surface distance, and ∆ and Θ are the scaling
variables, given in Eq. (11). In order to simplify the nota-
tion, we have denoted the expression in Eq. (20c) by ωˆ; it
is an argument of the scaling functions for the slab geom-
etry when they are used to calculate the scaling functions
for two spheres within the Derjaguin approximation.
Using Eqs. (19), (20), and (14a), we have calculated the
formula for the scaling function for the critical Casimir
force acting on the first particle:
F(1) (∆,Θ,Ω∗) =
ey
∫ pi
0
dθ
∫ pi
0
dφ
∆2 sin2 θ sinφ
[∆ + 2 (1− sin θ sinφ)]3
× ϑs(θ,φ) (ωˆ) , (21)
where the variables θ and φ are the spherical angular co-
ordinates on the first particle, s (θ, φ) denotes the same or
opposite boundary conditions in the point parametrized
by θ and φ (s depends on the configuration Ω∗ of the
particles), and the argument ωˆ of the scaling function is
given by Eq. (20c).
The force as given by Eq. (21) cannot be considered
as a reliable approximation of the actual critical Casimir
force acting between colloids with inhomogeneous sur-
faces. First, it always acts in the direction of the line con-
necting the centers of particles (i.e., it is a radial force).
Second, within the Derjaguin approximation there is no
straightforward way to determine the torques present in
the system (besides the slab geometry in which there are
none). Third, the interaction described by Eq. (21) is
not conservative (because a radial force is conservative if
and only if it does not depend on the angles).
In order to overcome the above problems, we use the
Derjaguin approximation for deriving the potential of in-
teraction instead of deriving the force. Straightforward
calculation leads to
U (∆,Θ,Ω∗) =∫ pi
0
dθ
∫ pi
0
dφ
∆ sin2 θ sinφ
[∆ + 2 (1− sin θ sinφ)]2 ϕs(θ,φ) (ωˆ) , (22)
where ωˆ is given by Eq. (20c). The critical Casimir forces
and torques are calculated as derivatives of the potential.
Accordingly, by construction the obtained interaction is
conservative. The formulae for the scaling functions F(i)
and T(i) are provided in Appendix A.
It is reassuring that the Derjaguin approximation for
the force (Eq. (21)) renders the same expression for
the radial component of the force as the corresponding
derivative of the potential given in Eq. (22). The dif-
ference between these two approaches is that in addition
the potential gives the torques and the non–radial com-
ponents of the force in such a way that the interaction is
conservative.
IV. METHOD OF CALCULATION
A. Scaling functions for the slab geometry
In order to be able to calculate the scaling func-
tions within the Derjaguin approximation, it is neces-
sary to know the scaling functions for the slab geometry
(see Sec. III A). They can be estimated, e.g., via Monte
Carlo simulations or, alternatively, by using the extended
de Gennes–Fisher local–functional method [80, 81].
Here we use the data from the corresponding Monte
Carlo simulations [73]. This technique allows one to es-
timate the scaling functions only for a limited number of
values of the scaling variable ω. In order to obtain the
full scaling functions ϑsm (ω) and ϑop (ω) it is necessary
to interpolate and extrapolate the available data; the de-
tails of this procedure are described in Appendix B. We
plot the resulting scaling functions in Fig. 4.
We note that the function ϑsm (ω) is negative through-
out (i.e., if both walls prefer the same component of the
mixture, there is a critical Casimir attraction) whereas
ϑop (ω) is positive throughout (i.e., there is critical
Casimir repulsion of walls preferring different liquid com-
ponents). Additionally, the absolute value of the scaling
function is larger in the case of opposing surface affinities.
Because of the unknown form of the leading correc-
tions to scaling (see Ref. [73]), the interpolation of the
Monte Carlo data and thus, the construction of the above
scaling functions suffer from numerical errors. The sys-
tematic error is estimated to be up to 20% [34], which
translates directly to all of our numerical results. In or-
der to increase the precision, one can normalize all re-
sults by dividing them by the critical Casimir amplitude
ϑsm (0); such normalized functions have a numerical er-
ror of up to 5%. We note that in our calculations this
systematic error, together with the inaccuracies of the
Derjaguin approximation, is the main source of error; all
other numerical inaccuracies present in our calculations
are much smaller and can be neglected. On the other
hand there is good reason to be confident about the reli-
ability of the scaling functions shown in Fig. 4, because
they agree excellently with high resolution experimental
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FIG. 4. Scaling functions for the critical Casimir force, in the
slab geometry (Eq. (6)) for the 3D Ising universality class, for
opposite (ϑop) and same (ϑsm) boundary conditions as func-
tions of the scaling variable ω (Eq. (7)). For further details
see Appendix B.
data [51] available for |ω| & 1.
B. Calculation of the scaling function for the
interaction potential
The scaling functions ϕs (see Eq. (9)) are prerequisites
for calculating the critical Casimir potential of interac-
tion for two spherical colloids (see Eq. (22)).
The calculation of the corresponding integral is based
on the adaptive quadrature algorithm implemented in
the GNU Scientific Library (GSL) [82]. In the course of
carrying out the integral in Eq. (22), we first fix the value
of θ and calculate the integral over φ:
I1 (θ) =
∫ pi
0
I0 (θ, φ) dφ, (23)
where I0 (θ, φ) denotes the integrand in Eq. (22). We note
that the function I0 is discontinuous at all points where
the surface boundary conditions change. Moreover, for
certain values of θ it can happen that two points of dis-
continuity are located very close to each other and the
change of integrand is easy to miss in the numerical in-
tegration. In order to avoid this problem, for each θ we
calculate analytically all those values of φ, for which I0
is discontinues and subdivide the integral as follows:
I1 (θ) =
∫ φ1
0
I0dφ+
∫ φ2
φ1
I0dφ+ . . .+
∫ pi
φk
I0dφ, (24)
where 0 < φ1 < φ2 < . . . < φk < pi denotes all points
where the integrand has a discontinuity. This way all dis-
continuities of I0 are properly taken into account in the
course of the integration. Additionally, as all integrands
on the right–hand side of Eq. (24) are now continuous
functions of φ, this subdivision is reducing the time re-
quired for the numerical calculation.
Finally, we calculate the integral over θ in order to
obtain the scaling function
U =
∫ pi
0
I1 (θ) dθ. (25)
Here, we locate all values of θ, at which the patches start
or end, and split up the integral accordingly.
The resulting scaling function U (∆,Θ,Ω∗) is evaluated
with a relative or an absolute error of 10−6, whichever is
attained first.
The program performing the above algorithm of evalu-
ation of the scaling function was written in C++. Further
processing of the data was carried out using Mathemat-
ica [83].
C. Calculation of the forces and torques
In order to obtain the forces and torques acting on the
colloids we use Eq. (A8). This implies that we have to
calculate numerically the derivatives of the scaling func-
tion U (∆,Θ,Ω∗) for the potential. In this section we
describe the corresponding procedure.
First, we note that it is not necessary to calculate
the derivatives ∂U/∂∆ and ∂U/∂Θ. In the derivation
of forces and torques both the radius R of the particles
and the temperature T are fixed, and only the surface–
to–surface distance D can change (see Eq. (11)). Second,
a close inspection of Eq. (A8) shows that the derivative
∂U/∂D appears only in the formula for the radial compo-
nent of the force (see Eq. (A8b)), which can be calculated
directly from the Derjaguin approximation for the forces
(see Eq. (21)).
It remains to determine the derivatives of U with re-
spect to the angles appearing in the relative configuration
Ω∗. In order to simplify the notation, in the following we
discuss the calculation of ∂U/∂δ, where δ is one of the an-
gles β∗1 , γ
∗
1 , or β
∗
2 . The value of δ, at which the derivative
is calculated, is denoted as δ0. We also do not consider
the dependence of U on all other variables as they are
fixed.
The general procedure of calculating ∂U/∂δ|δ=δ0 is as
follows: First, we fix a small positive number εˆ and a
positive integer n. Second, we calculate the values of the
function U for n values of δ uniformly distributed in the
interval I = [δ0 − εˆ, δ0 + εˆ]. We denote these points in
I by δi for i = 1, 2, 3, . . . , n. Third, we fit the quadratic
function
f (δ) = aδ2 + bδ + c (26)
to the points Pi = (δi,U (δi)) (obtained in the second
step) by using the method of least squares. This way we
obtain the values of the coefficients a, b, and c. With
them the estimate of the derivative is
∂U
∂δ
∣∣∣∣
δ=δ0
≈ f ′ (δ0) = 2aδ0 + b. (27)
9The quadratic term in the fitting function in Eq. (26) has
been included in order to somehow account for the fact
that in general the function U is not linear within the
interval I.
The method of least squares was used in order to re-
duce the error stemming from the chosen numerical in-
tegration scheme for calculating U; this error is similar
to random noise. We note that other sources of error,
like the inaccuracies of the scaling functions ϕsm and ϕop
(see Eq. (9) and Appendix B), or inaccuracies of the Der-
jaguin approximation, are of a more systematic nature,
and the fitting procedure leaves these errors unaltered.
The above general procedure needs to be adjusted near
certain special values of δ0. One of these problems arises,
if δ0 is located close to the boundary of the domain of
the function U, and certain values U (δi) cannot be calcu-
lated. In this case, for the fitting we use only those points
δi which are inside the domain. This way the number of
points is reduced but it is still not smaller than n/2.
If there is a point of nonanalyticity of the function U
inside the interval I, the fitting function in Eq. (26) might
be not a good approximation. Around such a point, the
general procedure fails and needs to be corrected. This is
the reason why, in order to calculate the derivatives, it is
necessary to investigate nonanalyticities of U. Below, in
Sec. IV D, we present the observed types of singularities
of the interaction and discuss how to adjust the general
procedure described above.
If the point δ0 is far away from the points of nonana-
lyticity, the above procedure gives, as we have checked,
reliable results for εˆ = 10−3 and n = 21. These values
have been used in order to calculate all results presented
in Sec. VI.
D. Nonanalyticities of scaling functions
Upon changing the relative orientation Ω∗ of the col-
loids, we have observed three main types of singularities
in the interaction of the colloids. In this subsection, we
briefly characterize them and describe how the deriva-
tives of the scaling functions around them can be calcu-
lated numerically. A more detailed mathematical analy-
sis is presented in Appendix C.
For reasons of simplicity, we consider the particles in a
special configuration (see Sec. II). In Fig. 5(a) we present
the typical behavior of the scaling function for the poten-
tial U when one of the particles is rotated around the x
axis; it exemplifies the three main types of singularities.
In Fig. 5(b) we plot the derivative of the scaling function
for the interaction potential, which is actually propor-
tional to the x component T
(2)
x of the vectorial scaling
function for the torque (see Eq. (A8h)). We note that
in this figure we allow for β2 > 90
◦ — in this case the
rotation is equivalent to the one with β˜2 = 180
◦ − β2
and γ˜2 = 180
◦. (Here the superscript ‘∗’ can be omitted
because the initial configuration is already a special one.)
The singularity of type I (type one) appears if the
patches on both colloids form a so–called mirror–
symmetric configuration, i.e., for β2 = −β1 > −θp and
γ1 = 0, like configuration E in Fig. 5(c). In this case,
Λsm = Λ and (within the Derjaguin approximation)
the function U has the same value as for homogeneous
spheres. If in this case any of the colloids is rotated, Λop
becomes a nonempty set and U increases. This produces
a characteristic ‘V’ shaped cusp of the scaling function
for the potential and a discontinuity of its first derivative
(see Fig. 5 for β2 = 90
◦). In Appendix C we show that
the left– and the right–side derivatives of the function U
at a point of type I singularity have the same absolute
value but opposite signs.
In order to calculate numerically the derivative of U
close to the nonanalyticity of type I, the procedure de-
scribed in Sec. IV C has to be modified. For the fitting,
instead of Eq. (26), we use
fI (δ) = aI (δ − δI)2 + bI |δ − δI|+ cI, (28)
where δI denotes the value of the angle, for which the
singularity occurs; aI, bI, and cI are fitting parameters.
Exactly at δI the derivative does not exist. However, be-
cause at δI the potential reaches its minimum value, one
can assume that the derivative at δI is equal to zero, i.e.,
in the configuration with patches in mirror–symmetric
configuration, there are no non–radial forces and torques.
The occurrence of singularities of type I in the scal-
ing function of the critical Casimir interaction, which is
calculated within the Derjaguin approximation for Janus
particles, has been reported in Ref. [34].
The singularity of type II occurs if the projections of
the two patches on the projection plane are tangent, i.e.,
if there is only a single point in the region Λ++; see the
configurations C and G in Fig. 5(c). In order to analyze
this case it is useful to introduce the overlap angle
ζ IIoverlap = 2θp − ζpp, (29)
where ζpp is the angular distance between the midpoints
of the patches, i.e., the angle between n1 and n2, where
ni, for i = 1, 2, is a unit vector starting from the center
of the i–th particle and ending at the surface of the same
particle, in the midpoint of the patch.
If ζ IIoverlap > 0, the patches overlap and the region Λ++
is nonempty. When ζ IIoverlap < 0 there is no overlap and,
on the projection plane, the two regions Λ+− and Λ−+
are separated by Λ−−. The nonanalyticity of U occurs for
ζ IIoverlap = 0. In Appendix C we show that the nonanalytic
part of U is proportional to
UIInonanalytic ∝

(
ζ IIoverlap
)3/2
, ζ IIoverlap > 0,
0, ζ IIoverlap < 0,
(30)
with the corrections of the order of
(
ζ IIoverlap
)5/2
. This
behavior makes the nonanalycities of type II hard to no-
tice in the plots of the scaling function for the potential
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FIG. 5. Typical nonanalyticities of the scaling function for the potential U (∆,Θ,Ω∗). (a) U as a function of β2 for ∆ = Θ = 0.5,
β1 = −90◦, and γ1 = 0. (b) Derivative of U with respect to β2; the values of the other parameters are the same as in (a).
Up to the factor ∆, this quantity equals T
(2)
x , which is the x component of the scaling function for the torque acting on the
second colloid. (c) The configurations of particles at special points. The letters A–H, denoting the configurations, are also
marked at the top of the plots (a) and (b). In the configurations B–H the scaling function U is not analytic. In Sec. IV D we
classify these nonanalyticities into three types: type I singularity (configuration E in the plots) where there is a ‘V’ shaped cusp
nonanalyticity of U and where there is a jump of the derivative of U; type II singularity (configurations C and G) for which U
exhibits a bump and for which the derivative of U exists but has an infinite slope; and type III singularity (configurations B,
D, F, and H) where the second derivative of U has an infinite slope. See the main text for further details.
(especially if the amplitude of the nonanalytic term is
small). On the other hand, the derivative of U behaves
like a square root (i.e., a cusp with infinite slope) and
thus in the plots of the forces and of the torques these
singularities are well visible; see Fig. 5 for β2 = 10
◦ and
170◦ (configurations C and G).
In order to calculate the derivative of U with respect
to a certain angle δ in the region close to a singularity
of type II, the procedure described in Sec. IV C has to
be modified by replacing the fitting function in Eq. (26)
with
fII (δ) = aIIδ
2 + bIIδ + cII + dII ΘH [κ (δ − δII)] |δ − δII|3/2 ,
(31)
where aII, bII, cII, and dII are fitting parameters; δII is the
value of δ for which there is a nonanalyticity; ΘH de-
notes the Heaviside step function; and κ = +1 if ζ IIoverlap
increases upon increasing δ, and κ = −1 otherwise. The
additional term accounts for the nonanalytic part of U.
We note that, unlike for the singularity of type I, at
δ0 = δII the first derivative of U exists but the second
derivative diverges from one side. Up to our knowledge,
this is the first report of this type of nonanalyticity for
the critical Casimir interaction calculated within the Der-
jaguin approximation.
Within the Derjaguin approximation, only half of each
sphere takes part in the interaction, i.e., points on the
right hemisphere of the first colloid interact with points
on the left hemisphere of the second colloid. If the patch
is fully located within one of the two other hemispheres,
the energy of interaction does not depend on its pre-
cise position and the derivatives with respect to some of
the angles in Ω∗ are zero. Accordingly, a nonanalyti-
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city of the function U is expected to occur if the patch
passes through the great circle separating the two hemi-
spheres. We call this type of singularity of the interaction
as type III. It is expected to occur if the edge of the patch
is tangent to the great circle separating the interacting
and noninteracting hemispheres, i.e., if on the projection
plane one of the sets Λ++ ∪Λ+− or Λ++ ∪Λ−+ have ex-
actly one point in common with the edge of the circle Λ;
this situation takes place if |β1| = θp or |β2| = θp. This
nonanalyticity occurs for the configurations B, D, F, and
H in Fig. 5(c).
Also in this case it is useful to define the two overlap
angles
ζ IIIoverlap,i = 90
◦ + θp − ζph,i, i = 1, 2, (32)
where the patch–hemisphere angle ζph,1 (ζph,2) denotes
the angle between the unit vector n1 (n2) pointing to the
midpoint of the patch on the first (second) colloid (see
the discussion after Eq. (29)), and the vector nh,2 = ey
(nh,1 = −ey) pointing to the midpoint of the nonin-
teracting hemisphere on the second (first) colloid. The
singularity of type III occurs in configurations for which
ζ IIIoverlap,i = 0 or ζ
III
overlap,i = 2θp for i = 1 or i = 2.
In Appendix C we argue that singularities of type III
manifest themselves via a nonanalytic term in U of the
form
UIIInonanalytic ∝

(
ζ IIIoverlap,i
)5/2
, ζ IIIoverlap,i > 0,
0, ζ IIIoverlap,i < 0,
(33a)
UIIInonanalytic ∝

(
2θp − ζ IIIoverlap,i
)5/2
, ζ IIIoverlap,i 6 2θp,
0, ζ IIIoverlap,i > 2θp,
(33b)
where the first term is relevant for |ζ IIIoverlap,i|  1, while
the second term holds for |ζ IIIoverlap,i − 2θp|  1. This
means that the derivatives of U with respect to the angles
(i.e., forces and torques) exhibit a nonanalyticity of the
order of δ3/2.
For |ζ IIIoverlap,i|  1 the nonanalytic term in the for-
mulae for the force and torque is the leading order
term and therefore it is well visible. In contrast, for∣∣∣ζ IIIoverlap,i − 2θp∣∣∣ 1 the nonanalytic term is only a small
correction and other analytic terms dominate. In the
latter case, within our accessible numerical precision, we
have not been able to verify that the function U contains
this term.
Since the singularity of type III for the potential man-
ifests itself through a nonanalyticity of the order of 5/2
— which is higher than the order of the polynomial in
Eq. (26) used for the fitting (see Sec. IV C) — there is
no need to adjust the general procedure in this case.
The singularities discussed above are relevant for cal-
culating the derivatives with respect to angles and, via
Eq. (A8), for all components of the scaling functions for
the force and torque, except for the radial components of
the force F
(i)
y . The resulting nonanalyticities of F
(i) and
T(i) can take three forms: jumps of the value, ∝ δ1/2,
and ∝ δ3/2 for the singularities of type I, II, and III, re-
spectively (see Fig. 5(b)).
In the case of the radial components of the scaling func-
tions for the force, the situation is different. They are cal-
culated from Eq. (A8b), where there are no derivatives
with respect to the angles. Therefore we expect that for
these components the singularities of interaction should
manifest themselves in the same way as they do for the
scaling function U for the potential — the nonanalytici-
ties of the form of a ‘V’ shaped cusp, ∝ δ3/2, and ∝ δ5/2
for the singularities of type I, II, and III, respectively. In
practice, these components are calculated directly from
Eq. (21). The properties of the radial component of the
scaling function for the force are presented in Sec. VI A.
Finally we emphasize that all three types of singulari-
ties discussed above follow from using the Derjaguin ap-
proximation in its present form; the scaling functions for
the force and the torque onto objects of finite size are
expected to be analytic functions of their rotational con-
figuration and scaled distance. Nonetheless, it is useful to
have an overview of the properties of the present, widely
used, approximation scheme.
V. VALIDITY OF THE DERJAGUIN
APPROXIMATION
Before presenting our numerical results it is necessary
to discuss the reliability of the Derjaguin approximation
as formulated in Sec. III C. Unfortunately, there is no
systematic way to estimate the inherent error of this ap-
proximation. Moreover, up to our knowledge, so far the
patchy particles considered here have not been studied
by different techniques. Therefore we cannot estimate
the accuracy of our results by making a simple compar-
ison with other independent results. Instead, we look at
similar models in order to identify possible shortcomings
of the Derjaguin approximation.
We start with the case of homogeneous spherical par-
ticles of radius R separated by a surface–to–surface dis-
tance D. At Tc for such a system, the potential following
from using the Derjaguin approximation diverges ∝ D−1
for D → 0 and vanishes exponentially for D →∞. Gen-
eral arguments based on conformal invariance [21] predict
that for homogeneous spheres the critical Casimir poten-
tial diverges ∝ D−1 for small D, and decays ∝ D−β/ν
for large D. This means that in this case the Der-
jaguin approximation fails to predict the long–ranged, al-
gebraic decay. The detailed analysis shows that the Der-
jaguin approximation provides reliable results if D  R
[23, 24, 29]. In the scaling limit, the approximation is
exact for ∆ = D/R→ 0 [23, 29] but it fails to reproduce
the correct behavior for large ∆.
If the surfaces of the immersed objects are not homo-
geneous, the situation is different in that the Derjaguin
approximation can give wrong results even for ∆ → 0.
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So far, results are available for inhomogeneous wall–wall
[64, 66], sphere–wall [65], and cylinder–wall [34, 40] ge-
ometries. Within mean field theory they are based on
the numerical minimization of the corresponding Hamil-
tonian, which gives correct results (up to logarithmic cor-
rections) in d = 4 spatial dimensions. Beside that, the
approximation can be tested against Monte Carlo sim-
ulations, an exact solution in d = 2 [66], and, to some
extent, experimental results in d = 3 [65].
The analysis of available data allows us to identify two
general situations in which the Derjaguin approximation
for the critical Casimir force is expected to give wrong
results: (i) The characteristic length–scale of the pattern
on the surface is much smaller than either the correla-
tion length or the distance between walls. (ii) There is
a region between interacting objects, where the gradient
of the order parameter Φ (r) has a large component in
the direction perpendicular to the direction nD used for
the projections as they are applied within the Derjaguin
approximation (in our case nD = ey), i.e., in regions with
|∇Φ|  |nD ·∇Φ| . (34)
Since obtaining the order parameter profile Φ (r) is typi-
cally at least as difficult as calculating the critical Casimir
force, the above criterion is not useful for an exact anal-
ysis. Nevertheless, it is usually possible to roughly esti-
mate the order parameter profile for a given system and
then use Eq. (34) in order to check the validity of the
Derjaguin approximation.
In situation (i), typically, the pattern on the surface
is averaged and yields a certain effective homogeneous
surface [43]; this aspect is not captured correctly by the
Derjaguin approximation. Since in our present study we
consider only colloids with a single patch, here this case
is not relevant unless the patch is very small (θp  1).
In situation (ii), the free energy associated with the
rapid change of the order parameter in all but one di-
rection is completely missed by the approximation. The
most prominent example of such a case is the capillary
bridge formation at T < Tc between patches on the two
spheres. In this case, the force in the normal direction
is increased by the contribution stemming from the sur-
face tension of the interface present in the system [84–86].
This effect is not captured within the Derjaguin approx-
imation. For T > Tc the situation (ii) can occur if D is
small, i.e., in the region where the Derjaguin approxima-
tion is actually expected to work quite well.
We note that the above criteria are only conjectures
based on a limited amount of data available in the litera-
ture, and they do not provide a strict answer to which ex-
tent the Derjaguin approximation is reliable or not; they
are supposed to identify regions, where the approxima-
tion can fail. This issue definitely deserves more research.
An example for the case in which, despite of the large
perpendicular gradients of the order parameter, the ap-
proximation can provide quite accurate results, concerns
the lateral component of the force in a system with a
capillary bridge. It can be correctly described within the
Derjaguin approximation, except in the vicinity of the
breaking transition [66].
It is also important to mention, that the nonanalyt-
icities of the critical Casimir force reported above in
Sec. IV D are all related to the discontinuous variation of
the chemical surface properties. Such changes are known
to not propagate in this form into the fluctuating medium
[63]. Moreover, such nonanalyticities, up to our knowl-
edge, have not been reported in calculations which are
not based on the Derjaguin approximation. Therefore,
we strongly expect that these singularities are an arti-
fact of the Derjaguin approximation.
Finally, we note that both Monte Carlo simulations
and mean field calculations for systems with two inhomo-
geneous spheres are numerically challenging. Up to our
knowledge, such studies have not yet been reported, and
most probably will give estimates of the scaling functions
only for a rather limited number of points. The present
results can provide guidance for how to interpolate these
data points correctly, even in regions where the Derjaguin
approximation is not working well.
VI. RESULTS
In this section we present our results for the critical
Casimir interaction between patchy particles. Using the
method described in Sec. IV, we have been able to cal-
culate, within the Derjaguin approximation, the poten-
tial and all components of the forces and torques arising
from the critical Casimir interaction between two spher-
ical colloids with chemically inhomogeneous surfaces. In
the special case of Janus particles (θp = 90
◦, i.e., the
patch is covering half of the particle surface) some re-
sults have already been reported [34]; our analysis is in
full agreement with them. Moreover, we have been able
to extend these results by providing non–radial compo-
nents of the critical Casimir force as well as of the critical
Casimir torque.
In this section, we first discuss our results for the ra-
dial critical Casimir force and the potential, and compare
them with those for the special case of Janus particles.
Then, we present our results for the non–radial compo-
nents of the critical Casimir force and for the torque.
Finally, we present a comparison with corresponding ex-
perimental data.
A. Radial component of critical Casimir force
We start the discussion of our results by analyzing F
(i)
r
for i = 1, 2, i.e., the radial component of the vectorial
scaling function of the critical Casimir force acting on the
first and second particle, respectively. Since F
(1)
r = −F(2)r
(see Eq. (15a)), we can focus on the force acting on the
second particle. Note that in a special configuration, (i.e.,
the second colloid is located on the y axis) the radial
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FIG. 6. Scaling function F
(2)
r of the radial component of the
critical Casimir force between two spherical colloids as func-
tion of Θ = (D sign t) /ξb with ξb = ξ
±
0 |t|−ν and for a fixed
value of ∆ = D/R = 1 and various values of the rotation angle
β2. Positive values of F
(2)
r correspond to repulsion of colloids
while negative ones correspond to attraction. A schematic
plot of the configuration of the particles is presented above
the graph.
components are equal to F
(i)
y .
The dependence of F
(2)
r on the scaling variable Θ =
(D sign t) /ξb with ξb = ξ
±
0 |t|−ν for various values of the
angle β2 is presented in Fig. 6. For all plotted curves we
have chosen ∆ = D/R = 1, β1 = γ1 = 0, and θp = 30
◦.
If β2 = 0 (i.e., if the patch on the second particle is in
the topmost position), the radial component is negative
(i.e., attractive) for all values of Θ. Upon increasing β2
(i.e., rotating the second particle such that its patch is
moved towards the first particle), for any fixed Θ the
radial component changes sign. This change occurs first
for large negative values of Θ. If β2 = 90
◦ (i.e., the
patch is facing the first particle), F
(2)
r is fully positive
(i.e., repulsive). Upon increasing β2 further, the strength
of the repulsion decreases and, eventually, attraction is
recovered. This change starts at large positive values of
Θ and moves towards negative values of Θ.
The observed behavior of the radial component of the
scaling function of the critical Casimir force can be easily
understood. If β2 = 0, within the Derjaguin approxima-
tion, only the ‘++’ and the ‘−−’ boundary conditions are
active, so that due to ϑsm (ω) < 0 the resulting net radial
component is negative. If β2 is increased, the region Λ−+
on the projection plane (see Sec. III C) emerges (i.e., the
set Λ−+ becomes nonempty) and, because ϑop (ω) > 0,
the force becomes less negative; if the patch is sufficiently
large, the sign of the force eventually changes. The area
of the region Λ++ decreases upon increasing β2, and Λ++
becomes empty for β2 > 2θp. Starting from there, the de-
pendence of the radial component of the scaling function
on β2 is solely determined by the location of the patch on
the second particle; therefore we focus on the region Λ−+.
For β2 = 90
◦, the mean distance ` between the points
on the two spheres projected onto the region Λ−+ (see
Sec. III C) is smallest, and, moreover, the area of Λ−+ is
largest; thus the repulsive contribution is strongest. In-
creasing β2 further moves the patch to the bottom, where
the mean distance ` is large and, concomitantly, the area
of Λ−+ shrinks. This explains the recovery of the attrac-
tion in this regime. Finally, we note that if the size of
the patch θp is not large enough, the repulsive effect may
not be sufficiently strong in order to change the sign of
the radial component of the scaling function.
Figure 7 shows the dependence of F
(2)
r on the scaling
variable ∆. Therein, both plots correspond to θp = 30
◦,
β1 = −90◦, and γ1 = 0. For β2 = 50◦ (see Fig. 7(a))
the radial component of the scaling function is always
positive (i.e., there is repulsion) and has a maximum for
Θ < 0. Upon increasing the scaled distance ∆ between
the particles, the strength of the interaction decreases
together with a shift of the position of the maximum
towards more negative values of Θ.
The situation is quite different for β2 = 70
◦ (see
Fig. 7(b)). In this case, for ∆ = 0, the function F
(2)
r is
negative (corresponding to attraction) for all values of Θ.
Upon increasing the scaled distance ∆ = D/R between
the particles, the value of the scaling function grows for
all values of Θ. This leads to a change of sign of F
(2)
r
for Θ < 0; this change sets in for large negative values of
Θ and, upon increasing ∆, it propagates towards larger
values of Θ. Starting from ∆ ≈ 0.05 the particles repel
each other for all Θ < 0 (i.e., in the demixed region of
the binary solvent), and, upon a further increase of ∆,
we observe the repulsion even for small positive values
of Θ. This behavior continues until ∆ ≈ 0.5 is reached.
Upon further increase of the scaled distance between the
particles, the magnitude of the function F
(2)
r starts to
decay. For ∆ 6= 0 and Θ < 0 we observe a maximum of
the radial component. If ∆ is very large or very small
the maximum is very broad and located at a very large
negative value of Θ. For Θ > 0 (i.e., in the mixed region
of the binary liquid mixture) the radial component of the
scaling function has a minimum. Upon increasing ∆ the
minimum becomes less deep and moves towards higher
values of Θ. This behavior of the minimum is slightly
altered for ∆ ≈ 2, where, upon increasing ∆, the min-
imum moves towards smaller values of Θ and becomes
deeper. This anomaly appears in the region where the
Derjaguin approximation is expected to be unreliable so
that it is physically irrelevant; we refrain from a more
detailed discussion of this phenomenon.
The behavior described above can be understood by
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referring to the properties of the critical Casimir force in
the slab geometry. If the scaled distance ∆ between the
particles is very small, the region where the surfaces are
closest to each other contributes the most to the mutual
interaction (due to the prefactor L−3 in Eq. (6)). For
β2 = 50
◦ the boundary condition at the point of smallest
distance ` is ‘+−’; thus for small ∆ the particles repel
each other. On the other hand, if β2 = 70
◦, the bound-
ary condition at the same point is ‘++’ and the particles
attract each other. If ∆ is increased, regions with larger
values of ` become relevant. In the case of β2 = 50
◦, the
attractive contribution stemming from the region Λsm is
not sufficiently strong to dominate the radial component
of the critical Casimir force. This is not surprising be-
cause the magnitude of ϑop (ω) is larger than the mag-
nitude of ϑsm (ω) (see Fig. 4). Additionally, below the
critical point, ϑsm (ω) is very small while ϑop (ω) has a
maximum. This is the reason why for Θ < 0 the value
of F
(2)
r grows rapidly upon increasing ∆. Above Tc the
absolute value of the function ϑsm has a maximum, while
ϑop is relatively small. This is the reason why, upon in-
creasing ∆, the radial component of the scaling function
does not change sign for large values of Θ.
The characteristic narrow plateau of the scaling func-
tion F
(i)
r around Θ = 0, which is visible for all curves
in Figs. 6 and 7, is inherited from the scaling functions
ϑsm (ω) and ϑop (ω) for the slab geometry. For small |ω|
these functions behave like A1 +A2 |ω|1/ν [18], where A1
and A2 are constants.
The influence of the patch size θp on F
(2)
r is presented
in Fig. 8. In this figure, F
(2)
r is plotted as a function of
β2 for various values of θp, for fixed Θ = 0, ∆ = 0.2,
and γ1 = 0, and for two orientations of the first particle:
β1 = 0 (Fig. 8(a)) and β1 = −90◦ (Fig. 8(b)).
In Fig. 8(a), for θp 6 45◦ the maximum of the radial
component of the scaling function of the critical Casimir
force is exactly at β2 = 90
◦, in which case the center of
the patch on the second particle is in the closest possible
position to the first particle. In this position the area
of Λ−+ is largest. If θp > 45◦, for β2 = 90◦ the region
Λ++ becomes a nonempty set and, as a result, the radial
force decreases because for elements of Λ++ one has a
negative contribution in Eq. (21). This effect shifts the
position of the maximum towards higher values of β2.
Upon increasing θp, starting from 45
◦, the position of
the maximum increases towards 180◦, which is attained
for θp = 90
◦. Upon this increase the maximum becomes
sharper. In Fig. 8(a), for θp < 90
◦, we observe a singu-
larity ∝
(
β2 − β(i)2,sing.
)3/2
of type II located at the values
β
(i)
2,sing. of β2 for which the patches are tangent (these
points are marked by circles in the plot). These singular-
ities are located to the left of the maximum for θp < 45
◦,
coincide with the maximum for θp = 45
◦ and θp = 90◦,
and for 45◦ < θp < 90◦ they are shifted slightly to the
right side of the maximum. We note that for θp = 90
◦ the
radial force has an inverse ‘V’ shape around β2 = 180
◦.
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FIG. 7. Radial component F
(2)
r of the scaling function for
the critical Casimir force acting on the second particle as a
function of Θ for various values of ∆ and for two fixed ori-
entations of both particles: θp = 30
◦, β1 = −90◦, γ1 = 0,
and (a) β2 = 50
◦ and (b) β2 = 70◦. Schematic plots of the
particles are presented in each graph.
If β1 = −90◦, as shown in Fig. 8(b), for any size of the
patch θp the radial component of the scaling function is
symmetric around β2 = 90
◦ (and around β2 = −90◦).
For β2 = 90
◦ the patches are facing each other and
(within the Derjaguin approximation) F
(2)
r does not de-
pend on the size θp of the patch. Upon decreasing β2, a
region Λop with opposing boundary conditions emerges
and thus contributing to repulsion so that the radial com-
ponent grows. Since the magnitude of ϑop is larger than
the magnitude of ϑsm, we observe a change from attrac-
tion to repulsion even for relatively small patches. Upon
further decreasing β2, the radial component of the scaling
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FIG. 8. Scaling function F
(2)
r of the radial component of criti-
cal Casimir force, acting on the second particle, as function of
β2 for Θ = 0, ∆ = 0.2, and γ1 = 0, and for various sizes θp of
the patch. The configuration of the first particle corresponds
to (a) β1 = 0 and (b) β1 = −90◦. The circles indicate the
singularities ∝
∣∣∣β2 − β(i)2,sing.∣∣∣3/2 of type II in F(2)r at various
positions β
(i)
2,sing.. The color code in both panels is the same.
function for the force reaches a maximum. This occurs
if the overlap of the two patches is small. A further de-
crease of β2 reduces F
(2)
r . This can be understood by
noting the fact that moving the patch on the second par-
ticle upwards reduces the area of the projection of the
patch. Reducing β2 even further moves the patch to the
right hemisphere of the second colloid, where it does not
participate in the mutual interaction between particles.
This occurs in a region around β2 = −90◦, where the
radial component is constant.
Like in the previous case, we have observed several
singularities of F
(2)
r . Around the minimum at β2 = 90
◦,
if the patches face each other, there is a singularity of
type I and the scaling function for the force exhibits
a ‘V’ shaped cusp with an opening angle which in-
creases upon increasing θp. In the case of Janus par-
ticles (θp = 90
◦) the opening angle reaches 180◦. This
property of the force follows directly from the Derjaguin
approximation: If β2 is slightly shifted away from 90
◦,
around the circumference of the patches a region Λop
emerges. If the size of the patches increases, so does `
within this region. Additionally, we have noticed singu-
larities ∝
(
β2 − β(i)2,sing.
)3/2
of type II which occur if the
patches are tangent. In Fig. 8 these points are marked
with circles.
Finally, we comment on the nature of singularities of
the radial component of the scaling function for the crit-
ical Casimir force. As we have reported above, the non-
analyticities of F
(i)
r are similar to those of the scaling
function U for the potential rather than to nonanalyt-
icities of the scaling functions for other components of
the forces. On one hand this can be explained as a sim-
ple consequence of the similarity of the formulae from
which F
(i)
r and U are calculated (see Eqs. (21) and (22)).
On the other hand, all singularities of U discussed in
Sec. IV D manifest themselves upon changing the rota-
tional configuration Ω of the system. In contrast to all
other components of the scaling function for the forces,
the calculation of F
(i)
r does not require derivatives with
respect to angles (see Eq. (A8)); therefore the character
of the nonanalyticities remains unchanged.
B. Critical Casimir potential
In this subsection we present our results for the scaling
function U of the critical Casimir potential (see Eq. (16))
calculated within the Derjaguin approximation.
In Fig. 9 the scaling function U as a function of Θ is
shown for various values of β2 with all other parame-
ters fixed (∆ = 1, β1 = γ1 = 0, θp = 30
◦). If β2 = 0
the patches on both spheres are in the topmost position
and, within the Derjaguin approximation, the boundary
conditions are the same everywhere. Thus for any value
of Θ the function U attains its smallest value via this
configuration. Upon increasing β2, with all the other pa-
16
−1
0
1
2
−10 −5 0 5 10
Θ
U
θp = 30◦
β1 = γ1 = 0
∆ = 1
30◦
60◦
β2 = 90
◦
130◦
180◦
0
β2
1 2
FIG. 9. Scaling function U of the critical Casimir potential as
function of Θ for fixed ∆ = 1, β1 = γ1 = 0 and θp = 30
◦, for
various values of β2. The configurations and the color code
are the same as in Fig. 6.
rameters fixed, a region Λ−+ emerges (i.e., it becomes a
nonempty set) and, as a result, U increases. This growth
is more pronounced for Θ < 0 (where the scaling func-
tion ϕop relevant for the slab geometry is the largest),
and for β2 > 0 the scaling function as a function of Θ
has a maximum at Θ < 0. Correspondingly, upon in-
creasing β2 the minimum, visible in Fig. 9 for Θ > 0,
becomes less deep, more shallow, and, eventually, some-
where between β2 = 60
◦ and β2 = 90◦, it disappears.
The scaling function reaches its maximum for β2 = 90
◦.
In this special configuration the area of Λop is largest
and, concomitantly, the mean value of the distance `, be-
tween pairs of points on the surfaces projected onto the
region, is smallest. A further increase of β2 reduces U and
drives it negative again. For β2 = 180
◦ the potential is
only slightly larger than the lower bound corresponding
to β2 = 0. Finally, we note that the reported behavior of
the scaling function U strongly depends on the values of
the fixed parameters. If the size θp of the patch is small
and the scaled distance ∆ is sufficiently large, U can be
negative for all values of Θ and β2.
In Fig. 10 we present the plot of the scaling function
for the critical Casimir potential U for fixed values of
∆ = Θ = 0.5, γ1 = 0, and θp = 60
◦. The value of the
function for the whole ranges of β1 and β2 is presented
by resorting to the color code. We note that, due to
reflection symmetry, the scaling function in Fig. 10 is
invariant under the transformations
(β1, β2) 7→ (−β2,−β1) and
(β1, β2) 7→ (180◦ − β1, 180◦ − β2) . (35)
The minimum of the function U, with Umin ≈ −1.1552,
is attained (within the Derjaguin approximation) if the
boundary conditions are ‘++’ or ‘−−’ for every point of
Λ. This occurs if the patches are in the mirror–symmetric
configuration (along the diagonal line β1 = −β2) or if
both patches are on those hemispheres which do not par-
ticipate in the interaction (rectangle θp < β1 < 180
◦−θp
and −180◦ + θp < β2 < −θp) (see Fig. 10(b)). In the
latter case, the size of the rectangular region depends on
the size θp of the patch in that it shrinks upon increasing
θp and disappears completely for θp = 90
◦. As can be in-
ferred from the cuts in Figs. 10(c) and 10(d), crossing the
region in which U is minimal always reveals nonanalyt-
icities: ‘V’ shaped cusps (i.e., a singularity of type I) for
the line β1 = −β2 (outside the rectangle) and of type III
for the edges of the rectangle. We note that all properties
reported here have been obtained within the Derjaguin
approximation and we expect them to be absent beyond
this approximation.
The maximal value of the scaling function U, with
Umax ≈ 4.3949, is attained at four isolated points:
(β1 ≈ 19◦, β2 ≈ 99◦) and at three points which can be
generated from this first one by exploiting the symme-
tries described in Eq. (35). At these four special points
various influences counter each other. Changing β1 or β2
increases the area of Λ++; it moves parts of the patch to
the far side hemispheres, where it does not participate in
the interaction; or it moves the patch up or down which
reduces the area of Λop. Unlike the minima, the precise
positions of the maxima depend sensitively on the choices
of ∆, Θ, and θp.
The dependence of U on β1 for fixed β2 = 90
◦ is
presented in Fig. 10(c). This plot is symmetric around
β1 = −90◦, where it has a minimum and a nonanalyticity
of type I. In this special configuration the two patches are
facing each other. Upon increasing β1 from −90◦, there
emerges a region Λop and, as a result, U increases. For
β1 > −60◦, increasing β1 moves some part of the patch on
the first particle to the left hemisphere, where (within the
Derjaguin approximation) it is not participating in the
interaction. At first, this effect is not very pronounced,
but, upon increasing β1 from −60◦, it becomes more rel-
evant. First, the growth rate of U is reduced and finally,
for β1 ≈ 28◦, the effect becomes dominant and the scal-
ing function starts to decrease. If 60◦ < β1 < 120◦, the
patch on the first particle is located fully on the left hemi-
sphere and the function U becomes constant. Since U is
symmetric around β1 = −90◦, a further increase of β1
does not yield any new phenomena.
If β2 = −90◦, the patch on the second colloid is fully
located on the right hemisphere, and it does not influ-
ence the interaction. The cut of the scaling function U
in this special case is presented in Fig. 10(d). There is a
maximum for β1 = −90◦, which is attained if the patch
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FIG. 10. Scaling function U of the critical Casimir potential for fixed values of ∆ = Θ = 0.5, γ1 = 0, and θp = 60
◦ as a
function of β1 and β2. (a) Schematic plot of the configuration of the colloidal particles. (b) Dependence of U on β1 and β2; the
value of the scaling function is indicated by the color code. In addition, we present two cuts of U as functions of β1 for fixed
β2 = 90
◦ (panel (c)) and β2 = −90◦ (panel (d)), respectively. In panel (b) the configurations in the plots in panels (c) and (d)
are marked by the white dashed horizontal lines.
on the first particle is in the closest possible position to
the second particle. In this configuration, changing β1
increases the distance between the points on the patch of
the first particle and the points on the surface of the sec-
ond sphere. Simultaneously, it reduces the area of Λ+−
and thus the repulsion; accordingly the scaling function
for the potential decreases. This decrease continues for
60◦ < β1 < 120◦ until the patch on the first particle is
fully located on the left hemisphere; within this range of
values for β1 the function U is the same as in the case of
homogeneous spheres and thus has a flat minimum.
Next, we study the dependence of the critical Casimir
potential on the distance between the particles. In
Fig. 11(a) we present the plot of the potential as a func-
tion of the surface–to–surface distance D at a fixed su-
percritical temperature at which ξb (T ) = R for two par-
ticles with patches of size θp = 30
◦, both in the leftmost
position (i.e., β1 = β2 = 90
◦ and γ1 = 0). Accordingly,
the patch on the first particle is located on the left hemi-
sphere and, thus, it does not influence the interaction.
The potential has been calculated from the scaling func-
tion U by using Eq. (16).
Within the Derjaguin approximation, the distance `
between pairs of interacting points varies between D and
D+2R. Since the potential in the slab geometry increases
rapidly upon decreasing the distance between walls (see
Eq. (9)), for D  R the closest pairs of points (for which
the boundary conditions are ‘−+’) dominate the whole
interaction. This explains why for small D the potential
is positive and diverges for D → 0. If D  R, the
effect of different distances for different pairs of points is
negligible, and the sign of the potential is determined by
the size of the patch. If the patch is sufficiently small, the
area of Λ−+ is not large enough to facilitate a change of
sign, so that for D →∞ the potential approaches 0 from
below. This leads to the conclusion that for small values
of θp the potential as a function of D has a minimum
at a certain distance D0. We expect that this holds also
beyond the Derjaguin approximation.
In Fig. 11(b), we plot the dependence of the position of
the minimum D0 of the critical Casimir potential Uc (see
Eq. (16)) on the size θp of the patch. If the patch is very
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FIG. 11. (a) Critical Casimir potential (in units of kBTc,
see Eq. (16)) as function of the rescaled surface–to–surface
distance D between the particles. The size θp of the patch is
30◦ and the orientations of the colloids (β1 = β2 = 90◦ and
γ1 = 0) are presented schematically in the inset. The fixed
temperature T > Tc is chosen such that ξb = R. (b) Position
of the minimum of the potential as function of the size θp of
the patch. D0 (θp) diverges for θp → θ(0)p with θ(0)p ≈ 33.2◦
for the above choices of the parameters. The configuration of
the particles and the temperature are the same as in panel
(a).
small, D0 is close to 0. Upon increasing θp, the min-
imum becomes more shallow and moves towards larger
values of D. Finally, when the size of the patch reaches
a certain threshold value θ
(0)
p , the position of the mini-
mum diverges and the minimum disappears, so that be-
yond this threshold the potential is positive for all values
of D. The precise value of θ
(0)
p depends on the ratios
limω→±∞ ϕsm (ω) /ϕop (ω), and thus it is very sensitive
on how the Monte Carlo data for the slab geometry are
extrapolated to large positive and negative values of the
scaling variable ω.
We note that the minimum of the potential is observed
only for shifting the second particle in radial direction.
The configuration corresponding to the minimum is not
stable with respect to rotations, and thus for D = D0
the system occupies a saddle point.
C. Non–radial components of the critical Casimir
force
In this subsection, we present our results for the critical
Casimir force and potential, when the second particle is
moved in z direction (i.e., in a direction perpendicular to
the line connecting the centers of the spheres in the initial
position). For such a setup, even though the spheres are
not rotated in the laboratory reference frame, their rel-
ative orientations change upon moving the particles. In
the reference frame associated with Ω∗ (see Sec. II) both
spheres rotate around the x axis and, at the same time,
the distance between them increases. This way, the effect
of rotations can be studied without actually performing
any rotations, which makes the setup a good candidate
for possible lattice–based simulations. We note that all
calculations presented here have been carried out for a
system in equilibrium; we do not consider any dynamic
effects.
In Fig. 12, we plot the results for the potential and
the z component of the critical Casimir force acting on
the second particle for various configurations and sizes
of the patches. The results have been calculated from
the scaling functions by using Eqs. (14a) and (16). In all
plots rx = 0, ry = 2.5R, and the temperature is chosen
such that ξb (T ) = R and T > Tc.
We first consider spheres without any patches. In
Fig. 12(a), the potential and the force for the case of
homogeneous particles is plotted. The potential exhibits
a minimum at rz = 0, which is the position where the col-
loids are in the closest possible position. Upon increasing
rz, the negative potential is gradually increasing towards
0. If rz = 0, there is no z component of the critical
Casimir force. Upon increasing rz a force appears which
acts in the negative z direction. For small, increasing
values of rz the absolute value of the z component of
the force increases and reaches its maximum value for
rz ≈ 0.9R, and, upon a further increase of rz, it decays
to 0. This behavior can be understood by noting that
the force acting between two homogeneous spheres is ra-
dial. For small values of rz the total force is large, but
it is almost perpendicular to the z direction, so that the
z component is small. For larger values of rz, the angle
between radial and z direction decreases, but simultane-
ously the magnitude of the force decreases; the interplay
between these two effects produces the maximum of the
absolute value of the z component of the force.
The critical Casimir potential and the z component
of the force in the presence of patches, initially located
directly opposite to each other (β1 = −90◦ and β2 =
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FIG. 12. Critical Casimir interaction between two spherical particles of radius R, if one of them is moved in z direction for
(column (a)) homogeneous spheres, (column (b)) spheres with patches initially facing each other (β1 = −90◦ and β2 = 90◦),
and (column (c)) patches in the topmost position (β1 = β2 = 0). For each configuration, the top graph presents the dependence
of the potential on the shift rz, while the bottom graph presents the z component of the force acting on the second particle.
In the columns (b) and (c) the curves for different sizes θp of the patches are plotted in different colors. For all plots the
temperature T > Tc is chosen such that ξb (T ) = R, and the initial distance between the colloids is ry = 2.5R (i.e., initial
surface–to–surface distance D = 0.5R). In the columns (b) and (c) the interaction exhibits a singularity of type I at rz = 0
and of type II for rz = ry tan θp; the latter is beyond the range of the plots except for the case of θp = 30
◦ in column (b). We
note that all the results have been obtained for systems in equilibrium; in this study we do not consider any dynamic effects.
90◦), are plotted in Fig. 12(b). If rz = 0, within the
Derjaguin approximation, all pairs of interacting points
have the same boundary conditions, and thus the value
of the potential does not depend on the size of the patch.
For θp > 0, in this configuration, there is a singularity of
type I, i.e., the potential has a ‘V’ shaped cusp around
rz = 0; and the force is discontinuous, in the limit rz →
0+ it is negative (acting downwards). In this limit, the
magnitude of the force depends on the size of the patch.
It is very small for θp → 0 and for θp → 90◦, and maximal
for θp ≈ 20◦ (this behavior is not presented in the plot).
Due to symmetry F
(2)
c,z = 0 for rz = 0, which differs from
the nonzero values in the limit rz → 0+ (see the bottom
panel in Fig. 12(b)). This observation is in full agreement
with the properties of the Derjaguin approximation: the
jump of the force at rz = 0 is generated by the region Λop
which emerges when the second colloid is moved slightly.
For small shifts, this region has a ring–like shape around
the circumference of the projections of the patches onto
the projection plane. If θp is small, the circumference of
the patch is very small, while for θp . 90◦ the region Λop
is located close to the boundary of Λ, where the surfaces
of the spheres are almost perpendicular to the projection
plane. In both cases the area of the region Λop cannot be
large, and thus, the jump of the force at rz = 0 is small.
Upon increasing rz from 0, at first the magnitude of
the z component of the force increases. This is the same
effect as the one occurring for homogeneous spheres: the
radial component dominates the force, and the increase
of rz reduces the projection angle. Upon a further in-
crease of rz, the influence of the patches becomes visible.
The repulsion stemming from the region Λop reduces the
magnitude of the z component of the critical Casimir
force. If the size θp of the patch is sufficiently large, a
20
further increase of rz changes the sign of F
(2)
c,z so that the
force starts to act upwards. If rz/ry = tan θp, i.e., if
the projections of the edges of the patches on the two
spheres are tangent, we observe a singularity of type II.
(In Fig. 12(b) this occurs within the range of the plot only
for θp = 30
◦.) For moderate values of θp, the cusp with
infinite slope in the plot of the force, which is character-
istic for this type of singularity, coincides with the global
maximum of the z component of the force; for larger val-
ues of θp, the maximum develops on the left side of the
cusp. Upon a further increase of rz, the force decays to
zero as the distance between the patches grows.
In the third considered configuration both patches are
in the uppermost position (β1 = β2 = 0). The corre-
sponding critical Casimir potential and the z component
of the force are plotted in Fig. 12(c). Like in the previ-
ous case, for rz = 0 the value of the potential does not
depend on θp and there is a singularity of type I — the
potential has a ‘V’ shape around rz = 0, and the force
jumps from positive values for rz < 0 to negative ones for
rz > 0. In contrast to the previous case, here the abso-
lute value of the force for rz → 0+ grows monotonically
upon increasing the size of the patch. This observation
can be understood from the fact that, if rz > 0 is very
small, the typical distance ` between the points in the
region Λop decreases upon increasing the patch size (for
θp < 90
◦).
For small sizes of the patches the force is negative (i.e.,
it acts downward) for all values of rz. If θp is sufficiently
large, there appears a maximum where the force is pos-
itive (i.e., it acts upwards). Upon increasing θp, at first,
the maximum is very broad and it is located at very
large values of rz. A further increase of θp moves the
maximum towards smaller values of rz and makes it more
pronounced. In Fig. 12(c) the maximum is located within
the range of the plot only for θp = 90
◦. This behavior
can be understood on the basis of our formulae. For small
values of rz, the particles attract each other because the
area of the region Λsm is much larger than the area of the
region Λop. Upon increasing rz, the area of the former
region decreases, whereas the area of the latter region
increases. If the patches are sufficiently large, this even-
tually produces the repulsion between the colloids, and
the value of the z component of the force becomes posi-
tive.
D. Critical Casimir torque
In this subsection we discuss the critical Casimir torque
acting on the colloidal particles. We calculate the scaling
function for the torques T(1) and T(2) by using the nu-
merical derivatives of U and by deriving the torque via
Eq. (14b).
We first study the special case γ1 = 0, in which the sys-
tem is invariant under mirror reflection at the yz plane.
This symmetry implies that the torque can only act in x
direction. Moreover, the system possesses the additional
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FIG. 13. The x component of the critical Casimir torque T
(1)
c,x
(see Appendix A) acting on the first particle as a function of
β1 for β2 = −90◦ (black curve) and β2 = 90◦ (red curve) with
fixed ∆ = 0.5, Θ = 0.5, γ1 = 0, and θp = 60
◦. The scaling
functions of the underlying critical Casimir potential for the
two cases of θp = 90
◦ and θp = −90◦ are plotted in Figs. 10(c)
and (d), respectively. In the configurations considered here
there is no torque acting in y or z direction.
symmetry given by Eq. (35) which implies
T(2)x (∆,Θ, β1, γ1 = 0, β2) =
− T(1)x (∆,Θ,−β2, γ1 = 0,−β1) , (36)
so that it is sufficient to study the torque T
(1)
c,x acting on
the first particle.
In Fig. 13 the torque for θp = 60
◦, γ = 0, and
β2 = −90◦, with fixed distance D, radius R, and tem-
perature T , is plotted as function of β1 as a black curve.
In this configuration, the patch on the second particle
is located on the right hemisphere and (within the Der-
jaguin approximation) it is not participating in the in-
teraction; the torque is the same as if the second particle
had no patch. We note that in this case the torque is pro-
portional (with a negative coefficient) to the derivative of
the scaling function for the potential U with respect to β1
(see Eq. (A8e)); this function U is plotted in Fig. 10(d).
For −90◦ < β1 < 60◦ the torque is positive, which
means that in Fig. 10(a) it acts as to rotate the first
particle anticlockwise. The maximum is located slightly
below β1 = −30◦. These properties are not surprising
because increasing β1 (starting from −90◦) adds points
to the region Λ+− with large values of ` and removes
those with smaller values of `, which reduces the inter-
action free energy. The torque is largest close to the
point, where the boundary conditions for the closest pair
of points are changing; the neighborhood of these points
is expected to dominate the interaction for small values
of D/R. For 60◦ < β1 < 120◦ the patch on the first
particle is fully located on the left hemisphere, and thus
in this interval there is no torque acting in the system.
The situation changes strongly for β2 = 90
◦, i.e., when
the patch on the second particle is moved to the leftmost
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position. In this case, the x component of the critical
Casimir torque is plotted in Fig. 13 as a red curve, and
the scaling function for the underlying potential is pre-
sented in Fig. 10(c). If β1 = −90◦, the patches face each
other and there is no torque. Upon a slight increase of β1,
the torque jumps from zero to a certain negative value
(this jump is caused by a singularity of type I). Negative
values of the torque mean that in Fig. 10(a) it acts as
to rotate the first particle clockwise. Upon a further in-
crease of β1, the torque decreases, reaches its minimum
for β1 slightly below 30
◦, increases, changes sign, and has
a positive maximum for β1 = 30
◦, where there is a sin-
gularity of type II with a characteristic cusp with infinite
slope. For β1 > 30
◦ (and β1 < 150◦), the torques for
β2 = 90
◦ and β2 = −90◦ (red and black curve in Fig. 13,
respectively) are identical.
The observed behavior follows directly from the prop-
erties of the Derjaguin approximation. For β1 = −90◦,
the boundary conditions are the same everywhere and
the potential has a minimum. Upon increasing β1 the
region Λop becomes a nonempty set, and thus the free
energy increases. The minimum of the torque is located
close to the point where the boundary conditions for the
closest points change. Upon a further increase of β1, a
second effect appears according to which the patch on the
first particle is moved to the left hemisphere and does not
participate in the interaction. This increases the torque
and eventually leads to the change of its sign. The max-
imum of the torque for β1 = 30
◦ occurs at that position
for which the region Λ++ consists of a single point. For
this configuration the area of Λop is maximal. Finally,
if β1 > 30
◦, there is no overlap between patches, the re-
gion Λ−+ does not change with β1, and thus the integral
in Eq. (22) over this region does not depend on β1 and
does not contribute the derivative of U with respect to
β1. Simultaneously, the integral over the region Λ+− is
exactly the same for β2 = −90◦ and β2 = 90◦. This ex-
plains why the x components of the torques are identical
in these two cases (see β1 > 30
◦ in Fig. 13).
We now discuss the case of γ1 6= 0. For simplicity, we
fix β1 = β2 = 0 and ∆ = Θ = 0.5, and vary γ1 from 0
◦ to
180◦. In this case all components of the critical Casimir
torque can now be nonzero. The dependence of T
(1)
c,y and
Uc on γ1 is presented in Fig. 14.
For γ1 = 0, the patches on both particles face each
other and, for any size θp of the patch, one has Λ = Λsm;
in this case and within the Derjaguin approximation, the
critical Casimir potential attains its lowest possible value.
Increasing the value of γ1 renders the set Λop nonempty,
which increases Uc and generates a y component of the
torque acting against the rotation (T
(1)
c,y < 0). This situ-
ation changes if γ1 exceeds the value of 2 θp. In this case,
there is no region Λ++ anymore (i.e., this set is empty)
and varying γ1 shifts the region Λ+−, without changing
its shape, in such a way that the integral in Eq. (22) re-
mains the same. As a result, for 360◦ − 2 θp > γ1 > 2 θp,
the potential is constant and there is no torque in y di-
rection.
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FIG. 14. The y component of the critical Casimir torque T
(1)
c,y
(in units of kBTc) acting on the first particle when it is rotated
around the y axis by an angle γ1, as shown schematically
above the plot. Here, ∆ = Θ = 0.5 and β1 = β2 = 0. The
curves for various sizes of the patches are marked by different
colors. The inset presents the critical Casimir potential (in
units of kBTc) as a function of the rotation angle γ1. For
γ1 > 2 θp it is constant. In the case of θp = 90
◦ (black curve),
for 0 < γ1 < 180
◦ the potential Uc increases linearly so that
the torque is constant (T
(1)
c,y ≈ −3.68 kBTc); this constant lies
below the vertical range of the graph.
In the special case of Janus particles (θp = 90
◦), the
edges of the patches form two diameters of the circle Λ on
the projection plane, and γ1 is the angle between them.
Since ` depends only on the distance from the center
of the circle Λ on the projection plane, the integral in
Eq. (22) is linear in the area of region Λop. As a result,
the torque in y direction is constant and negative for
0 < γ1 < 180
◦, changes sign for γ1 = 0 and γ1 = 180◦,
and is constant and positive for 180◦ < γ1 < 360◦.
We note that in the case of θp < 90
◦, for γ1 = 2 θp
there is an unusual nonanalyticity. There is a jump in the
second derivative of the potential with respect to γ1 from
a certain negative value for γ1 < 2 θp to 0 for γ1 > 2 θp.
For γ1 = 2 θp, there is just one point in Λ++, but it is
located at the boundary of Λ. This explains why the
observed nonanalyticity cannot be classified into any of
the three types described in Sec. IV D; we introduce a
new type IV for such rare and untypical singularities (for
further details see Appendix C 4).
E. Comparison with experimental results
One of the ways to test the validity of our calculation is
to compare the results, obtained by using the Derjaguin
approximation, with available experimental data. Up to
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FIG. 15. (a) Schematic plot concerning the type of colloids
studied experimentally in Ref. [60]. (b) Approximation of the
colloid in panel (a) by a sphere, suitable to study within the
present framework. (c) Schematic plot of the configuration
of the particles used to calculate the bending stiffness of the
interaction between two colloidal particles. A similar config-
uration has been considered experimentally (see Ref. [60] and
the main text). The particle with faded colors indicates the
position of the right colloid prior to its angular displacement
λ. (d) Present results for the critical Casimir potential as a
function of the bending angle λ = −β1−90◦ for various values
T = Tc −∆T of the temperature; the corresponding configu-
ration of particles is presented in panel (c) and the size of the
patches is chosen as θp = 30
◦. For λ < 90◦ − θp the patches
on the non–facing hemispheres of the colloids can, within the
Derjaguin approximation, be neglected, and therefore the cal-
culation of the potential can be carried out within the current,
single patch framework. (e) First derivative of the potential
with respect to λ at λ = 0 as function of ∆T . This quantity
determines the bending stiffness of the interaction between
two colloidal particles.
our knowledge, most of the experimental papers focus on
the problem of pattern formation by resorting to non-
spherical colloids. Therefore, only a qualitative compar-
ison is possible. In this subsection, we perform a simple
check of our results with the pair potential measurements
reported in Ref. [60].
In this experiment a binary liquid mixture of heavy wa-
ter and 3–methylpyridine close to its lower critical demix-
ing point is used as a solvent. The colloidal particles,
immersed in the mixture, have an oblong shape with the
surface preferring 3–methylpyridine on the two tips and
heavy water in the middle of the particle (see Fig. 15(a)).
For such a setup, the formation of superstructures by
the colloids is investigated. Below the lower critical tem-
perature (i.e., in the mixed region), depending on the
concentration of the two components of the mixture, the
colloids can align in two different ways: as needle–like
chains, for which only the tips of two neighboring par-
ticles are in contact, and as fence–like chains in which
the particles are parallel to each other (i.e., both the tips
and the middle parts of neighboring particles are close to
each other). Additionally, upon approaching the critical
point a collapse of both types of chains is reported. Here,
we are especially interested in the experimentally deter-
mined pair potential and bending stiffness of neighboring
particles in needle–like chains.
Certainly, the actual particles as described above can-
not be fully modeled within the present framework.
Nonetheless, in order to proceed, we assume that the col-
loids can be approximated by a sphere of a radius R with
two chemical inhomogeneities, i.e., two circular patches
of size θp in antipodal configuration (see, e.g., Fig. 15(b)).
The optimal radius R and size θp of the patches are yet
to be determined.
In Ref. [60] the effective pair potential of the inter-
action between two neighboring colloids in needle–like
chains is estimated and inferred from the observed spa-
tial distribution of the colloids. The radial component
of the interaction is dominated by the competition be-
tween critical Casimir attraction and electrostatic repul-
sion. This effect has already been studied in the context
of homogeneous spheres [87]. Therefore we can focus on
the angular dependence of the effective pair potential,
which is generated by the chemical inhomogeneity of the
surface of the colloids and by their nonspherical shape.
The dependence of the pair potential on the so–called
bending angle (which is an analogue of the angle λ in
Fig. 15(c)) turns out to be parabolic, and the bending
stiffness (which is proportional to the second derivative
of the potential with respect to the bending angle) de-
creases upon approaching the critical point (see Fig. 2(c)
in Ref. [60]).
In order to facilitate a comparison with our present
results, it is necessary to determine the values of the
relevant parameters in the experiment; most of them
can be found in Ref. [60]: The critical temperature
is Tc ≈ 38.55◦C and the bulk correlation length is
ξb (T → Tc) = ξ±0 |t|−ν , where t = (Tc − T ) /Tc is the
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reduced temperature, the critical exponent ν is given by
Eq. (8), and ξ+0 ≈ 1.6nm has been estimated in the course
of the experiment. (For a molecular liquid the value of
ξ+0 is rather large and comparable to the one in nonionic
micelle solutions [60, 88].) Since the mean value of the
surface–to–surface distance D between the colloids is not
reported (most probably it was fluctuating during the
measurement), we choose D = 0.2µm, for which the to-
tal radial potential (electrostatic plus critical Casimir) is
found to exhibit a minimum (see Fig. 2(a) in Ref. [60]).
Because in the experiment the particles are not spheri-
cal, we estimate the effective radius to be R = 1.15µm.
This value is certainly smaller than the actual size of the
particles; however, for this effective radius the curvatures
of the surface at the closest points of the two particles
— within the Derjaguin approximation this region pro-
vides the most important contribution to the interaction
— are the same as in the experiment. The only param-
eter which cannot be reliably estimated is the effective
size θp of the patches; we have checked that in order to
obtain the same order of magnitude of the potential as
in Ref. [60], θp should be roughly between 30
◦ and 40◦.
We assume that the bending potential is generated
solely by the critical Casimir interaction, neglecting
a possibly inhomogeneous distribution of the surface
charge. Accordingly, fixing the surface–to–surface dis-
tance to its experimental equilibrium value allows us in
the following to not consider the electrostatic repulsion.
In order to calculate the effective potential, we put
two colloids in the configuration shown in Fig. 15(c). If
λ < 90◦−θp, one of the patches on each sphere is located
on the distant hemisphere and thus, within the Derjaguin
approximation, it does not participate in the mutual in-
teraction. This implies that the potential can be cal-
culated without introducing any modifications into our
single patch framework (as described in Sec. II). It is suf-
ficient to consider spherical particles with a single patch
of size θp in a configuration defined by β
∗
1 = −90◦ − λ,
β∗2 = 90
◦, and γ∗1 = 0.
We note that the measurements were done in the vicin-
ity of the lower critical demixing point, for which the
mixed phase is observed below the critical temperature.
Therefore, here the amplitude ξ+0 of the singular part of
the correlation length is associated with T < Tc.
In Fig. 15(d) the dependence of the critical Casimir
potential on the bending angle λ is plotted for various
temperatures below Tc (i.e., in the disordered phase) for
a patch size θp = 30
◦. This is our analogue of the ex-
perimental data presented in Fig. 2(c) in Ref. [60]. In
both systems the potential becomes stronger upon in-
creasing the bending angle λ; shifting the temperature
away from Tc reduces the growth of the bending poten-
tial as function of λ. This implies that λ = 0 is the
stable configuration with respect to rotations, and that
the bending stiffness grows upon lowering the temper-
ature below the critical point (i.e., into the disordered
phase). In contrast to the experimental results, the cal-
culated potential is not parabolic around λ = 0. Instead,
there is a singularity of type I and the function displays
a ‘V’ shape. As discussed in Sec. V, the latter is an ar-
tifact of the Derjaguin approximation. Therefore, in our
case the limit of the derivative limλ→0+ ∂Uc/∂λ is a suit-
able expression for the bending stiffness; we present a
plot of this quantity in Fig. 15(e). As in the experiment
(see the inset in Fig. 2(c) in Ref. [60]), the bending stiff-
ness decreases upon shifting the temperature away from
the critical point. We note that, because of the singular-
ity at λ = 0, our definition of the bending stiffness differs
significantly from the bending stiffness used in Ref. [60]
and therefore a detailed quantitative comparison is not
possible.
The analysis presented above allows us to conclude
that for the system under consideration the calculated
properties are in qualitative agreement with the experi-
mental data. The observed differences can be traced back
to artifacts of the Derjaguin approximation.
VII. CONCLUSIONS
We have studied the critical Casimir interaction be-
tween two identical patchy colloidal particles immersed
in a binary liquid mixture close to demixing. The surface
of the spherical colloids is chemically inhomogeneous in
that it prefers one component of the binary solvent ev-
erywhere, except for a circular patch of angular size θp,
where there is an affinity to the second component of the
binary mixture (see Fig. 2). When the mixture is close
to its critical demixing point, the critical Casimir inter-
action between colloids emerges. It is anisotropic due
to the inhomogeneous surface of the colloids and can be
tuned by varying the thermodynamic parameters of the
binary liquid mixture.
We have introduced the angles which, together with
the surface–to–surface distance D and the radius R of
the spheres, describe the relative configuration of the two
particles (see Fig. 1). Using these parameters, we have
formulated the scaling laws for the critical Casimir po-
tential, force, and torque (see Eqs. (14) and (16)). We
have derived the formulae which allow one to calculate
the scaling functions for the force and the torque from
that of the potential (see Eq. (A8)). This part of our
study is very general; it can be applied to particles of
arbitrary shapes and chemical surface patterns.
We have used the following method to calculate the
aforementioned universal scaling functions: First, the
scaling function for the critical Casimir interaction poten-
tial between two colloids has been calculated by applying
the Derjaguin approximation. Within this approxima-
tion, the scaling function for a nonelemental geometry is
expressed in terms of an integral over the relevant scal-
ing functions for the system in the slab geometry (see
Eq. (22)). Second, by numerical differentiation we have
derived the universal scaling functions for all components
of the forces and torques acting on both particles (see
Sec. IV). The validity and accuracy of this approach have
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been discussed in Sec. V. Among the artifacts of the Der-
jaguin approximation we have identified various nonan-
alyticities of the scaling functions constructed upon this
approximation (see Sec. IV D); their detailed analysis is
a prerequisite for accurate numerical calculations.
In Sec. VI, we have applied the above method of cal-
culation in order to study the critical Casimir potential,
force, and torque acting between two colloids for vari-
ous configurations and values of the relevant parameters.
The analysis has revealed a complex interaction which
can be tuned in a controlled way: The radial component
of the force can be either repulsive or attractive and there
can be a stable (i.e., with respect to radial shifts) position
for an arbitrary value of D (see Fig. 11). If in the ini-
tial configuration one of the colloidal particles is shifted
perpendicular to the radial direction, the magnitude of
the force counteracting the shift can be tuned by chang-
ing the angular size θp of the patches and the orientation
of the particles. Moreover, for large distances the force
can change sign (see Fig. 12). By varying the size of the
patch a similar tuning has been observed for the torque
(see Fig. 13).
Finally, we have performed a comparison of our results
for the angular dependence of the critical Casimir interac-
tion with available experimental data [60]. Even though
the dependence of the free energy on the bending an-
gle differs quantitatively between theory and experiment
(due to the singularities introduced by the Derjaguin ap-
proximation), the temperature dependence of the bend-
ing stiffness shows qualitative agreement (see Sec. VI E).
In order to gain further insight into critical Casimir in-
teractions between colloids with inhomogeneous surfaces,
it is necessary to study analogous systems by using a va-
riety of different techniques, such as Monte Carlo sim-
ulations or mean field theory. The comparison of such
independent results with those presented here would al-
low one to determine the actual interaction more accu-
rately. Moreover, the approach presented here allows one
to extend our techniques to more complicated shapes of
patches or to nonspherical colloids.
The results reported in this paper can also be used
to perform molecular dynamics simulations in order to
study clustering phenomena for patchy particles. Un-
fortunately, our numerical routines for calculating forces
and torques are not fast enough to be directly usable for
this purpose. Nevertheless, with additional efforts it is
possible to overcome this problem: The scaling function
for the potential U can be decomposed into its singular
and its nonsingular part. Using the results from Ap-
pendix C, it is possible to propose exact formulae for
the singular part, whereas the nonsingular part can be
expanded into a series of appropriate orthogonal basis
functions. The details of this procedure are beyond the
scope of the present study.
Appendix A: Forces and torques as derivatives of
the interaction potential
In order to present the method of deriving the forces
and torques we focus on the x component F
(1)
x of the scal-
ing function for the critical Casimir force acting on the
first particle. According to the definition of the potential,
the force acting on the first sphere is
ex · F(1)c = − lim
→0
[Uc (T,R,D,Ω
∗
 )− Uc (T,R,D,Ω)] /,
(A1)
where ex denotes the unit vector in the direction of the x
axis, and Ω∗ =
(
α∗1,, β
∗
1,, γ
∗
1,, α
∗
2,, β
∗
2,
)
and D are the
relative configuration and distance between the colloids,
respectively, after the first particle is shifted by the vector
w = ex. We note that in the process of deriving Ω
∗
 and
D, one can restrict the calculation to terms linear in .
When the first particle is shifted by the vector w,
its center is no longer in the origin. In order to reset
the system to the special configuration, we first trans-
late the whole system by the vector −w. This way,
the center of the first colloid is back at the origin, and
the center of the second colloid is at the point (−, r, 0).
Next, we apply the rotation T which puts the center of
the second particle back onto the y axis. In general,
T consists of a rotation around the z axis by the angle
ζz, = − arctan (/r) = −/r + O
(
2
)
and a rotation
around the y axis by the angle ζy, = ρ+ O
(
2
)
, where
the inverse length ρ is yet to be determined. The result-
ing matrix of the rotation is
T =
 1 /r ρ−/r 1 0
ρ 0 1
+ O (2) . (A2)
This transformation increases the distance between the
centers of the colloids from r to
(
2 + r2
)1/2
= r+O
(
2
)
.
Thus, up to the order linear in , the distance remains
unchanged:
D = D + O
(
2
)
. (A3)
We now investigate how the rotation T is changing
the relative rotational configuration Ω∗ of the colloids.
By using Eq. (1) the new rotational configuration of the
colloids can be written as
R
(
α∗1,, β
∗
1,, γ
∗
1,
)
= T · R (α1, β1, γ1) (A4a)
and
R
(
α∗2,, β
∗
2,, 0
)
= T · R (α2, β2, 0) , (A4b)
where we have put γ∗2, = 0. Comparing the last col-
umn of the matrices on the left– and right–hand side of
Eq. (A4b) and thereby using Eqs. (A2) and (1) we obtain
0 =  (ρ cosβ2 − 1/r sinβ2) , (A5a)
− sinβ∗2, = − sinβ2, (A5b)
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and
cosβ∗2, = cosβ2. (A5c)
For β2 6= ±90◦, the only solution of the above equations
is ρ = (tanβ2) /r and
β∗2, = β2 + O
(
2
)
. (A6a)
By comparing various elements of the matrices in
Eq. (A4), a straightforward calculation yields
α∗1, = α1 −
 cos γ1
r cosβ1
+ O
(
2
)
, (A6b)
β∗1, = β1 +
 sin γ1
r
+ O
(
2
)
, (A6c)
γ∗1, = γ1 −
cos γ1 tanβ1 − tanβ2
r
+ O
(
2
)
, (A6d)
and
α∗2, = α2 −

r cosβ2
+ O
(
2
)
, (A6e)
where we have additionally assumed that β1 6= ±90◦.
Inserting Eqs. (A3) and (A6) into Eq. (A1) leads to
ex · F(1)c =
cos γ1
r cosβ1
∂Uc
∂α1
− sin γ1
r
∂Uc
∂β1
+
cos γ1 tanβ1 − tanβ2
r
∂Uc
∂γ1
+
1
r cosβ2
∂Uc
∂α2
. (A7)
Finally, using Eqs. (14) and (16), after some algebra one
obtains the relation between the scaling function for the
potential and the scaling function for one of the compo-
nents of force:
F(1)x =
∆
2 + ∆
[
cos γ1
cosβ1
∂U
∂α1
− sin γ1 ∂U
∂β1
+ (cos γ1 tanβ1 − tanβ2) ∂U
∂γ1
+
1
cosβ2
∂U
∂α2
]
. (A8a)
The calculation above can be repeated for all compo-
nents of the forces and torques. Here, we skip the details
and provide only the final results:
F(1)y = −U+ ∆
∂U
∂∆
+ Θ
∂U
∂Θ
, (A8b)
F(1)z = −
∆
2 + ∆
(
sin γ1
cosβ1
∂U
∂α1
+ cos γ1
∂U
∂β1
+ sin γ1 tanβ1
∂U
∂γ1
+
∂U
∂β2
)
, (A8c)
F(2) = −F(1), (A8d)
T(1)x = −∆
(
sin γ1
cosβ1
∂U
∂α1
+ cos γ1
∂U
∂β1
+ sin γ1 tanβ1
∂U
∂γ1
)
, (A8e)
T(1)y = −∆
∂U
∂γ1
, (A8f)
T(1)z = −∆
(
cos γ1
cosβ1
∂U
∂α1
− sin γ1 ∂U
∂β1
+ cos γ1 tanβ1
∂U
∂γ1
)
, (A8g)
T(2)x = −∆
∂U
∂β2
, (A8h)
T(2)y = ∆
∂U
∂γ1
, (A8i)
and
T(2)z = ∆
(
tanβ2
∂U
∂γ1
− 1
cosβ2
∂U
∂α2
)
. (A8j)
A straightforward calculation shows that Eq. (A8) does
satisfy the relations in Eq. (15). Additionally, the ra-
dial component of the force, given by Eq. (A8b), has
been checked numerically to agree with the results ob-
tained from the Derjaguin approximation for the force
via Eq. (21).
The results for the force and the torque (Eq. (A8)) are
not valid in the special cases β1 = ±90◦ or β2 = ±90◦,
for which certain coefficients in Eq. (A8) diverge. A care-
ful investigation shows that in these cases the rotations
around the z and y axes are not independent. Moreover,
an infinitesimal rotation can lead to a non–infinitesimal
change of Ω∗ . Since in most cases it is sufficient to con-
sider β1 and β2 to be close but not equal to ±90◦, we
refrain from reporting the formulae for the force and the
torque in these special cases.
Appendix B: Scaling functions for the slab geometry
In this appendix we discuss the formulae for the scal-
ing functions ϑsm and ϑop for the critical Casimir force
in the slab geometry with same and opposite boundary
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conditions, respectively. In spatial dimension d = 3 these
functions are obtained by interpolating and extrapolat-
ing the data calculated numerically by using Monte Carlo
simulations [73] in such a way, that all the known prop-
erties of the scaling functions are fulfilled.
In our analysis we are using the formulae obtained by
A. Gambassi et al. [25, 89]. They were successfully ap-
plied in several distinct studies [26, 34, 51] but, the fitted
functions have not yet been documented in the literature.
The fit uses a scaling law for the critical Casimir force
which differs slightly from Eq. (6):
Fslabc (L, T ) /A =
kBTc
L3
Ps (x) , (B1)
where Ps is the scaling function and where the scaling
variable x =
(
L/ξ+0
)1/ν
t is linear in the reduced temper-
ature t. Thus the relation between the scaling functions
Ps and ϑs is given by
ϑs (ω) =
{Ps(ω1/ν) for ω > 0,
Ps
(
− |ω/Aξ|1/ν
)
for ω < 0,
(B2)
where Aξ is the ratio of the critical amplitudes of the
bulk correlation length (see Eq. (8)). The fitted shapes
of the scaling functions are as follows:
Psm (x) =

−1.5× (−x)3ν exp [−1.89× (−x)ν ] , for x < −12.424,
−8.3354× (5.5225− x)3ν exp [−1.89× (5.5225− x)ν ] , for − 12.424 6 x < 3,
−2.70476× (1.10236 + x)3ν exp [− (3.27051 + x)ν ] , for 3 6 x < 16.5737,
−1.51× x3ν exp (−xν) , for 16.5737 6 x,
(B3a)
and
Pop (x) =

1.2264× (7.398823− x)3ν exp [−0.6176× (7.3988− x)ν ] , for x < −2.14689,
5.410× (9.51489 + x)3ν exp [− (9.62878 + x)ν ] , for − 2.14689 6 x < 14.8399,
1.82× x3ν exp (−xν) , for 14.8399 6 x,
(B3b)
where the numerical coefficients have been chosen to re-
produce as good as possible the data marked as ‘(i)’ in
Figs. 9 and 10 in Ref. [73]. In the above formulae the
critical index ν has been assumed to be 0.63. The accu-
racy of this fit is discussed in Sec. IV A. We note that the
above forms of Psm and Pop exhibit the correct behaviors
[18] for x → ∞, x → −∞, and |x|  1; the functions
are continuous but have a slight jump of the derivative
at the gluing points.
Appendix C: Nonanalytic points of the interaction
potential
In this appendix we discuss the properties of the scal-
ing function for the critical Casimir potential U close to
the points where it is not analytic due to applying the
Derjaguin approximation in its present form.
In order to classify all possible nonanalyticities, it is
necessary to focus on the boundaries of the patches and
how they map onto the projection plane discussed in
Sec. III C. There are three relevant curves: the projec-
tion of the boundary of the patches on the first and sec-
ond particle, and the circumference of the circle Λ on the
projection plane. The nonanalyticities of U (∆,Θ,Ω∗)
appear in configurations for which at least two of these
curves are tangent. Here we elaborate on the three types
of singularities (type I, II, and III) which emerge if two of
the curves are tangent; other types of nonanalyticities,
categorized as type IV, are very rare and we refrain from
analyzing them.
1. Singularity of type I
The singularity of type I, as described in Sec. IV D, is
a characteristic ‘V’ shape of the potential, which appears
when two patches are in a mirror–symmetric configura-
tion.
For our detailed study, it is useful to introduce the
notation Js for the integrand in Eq. (22):
Js (θ, φ) =
∆ sin2 θ sinφ
[∆ + 2 (1− sin θ sinφ)]2 ϕs(θ,φ) (ωˆ) , (C1)
where ∆ and Θ are fixed, ‘s’ denotes the boundary condi-
tions (same or opposite), ϕs is defined via Eq. (9), and the
argument ωˆ of the scaling function is given by Eq. (20c).
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The formula in Eq. (22) for the scaling function U can
be transformed into
U (∆,Θ,Ω∗) =
∫
Λ
dθdφ Jsm (θ, φ) +
∫
Λop
dθdφ δJ (θ, φ) ,
(C2)
where we have introduced
δJ (θ, φ) = Jop (θ, φ)− Jsm (θ, φ) . (C3)
The sets Λ and Λop, as defined in Sec. III C, are
parametrized by the spherical coordinates 0 6 θ 6 pi
and 0 6 φ 6 pi on the first particle. In Eq. (C2), the
first term on the right–hand side is equal to the scaling
function for spheres without patches. Thus it depends
neither on the relative configuration Ω∗ nor on the size
θp of the patches. Therefore, the nonanalyticity of the
type I is produced by the second term in Eq. (C2).
If the patches on two spheres are exactly in a mirror–
symmetric configuration, Λop is an empty set. If one of
the spheres is slightly rotated, Λop has a ring–like shape
of variable thickness, following the circumferences of the
projection of the patches onto the projection plane. For
a more quantitative study, we assume that initially the
patches on the spheres are in a mirror–symmetric con-
figuration, opposite to each other, and that one of the
spheres is rotated (around a certain axis) by a small an-
gle σ. We denote as Λσop the region on the projection
plane corresponding to opposing boundary conditions in
the final configuration.
In the process of rotation, the circumference of the pro-
jection of the patch on the rotated sphere passes all points
of Λσop. The circumference can be smoothly parametrized
by θ = θ˜ (u, v) and φ = φ˜ (u, v), where u0 6 u 6 u1
parametrizes the points of the circumference of the patch
and 0 6 v 6 σ measures the rotation angle. We note that
before the rotation the circumferences of both patches are
given by θ˜ (u, 0) and φ˜ (u, 0), while after the rotation the
circumference of the patch on the rotating sphere is given
by θ˜ (u, σ) and φ˜ (u, σ).
The second integral in Eq. (C2) can now be rewritten
as ∫
Λop
dθdφ δJ (θ, φ) =
∫ u1
u0
du
∫ σ
0
dv δJ
(
θ˜ (u, v) , φ˜ (u, v)
)
×
∣∣∣∣∣∂θ˜∂u ∂φ˜∂v − ∂θ˜∂v ∂φ˜∂u
∣∣∣∣∣ signσ = |σ|
∫ u1
u0
du
∣∣∣∣∣∂θ˜∂u ∂φ˜∂v − ∂θ˜∂v ∂φ˜∂u
∣∣∣∣∣
× δJ
(
θ˜ (u, 0) , φ˜ (u, 0)
)
+ O
[
(σ)
2
]
, (C4)
where we have changed the variables of integration from
(θ, φ) to (u, v), and where we have expanded the result
for |σ|  1.
By using Eq. (C4), the expression for the scaling func-
tion in Eq. (C2) can be written as
U (∆,Θ,Ω∗) = C1 + C2 |σ|+ O
[
(σ)
2
]
, (C5)
where C1 and C2 are parameters which do not depend
on σ. This explains the observed characteristic ‘V’ shape
of the potential, and proves that the derivative of U with
respect to σ does not exist for σ = 0 and its left and right
limits have the same absolute value but different signs.
2. Singularity of type II
The singularity of type II appears if on the projection
plane the circumferences of the patches are tangent in
a single point. In order to describe these situations, we
have introduced the overlap angle ζ IIoverlap (see Eq. (29)).
In order to study the scaling function for the potential in
more detail, we decompose the integral in Eq. (22):
U (∆,Θ,Ω∗) =
∫
Λ
dθdφ Jsm (θ, φ) +
∫
Λ1
dθdφ δJ (θ, φ)
+
∫
Λ2
dθdφ δJ (θ, φ)− 2
∫
Λ++
dθdφ δJ (θ, φ) , (C6)
where we have introduced the sets Λ1 = Λ++ ∪Λ+− and
Λ2 = Λ−+ ∪Λ++ which are the images on the projection
plane of the patch on the first and the second particle,
respectively. In the above equation, the integrand Jsm
is given by Eq. (C1) and δJ by Eq. (C3). The variables
0 6 θ 6 pi and 0 6 φ 6 pi are the spherical coordinates
on the first particle and parametrize the set Λ on the
projection plane.
The first term on right–hand side of Eq. (C6) describes
the interaction of two spheres without patches, the sec-
ond and the third term depend only on the position of
the patch on one of the spheres. Since the nonanalyticity
of type II depends on the position of both patches (via
the overlap angle ζ IIoverlap), it can only appear in the last
term on the right–hand side of Eq. (C6):
UII = −2
∫
Λ++
dθdφ δJ (θ, φ) . (C7)
If ζ IIoverlap < 0, the patches do not overlap, Λ++ is the
empty set, and UII = 0. For 0 < ζ
II
overlap  1, the area
of overlap is small and the integral in Eq. (C7) can be
approximated by
UII ≈ −2δJ (θ0, φ0)
∫
Λ++
dθdφ, (C8)
where θ0 and φ0 are the coordinates on the projec-
tion plane of the point at which the projections of both
patches are tangent for ζ IIoverlap = 0. After some calcula-
tion, one obtains
UII = − 8
3 sin θ0
√
tan θp δJ (θ0, φ0)
(
ζ IIoverlap
)3/2
+ O
[(
ζ IIoverlap
)5/2]
. (C9)
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By using Eqs. (C6) and (C9), for
∣∣∣ζ IIoverlap∣∣∣ 1 one finds
U (∆,Θ,Ω∗) = C3 + C4ζ IIoverlap
+ C5
(
ζ IIoverlap
)3/2
ΘH
(
ζ IIoverlap
)
+ O
[(
ζ IIoverlap
)2]
,
(C10)
which is in full agreement with Eq. (31). In the above
equation, ΘH (x) is the Heaviside step function. C3, C4,
and C5 are parameters which do not depend on ζ
II
overlap.
The values of C3 and C4 are determined by first three
terms in Eq. (C6), and
C5 = − 8
3 sin θ0
√
tan θp δJ (θ0, φ0) (C11)
is produced solely by the last term in Eq. (C6).
3. Singularity of type III
The singularity of type III occurs when the projection
of the edge of one of the patches is tangent to the bor-
der of the circle Λ. This can happen in two different
instances: (i) The patch is fully located on the hemi-
sphere that is not participating in the interaction and,
upon rotation, a part of it is moving towards the inter-
acting hemisphere. (ii) The patch is fully located on the
interacting hemisphere and the rotation moves a part of
it to the other hemisphere.
Like in the previous case of the nonanalyticity of type
II, the area of the relevant part of the patch is propor-
tional to
(
ζ IIIoverlap,i
)3/2
, where the overlap angle ζ IIIoverlap,i
is defined in Eq. (32). It is possible to derive the ex-
pansion of the singular term in the interaction poten-
tial around the singularity. The result is very similar to
Eq. (C9). Since for any of the limits θ, φ→ 0, pi we have
δJ (θ, φ) / sin θ → 0, unlike the previous case, the lead-
ing order term in the expansion vanishes and, therefore,
the next term, proportional to
(
ζ IIIoverlap,i
)5/2
, dominates.
Since this nonanalyticity is very weak, for our purposes
a more detailed analysis is not necessary.
4. Singularities of type IV
All the other possible nonanalyticities require a special
configuration according to which all three curves in the
projection plane (i.e., the projection of the edges of the
two patches and the circumference of the circle Λ) must
meet in one point. In order to reach such a configuration,
one has to tune all three angles, which makes these non-
analyticities rare. Moreover, the type of nonanalyticity
detectable in the plots depends on how the parameters
are changed. We note that, unlike for singularities of
other types, the curves do not have to be tangent.
One of the possible situations, in which singularities
of type IV become manifest, is presented in Fig. 14. In
this case, the projections of the edges of the two patches
are tangent at a point which is on the circumference of
the circle Λ. As discussed in Sec. VI D, in this case the
scaling function for the potential as a function of γ1 is
continuous, has a continuous first derivative, but exhibits
a jump in the second derivative.
A detailed analysis of all possible cases is quite compli-
cated and, because all these nonanalyticities are artifacts
of the Derjaguin approximation, goes beyond the scope
of the present study.
[1] R. Brown, Phil. Mag. Ser. 2, 4, 161 (1828).
[2] A. Einstein, Ann. Phys. (Leipzig) 322, 549 (1905).
[3] J. Perrin, Ann. Chim. Phys. 18, 5 (1909).
[4] H. N. W. Lekkerkerker and R. Tuinier, Colloids and the
Depletion Interaction, Lecture Notes in Physics, Vol. 833
(Springer, Dordrecht, 2011).
[5] A. B. Pawar and I. Kretzschmar, Macromol. Rapid
Comm. 31, 150 (2010).
[6] Y. Liang, N. Hilal, P. Langston, and V. Starov, Adv.
Colloid Interface Sci. 134–135, 151 (2007).
[7] G.-R. Yi, D. J. Pine, and S. Sacanna, J. Phys.: Condens.
Matter 25, 193101 (2013).
[8] H. Bunjes, J. Phar. Pharmacol. 62, 1637 (2010).
[9] M. Fanun, Colloids in Drug Delivery, Surfactant Science
(CRC Press, Boca Raton, 2016).
[10] M. N. Popescu, W. E. Uspal, A. Domı´nguez, and S. Diet-
rich, Acc. Chem. Res. 51, 2991 (2018).
[11] H. Toulhoat and J. Lecourtier, eds., Physical Chemistry
of Colloids and Interfaces in Oil Production, Collection
Colloques et se´minaires No. 50 (Editions Technip, Paris,
1992).
[12] F. Caruso, Colloids and Colloid Assemblies: Synthe-
sis, Modification, Organization and Utilization of Colloid
Particles (Wiley–VCH, Weinheim, 2006).
[13] M. E. Fisher and P.-G. de Gennes, C. R. Acad. Sci. Ser.
B 287, 207 (1978).
[14] A. Macio lek and S. Dietrich, Rev. Mod. Phys. 90, 045001
(2018).
[15] H. B. G. Casimir, in Proc. K. Ned. Akad. Wet.,
Vol. 51 (1948) p. 793, online avaliable at the
KNAW digital library, http://www.dwc.knaw.nl/DL/
publications/PU00018547.pdf.
[16] L. P. Kadanoff, in Phase Transitions and Critical Phe-
nomena, Vol. 5A, edited by C. Domb and M. S. Green
(Academic Press, London, 1976) p. 1.
[17] J. G. Brankov, D. M. Danchev, and N. S. Tonchev, The-
ory of Critical Phenomena in Finite–size Systems: Scal-
ing and Quantum Effects, Series in Modern Condensed
Matter Physics (World Scientific, Singapore, 2000).
[18] M. Krech, The Casimir Effect in Critical Systems (World
Scientific, Singapore, 1994).
[19] M. Krech and S. Dietrich, Phys. Rev. A 46, 1886 (1992).
29
[20] M. Krech and S. Dietrich, Phys. Rev. A 46, 1922 (1992).
[21] T. W. Burkhardt and E. Eisenriegler, Phys. Rev. Lett.
74, 3189 (1995); Phys. Rev. Lett. 78, 2867 (1997).
[22] E. Eisenriegler and U. Ritschel, Phys. Rev. B 51, 13717
(1995).
[23] A. Hanke, F. Schlesener, E. Eisenriegler, and S. Dietrich,
Phys. Rev. Lett. 81, 1885 (1998).
[24] F. Schlesener, A. Hanke, and S. Dietrich, J. Stat. Phys.
110, 981 (2003).
[25] A. Gambassi, A. Macio lek, C. Hertlein, U. Nellen,
L. Helden, C. Bechinger, and S. Dietrich, Phys. Rev.
E 80, 061143 (2009).
[26] M. Tro¨ndle, S. Kondrat, A. Gambassi, L. Harnau, and
S. Dietrich, J. Chem. Phys. 133, 074702 (2010).
[27] M. T. Dang, A. V. Verde, V. D. Nguyen, P. G. Bolhuis,
and P. Schall, J. Chem. Phys. 139, 094903 (2013).
[28] T. G. Mattos, L. Harnau, and S. Dietrich, J. Chem.
Phys. 138, 074704 (2013).
[29] M. Hasenbusch, Phys. Rev. E 87, 022130 (2013).
[30] T. F. Mohry, S. Kondrat, A. Macio lek, and S. Dietrich,
Soft Matter 10, 5510 (2014).
[31] O. A. Vasilyev, Phys. Rev. E 90, 012138 (2014).
[32] J. R. Edison, N. Tasios, S. Belli, R. Evans, R. van Roij,
and M. Dijkstra, Phys. Rev. Lett. 114, 038301 (2015).
[33] H. Hobrecht and A. Hucht, Phys. Rev. E 92, 042315
(2015).
[34] M. Labbe´–Laurent and S. Dietrich, Soft Matter 12, 6621
(2016).
[35] N. Tasios, J. R. Edison, R. van Roij, R. Evans, and
M. Dijkstra, J. Chem. Phys. 145, 084902 (2016).
[36] S. Kondrat, L. Harnau, and S. Dietrich, J. Chem. Phys.
126, 174902 (2007).
[37] S. Kondrat, L. Harnau, and S. Dietrich, J. Chem. Phys.
131, 204902 (2009).
[38] T. Emig, A. Hanke, R. Golestanian, and M. Kardar,
Phys. Rev. A 67, 022114 (2003).
[39] O. A. Vasilyev, E. Eisenriegler, and S. Dietrich, Phys.
Rev. E 88, 012137 (2013).
[40] M. Labbe´–Laurent, M. Tro¨ndle, L. Harnau, and S. Diet-
rich, Soft Matter 10, 2270 (2014).
[41] G. Bimonte, T. Emig, and M. Kardar, Phys. Lett. B
743, 138 (2015).
[42] A. Macio lek, O. Vasilyev, V. Dotsenko, and S. Dietrich,
Phys. Rev. E 91, 032408 (2015).
[43] M. Tro¨ndle, L. Harnau, and S. Dietrich, J. Phys.: Con-
dens. Matter 27, 214006 (2015).
[44] R. Garcia and M. H. W. Chan, Phys. Rev. Lett. 83, 1187
(1999).
[45] A. Mukhopadhyay and B. M. Law, Phys. Rev. Lett. 83,
772 (1999).
[46] A. Mukhopadhyay and B. M. Law, Phys. Rev. E 62, 5201
(2000).
[47] R. Garcia and M. H. W. Chan, Phys. Rev. Lett. 88,
086101 (2002).
[48] A. Ganshin, S. Scheidemantel, R. Garcia, and M. H. W.
Chan, Phys. Rev. Lett. 97, 075301 (2006).
[49] M. Fukuto, Y. F. Yano, and P. S. Pershan, Phys. Rev.
Lett. 94, 135702 (2005).
[50] S. Rafa¨ı, D. Bonn, and J. Meunier, Physica A 386, 31
(2007).
[51] C. Hertlein, L. Helden, A. Gambassi, S. Dietrich, and
C. Bechinger, Nature 451 (2008).
[52] F. Soyka, O. Zvyagolskaya, C. Hertlein, L. Helden, and
C. Bechinger, Phys. Rev. Lett. 101, 208301 (2008).
[53] D. Bonn, J. Otwinowski, S. Sacanna, H. Guo, G. Weg-
dam, and P. Schall, Phys. Rev. Lett. 103, 156101 (2009).
[54] M. Tro¨ndle, O. Zvyagolskaya, A. Gambassi, D. Vogt,
L. Harnau, C. Bechinger, and S. Dietrich, Mol. Phys.
109, 1169 (2011).
[55] S. J. Veen, O. Antoniuk, B. Weber, M. A. C. Potenza,
S. Mazzoni, P. Schall, and G. H. Wegdam, Phys. Rev.
Lett. 109, 248302 (2012).
[56] P. B. Shelke, V. D. Nguyen, A. V. Limaye, and P. Schall,
Adv. Mater. 25, 1499 (2013).
[57] V. D. Nguyen, S. Faber, Z. Hu, G. H. Wegdam, and
P. Schall, Nat. Comm. 4, 1584 (2013).
[58] S. Paladugu, A. Callegari, Y. Tuna, L. Barth, S. Dietrich,
A. Gambassi, and G. Volpe, Nat. Comm. 7 (2016).
[59] V. D. Nguyen, M. T. Dang, T. A. Nguyen, and P. Schall,
J. Phys.: Condens. Matter 28, 043001 (2016).
[60] T. A. Nguyen, A. Newton, S. J. Veen, D. J. Kraft, P. G.
Bolhuis, and P. Schall, Adv. Mater. 29, 1700819 (2017).
[61] P. G. de Gennes, Rev. Mod. Phys. 64, 645 (1992).
[62] J. S. Oh, S. Lee, S. C. Glotzer, G.-R. Yi, and D. J. Pine,
Nat. Comm. 10, 3936 (2019).
[63] M. Sprenger, F. Schlesener, and S. Dietrich, Phys. Rev.
E 71, 056125 (2005).
[64] M. Sprenger, F. Schlesener, and S. Dietrich, J. Chem.
Phys. 124, 134703 (2006).
[65] M. Tro¨ndle, S. Kondrat, A. Gambassi, L. Harnau, and
S. Dietrich, EPL 88, 40004 (2009).
[66] P. Nowakowski and M. Napio´rkowski, J. Chem. Phys.
144, 214703 (2016).
[67] P. Weiss, J. Phys. Theor. Appl. 6, 661 (1907).
[68] B. Derjaguin, Kolloid–Zeitschrift 69, 155 (1934).
[69] L. Onsager, Phys. Rev. 65, 117 (1944).
[70] P. G. de Gennes, Rev. Mod. Phys. 71, S374 (1999).
[71] J. Hu, S. Zhou, Y. Sun, X. Fang, and L. Wu, Chem. Soc.
Rev. 41, 4356 (2012).
[72] A. Pelissetto and E. Vicari, Phys. Rep. 368, 549 (2002).
[73] O. Vasilyev, A. Gambassi, A. Macio lek, and S. Dietrich,
Phys. Rev. E 79, 041142 (2009); Phys. Rev. E 80, 039902
(2009).
[74] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth,
A. H. Teller, and E. Teller, J. Chem. Phys. 21, 1087
(1953), https://doi.org/10.1063/1.1699114.
[75] J. Israelachvili, Intermolecular and Surface Forces, 3rd
ed. (Academic Press, London, 2011).
[76] Z. Adamczyk and P. Weron´ski, Adv. Colloid Interface
Sci. 83, 137 (1999).
[77] S. N. Thennadil and L. H. Garcia-Rubio, J. Colloid In-
terface Sci. 243, 136 (2001).
[78] M. Oettel, Phys. Rev. E 69, 041404 (2004).
[79] S. Rentsch, R. Pericet-Camara, G. Papastavrou, and
M. Borkovec, Phys. Chem. Chem. Phys. 8, 2531 (2006).
[80] Z. Borjan and P. J. Upton, Phys. Rev. Lett. 101, 125702
(2008).
[81] P. J. Upton and Z. Borjan, Phys. Rev. B 88, 155418
(2013).
[82] B. Gough, GNU Scientific Library Reference Manual
(Network Theory Ltd., 2009).
[83] Wolfram Research, Inc., Mathematica, Version 11.3,
Champaign, IL, 2018.
[84] C. Bauer, T. Bieker, and S. Dietrich, Phys. Rev. E 62,
5324 (2000).
[85] C. D. Willett, M. J. Adams, S. A. Johnson, and J. P.
Seville, Langmuir 16, 9396 (2000).
[86] A. Malijevsky´ and A. O. Parry, Phys. Rev. E 92, 022407
30
(2015).
[87] S. G. Stuij, M. Labbe´-Laurent, T. E. Kodger, A. Ma-
cio lek, and P. Schall, Soft Matter 13, 5233 (2017).
[88] I. Mart´ınez, C. Devailly, A. Petrosyan, and S. Ciliberto,
Entropy 19, 77 (2017).
[89] A. Gambassi, private communication (2019).
