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2Re´sume´
Soit une famille de couples (ft, Xt)t∈J , ou` J est un intervalle, ft
est une fonction lisse a` valeurs re´elles de´finie sur une varie´te´ lisse
et compacte V , et Xt est un pseudo-gradient associe´ a` la fonction
ft. L’objet de ce me´moire est l’e´tude des bifurcations subies par les
complexes de Morse associe´s a` ces couples. Deux approches sont
utilise´es : l’e´tude directe des bifurcations et l’approche par homo-
topie. On montre que finalement ces deux approches permettent
d’obtenir les meˆmes re´sultats d’un point de vue fonctoriel.
Mots-cle´s : The´orie de Morse, Homotopie, Bifurcation, Sin-
gularite´, Naissance, Mort, Glissement d’Anse.
3Abstract
Let (ft, Xt)t∈J be a family of pairs, where J is an interval,
ft is a smooth real-valued Morse function defined on a smooth
compact manifold V , and Xt is a pseudo-gradient field associated
to ft. The purpose of this master thesis is to study the bifurca-
tions undergone by the associated Morse complexes. Two ways
are used to reach this result : the direct study of the bifurcations
and the continuation method. We prove that the two methods
produce the same results from a functorial point of view.
Key-words : Morse Theory, Continuation, Bifurcation, Sin-
gularity, Birth, Death, Handle-Slide.
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Chapitre 1
Introduction
Ce me´moire a pour objet l’e´tude d’objets mathe´matiques lie´s a` la the´orie
de Morse. Les applications e´tudie´es seront toutes lisses et les varie´te´s seront
toujours choisies lisses, se´parables et compactes.
La the´orie de Morse a commence´ par l’e´tude du comportement de cer-
taines fonctions bien choisies de´finies sur des varie´te´s. L’e´tude de ces fonctions
nous permet d’obtenir des informations sur la topologie de la varie´te´. Il s’agit
des fonctions de Morse. Ces fonctions posse`dent des points critiques qu’on dit
non-de´ge´ne´re´s, et le Lemme de Morse nous donne la forme locale de la fonc-
tion en ces points (voir [1]). Chaque point critique rec¸oit un chiffre (appele´
indice) nous donnant le comportement local de la fonction autour de ce point.
Sur la Figure 1.1, on peut voir diffe´rents exemples de varie´te´s munies
d’une fonction de Morse. On peut apercevoir par exemple, que la forme lo-
cale de la hauteur sur ces trois varie´te´s est la meˆme pour tous les maximums.
Figure 1.1 – Trois surfaces sont repre´sente´es sur cette figure. La Sphe`re S2, le Tore
T 2, et une sphe`re le´ge`rement de´forme´e [2]
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Cela s’explique par le fait que chaque maximum posse`de le meˆme indice. Une
autre remarque qui de´coule de l’observation de ces trois dessins est que la
topologie de la varie´te´ change lorsque l’on franchit un point critique.
Cette remarque est en fait un the´ore`me prouve´ dans [3] par J.Milnor.
Entre deux points critiques la topologie de la varie´te´ ne change pas, cepen-
dant lorsque l’on traverse un point critique, la varie´te´ aura le meˆme type
d’homotopie que le niveau infe´rieur auquel on aura ajoute´ une cellule dont la
dimension de´pend de l’indice du point critique traverse´. Les varie´te´s (com-
pactes) apparaissent alors comme des CW-complexes.
A` partir de cette dernie`re remarque, il semble naturel de vouloir utiliser
cette structure pour construire un complexe de chaˆınes. Le complexe associe´
s’appelle le complexe de ”Morse”ou ”Morse-Smale”, ou encore ”Morse-Witten”
du nom des diffe´rents mathe´maticiens qui ont contribue´ a` sa construction. Ce
complexe permet de connecter les points critiques d’une fonction de Morse
en comptant les lignes d’un flot associe´ a` un champ de vecteurs particulier
qu’on appelle pseudo-gradient. Afin de ve´rifier que le morphisme de bord de
ce complexe ∂ ve´rifie bien ∂2 = 0, il est ne´cessaire que le pseudo-gradient res-
pecte une condition de transversalite´ appele´e ”la condition de Smale”. Avec
cette condition, on peut montrer que lorsque l’on compte les lignes de flot
connectant deux points critiques dont les indices diffe`rent de 2, on compte
en fait les points du bord d’une varie´te´ oriente´e de dimension 1. Cela est fait
en de´tail dans [2] ou [4]. Graˆce a` cela, le complexe de Morse est bien de´fini.
Dans ce me´moire, lorsque la fonction f du couple (f,X) sera une fonction
de Morse et que le couple (f,X) ve´rifiera la condition de Smale, on dira que
(f,X) ve´rifie les conditions de Morse-Smale.
Cette construction est tre`s utile puisque, sur une varie´te´ (compacte et
lisse) V , il est toujours possible de construire un couple (f,X) ve´rifiant les
conditions de Morse-Smale. Ainsi, on peut toujours de´finir un complexe de
Morse et calculer l’homologie associe´e.
L’homologie est une proprie´te´ intrinse`que de la varie´te´. Par conse´quent,
le choix du couple (f,X) ne joue un roˆle que pour le complexe de Morse.
Par exemple, en observant les deux sphe`res de la Figure 1.1, on voit bien
qu’on pourrait avoir sur une sphe`re S2 le´ge`rement modifie´e autant de points
critiques que l’on veut. Toutefois, pour passer de la sphe`re S2 classique a` la
sphe`re S2 de´forme´e il est ne´cessaire de passer par des e´tapes bien spe´cifiques
ou` le complexe de Morse change de fac¸on discontinue, on les appelle des bi-
9furcations.
Dans ce me´moire, on va e´tudier en de´tail l’e´volution du complexe de Morse
lors de ces bifurcations. Pour cela, on observera les changements de ce com-
plexe lorsqu’on parcourra une famille de couples a` un parame`tre (ft, Xt), ou`
ft est une fonction de´finie sur une varie´te´ V et Xt un pseudo-gradient associe´.
Ge´ne´riquement, ces chemins posse`dent des proprie´te´s bien particulie`res
qu’on mettra en e´vidence dans ce me´moire. Ainsi, dans le Chapitre 5 on
montre que pour un couple (ft, Xt) (tel que de´crit plus haut), de fac¸on ge´ne´-
rique, il n’existe qu’un nombre fini d’instants : t1, t2,... ou` (fti , Xti) ne ve´rifie
pas les conditions de Morse-Smale. De plus, lorsque cela se produit, ou bien
fti n’est pas de Morse et a une singularite´ cubique, ou bien Xti ne ve´rifie pas
la condition de Smale, et on observe un glissement d’anse lorsque t = ti.
L’e´tude de ces singularite´s permet de comprendre l’e´volution du com-
plexe de Morse associe´ lorsqu’elles se produisent. Ainsi, lors de la singularite´
cubique, une paire de points critiques relie´s entre eux par une ligne de flot
va apparaˆıtre ou disparaˆıtre, et parfois d’autres lignes de flots seront modi-
fie´es. Lors du glissement d’anse, des lignes de flots seront e´galement change´es.
Graˆce a` la caracte´risation des changements du complexe de Morse lors
de ces bifurcations, il devient inte´ressant de re´fle´chir a` ce proble`me du point
de vue des cate´gories. En effet, les re´sultats obtenus nous permettent de
construire un foncteur entre la cate´gorie de´finie ci-dessous, et la cate´gorie
des complexes de chaˆınes :
De´finition 1.0.1. Pour V une varie´te´ compacte de dimension n, on de´fi-
nit la cate´gorie MOR de la fac¸on suivante. Les objets de MOR sont les
couples (f,X) constitue´s d’une fonction e´tage´e a` valeurs re´elles de´finie sur
V , et d’un pseudo-gradient adapte´ X tel que (f,X) respecte les conditions de
Morse-Smale. Soient (f0, X0) et (f1, X1) deux objets de la cate´gorie MOR.
Soit une famille (gt, Yt), lisse en t pour t ∈ [0, r], avec r > 0, ou` les gt sont
des fonctions e´tage´es a` valeurs re´elles de´finies sur V munies d’un pseudo-
gradient adapte´ Yt, et telle que (g0, Y0) = (f0, X0) et (gr, Yr) = (f1, X1). On
impose e´galement les conditions suivantes sur la famille (gt, Yt) :
- Il existe ǫ > 0 tel que pour t dans [0, ǫ] ∪ [r − ǫ, r], (gt, Yt) est constante
- Pour presque tous t dans [0, r] sauf en quelques instants ti, avec i = 1..n
ou` n ∈ N, (gt, Yt) ve´rifie les conditions de Morse-Smale. Enfin, en t = ti :
- soit Xti ve´rifie la condition de Smale et gti n’est pas de Morse, et on
observe une naissance/mort comme dans la Proposition 5.1.2
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- soit gti est de Morse et Xti ne ve´rifie pas la condition de Smale, et
on observe une perte de transversalite´ comme dans la Propositon 5.1.5
Alors, pour des familles (gt, Yt) qui ve´rifient toutes ces conditions, les
morphismes de la cate´gorie MOR entre les objets (f0, X0) et (f1, X1) seront
les classes d’e´quivalence de la relation suivante :
[(gt, Yt)t∈[0,r]] = [(ht, Zt)t∈[0,s]] ⇔ (g0, Y0) = (h0, Z0) et (gr, Yr) = (hs, Zs)
La loi de composition entre deux morphismes sera simplement une connexion
des deux chemins.
On obtient un foncteur covariant, et on le nommera Fbif .
L’e´tude directe des bifurcations n’est pas imme´diate et requiert plusieurs
re´sultats forts de transversalite´ avec et sans contraintes. Il est donc inte´ressant
d’e´tudier le meˆme proble`me avec une approche plus simple a` construire : la
me´thode des homotopies. On e´tudie toujours des couples (ft, Xt), mais cette
fois on va e´tudier le proble`me sur V ×I, ou` I est un intervalle re´el. Ici, graˆce a`
l’ajout d’une fonction pertinente, et sans modifier les complexes C0 et C1, on
va pouvoir construire un complexe de Morse pour la varie´te´ V × I, et utiliser
la diffe´rentielle pour e´tudier les diffe´rences entre C0 et C1. Cette me´thode
permet aussi de construire un foncteur qu’on nommera Fhom, mais cette fois,
il partira de la cate´gorie MOR et aura ses valeurs dans la cate´gorie CH
de´finie ci-dessous :
De´finition 1.0.2. On appelle CH la cate´gorie dont les objets sont des com-
plexes de chaˆınes et les morphismes entre deux complexes (C0, ∂0) et (C1, ∂1)
seront les classes [φ], ou` φ est un morphisme de complexe de chaˆınes entre
(C0, ∂0) et (C1, ∂1), et [φ] = [ψ] si et seulement si il existe une homotopie
entre φ et ψ.
Le re´sultat principal de ce me´moire, de´montre´ au chapitre 6, est que
Fhom = Fbif . Ainsi, bien que l’approche par homotopie soit plus simple a`
construire, on obtient le meˆme foncteur qu’avec l’e´tude directe des bifurca-
tions.
Pour parvenir a` prouver ce re´sultat, on commencera dans un premier
temps par rappeler diffe´rents re´sultats sur les fonctions de Morse. Puis, on
introduira le concept de pseudo-gradient et la condition de Smale. Apre`s avoir
prouve´ le caracte`re ge´ne´rique de la condition de Smale on de´finira le com-
plexe de Morse. On prouvera alors les diffe´rents re´sultats de transversalite´
ne´cessaires a` l’e´tude directe des bifurcations. Une fois ces the´ore`mes obtenus
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on pourra de´tailler de fac¸on pre´cise la forme exacte des bifurcations rencon-
tre´es par des familles ge´ne´riques de couples (ft, Xt). Enfin, on e´tudiera ces
meˆmes bifurcations graˆce a` l’approche par homotopie pour pouvoir ensuite
comparer les re´sultats obtenus du point de vue des cate´gories.
Chapitre 2
Fonctions de Morse
Afin de de´finir ce qu’est le complexe de Morse nous avons besoin d’intro-
duire la notion de fonction de Morse. Dans cette partie on pre´sentera cette
notion ainsi que quelques re´sultats associe´s aux fonctions de Morse. Les re´-
sultats et les preuves pre´sente´s dans ce chapitre proviennent de [3], [2], et [5].
Soit V une varie´te´, et soit f une fonction a` valeurs re´elles de´finie sur
V compacte. On notera df la diffe´rentielle de f , c’est une 1-forme. On a :
f : V → R et df : V → T ∗V .
De´finition 2.0.3. Un point critique de f est un point x de V tel que df(x)
soit la forme line´aire nulle. Un point x qui n’est pas critique est dit re´gulier.
Enfin, une valeur prise par f en un point critique/re´gulier est appele´e une
valeur critique/re´gulie`re.
Soit X et Y deux vecteurs tangents a` V en un point critique x de la
fonction f . On pose :
d2fx(X,Y ) = X(Y˜x(f)).
ou` Y˜ est un prolongement local de Y . Comme X et Y ve´rifient :
X(Y˜x(f))− Y (X˜x(f)) = [X˜, Y˜ ]x(f) = df(x)([X,Y ]) = 0
cette forme est biline´aire et bien de´finie puisque qu’elle ne de´pend pas du
prolongement de Y .
De´finition 2.0.4. On dit qu’un point critique x est non-de´ge´ne´re´ si cette
forme est non-de´ge´ne´re´e. Une fonction qui n’a que des points critiques non-
de´ge´ne´re´s est une fonction de Morse.
Remarque 2.0.5. On remarque rapidement que dans une carte cela revient
a` dire que la hessienne de f au point x est inversible.
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A` un point critique non-de´ge´ne´re´, on peut associer un nombre qu’on ap-
pelera son indice. C’est une caracte´ristique importante du point critique car
on verra qu’elle contient des donne´es sur le comportement de la fonction, et
sur la ge´ome´trie de la varie´te´ autour du point.
De´finition 2.0.6. On de´finit l’indice du point critique x, comme la dimen-
sion maximale d’un espace vectoriel sur lequel la hessienne de f en x est
de´finie ne´gative.
Remarque 2.0.7. L’indice est bien de´fini puisqu’il ne de´pend pas de la carte.
En effet cela vient directement de la loi d’inertie de Sylvester.
Exemple 2.0.8. Par exemple, pour f(x, y, z) = x2 + y2 − z2, de´finie sur
[−1, 1]3, l’indice de (0, 0, 0) (qui est non-de´ge´ne´re´) est 1.
Un autre exemple, de´fini sur une surface, est f(x, y) = y.sin(x). Apre`s calcul,
on voit que (0, 0) est non de´ge´ne´re´, et que son indice est 1.
Figure 2.1 – Diffe´rents exemples de points critiques non-de´ge´ne´re´s sur des surfaces
et leur indice. [6]
Les fonctions de Morse sont des objets assez communs. En effet, pour
toute varie´te´ qui se plonge dans Rn on peut en de´finir une infinite´.
Proposition 2.0.9. Soit V une sous-varie´te´ de Rn. Alors pour presque tout
point p de Rn, la fonction
fp : V → R
x 7→ ||x− p||2
est une fonction de Morse
De´monstration. Voir [2] page 18.
Un re´sultat tre`s fort sur les fonctions de Morse concerne la forme locale de
la fonction autour de ses points critiques. En effet, on peut toujours trouver
un syste`me de coordonne´es locales telles que f soit localement une forme
quadratique diagonalise´e. Dans la suite on appelera ”Carte de Morse” un tel
syste`me de coordonne´es.
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The´ore`me 2.0.10. (Lemme de Morse) Soit f une fonction a` valeurs re´elles
de´finie sur une varie´te´ de dimension n. Si a est un point critique non-
de´ge´ne´re´ d’indice k de la fonction f , alors il existe un syste`me local de coor-
donne´es au voisinage de a dans lequel f s’e´crit :
f(x) = f(a)− x21 − ...− x
2
k + x
2
k+1 + ...+ x
2
n
De´monstration. Cette preuve est tire´e de [5] page 2. Sans perte de ge´ne´ralite´,
on peut prendre a = (0, ..., 0). On pose q(x) la hessienne de f en x. La` aussi,
sans perte de ge´ne´ralite´, on suppose qu’elle est diagonalise´e. On a alors dans
un voisinage de a :
f(x) = f(a) + q(x) +O(||x||3)
On cherche un diffe´omorphisme local de (Rn, 0) qu’on appelera φ, tel que :
f ◦ φ = q
On utilise la me´thode du chemin. C’est a` dire qu’on cherche a` re´soudre le
proble`me suivant : pour t ∈ [0, 1], on pose ft = (1 − t)q + tf , et on cherche
une famille de diffe´omorphismes locaux φt de (R
n, 0) lisses en t, tels que :
ft ◦ φt = q (1)
pour tout t ∈ [0, 1]. On a φ0 = Id. On aura re´solu le proble`me initial en
utilisant φ1. Soit Xt, le champ de vecteur ge´ne´rateur infinite´simal de φt :
φ˙t = Xt ◦ φt
Comme φt(0) = 0 pour tout t, en de´rivant on obtient que Xt(0) = 0. Puis,
en de´rivant l’e´quation (1), on obtient :
(f˙t +Xt · dft) ◦ φt = 0
En composant par l’inverse de φt a` droite et en tenant compte de la de´finition
de ft on obtient :
f − q + dft ·Xt = 0 (2)
Mais comme f − q s’annule a` l’ordre 1 il est possible, avec un de´veloppement
limite´ avec reste inte´gral, de trouver un champ de vecteurs Y qui s’annule a`
l’origine tel que :
f − q + dq · Y = 0
De plus, dft = dq + td(f − q), et d(f − q) s’annule a` l’ordre 1, aussi on peut
e´crire que d(f − q) = dq ·A, ou` A est une matrice carre´e dont les coefficients
sont des fonctions qui s’annulent en 0. Finalement, dft = dq · (In + tA). Or,
on sait que si on reste assez proche de (0, ..., 0), (In+ tA) sera inversible pour
tout t ∈ [0, 1], et donc :
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dq = dft · (I + tA)
−1
En prenant Xt = (I + tA)
−1Y , on trouve une solution a` l’e´quation (2). Il ne
reste plus qu’a` inte´grer ce champ, et on aura bien φt avec t ∈ [0, 1]. Cela est
possible puisque la solution nulle φt(0) = 0 pour tout t existe. Donc il existe
un voisinage de 0 dans Rn tel que cette solution existe jusqu’a` t = 1.
Pour illustrer ce Lemme, on peut regarder la Figure 2.1. On voit que sur
une surface, un minimum a comme coordonne´es locales x2+y2, un point selle
x2 − y2 et un maximum −x2 − y2. Mais ce lemme nous donne aussi d’autres
re´sultats utiles comme ce corollaire imme´diat :
Proposition 2.0.11. Les points critiques non-de´ge´ne´re´s d’une fonction a`
valeurs re´elles sont isole´s.
Il existe d’autres preuves du Lemme de Morse (voir [3] page 6), mais
l’inte´reˆt de celle-ci est qu’on peut tre`s rapidement en faire une version plus
forte. En effet, plus loin dans ce me´moire on aura besoin d’une version de ce
lemme pour une famille de fonctions a` un parame`tre.
The´ore`me 2.0.12. Si ft est une famille de fonctions lisse par rapport a` un
parame`tre t ∈]−ǫ, ǫ[, ǫ > 0, de´finies au voisinage de 0 dans Rn, avec 0 comme
point critique non de´ge´ne´re´, alors il existe une famille de diffe´omorphismes
locaux φt de (R
n, 0) tels que, pour tout t ∈]− ǫ, ǫ[, ft ◦ φt = q, ou` q est une
forme quadratique diagonalise´e inde´pendante de t.
Les fonctions de Morse sont des objets vitaux pour la construction du
complexe de Morse. Heureusement, si une fonction n’est pas de Morse, il
suffira de la modifier un peu pour qu’elle le devienne. Autrement dit, la
proprie´te´ de Morse est une proprie´te´ ge´ne´rique.
De´finition 2.0.13. Avec M et N deux varie´te´s, une proprie´te´ est ge´ne´rique
dans C∞(M,N) si elle est partage´e par tous les e´le´ments d’une intersection
de´nombrable d’ouverts denses.
Pour voir cela on a besoin de se donner une topologie sur C∞(M,R). Cela
est fait dans la Section 4.2. Une fois cette topologie donne´e, on a besoin de
re´sultats de transversalite´ pour montrer le caracte`re ge´ne´rique des fonctions
de Morse. On y reviendra dans le chapitre qui contient les principaux re´sultats
de transversalite´ utilise´s dans ce me´moire (voir le Chapitre 4). Avant cela, on
va continuer a` introduire les diffe´rents e´le´ments ne´cessaires a` la construction
du complexe de Morse.
Chapitre 3
Pseudo-gradient et Condition
de Smale
Afin de construire le complexe de Morse associe´ a` une fonction de Morse
on aura besoin de connecter les points critiques de la fonction. Cela nous sera
utile pour de´finir la diffe´rentielle du complexe de chaˆıne. Pour relier les points
critiques, un premier concept naturel vient a` l’esprit : utiliser les lignes de
flot du gradient de la fonction. Toutefois, pour des raisons qui apparaˆıtront
plus tard, le gradient sera parfois un objet trop rigide et ne nous permettra
pas de de´finir le complexe de Morse. Ainsi, pour se donner plus de liberte´s on
travaillera avec le pseudo-gradient d’une fonction de Morse. Les principaux
re´sultats et preuves de ce chapitre sont tire´s de [2], [5], [3], et [7].
3.1 Pseudo-gradient d’une fonction
De´finition 3.1.1. Pour f , une fonction a` valeurs re´elles de´finie sur une va-
rie´te´ V de dimension n, on appelle pseudo-gradient adapte´ a` f tout champ
de vecteurs de´fini sur V tel que :
- ∀x ∈ V, df(x)(X(x)) ≤ 0 avec e´galite´ si et seulement si x est un point
critique de f .
- Dans une carte (de Morse si le point est non-de´ge´ne´re´) au voisinage d’un
point critique, X co¨ıncide avec l’oppose´ du gradient pour la me´trique cano-
nique de Rn
Remarque 3.1.2. Par conse´quent, le long des lignes de flot d’un pseudo-
gradient la fonction de´croit strictement.
Les pseudo-gradients sont des objets tre`s utiles pour la the´orie de Morse
et il est toujours possible d’en construire quelque soit la fonction de Morse
e´tudie´e.
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Proposition 3.1.3. Soit f , une fonction de Morse. Alors il existe X, un
pseudo-gradient associe´ a` f .
De´monstration. Cela se montre a` partir de la partition de l’unite´. Voir [2]
page 34 pour une preuve de´taille´e.
Fixons maintenant quelques notations que nous utiliserons par la suite
lorsqu’on s’inte´ressera aux Cartes de Morse.
Au niveau d’un point critique non-de´ge´ne´re´, la fonction e´tudie´e devient
une forme quadratique non de´ge´ne´re´e. On appellera h, le diffe´omorphisme
qui permet d’e´crire f de cette fac¸on. Le diffe´omorphisme h est de´fini entre
un voisinage ouvert de 0 dans Rn qu’on notera U , et un voisinage ouvert de
a dans V qu’on notera Ω(a). Dans ce syste`me de coordonne´es, il existe un
sous-espace maximal ou` f est de´finie ne´gative. On appelera cet espace V−, et
il sera de dimension k : l’indice du point critique. De meˆme, on de´finit V+, le
sous-espace ou` la forme quadratique sera de´finie postive. Il sera de dimension
n− k.
En suivant les meˆmes notations que dans [2], on pose :
U(ǫ, η) = {x ∈ Rn| − ǫ < q(x) < ǫ et ||x−||
2||x+||
2 ≤ η(ǫ+ η)}.
Ce sera le coeur de notre carte de Morse, ses frontie`res seront note´es :
∂±U = {x ∈ U |q(x) = ±ǫ et ||x±||
2 ≤ η}.
et
∂0U = {x ∈ U |||x−||
2||x+||
2 = η(ǫ+ η)}.
La Figure 3.1 repre´sente un point selle avec sa carte de Morse dans Rn a`
gauche et un voisinage dans la varie´te´ a` droite. Les diffe´rentes notations que
l’on vient de pre´senter y apparaissent.
Graˆce au pseudo-gradient, on va pouvoir de´finir les varie´te´s stables et
instables des points critiques d’une fonction de Morse. Ces varie´te´s seront
primordiales dans la construction du complexe de Morse.
De´finition 3.1.4. Soit a, un point critique non-de´ge´ne´re´ d’une fonction de
Morse f de´finie sur une varie´te´ V . Soit X, un pseudo-gradient adapte´ a` f ,
et soit φs, le flot de ce champ. On de´finit la varie´te´ stable du point critique
W sX(a), et sa varie´te´ instable W
u
X(a) de la fac¸on suivante :
W sX(a) = {x ∈ V | lims→+∞ φ
s(x) = a}.
W uX(a) = {x ∈ V | lims→−∞ φ
s(x) = a}.
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Figure 3.1 – Carte de Morse dans Rn a` gauche, et sur la varie´te´ a` droite. [2]
Ces varie´te´s sont diffe´omorphes a` des disques ouverts dont la dimension
est lie´e a` l’indice du point critique.
Proposition 3.1.5. En reprenant les meˆmes notations que dans la De´fini-
tion 3.1.4, W sX(a) et W
u
X(a) sont diffe´omorphes a` des disques ouverts. Et
on a :
dim(W u(a)) = codim(W s(a)) = Ind(a).
De´monstration. La varie´te´ stable de a est donc h(∂+U ∩ V+) × R ou` (x, s)
correspond a` φs(x). Avec k l’indice de a, comme h(∂+U ∩V+) est une sphe`re
Sn−k−1 et que l’on identifie h(∂+U ∩ V+) × +∞ au point a, W
s(a) est un
disque Dn−k. De la meˆme fac¸on on montre que W u(a) ∼= Dk.
Remarque 3.1.6. Par exemple, on remarque que pour la hauteur de´finie sur
S2 munie de son gradient, W s(PôleSud) = S2 − {PôleNord} ∼= D2.
Inte´ressons nous maintenant au flot du pseudo-gradient. Comme on l’a
dit plus haut, les lignes de flot du pseudo-gradient vont nous permettre de
construire la diffe´rentielle du complexe de Morse. Pour cela, on aura besoin
de la proprie´te´ suivante :
Proposition 3.1.7. Soit f une fonction de Morse de´finie sur une varie´te´ V .
On lui associe un pseudo-gradient adapte´ X. Soit γ, une ligne de flot de X.
Alors, il existe deux points critiques c et d tels que :
lims→−∞ γ(s) = c et lims→+∞ γ(s) = d
De´monstration. Comme V est compacte, d’apre`s la Proposition 2.0.11, f
posse`de un nombre fini de points critiques. Si γ ne tend pas vers un point
critique, ne´cessairement apre`s un temps t0, γ ne passera plus par aucune
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carte de Morse. Mais alors, il existe ǫ > 0 tel que ∀t > t0, df(γ(t))(X(t)) <
−ǫ, et donc lims→+∞ f(γ(s)) = −∞. Ce qui est absurde puisque V est
compacte.
Le pseudo-gradient nous permet aussi de montrer quelques re´sultats qui
de´crivent la modification topologique de la varie´te´ lors du franchissement
d’une valeur critique. Les deux re´sultats qui suivent en font partie. Dans la
suite, on notera le sous-niveau a de f :
V a = f−1(]−∞, a[)
et le niveau a de f
La = f−1(a)
Proposition 3.1.8. Soit f une fonction a` valeurs re´elles de´finie sur une
varie´te´ V . Soient a et b, deux nombres re´els tels que f n’ait aucune valeur
critique sur ]a, b[. Alors V b est diffe´omorphe a` V a, et f−1[a, b] est diffe´o-
morphe a` La × I, ou` I = [a, b].
De´monstration. D’apre`s la Proposition 3.1.3, il existe X pseudo-gradient de
f . Posons ρ : V → R qui vaut :{
− 1
df(x)(X(x))
sur f−1([a, b])
0 en dehors d’un voisinage compact de cette partie
On pose Y = ρX. Comme Y est nul en dehors d’un compact, son flot ψs est
de´fini sur R. Et, si ψs(x) ∈ f−1([a, b]) :
d
ds
f ◦ ψs(x) = df(ψs(x))(Y (ψs(x))) = −1
Comme Y est e´gal a` X multiplie´ par un coefficient positif (X est un pseudo-
gradient ne´gatif), f descend le long du flot de Y . On a alors, pour ǫ > 0 assez
petit, ψǫ(Lb) ⊂ f−1([a, b]), et on a :
f ◦ ψǫ(x) = −s+ f(x)
Donc ψb−a(Lb) = La, et par conse´quent le diffe´omorphisme ψb−a transforme
V b en V a. Enfin, f−1[a, b] est bien diffe´omorphe a` La × I. En effet, on peut
utiliser le diffe´morphisme suivant :
G : f−1([a, b]) → La × I
x 7→ (ψf(x)−a(x), f(x))
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Figure 3.2 – Franchissement d’un point critique x d’indice 1. La valeur critique est
note´e c et le sous-niveau dans ce dessin est note´ Mc. [7]
Le the´ore`me suivant (dont la preuve est technique) donne un re´sultat
central de l’e´tude des fonctions de Morse. Il traduit la modification topolo-
gique d’une varie´te´ a` la traverse´e d’un point critique d’une fonction de Morse
de´finie sur cette meˆme varie´te´. Ce re´sultat est illustre´ a` la Figure 3.2.
The´ore`me 3.1.9. Soit f une fonction a` valeurs re´elles de´finie sur une
varie´te´ V . Soit a un point critique non de´ge´ne´re´ d’indice k de f , et soit
b = f(a). Soit ǫ > 0 tel que f−1(]b − ǫ, b + ǫ[) ne contienne qu’un point cri-
tique. Alors, V b+ǫ a le meˆme type d’homotopie que V b−ǫ auquel on a ajoute´
la varie´te´ instable de a.
De´monstration. Une preuve de´taille´e est donne´e dans [3] page 14.
3.2 La condition de Smale
Maintenant que l’on a de´fini le pseudo-gradient d’une fonction (et vu
quelques proprie´te´s utiles qui en de´coulent), on peut e´tudier son flot et re´-
fle´chir a` comment connecter les diffe´rents points critiques de cette fonction.
Afin de pouvoir de´finir la diffe´rentielle du complexe de chaˆıne, il nous fau-
dra pouvoir compter les lignes de flot entre points critiques, et pour cela il
nous faudra une condition de transversalite´. C’est la condition de Smale. On
verra que cette dernie`re est en fait une condition ve´rifie´e par de nombreux
syste`mes, et elle sera cruciale dans la suite de ce me´moire.
De´finition 3.2.1. Soit f une fonction de Morse munie d’un pseudo-gradient
adapte´ X. On dit que X satisfait la condition de Smale si :
∀a, b ∈ Crit(f),W uX(a) ⋔ W
s
X(b)
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Figure 3.3 – On peut voir sur cette figure a` gauche le Tore muni du gradient de
sa hauteur. Dans cette configuration la condition de Smale n’est pas
respecte´e a` cause de s1 et s2. Par conse´quent, on a besoin de prendre
un pseudo-gradient montre´ sur la figure de droite. [8]
Exemple 3.2.2. Sur la sphe`re S2 ou une sphe`re S2 de´forme´e, munie de
sa hauteur et de son gradient, cette condition est bien ve´rifie´e. Cependant,
elle n’est pas ve´rifie´e sur le Tore vertical muni de sa hauteur et du gradient
associe´ : il faudra utiliser un pseudo-gradient pour le Tore. Voir Figure 3.3.
Remarque 3.2.3. Dans la De´finition 3.2.1, si a = b, la condition est res-
pecte´e par le fait que la fonction f est de Morse. En effet, cela re´sulte des
proprie´te´s d’une carte de Morse. Si le niveau de a est infe´rieur a` celui de
b c’est une condition vide. Ce sont les autres configurations qui vont nous
inte´resser.
The´ore`me 3.2.4. The´ore`me de Smale (le the´ore`me et sa preuve sont tire´s de
[2]). Soit V une varie´te´, et f une fonction de Morse de´finie sur V posse´dant
des valeurs critiques disctinctes. Soit Ω, une re´union de cartes de Morse
autour des points critiques de f , et X un pseudo-gradient adapte´ a` f . Alors,
il existe un pseudo-gradient X ′, e´gal a` X sur Ω, qui ve´rifie la condition de
Smale, et tel que pour tout ǫ > 0, et tout recouvrement de V par des cartes
φi(Ui), et tout compact Ki ⊂ Ui,
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||Tφ−1i (X
′)− Tφ−1i (X
′)|| < ǫ
Remarque 3.2.5.
- On dit que X ′ est proche au sens C1 de X.
- Dans ce the´ore`me f est prise e´tage´e sans pertes, voir la preuve du Lemme
7.1.1 pour une justification de ce choix.
Pour montrer ce the´ore`me posons :
Crit(f) = {c1, ..., cq} et f(c1) = α1 > α2 > ... > αq
On va montrer ce the´ore`me par re´currence a` l’aide du lemme suivant
Lemme 3.2.6. Soit j ∈ {1, ..., q} et soit ǫ > 0. Il existe une approximation
X ′ au sens C1 de X telle que
- Le champ X ′ co¨ıncide avec X sur V − f−1([αj + ǫ, αj + 2ǫ])
- ∀i ∈ {1, ..., q}, W sX′(cj) ⋔ W
u
X′(ci)
Soit P (r) l’hypothe`se de re´currence au rang r : i.e. il existe une approxi-
mation X ′r de X proche au sens C
1 telle que :
∀p ≤ r, ∀i, W sX′r(cp) ⋔ W
u
X′r
(ci)
On remarque que P (q) est le the´ore`me. On va donc admettre ce lemme
pour l’instant et montrer le the´ore`me par re´currence.
De´monstration. P (1) est vraie car W sX(c1) = {c1}, et par conse´quent cette
varie´te´ stable ne rencontre aucune varie´te´ instable. Avec le lemme on a P (2).
Supposons que P (r−1) soit vrai pour r un entier naturel strictement positif.
Il existe donc X ′r−1, tel que W
s
X(cr−1) soit transverse a` toutes les varie´te´s
instables. On applique le lemme a` X ′r−1 et avec j = r. On obtient une ap-
proximation X ′r. D’apre`s le lemme, en dehors d’une bande autour de la valeur
critique f(cr), X
′
r = X
′
r−1. Alors, toutes les varie´te´s stables au dessus de cette
bande, et tous les morceaux de varie´te´s instables au dessus de cette bande,
sont inchange´s. Donc, pour p ≤ r − 1 et pour tout i :
W sX′r−1
(cp) ∩W
u
X′r−1
(ci) = W
s
X′r
(cp) ∩W
u
X′r
(ci)
Donc les transversalite´s sont conserve´es. Enfin, le lemme nous donne pour
tout i :
W sX′r(cr) ⋔ W
u
X′r
(ci)
Finalement, on a bien la proprie´te´ P (r). La re´currence est prouve´e.
On montre maintenant le lemme utilise´.
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De´monstration. Si le point critique cj a pour indice 0 ou n, le re´sultat est
trivial. On suppose donc que 0 < k < n. On pose Q = W sX(cj)∩f
−1(αj+2ǫ).
Soit ǫ > 0 assez petit pour que αj+2ǫ < αj−1. La varie´te´ stable est transverse
avec ce niveau re´gulier, et Q est une sphe`re de dimension n− k − 1. Dans le
niveau f−1(αj + 2ǫ), il existe un voisinage tubulaire de Q : Q×D
k. D’apre`s
la Proposition 3.1.8, il existe un plongement Ψ tel que :
Ψ : Dk ×Q× [0,m]→ f−1(]αj + ǫ, αj + 2ǫ[)
et :
- La restriction de Ψ a` {0}×Q×{0} est le plongement de Q dans f−1(αj+ǫ).
- La restriction deΨ a` {0}×Q×{m} est le plongement deQ dans f−1(αj+2ǫ).
- En posant z la coordonne´e de [0,m] on a, Ψ∗(−
∂
∂z
) = X.
Figure 3.4 – Cette figure repre´sente a` gauche une varie´te´ de dimension 3, avec un
point critique cj d’indice 1 et sa varie´te´ stable : un disque de dimension
2. A` droite c’est le mode`le qui est repre´sente´. [2]
Cela est bien repre´sente´ sur la Figure 3.4. Les varie´te´s instables sont
transverses aux niveaux re´guliers. En particulier elles rencontrent Dk ×Q le
long d’une varie´te´ P ′. Si W sX(cj) est transverse a` P
′ il n y a rien a` faire.
On va donc modifier X en X ′ sur f−1(]αj+ ǫ, αj+2ǫ[) pour que la varie´te´
stable de cj soit transverse a` P
′.
Pour cela, on va d’abord travailler dans le mode`le avec comme champ de
vecteur X = − ∂
∂z
. Soit P = Ψ−1(P ′), c’est une sous-varie´te´ (voir Remarque
4.1.7). L’intersection W sX(cj) ∩ P
′ s’e´crit dans le mode`le comme :
{(0, q, s)|s > 0, q ∈ Q} ∩ P = {(0, q,m)|q ∈ Q} ∩ P = g−1(0).
Avec g de´finie sur P comme la projection sur la premie`re coordonne´e dans
Dk. Graˆce au The´ore`me de Sard (4.1.5), il existe un vecteur w dans Dk, aussi
proche de 0 que l’on veut, et tel que w soit une valeur re´gulie`re de g. Graˆce
au Lemme suivant (3.2.7), on va modifier X en X ′ pour que, dans le mode`le,
la varie´te´ associe´e a` la varie´te´ stable de cj intersecte le niveau {z = m} en
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{(w, q,m), q ∈ Q}.
Ainsi, dans le mode`le W sX(cj) ∩ P
′, deviendra g−1(w), et par conse´quent,
d’apre`s la Remarque 4.1.7, ce sera une sous-varie´te´ de P de codimension k.
Finalement, comme codimV (W
s
X′(cj)) = k, en utilisant la formule de Grass-
mann sur les espaces tangents, on en de´duit la transversalite´ dans le mode`le.
Pour conclure, il ne reste plus qu’a` appliquer ce re´sultat a` la varie´te´, et c’est
possible puisque Ψ est un diffe´ormorphisme vers son image.
Il reste donc a` montrer le dernier lemme utilise´ dans le mode`le :
Lemme 3.2.7. Il existe un champ X ′ proche au sens C1 de − ∂
∂z
tel que :
- X ′ = − ∂
∂z
pre`s de ∂(Dk ×Q× [0,m])
- φ−mX′ (0, q, 0) = (w, q,m)
De´monstration. Soit (w1, ..., wk) les coordonne´es de w. Soit :
X ′ = − ∂
∂z
−
∑k
i=1 βi(z)γ(x)
∂
∂xi
Avec :
- βi une fonction nulle en dehors de [0,m], et telle que |βi(z)| < η, |β
′
i(z)| < η
et
∫m
0 βidt = wi. (En fonction de la distance que l’on veut entre X et X
′, on
pourra prendre η aussi petit que l’on voudra puisque la norme de w peut eˆtre
aussi proche de 0 qu’on le souhaite).
- la fonction γ, de´finie sur Dk, prenant ses valeurs dans [0, 1], nulle pre`s de
∂Dk, et e´gale a` 1 pour ||x||<1/3.
Le champ X ′ ve´rifie la premie`re condition. Puis, en restant dans la portion
de Dk × Q × [0,m] ou` ||x|| < 1/3, on peut calculer le flot de X ′. En effet,
dans cette partie γ vaut 1, et en inte´grant le flot de X ′ avec comme point de
de´part (0, q, 0), on a : 

xi(s) =
∫−s
0 βi(t)dt
q(s) = q
z(s) = −s
Donc φ−mX′ (0, q, 0) = (w, q,m), et X
′ ve´rifie la deuxie`me condition.
On va rapidement voir que la condition de Smale nous donne un controˆle
sur l’espace des trajectoires qui lient les points critiques. En effet, soitM(a, b) =
{W uX(a)∩W
s
X(b)}. Si la condition de Smale est ve´rife´e c’est une sous-varie´te´
de V . Le groupe R des translations agit librement sur cette varie´te´ si a 6= b
via s ·x = φs(x). En effet, si a 6= b il n’y a pas de point critique dans M(a, b)
et si φs1(x) = φs2(x) alors s1 = s2. On appelle L(a, b) la varie´te´ obtenue en
prenant le quotient de M(a, b) par R. Ainsi :
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dim(L(a,b))=Ind(a)-Ind(b)-1
3.3 Le complexe de Morse
Maintenant que le travail pre´paratoire est termine´, on peut de´finir le
complexe de Morse. Soit f une fonction de Morse de´finie sur une varie´te´
V de dimension n, et soit X un pseudo-gradient de f ve´rifiant la condition
de Smale. Pour ce complexe, la suite de groupe abe´liens Ck conside´re´e est
compose´e des groupes abe´liens dont les ge´ne´rateurs sont les points critiques
de f :
∀k ∈ [0..n], Ck = Ck(f) =< Critk(f) >Z
Il faut maintenant de´finir la diffe´rentielle du complexe. Pour cela, on
oriente les varie´te´s instables W uX . Puis, comme f est de Morse, les varie´te´s
stables sont co-oriente´es. Soit γ, une ligne de flot de X qui connecte un point
critique a d’indice k a` un point critique b d’indice k − 1. L’espace tangent a`
la ligne de flot γ est une direction commune a` la varie´te´ instable de a et a` la
varie´te´ stable de b. Alors, pour z un point de γ, on a d’apre`s la condition de
Smale :
TzV = TzW
s
X(b) + TzW
u
X(a)
TzV = TzW
s
X(b)
⊕
E1
TzW
u
X(a) = E1
⊕
Tzγ
En fixant une convention, l’orientation de W uX(a) induit une orientation de
E1, et la co-orientation de W
s
X(b) e´galement. Si ces deux orientations co¨ın-
cident, γ rec¸oit un signe positif, sinon elle rec¸oit un signe ne´gatif.
On pose alors N(a, b) comme e´tant le nombre d’orbites reliant a et b, et
n(a, b) le nombre d’orbites compte´es avec signe. On va maintenant montrer
que ce nombre est bien de´fini en montrant que L(a, b) est compact dans cette
situation.
On de´finit une topologie sur L(a, b). Soit λ, une ligne de flot joignant deux
points critiques a et b dont les indices diffe`rent de 1. On note Ω(a) et Ω(b)
les voisinages de Morse respectifs. Soit Ua, un voisinage du point par lequel
λ sort de Ω(a), et Ub, un voisinage du point par lequel λ entre dans Ω(b).
L’ensemble des trajectoires joignant a et b sortant par Ua et rentrant par Ub
forment une base de voisinage de λ pour la topologie de L(a, b).
Proposition 3.3.1. Muni de cette topologie et dans cette configuration L(a, b)
est compact, et N(a, b) < +∞.
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De´monstration. Par unicite´ des solutions d’e´quations diffe´rentielles avec condi-
tions initiales, muni de cette topologie L(a, b) est un espace se´pare´. Il s’agit
meˆme d’un espace me´trique avec la distance he´rite´e de celle de V . On peut
donc utiliser la caracte´risation se´quentielle des compacts.
Soit ln une suite de L(a, b). On note an l’intersection entre ln le bord de
Ω(a). La suite an est donc une suite sur une sphe`re de dimension finie qui
est un compact. Par conse´quent, quitte a` extraire une sous-suite, an converge
vers a−. Soit γ, la trajectoire qui passe par a−, et c = limt→+∞ γ(t) le point
critique sur lequel aboutit γ (voir la Proposition 3.1.7). Soit c+, le point ou`
γ rentre dans Ω(c) le voisinage de Morse de c. A` cause du the´ore`me de de´-
pendance des conditions initiales des e´quations diffe´rentielles, ln rentre aussi
dans Ω(c). Les points d’intersection de ln avec le bord de Ω(c) forment une
suite sur une sphe`re, qui (quitte a` extraire une sous-suite) converge vers un
point. Ce point est ne´cessairement c+ a` cause du the´ore`me que l’on vient de
citer. Toujours a` cause du meˆme the´ore`me, les trajectoires ln devraient passer
aussi proche que l’on veut de c, et comme les points critiques d’une fonction
de Morse sont isole´s, ne´cessairement c = b. Par conse´quent, γ ∈ L(a, b) et
avec la topologie choisie, une sous-suite de ln converge vers γ, donc L(a, b)
est compact.
Enfin comme dim(L(a, b)) = 0 et que #L(a, b) = N(a, b), N(a, b) <
+∞.
On peut maintenant de´finir la diffe´rentielle du complexe de Morse.
De´finition 3.3.2. Soit a un point critique d’indice k d’une fonction de Morse
f munie d’un pseudo-gradient X ve´rifiant la condition de Smale. On pose :
∂f,Xa =
∑
b∈Critk−1(f) n(a, b)b
Remarque 3.3.3. On peut aussi travailler dans Z/(Z/2). Dans ce cas la
diffe´rentielle du complexe n’est que le nombre de trajectoires entre deux points
critiques modulo 2.
Il reste a` montrer que c’est bien la` une diffe´rentielle, c’est a` dire ∂2 = 0.
Pour cela, on a besoin de compactifier l’espace des trajectoires entre deux
points critiques dont les indices diffe`rent de 2. A` l’aide de l’espace des trajec-
toires brise´es (posse´dant des points critiques interme´diaires) et d’une topolo-
gie similaire a` celle de L(a, b), on montre que si ind(a) = ind(b) + 2, L(a, b)
est une varie´te´ a` bord de dimension 1. On peut trouver la preuve de´taille´e
de ce re´sultat dans [2] page 66 sans orientation, et une preuve de´taille´e avec
orientation dans [4] page 136. La diffe´rentielle au carre´ ∂2 compte les points
3.3 Le complexe de Morse 27
Figure 3.5 – On peut voir dans cette figure que la sphe`re peut posse´der plus de deux
points critiques. Il est aussi possible de modifier la diffe´rentielle du com-
plexe sans changer la varie´te´ e´tudie´e, comme dans le dessin de droite
ou` le point critique peut s’en aller sur deux minimums diffe´rents.
du bord de cette varie´te´ avec signe, et par conse´quent elle est nulle. Ainsi, on
peut de´finir une homologie, et il est possible de montrer qu’elle est inde´pen-
dante du choix de f ou X un pseudo-gradient associe´. Ainsi, pour une varie´te´
fixe, l’homologie de Morse est inde´pendante du choix du couple (f,X), mais
ce n’est pas le cas du complexe de Morse comme on peut le voir sur la Figure
3.5. L’objectif des chapitres suivants est d’e´tudier l’influence de ce choix dans
le complexe de Morse.
Chapitre 4
Transversalite´
La transversalite´ est une proprie´te´ ge´ome´trique tre`s utile portant sur les
intersections de varie´te´s. Lorsqu’elle est respecte´e elle permet d’avoir une
bonne connaissance de ces intersections. D’autre part, c’est une proprie´te´
stable et qui reste ve´rifie´e lors de petites perturbations. Naturellement, c’est
un concept tre`s large et il englobe de nombreux re´sutats. Ce chapitre contient
tous les re´sultats de transversalite´ dont nous aurons besoin pour e´tudier les
bifurcations lie´es au complexe de Morse. La premie`re partie permet d’e´tablir
certains re´sultats de base, la seconde permet de faire le lien avec des proprie´te´s
ge´ne´riques, et la dernie`re pre´sente l’application de ces re´sultats aux fonctions
de Morse et aux espaces de jets. La majorite´ de ces re´sultats et leur preuve
provient de [9], [5], [2], et [10].
4.1 Re´sultats de Transversalite´
Pour commencer on de´finit d’abord ce que sont deux sous-varie´te´s trans-
verses :
De´finition 4.1.1. Soit M et N deux sous-varie´te´s de la varie´te´ P . On dit
que M et N sont transverses, et on note M ⋔ N lorsque :{
soit M ∩N = ∅
soit a ∈M ∩N et TaM + TaN = TaP
Une proprie´te´ tre`s pratique de´coule de cette configuration
Proposition 4.1.2. Si M et N sont deux sous-varie´te´s transverses de la
varie´te´ P alors : M ∩ N est une sous-varie´te´ de P , sa codimension est la
somme de celles de M et N , et son espace tangent est l’intersection de ceux
de M et N .
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De´monstration. Voir [2] page 443.
On de´finit e´galement la notion de transversalite´ entre une application et
une sous-varie´te´
De´finition 4.1.3. Soit f une application entre deux varie´te´s M et N , et soit
P une sous-varie´te´ de N . On dit que f est transverse a` P , et on note f ⋔ P
lorsque :{
soit f(M) ∩ P = ∅
soit b = f(a) ∈ f(M) ∩ P et Tf(a)(TaM) + TbP = TbN
Deux proprie´te´s importantes apparaissent dans cette situation dont le
the´ore`me de Sard.
De´finition 4.1.4. Pour f une application entre deux varie´te´s, on dit qu’un
point de la varie´te´ de de´part est critique si la diffe´rentielle de f en ce point
n’est pas de rang maximum. Un point qui n’est pas critique est re´gulier. De
la meˆme fac¸on on de´finit, valeur critique et re´gulie`re.
The´ore`me 4.1.5. (The´ore`me de Sard) L’ensemble des valeurs critiques d’une
application entre deux varie´te´s est de mesure nulle.
De´monstration. Voir [11] pour une preuve de´taille´e de ce re´sultat.
Proposition 4.1.6. Soit g une application entre un ouvert de Rn et Rm.
Soit a un point image, et supposons que g soit une submersion sur g−1(a).
Alors g−1(a) est une sous-varie´te´ de Rn.
De´monstration. Soit x un point de g−1(a). Eˆtre une submersion est une
condition ouverte car cela se traduit par l’inversibilite´ d’une sous-matrice
de la diffe´rentielle de g. Il existe donc un voisinage U de x dans Rn sur le-
quel g est une submersion. Il ne reste plus qu’a` utiliser la caracte´risation des
sous-varie´te´s de Rn qui utilise les submersions.
Remarque 4.1.7. Ce re´sultat s’e´tend tout de suite au cas ou` g est une
application entre deux varie´te´s.
On peut ge´ne´raliser ce re´sultat pour obtenir une proprie´te´ tre`s utile quand
l’application e´tudie´e est transverse a` une sous-varie´te´ de l’espace image.
Proposition 4.1.8. Soit f une application entre deux varie´te´s X et Y et
soit Z une sous-varie´te´ de Y . Si f ⋔ Z alors f−1(Z) est une sous-varie´te´ de
X de meˆme codimension que Z.
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De´monstration. On peut se ramener au cas ou` Y est un ouvert de Rn et par
caracte´risation des sous-varie´te´s de Rn on peut prendre Z = (Rp × {0}) ∩
Y . Puisque f est transverse a` Z, il existe un sous-espace vectoriel E de
Im(Tf(x)) tel que Rn = E
⊕
R
p × {0}. Soit P la projection sur E paralle`-
lement a` Rp × {0}. On a donc Z = (P ◦ f)−1(0). En prenant l’application
tangente de P ◦ f en x on obtient P ◦ Tf(x). Or, par construction cette der-
nie`re est surjective dans E. Par caracte´risation, d’apre`s le re´sultat pre´ce´dent,
f−1(Z) est donc une sous-varie´te´ de X.
Puis, si on pose F et G deux espaces vectoriels de dimensions finies, g une
application line´aire entre les deux, Z un sous-espace de G, et A = f−1(Z),
alors si on suppose que g est transverse a` Z, A aura meˆme codimension que
Z. Il ne reste plus qu’a` appliquer ce re´sultat aux espaces tangents des varie´te´s
vues plus haut et a` l’application tangente de f pour montrer que Z et f−1(Z)
ont meˆme codimension.
Une proprie´te´ importante de la transversalite´ est son caracte`re ge´ne´rique.
C’est cette proprie´te´ qui sera mise en avant dans la suite.
4.2 Proprie´te´s ge´ne´riques
Comme on l’a dit plus haut, la transversalite´ est une proprie´te´ ge´ne´rique.
C’est a` dire qu’elle est stable sous l’effet de petites perturbations. Il nous faut
de´finir ce que l’on entend par petites perturbations, densite´, ou proximite´
pour des applications entre varie´te´s. On de´finit de la fac¸on suivante une
topologie sur cet ensemble :
De´finition 4.2.1. Pour deux varie´te´s M et N , et deux applications f et g,
soit V un ouvert de carte de N , et K un compact contenu dans un ouvert de
carte de M tel que f(K) ⊂ V . On pose :
drK(f, g) = supx∈K |f
(r)(x)− g(r)(x)|
Avec ǫ > 0, on de´finit alors :
UkK,V,ǫ(f) = {g ∈ C
k(M,N)| g(K) ⊂ V, drK(f, g) < ǫ, |r| ≤ k}
La topologie choisie pour C∞(M,N) est celle construite a` partir de cette base
de voisinage. Comme M est suppose´e se´parable, elle sera me´trisable.
Maintenant qu’on s’est donne´ une topologie sur l’espace des applications
entre deux varie´te´s on va pouvoir montrer le caracte`re ge´ne´rique de la trans-
versalite´. Ces re´sultats de ge´ne´ricite´ sont cruciaux pour ce me´moire.
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The´ore`me 4.2.2. Soient M et N deux varie´te´s et soit P une sous-varie´te´
de N . Soit f une application entre M et N et a un point de M . Alors il
existe un voisinage compact K de a dans M et un voisinage ouvert U de f
dans C∞(M,N) tels que :
A = {g ∈ U | g ⋔ P, pour tous les points de K}
est un ouvert dense dans U .
De´monstration. Si f(a) n’est pas dans P , alors par continuite´ il existe K un
voisinage compact de a tel que f(K)∩P = ∅. Soit U = {g ∈ C∞(M,N)| g(K)∩
P = ∅}. Avec la topologie choisie, c’est un ouvert et on peut prendre A = U .
Si f(a) appartient a` P , posons V un ouvert de carte de la varie´te´ N . Sans
perte de ge´ne´ralite´, on peut supposer que V = Rn, que V ∩ P = Rp × {0} ⊂
R
p×Rq, et que f(a) = 0. SoitW un voisinage de a dansM tel que f(W ) ⊂ V
et soit K un voisinage compact de a contenu dans W . Posons :
U = {g ∈ C∞(M,N)| g(W ) ⊂ V }
Soit α une fonction plateau qui vaut 1 sur K et dont le support est dans W .
Pour g dans U , on de´finit G sur M × ({0}×Rq) a` valeurs dans N telle que :{
G(x, v) = g(x) si x /∈ W
G(x, v) = g(x) + α(x)v si x ∈ U
Si x est dans K, alors G(x, v) ne sera pas dans P , et G sera transverse a`
P . Par conse´quent, on a bien la densite´ voulue pour le the´ore`me. Comme
la transversalite´ des applications se traduit par le rang des applications tan-
gentes associe´es, et comme l’ensemble des matrices de rang maximum est un
ouvert dans l’espace des matrices, les applications transverses a` P le long de
K forment un ouvert.
Ce re´sultat nous permet de montrer deux proprie´te´s tre`s utiles pour ce
me´moire : le the´ore`me suivant ainsi que son corollaire.
The´ore`me 4.2.3. Soit K un compact inclus dans M . L’ensemble des appli-
cations de M dans N transverses a` la sous-varie´te´ P de N le long de K est
un ouvert dense dans C∞(M,N).
De´monstration. Soit f dans C∞(M,N). Pour tout a dansK, d’apre`s le The´o-
re`me 4.2.2, il existe Ka un voisinage ouvert et compact de a, et Ua un ouvert
contenant a, tels que Aa = {g ∈ Ua| g ⋔ P pour tous les points de Ka} soit
un ouvert dense dans Ua. Par compacite´, on peut recouvrir K par un nombre
fini de Kai pour i = 1..N .
On montre maintenant que l’ensemble des applications transverses a` P le
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long de K est un ouvert dense de C∞(M,N). En effet, on pose A l’inter-
section de tous les Aai . C’est un ouvert dense de l’intersection des Uai car il
s’agit d’une intersection finie d’ouverts denses. Puis, si g est dans A, alors g
est transverse a` P le long de la re´union des Kai , c’est a` dire K.
Comme on travaille avec des varie´te´s compactes, le the´ore`me suivant est
un corollaire imme´diat du re´sultat pre´ce´dent :
The´ore`me 4.2.4. L’ensemble des applications f de M dans N transverses
a` la sous varie´te´ P de N est un ouvert dense dans C∞(M,N).
Mais le re´sultat le plus inte´ressant concerne une forme un peu diffe´rente du
The´ore`me 4.2.4. En effet, comme on le verra par la suite, nous aurons besoin
des re´sultats de ge´ne´ricite´ dans des situations avec contraintes. Pour mettre
en place ce re´sultat il nous faudra une de´finition supple´mentaire comme cela
est fait dans [2] :
De´finition 4.2.5. Une famille F ⊂ C∞(M,N) est localement transversale
sur P si, pour tout e´le´ment f de F , et tout a de M , il existe un voisinage K
de a dans M et un voisinage V de f dans F tels que, pour tout g de V , il
existe un voisinage U de 0 dans Rq et une famille Fˆ de´finie sur M × U et a`
valeurs dans N telle que :
i) Pour tout s de U , Fˆs ∈ F
ii) Fˆ0 = f
iii) Fˆ est transverse a` P sur K × U
Cette de´finition permet l’e´tude de transversalite´ sous contraintes. D’autre
part, son autre inte´reˆt est que sans rien changer a` la preuve du The´ore`me
4.2.3 on peut e´tablir un re´sultat de ge´ne´ricite´ pour la transversalite´ sous
contraintes. Ce the´ore`me nous sera tre`s utile pour l’e´tude des bifurcations en
the´orie de Morse a` un parame`tre :
The´ore`me 4.2.6. Si F ⊂ C∞(M,N) est localement transversale sur la sous-
varie´te´ P ⊂ N , alors, pour tout compact K ⊂ M , l’ensemble des e´le´ments
de F qui sont transverses a` P le long de K est un ouvert dense dans F .
4.3 Applications aux fonctions de Morse et
aux Jets
On va tout de suite voir la force du dernier re´sultat avec deux proprie´te´s
importantes qui s’en de´duisent rapidement. Pour cela, on aura besoin d’une
de´finition supple´mentaire :
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De´finition 4.3.1. Pour deux applications f et g de´finies respectivement sur
deux varie´te´s M et N a` valeurs dans une varie´te´ Z, on dit que f et g sont
transverses en (x, y) si et seulement si les conditions suivantes sont respec-
te´es : {
soit f(x) 6= g(y)
soit f(x) = g(y) = a et Im(df(x)) + Im(dg(y)) = TaZ
Remarque 4.3.2. Avec cette de´finition on voit qu’il est possible de de´finir
autrement la proprie´te´ de Morse. En effet, le fait que la Hessienne de f soit
inversible pour tous ses points critiques veut exactement dire que df , vue
comme section du fibre´ cotangent de la varie´te´ sur laquelle f est de´finie, est
transverse a` la section nulle de ce meˆme fibre´ cotangent.
Proposition 4.3.3. Les fonctions de Morse forment un ouvert dense de
C∞(M,R).
De´monstration. D’apre`s la Remarque 4.3.2, une fonction f est Morse si et
seulement si sa diffe´rentielle df est une section du fibre´ cotangent T ∗M trans-
verse a` la section nulle. On s’inte´resse aux sections du fibre´ cotangent de M .
Soit F la famille de toutes les sections qui sont des diffe´rentielles de fonc-
tions re´elles de´finies sur M . On va appliquer le re´sultat du The´ore`me 4.2.6
a` N = T ∗M et a` P = OT ∗M . Il faut donc montrer que F est localement
transversale a` P . Soit df un e´le´ment de F , et soit a un point de M .
Si a n’est pas un point critique de f , on choisit un voisinage K de a sur
lequel df ne s’annule pas, et on prend V l’ouvert contenant les diffe´rentielles
de fonctions re´elles qui ne s’annulent pas sur K. L’ouvert V est un voisinage
de df dans F . Finalement pour dg dans V , on pose G de´finie sur M × {·} et
a` valeurs dans N telle que G(m, ·) = dg(m). G remplit les conditions ne´ces-
saires a` la De´finition 4.2.5.
Si a est un point critique de f , on prend V l’intersection de F et d’une boule
ouverte centre´e en df . Il existe un voisinage K de a sur lequel df1, ..., dfn soit
une base de T ∗M . Pour dg dans V , avec U un voisinage de 0 dans Rn, on
pose alors G de´finie sur M × U et a` valeurs dans T ∗M qui vaut :
G(m, v) = dg(m) +
∑n
i=1 vidfi(m)
G ve´rifie bien les conditions ne´cessaires a` la De´finition 4.2.5. Finalement,
on a bien montre´ que F est localement transversale a` OT ∗M . On peut alors
appliquer le The´ore`me 4.2.6.
Un autre re´sultat tre`s utile provient de l’application du The´ore`me 4.2.6
a` ce qu’on appelle les espaces de jets.
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De´finition 4.3.4. Pour f et g dans C∞(M,R) et a dans M , on dit que f et
g ont meˆme r− jet en a si dans les coordonne´es locales en a elles ont meˆme
de´veloppement de Taylor en a a` l’ordre r.
Cette relation d’e´quivalence est inde´pendante de la carte choisie puis-
qu’un changement de coordonne´es n’aura pas d’effet sur cette qualite´. On
note Jra(M,R) l’espace des r − jets en a de fonctions re´elles de´finies sur M .
Enfin, on note Jr(M,R) l’espace des r − jets a` l’ordre k de fonctions re´elles
de´finies sur M .
Il est possible de munir l’espace des Jr(M,R) d’une structure de varie´te´
lisse (voir [10] page 11). On peut construire le meˆme objet en remplac¸ant R
par une varie´te´ N , et on obtient la varie´te´ Jr(M,N) (ibidem).
On peut voir que Jr(M,R) ∼= R × T ∗M × (T ∗M)2 × ... × (T ∗M)r. Par
conse´quent, avec un raisonnement tre`s similaire a` celui utilise´ dans la preuve
de la Proposition 4.3.3, on obtient le re´sultat suivant :
The´ore`me 4.3.5. Soit P une sous varie´te´ de Jr(M,R). Alors l’ensemble
des fonctions re´elles de´finies sur M telles que jrf est transverse a` P est un
ouvert dense dans C∞(M,N).
Chapitre 5
Bifurcations et Impacts sur le
Complexe de Morse
5.1 Bifurcations
Maintenant que l’on a e´tabli les diffe´rents re´sultats ne´cessaires a` l’e´tude
des bifurcations, on va pouvoir de´tailler celles-ci. Pour cela, on e´tudie les chan-
gements que subit le complexe de Morse lors du parcours d’une famille a` un
parame`tre de couples fonction/pseudo-gradient (ft, Xt) reliant deux couples
(f0, X0) et (f1, X1) ve´rifiant les conditions de Morse-Smale.
Proposition 5.1.1. Si, pour tout t dans [0, 1], le couple (ft, Xt) ve´rifie
les conditions de Morse-Smale, alors le complexe (C∗0 , ∂0) associe´ au couple
(f0, X0) est le meˆme que celui associe´ au couple (f1, X1).
De´monstration. Au changement de coordonne´es pre`s, ft ne de´pend pas de t
(voir Lemme 7.1.1). Ainsi, le nombre de points critiques est constant pour
tout t, et d’apre`s le The´ore`me 2.0.12 leur indice ne change pas.
Comme le nombre de points critiques et leur indice sont constants, si le com-
plexe de Morse change c’est au niveau du nombre de liaisons entre ces points.
Supposons que lorsque t varie, une liaison apparaˆıt entre deux points critiques
At0 et Bt0 ou` ind(At0) = ind(Bt0+1). Sans pertes, on peut conside´rer que seul
W uXt(At) est modifie´ quand t varie mais pas W
s
Xt(Bt) (voir preuve du Lemme
5.1.4). Lorsque la liaison se cre´e, W uXt0 (At0) touche la frontie`re de W
s
Xt0
(Bt0).
Or, cette frontie`re est constitue´e de points critiques d’indices supe´rieurs ou
de trajectoires comple`tes qui descendent de points critiques d’indices supe´-
rieurs. Donc a` l’apparition de cette trajectoire, W uXt0 (At0) touche W
s
Xt0
(Ct0),
ou` ind(Ct0) > ind(Bt0) et Ct0 6= At0 . Toutefois, comme la condition de Smale
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est toujours ve´rifie´e il est ne´cessaire que ind(Ct0) = ind(At0), et l’intersection
de ces deux varie´te´s est en fait un ensemble discret de points. Prenons Dt0 un
point de cette intersection. Il existe donc une ligne de flot qui passe par Dt0 ,
qui a pour origine At0 , et qui a pour fin Ct0 . Alors toute la ligne devrait eˆtre
dans cette meˆme intersection. Mais c’est impossible car cette intersection a
pour dimension 0. Contradiction. Aucune liaison n’apparaˆıt quand t varie
dans cette configuration.
Ainsi, on vient de voir que si a` tout instant les conditions de Morse-
Smale sont respecte´es, le complexe de Morse associe´ aux couples de fonctions
et pseudo-gradient (ft, Xt) est le meˆme pour tout t. Dans la preuve de ce re´-
sultat, on a vu que ce qui permettait d’affirmer que le complexe ne changeait
pas e´tait d’une part, la qualite´ d’eˆtre Morse tout le temps (meˆme nombre
de points critiques et indice constant pour chaque point critique), et d’autre
part le fait que le pseudo-gradient ve´rifie la condition de Smale (invariance
du nombre de lignes et de leurs extre´mite´s).
Toutefois, on ne peut pas eˆtre suˆr que n’importe quel chemin (ft, Xt)
ve´rifie tous les instants les conditions de Morse-Smale. Quand la fonction
perdra sa proprie´te´ d’eˆtre Morse, ou quand le pseudo-gradient ne ve´rifiera
pas la condiction de Smale, cela engendrera des modifications du complexe
de Morse.
5.1.1 Bifurcation mort/naissance
Le premier type de bifurcation apparaˆıt quand, pour un temps donne´ t0,
la fonction ft0 n’est plus de Morse. Suivant le sens du parcours, cela engendre
une naissance, ou une disparition de deux points critiques d’indices conse´cu-
tifs. L’objet du prochain paragraphe est d’e´tablir la forme ge´ne´rique de ces
bifurcations. Ainsi, on pourra controˆler les transformations du complexe de
Morse qui en re´sultent.
Proposition 5.1.2. (Mode`le de bifurcation naissance/mort [5]). Soit F de´-
finie sur M × [0, 1] par F (x, t) = ft(x), avec M une varie´te´ de dimension n.
Alors, les proprie´te´s suivantes sont ge´ne´riques pour F :
1) Pour presque tout t ∈ [0, 1], sauf pour un nombre fini d’instants ou` se
produisent des bifurcations {t1, ..., tk}, ft est une fonction de Morse avec un
ensemble fini de points critiques ci qui de´crivent une courbe ci(t) lorsque le
parame`tre t varie.
2) Lors d’une bifurcation pour un temps ti, la fonction a un unique point
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critique c ou` la hessienne de fti a un noyau de dimension 1. En notant
∂
∂x1
le ge´ne´rateur du noyau, on a :


∂2F
∂x1∂t
(c, ti) 6= 0
∂3fti
∂x3
1
(c) 6= 0
3)Quitte a` reparame´trer le chemin et a` faire un changement de coordonne´es,
pour t voisin de ti, et dans un voisinage de c, on a dans une carte centre´e
en 0 :
ft(x) = fti(c) + x
3
1 ± (t− ti)x1 + q(x2, ..., xn)
avec q une forme quadratique non-de´ge´ne´re´e des variables (x2, ..., xn).
De´monstration. Tout d’abord, on a J1(M × [0, 1],R) ∼= T ∗M × T ∗[0, 1]×R,
et on de´finit la sous-varie´te´ Σ = {(α, β, u) ∈ T ∗M × T ∗[0, 1]× R| α = 0}.
1) D’apre`s le The´ore`me 4.3.5, ge´ne´riquement pour F dans C∞(M ×
[0, 1],R), j1F est transversale a` Σ. Par conse´quent, d’apre`s la Proposition
4.1.8, en prenant j1F
−1
(Σ), ge´ne´riquement les points critiques de F de´crivent
une courbe C dans M × [0, 1].
Posons maintenant la sous-varie´te´ alge´brique (les re´sultats de transversalite´
e´tablis restent vrais) Σ′ des 2− jets de´finie par :
dft = 0 et det d
2ft = 0
Il s’agit d’une varie´te´ de codimension n + 1. Toujours d’apre`s le The´ore`me
4.3.5, ge´ne´riquement j2F est transverse a` Σ′ et par conse´quent, d’apre`s la
Proposition 4.1.8, j2F ne recontre Σ′ qu’en des points isole´s. Il s’agit des
temps accidentels ti.
Pour (c, t0) un point critique de F situe´ sur C avec t0 6= ti, on a det d
2ft0(c) 6=
0 et c sera un point critique de Morse pour ft0 . A` partir du the´ore`me des
e´quations implicites applique´ a`
∂ft0
∂x
= 0, comme ce de´terminant est non nul,
la courbe de´crite par (c, t) au voisinage de t0 est donc de la forme (c(t), t).
2) Soit ti un temps accidentel pour lequel j
2F (c, ti) ∈ Σ
′. Le lieu singulier
de Σ′ (la` ou` l’intersection des deux sous-varie´te´s qui de´finissent Σ′ n’est pas
transverse) est de codimesion au moins n+2 a` cause du nombre d’e´quations.
Or, comme la source de j2F est de dimension n+1, ge´ne´riquement j2F (c, ti)
est un point re´gulier de Σ′. Par conse´quent, le noyau de d2ft est de dimension
1.
Appelons ∂
∂x1
le vecteur qui l’engendre. Comme j1F est transverse a` Σ, et que
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la seule partie qui va engendrer (graˆce a` l’application tangente) l’espace tan-
gent manquant (T ∗M×{0}×{0}) sera la jacobienne n×n+1 Jac(c, ti)(
∂F
∂x
),
cette dernie`re doit eˆtre de rang n. Par conse´quent, elle doit avoir un mineur
n × n non nul. Mais, comme ∂
∂x1
engendre le noyau de det d2ft, le seul mi-
neur qui sera non nul sera celui qui a en facteur ∂
2F
∂x1∂t
(c, ti). D’ou` la premie`re
condition.
Pour la seconde condition, comme le domaine de j2F est de dimension n+1
et que j2F est transverse a` Σ′ de codimension n + 1, l’application tangente
de j2F doit avoir un noyau de dimension 0. Or, si
∂3fti
∂x3
1
(c) = 0, ce n’est pas
le cas. D’ou` la deuxie`me condition.
3) Posons, pour x dans M , x = (y, z), avec y = x1 et z = (x2, ..., xn).
Sans pertes, on peut prendre comme point critique 0 dans ces coordonne´es.
Soit gy,t(z) = ft(x). Alors, pour t proche de ti, et y proche de 0, comme le
mineur non nul dont on parle au 2) est le mineur de la matrice ( ∂
2F
∂xi∂xj
)i,j pour
i, j = 2..n, gy,t est une fonction de Morse. De plus, en appliquant le the´ore`me
des e´quations implicites a` dgy,t = 0, le point critique est une fonction lisse de
(y, t). Alors, en faisant une translation de´pendant de (y, t) pour z (en gardant
(y, t) inchange´s) on rame`ne le point critique au 0 de Rn−1. En utilisant le
The´ore`me 2.0.12, il reste que :
ft(x) = h(t, x1) + q(x2, ..., xn)
avec q une forme quadratique non-de´ge´ne´re´e, et h une fonction inconnue pour
le moment.
Sans pertes, on peut dire que la bifurcation a lieu en t = 0. On pose H(x) =
h(x, 0). D’apre`s le 2), et un de´veloppement de Taylor a` l’ordre 3 avec reste
inte´gral, H(x) = g(x)x3 avec g une fonction non nulle en 0. On pose alors
φ(x) = xg(x)1/3. En utilisant le the´ore`me d’inversion locale, on voit que φ
est inversible autour de 0, et par conse´quent H ◦ φ−1(x) = x3. Puis d’apre`s
le de´veloppement universel de x3 (voir [12] IV.6.1), apre`s changement de
coordonne´es on a :
h(x, t) = x3 + u0(t)x+ u1(t)
ou` u0(0) = u1(0) = 0. Toujours d’apre`s 2) qui donne des conditions inde´-
pendantes des changements de coordonne´es on a : du0
dt
(0) 6= 0. Donc par
le the´ore`me d’inversion locale, φ(x, t) = (x, u−10 (t)) est un diffe´omorphisme
local, et
h ◦ φ(x, t) = x3 + xt+ a(t)
Puis, avec une translation on obtient la forme voulue.
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Remarque 5.1.3. Le signe devant le terme xt de´pend du sens de parcours
de la bifurcation. Dans un sens, un couple de points critiques apparaˆıt, tandis
que dans l’autre un couple de points critiques disparaˆıt. D’ou` le nom de mort
ou naissance pour cette bifurcation.
5.1.2 Glissement d’Anse
Maintenant que la bifurcation qui ne concerne que les fonctions a e´te´ e´tu-
die´e, on va s’inte´resser a` la perte de transversalite´ pour un pseudo-gradient.
Par conse´quent, dans ce paragraphe on va supposer que ∀t ∈ [0, 1] ft est
Morse. Dans ce cas, d’apre`s le Lemme 7.1.1, on peut supposer sans rien
changer au complexe que ft = f est inde´pendant de t et que f est e´tage´e.
Dans la suite de ce paragraphe on va caracte´riser la perte de la condi-
tion de Smale lorsque celle-ci est susceptible de causer une modification du
complexe de Morse : c’est a` dire quand elle concerne deux points d’indices
e´gaux ou conse´cutifs. Lorsque cette bifurcation concerne deux points posse´-
dant le meˆme indice, on assiste au glissement relatif des disques stables et
instables (ou anses) de ces points avec perte de transversalite´. On appelle
cette bifurcation un glissement d’anse.
Lemme 5.1.4. La perte de transversalite´ d’une famille de pseudo-gradients
associe´s a` une fonction de Morse f est une bifurcation ge´ne´riquement de
codimension 1.
De´monstration. Pour deux points critiques c et c′ d’indices e´gaux ou conse´-
cutifs, on peut fixer la trace de la varie´te´ instable de c dans un niveau re´gulier
tout en laissant varier celle de c′ sans apporter de modification au complexe
de Morse.
En effet, on peut supposer sans pertes que f est e´tage´e (voir le Lemme
7.1.1). Puis, en remontant le flot, on peut modifier le pseudo-gradient dans
une tranche de M (aussi proche que l’on veut de c) pour rendre la trace de
W uXt(c), dans un niveau re´gulier, constante. Cette ope´ration peut se faire sans
changer la transversalite´ (ou non-transversalite´) entre les varie´te´s stables et
instables de c et c′. Si on suppose qu’un couple de points critiques (x et y)
perd sa condition de Smale alors, comme la modification se fait dans une
tranche aussi proche que l’on veut de c, cela signifie que c est le lieu de cette
perte de transversalite´ et qu’il est un point interme´diaire entre x et y. Mais
alors, comme la condition de Smale pour le couple (x, c) et le couple (c, y)
n’est pas remise en cause cela signifie que ind(x) = ind(y)+2, et dans ce cas
cela ne change rien au complexe de Morse.
Pour les meˆmes raisons on aurait pu fixer W sXt(c
′) a` la place. Pour L un ni-
veau re´gulier, on pose Bt = W
s
Xt(c
′)∩L (qu’on prendra inde´pendant de t) et
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At = W
u
Xt(c) ∩ L. B = Bt × [0, 1] s’injecte canoniquement par l’application i
dans M × [0, 1]. On pose ∂
∂x1
le vecteur tangent associe´ a` [0, 1] dans la source
de l’application i. On plonge At× [0, 1] dansM× [0, 1] via le plongement p, et
on appelle l’image A. On pose ∂
∂x2
le vecteur tangent associe´ a` [0, 1] dans la
source de p. En perturbant le´ge`rement B on peut rendre A et B transverse.
Comme l’ancien B e´tait un cylindre, apre`s perturbation B ∩M × {t} ∼= Bt.
Alors, apre`s la petite perturbation on aura :
< Tp( ∂
∂x2
), T i( ∂
∂x1
) >=< ∂
∂t
, u >
dim(< ∂
∂t
, u >) > 0
Puis, comme A et B sont transverses, pour x dans leur intersection on
aura :
TxA+ TxB = TxM +
∂
∂t
Or TxB = Ti(
∂
∂x1
) + TxBt, TxA = Tp(
∂
∂x2
) + TxAt. Ainsi, comme Tp(
∂
∂x2
)
et Ti( ∂
∂x1
) ne peuvent engendrer que u dans TxM , TxAt+TxBt doit eˆtre e´gal
a` un espace de dimension au moins n − 1. Par conse´quent, il s’agit d’une
bifurcation de codimension 1.
Proposition 5.1.5. (Caracte´risation des glissements d’anse [5]). Soit un
chemin (f,Xt) ou` Xt est un pseudo-gradient de f . Les proprie´te´s suivantes
sont ge´ne´riques :
1) Le champ Xt ve´rifie la condition Smale pour presque tous les temps, sauf
pour un nombre fini de temps accidentels t1, ..., tq.
Soit ti un instant ou` on observe une perte de transversalite´ entre W
u(c) et
W s(c′), avec c et c′ deux points critiques.
2) Si ind(c) = ind(c′) + 1, alors deux lignes de gradient de signes oppose´s
liant c a` c′ vont apparaˆıtre ou disparaˆıtre.
3) Si ind(c) = ind(c′), alors en t = ti une liaison Γ apparaˆıt entre c et c
′
(avec f(c) > f(c′)) telle que ∀x ∈ Γ, TxW
u
Xti
(c) ∩ TxW
s
Xti
(c′) = TxΓ. Cette
liaison rec¸oit un signe que l’on supposera positif pour la suite. Puis :
i) Soit L′ = {fti(c
′)− δ}. Lorsqu’on passe de t = ti − ǫ a` t = ti + ǫ, la trace
L′ ∩W uXt(c) change par somme connexe oriente´e avec une sphe`re paralle`le a`
la sphe`re oriente´e L′ ∩W uXt(c
′).
ii) Soit L = {fti(c)+ δ}. Lorsqu’on passe de t = ti− ǫ a` t = ti+ ǫ, la trace de
L∩W sXt(c
′) change par somme connexe co-oriente´e avec une sphe`re paralle`le
a` la sphe`re L ∩W sXt(c) munie de la co-orientation oppose´e.
De´monstration. 1) Comme le glissement d’anse est une bifurcation ge´ne´ri-
quement de codimesion 1 (voir Lemme 5.1.4), elle ne se produit que pour un
nombre fini d’instants sur [0, 1] d’apre`s la Proposition 4.1.8.
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2) La perte de transversalite´ entre W uXt(c) et W
s
Xt(c
′) se re´percute par pro-
jection dans un niveau interme´diaire re´gulier L. On pose St = W
u
Xt(c) ∩ L,
et S ′t = W
s
Xt(c) ∩ L. Comme on vient de le voir (Lemme 5.1.4), pour t = ti
a` la bifurcation et x dans Sti ∩ S
′
ti
, TxSti et TxS
′
ti
ont un vecteur tangent en
commun. On pose H = TxSti + TxS
′
ti
l’hyperplan engendre´. Pour c d’indice
k + 1, Sti
∼= Sk, et S ′ti
∼= Sn−k−1. Comme dans le Lemme 5.1.4, on fixe St.
Localement, on peut plonger St dans R
k+1, ou` l’image de St serait R
k ×{0},
et la direction manquante serait le supple´mentaire de H. Dans cette confi-
guration, en de´plac¸ant S ′t dans la direction supple´mentaire de H a` partir de
t = ti, on fait appararaˆıtre (ou disparaˆıtre) deux points d’intersections (avec
transversalite´) avec des signes oppose´s (l’entre´e et la sortie d’une courbe qui
traverse un plan).
3) Lorsque c et c′ ont meˆme indice, les traces des varie´te´s instables et stables
se rencontrent en un seul point x et la somme des espaces tangents engendre
un hyperplan (on a un seul point et un hyperplan ge´ne´riquement, sinon il
s’agirait d’une bifurcation de codimension 2). Soit L
′+ un niveau juste au
dessus de c′, on fixe W sXt(c
′) ∩ L
′+, tandis que W uXt(c) ∩ L
′+ se de´place. Le
signe donne´ a` l’intersection compare la vitesse de de´placement deW uXt(c)∩L
′+
avec l’orientation de W uXti (c) ∩ L
′+.
Figure 5.1 – Somme connexe lors d’une bifurcation de type glissement d’anse. Sur ce
sche´ma on prend un pseudo-gradient positif il faut donc inverser varie´te´
stable et varie´te´ instable pour eˆtre cohe´rent avec ce me´moire. De plus,
l’instant de la bifurcation est appele´ θi et non ti sur ce dessin [5]
.
Dans L
′+, comme on peut le voir sur la Figure 5.1, au temps t = ti
les deux traces s’intersectent pour former un hyperplan sans vecteur tangent
commun, et pour t > ti la trace deW
u
Xt(c) rec¸oit par somme connexe oriente´e
le bord d’un disque me´ridien a` la trace de W sXt(c
′). Puis, en descendant les
lignes de gradient jusqu’a` L′, graˆce a` une carte de Morse, on voit que le bord
de ce disque me´ridien devient une sphe`re paralle`le a` W uXt(c
′) ∩ L′ munie de
la meˆme orientation, ou de son orientation oppose´e suivant le sens donne´ a`
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la liaison Γ. Afin de savoir les modifications qui apparaissent dans le niveau
L il suffit de changer f en −f .
Remarque 5.1.6. Ici, par sphe`re paralle`le on de´signe une sphe`re paralle`le
obtenue par voisinage tubulaire.
5.2 Bifurcations et complexe de Morse
Graˆce aux paragraphes pre´ce´dents, on sait quels e´ve`nements se produisent
lors des bifurcations rencontre´es de fac¸on ge´ne´rique par une famille de couples
de fonctions et pseudo-gradients associe´s (ft, Xt). En se servant de ces re´-
sultats on va maintenant s’inte´resser aux effets de ces bifurcations sur le
complexe de Morse. Plus pre´cise´ment, avec (f0, X0) et (f1, X1) deux couples
fonction/pseudo-gradient ve´rifiant les conditions de Morse-Smale, et relie´s
par une famille de couples a` un parame`tre, on va s’inte´resser aux diffe´rences
entre les complexes associe´s (C∗0 , ∂0) et (C
∗
1 , ∂1).
Tout d’abord, d’apre`s le Lemme 5.1.4 et la Proposition 5.1.2, une bifur-
cation qui serait a` la fois une naissance/mort, et un glissement d’anse, sera
de codimension 2. Par conse´quent, d’apre`s le The´ore`me 4.2.6 et la Proposi-
tion 4.1.8, ce type de bifurcation est e´vite´ par une famille a` un parame`tre de
fac¸on ge´ne´rique. Comme on ne s’inte´resse qu’aux proprie´te´s ge´ne´riques des
chemins a` un parame`tre, on pourra donc se´parer les deux bifurcations sur
le chemin (ft, Xt). Par conse´quent, on commencera par l’e´tude de l’impact
des naissances/morts sur le complexe de Morse, puis on passera a` celle de
l’impact des pertes de transversalite´ sur le meˆme complexe.
5.2.1 Bifurcation naissance/mort
Dans ce paragraphe, on conside´rera sur une varie´te´ M de dimension n
une famille (ft, Xt), t ∈ (−ǫ, ǫ), ǫ > 0, de fonctions et de pseudo-gradients
associe´s tels que :
1) ∀t ∈ (−ǫ, ǫ)− {0}, ft est Morse
2) f0 n’est pas de Morse pour un point critique u, et pour t proche de 0, et
x proche de u, dans une carte ou` φ(u) = 0, ft est de la forme :
ft(x) = f0(u) + x
3
1 + tx1 + q(x2, ..., xn)
3) ∀t ∈ (−ǫ, ǫ), Xt est un pseudo-gradient associe´ a` ft qui ve´rifie la condition
de Smale
La limitation a` ce type de chemin est justifie´e puisqu’ils sont ge´ne´riques, et
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on a pris un signe positif devant tx1 car on s’inte´resse dans un premier temps
aux naissances.
Proposition 5.2.1. Dans la configuration qu’on vient de de´crire, soit a et
b les deux points critiques qui apparaissent en t = 0. On pose ind(b) = k =
ind(a) − 1. On note (C−, ∂−), et (C+, ∂+) les complexes de Morse avant et
apre`s la bifurcation. Les re´sultats qui suivent sont donne´s dans Z/2 car les
signes de´pendent des choix d’orientation. Dans tous les cas, C+ est le meˆme
complexe que C− auquel on a ajoute´ le couple (a, b). Pour la diffe´rentielle,
plusieurs configurations sont possibles, et de fac¸on ge´ne´rique pour les familles
(ft, Xt) on aura :
1) Si n = 1, a et b vont naˆıtre sur une ligne de flot qui reliait deux points
critiques d et c, avec ind(c) = 0 = ind(d) − 1. Dans ce cas, la diffe´rentielle
apre`s la bifurcation vaut : ∂+(d) = b + ∂−(d), ∂+(a) = b + c, et elle reste
inchange´e pour les autres points critiques.
2) Si n > 1 et k = 0, a et b vont naˆıtre sur la varie´te´ stable d’un minimum
c. Alors, ∂+(a) = b+ c, et ∂+ = ∂− ailleurs.
3) Si n > 1 et k = n − 1, a et b vont naˆıtre sur la varie´te´ instable d’un
maximum d. Alors, ∂+(a) = b, ∂+(d) = b + ∂−(d), ∂+(b) = 0, et ∂+ = ∂−
ailleurs.
4) Dans les autres cas, ∂+(a) = b, ∂+(b) = 0, et ∂+ = ∂− ailleurs.
De´monstration. D’apre`s la forme locale de la bifurcation de type naissance
(voir la Proposition 5.1.2), deux points critiques d’indices conse´cutifs vont
apparaˆıtre en t = 0.
1) Pour n = 1, le seul cas de figure est localement diffe´omorphe a` la Figure
5.2.
Pour n > 1, a` l’aide du mode`le local de la naissance, on voit qu’il y a
une unique ligne de flot de ∂+ qui relie a a` b. Puis, pour les cas 2), 3), et
4), tout de´coule de l’ide´e suivante : si la codimension de la varie´te´ instable
d’un point critique qui pourrait descendre par une ligne vers a ou b est stric-
tement plus grande que 0, alors cette varie´te´ e´vite le point de naissance de
fac¸on ge´ne´rique, et par conse´quent il ne descendra pas sur a ou b. On peut
faire exactement la meˆme chose pour une varie´te´ stable d’un point critique
qui proviendrait de a ou b.
On va le montrer dans le cas d’un point critique x d’indice k+1 qui pourrait
descendre via une ligne vers b. Supposons que la codimension de sa varie´te´
instable soit plus grande ou e´gale a` 1. On appele N le point de naissance. Si la
varie´te´ instable de x e´vite N alors il n y a rien a` changer. Si la varie´te´ instable
de x touche N , alors en faisant une petite perturbation dans une direction
supple´mentaire a` l’espace tangent on aura ∀t ∈ (−ǫ, ǫ), W uXt(x) ∩ N = ∅.
Finalement, comme cette ope´ration ne changera rien aux transversalite´s, en
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Figure 5.2 – Naissance de deux points critiques en dimension 1
.
faisant cela avec tous les points critiques d’indices k+1, aucun point critique
ne descendra sur b.
Un point qui pourrait descendre sur a (ou b) aurait une varie´te´ instable de
codimension n − k − 2 (ou n − k − 1). Un point qui pourrait provenir de a
(ou b) aurait une varie´te´ stable de codimension k (ou k − 1). Donc :
- Si n > 1 et k > 1 et k < n − 2, d’apre`s ce qui pre´ce`de, ∂+(a) = b,
∂+(b) = ∂+
2
(a) = 0, et ∂+ = ∂− ailleurs.
- Si n > 1 et k = n − 1, alors a sera un maximum, et la naissance aura
lieu sur la varie´te´ instable d’un maximum d qui ne pourra pas eˆtre e´vi-
te´e ge´ne´riquement. Le mode`le local de la naissance donne alors ∂+(a) = b,
∂+(d) = b+ ∂−(d), ∂+(b) = 0, et ∂+ = ∂− ailleurs.
- Si n > 1 et k = n− 2, alors la naissance se fera sur la varie´te´ instable d’un
maximum qui descendra sur a. Cependant, comme aucun point critique ne
descendra sur b de fac¸on ge´ne´rique, il est impossible d’avoir ∂+(d) = a+ νiei
(νi = ±1, et les ei sont des points critiques) car comme ∂
+2 = 0, il serait
ne´cessaire qu’un autre point descende vers b. Par conse´quent, les chemins qui
se rendent a` a depuis d sont de signes oppose´s, et le re´sultat sera le meˆme
que lorsque n > 1, k > 1, et k < n− 2 .
- Si n > 1 et k = 1, la preuve est presque identique au cas ou` n > 1 et
k = n− 2 (c’est la meˆme avec g = −f).
- Si n > 1 et k = 0, la preuve est presque identique au cas ou` n > 1 et
k = n− 1 (c’est la meˆme avec g = −f).
5.2 Bifurcations et complexe de Morse 45
5.2.2 Glissement d’Anse
D’apre`s la Proposition 5.1.5, lors d’une perte de transversalite´, le com-
plexe ne changera pas si cette perte concerne deux points critiques d’indices
conse´cutifs (les deux lignes s’annuleront dans la diffe´rentielle). Les modifica-
tions du complexe seront lie´es a` des glissements d’anse. On s’inte´ressera ici
aux chemins ge´ne´riques (f,Xt) qui posse`dent un glissement d’anse tel que
celui de´crit a` la Proposition 5.1.5. On note c et c′ les deux points critiques
concerne´s par la bifurcation tel que f(c) > f(c′).
Proposition 5.2.2. Soit A un morphisme de complexe de chaˆınes de´fini par
A(c) = c+ c′ et qui vaut l’identite´ partout ailleurs. Alors, on a :
∂+|Ck+1 = A
−1 ◦ ∂−|Ck+1
∂+|Ck = ∂
− ◦ A|Ck
De´monstration. Dans un niveau L′ situe´ juste en dessous de c′ on a vu que
W uXt(c)∩L
′ change par ajout d’une sphe`re paralle`le a`W uXt(c
′)∩L′ par somme
connexe oriente´e (voir la Proposition 5.1.5). Soit x un point critique tel que
∂−(c′) = x + .... Alors, comme l’intersection de W sXt(x) avec W
u
Xt(c
′) est
transverse (par hypothe`se sur le chemin (f,Xt)) pour chaque point d’inter-
section entre W sXt(x) et W
u
Xt(c
′), il y en aura un de meˆme signe entre W uXt(c)
et W sXt(x). Par conse´quent ∂
+(c) = ∂−(c) + ∂−(c′).
Dans un niveau juste au dessus de c, la meˆme chose se produit mais la
sphe`re ajoute´e est de co-orientation oppose´e a` la sphe`re initiale. D’ou`, pour
d un point critique d’indice k + 1, tel que ∂−(d) = c + ... on aura ∂+(d) =
c− c′ + ....
Pour les bifurcations oppose´es comme une bifurcation de type mort, ou
un glissement d’anse avec un signe oppose´, en suivant la meˆme de´marche
on peut montrer que les modifications obtenues sont les inverses de celles
pre´ce´demment e´tablies.
Chapitre 6
Approche par Homotopie et
Cate´gories
L’approche par bifurcation nous a permis de connaˆıtre les modifications
susceptibles de s’effectuer sur le complexe de Morse lors du parcours d’une
famille a` un parame`tre de couples fonction/pesudo-gradient (ft, Xt). Cette
approche nous a permis d’e´tudier exhaustivement toutes les situations pos-
sibles. Toutefois, en Homologie de Floer, re´aliser cette description est bien
plus complexe. Par conse´quent, il est inte´ressant d’e´tudier les modifications
du complexe de Morse par une approche diffe´rente qui pourrait eˆtre plus
simple, et qui pourrait se transposer en Homologie de Floer. Dans ce cha-
pitre on pre´sentera la me´thode des homotopies pour l’e´tude des modifications
du complexe de Morse, puis on comparera ces re´sultats a` ceux de l’approche
par bifurcation en terme de cate´gories.
6.1 Me´thode des homotopies
L’ide´e de cette me´thode est de sortir de la varie´te´ de de´part M pour
travailler surM×J , avec J un intervalle. Avec ce parame`tre supple´mentaire,
on va pouvoir e´tudier les modifications du complexe de Morse graˆce aux lignes
de flot d’une fonction spe´cifique sur M × J .
The´ore`me 6.1.1. (Me´thode des homotopies [2]). Soit (f0, X0) et (f1, X1)
deux couples fonction/pseudo-gradient de´finis sur une varie´te´ V de dimension
n, et ve´rifiant les conditions de Morse-Smale. Alors, il existe un morphisme
de complexes :
Φ∗ : (C∗(f0), ∂X0)→ (C∗(f1), ∂X1)
qui induit un isomorphisme en homologie.
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Figure 6.1 – La fonction g. [2]
De´monstration. Tout d’abord, avec une partition de l’unite´, on construit une
fonction F telle que :
F : V × [−1/3, 4/3] → R
(x, s) 7→ F (x, s) = Fs(x)
et {
Fs = f0 pour s ∈ [−1/3, 1/3]
Fs = f1 pour s ∈ [2/3, 4/3]
On va montrer le the´ore`me en trois e´tapes :
1) Soit g une fonction re´elle a` valeurs re´elles, posse´dant un maximum en 0 et
un minimum en 1 (voir Figure 6.1), et telle que :
∀x ∈ V, ∀s ∈ (0, 1), ∂F
∂s
(x, s) + g′(s) < 0
Alors, la fonction Fˆ = F + g est une fonction de Morse dont les points
critiques sont :
Crit(Fˆ ) = Crit(f0)× {0} ∪ Crit(f1)× {1}
Les points critiques de f0 voient leur indice augmente´ de 1 tandis que ceux
de f1 gardent leur indice constant. A` nouveau, avec une partition de l’unite´
on construit un pseudo-gradient adapte´ X tel que :
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{
X = X0 − grad g sur V × [−1/3, 1/3]
X = X1 − grad g sur V × [2/3, 4/3]
(avec grad g le gradient euclidien de g). AlorsX est transverse au bord de V ×
[−1/3, 4/3], et en le perturbant un peu on obtient Xˆ qui ve´rifie la condition
de Smale et est transverse a` V × {s} pour s = −1/3, 1/3, 2/3, 4/3. Cette
petite perturbation ne change en rien les transversalite´s, et par conse´quent :
(C∗(Fˆ ), ∂X) = (C∗(Fˆ ), ∂Xˆ). Ainsi, on aura :
(C∗(Fˆ |V×[−1/3,1/3]), ∂Xˆ) = (C∗(f0), ∂X0)
et
(C∗(Fˆ |V×[2/3,4/3]), ∂Xˆ) = (C∗(f1), ∂X1)
Dans le complexe de Morse associe´ a` (Fˆ , Xˆ) il y a deux types de trajectoires
entre points critiques. Celles qui restent dans la tranche s ∈ [−1/3, 1/3]
(trajectoires de X0) ou dans la tranche s ∈ [2/3, 4/3] (trajectoires de X1), et
celles qui vont d’un point critique de f0 en s = 0 vers un point critique de f1
en s = 1. Comme :
Ck+1(Fˆ ) = Ck(f0)
⊕
Ck+1(f1)
on aura :
∂Xˆ : Ck(f0)
⊕
Ck+1(f1)→ Ck−1(f0)
⊕
Ck(f1)
qui s’e´crira dans cette base sous la forme matricielle suivante :
∂Xˆ =
(
∂X0 0
ΦF ∂X1
)
Pour tous les k compris entre 0 et n, la partie ΦF envoie les points critiques
d’indice k de f0 sur des points critiques d’indice k de f1. Puis, comme ∂
2
Xˆ
= 0,
dans Z/2, on aura :
ΦF ◦ ∂X0 = ∂X1 ◦ Φ
F
et donc ΦF est bien un morphisme de complexe de chaˆınes.
2) Pour f1 = f0 et X1 = X0, en prenant le couple :
(F (x, s) = f0(x) + g(s), X = X0 − grad g)
on ve´rifie bien les conditions de Morse-Smale. De plus, pour tout point cri-
tique a de f0, X(a, s) = (0,−grad g(s)), et par conse´quent il y a une unique
trajectoire de X qui lie (a, 0) et (a, 1). On a finalement ΦF = Id.
3) Soient un autre couple (f2, X2), F une interpolation entre f0 et f1, G
une interpolation entre f1 et f2, et H une interpolation entre f0 et f2.
On de´finit K (Voir Figure 6.2) une fonction a` valeurs re´elles de´finie sur
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Figure 6.2 – L’interpolation K. [2]
V × [−1/3, 4/3]× [−1/3, 4/3], telle que K(x, s, t) = Ks,t(x) par :
- Ks,t = Ht pour s ∈ [−1/3, 1/3]
- Ks,t = Gt pour s ∈ [2/3, 4/3]
- Ks,t = Fs pour t ∈ [−1/3, 1/3]
- Ks,t = f2 pour t ∈ [2/3, 4/3]
Puis, on choisit une fonction g, avec la meˆme forme qu’a` la Figure 6.1 qui
ve´rifie :{
∀s ∈ (0, 1), g′(s) +max(∂F
∂s
(x, s), ∂G
∂s
(x, s), ∂H
∂s
(x, s)) < 0
∀x ∈ V, ∀(s, t) 6= {(0, 0); (0, 1); (1, 0); (1, 1)}, g′(s) + ∂K
∂s
(x, s, t) < 0
Puis, on pose :
Kˆ(x, s, t) = Ks,t(x) + g(s) + g(t)
On a ainsi construit une fonction de Morse dont les points critiques sont :
Crit(Kˆ) =
Crit(f0)× (0, 0) ∪ Crit(f1)× (1, 0) ∪ Crit(f2)× (0, 1) ∪ Crit(f2)(1, 1).
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D’autre part, pour Kˆ, les points critiques qui proviennent de f0 voient leur
indice augmente´ de 2, les points critiques qui proviennent de f1 voient leur
indice augmente´ de 1, les points critiques qui proviennent de f2 situe´s en
(0, 1) voient leur indice augmente´ de 1, et les points critiques qui proviennent
de f2 situe´s en (1, 1) gardent le meˆme indice.
Figure 6.3 – La diffe´rentielle ∂
Xˆ
et ses diffe´rentes composantes. [2]
Soit X un pseudo-gradient adapte´ a` F , et Y un pseudo-gradient adapte´
a` G. On de´finit X un pseudo-gradient pour K tel que :
-X (x, s, t) = X(x, t)− grad g(s) pour t ∈ [−1/3, 1/3]
-X (x, s, t) = X2(x)− grad g(s)− grad g(t) pour t ∈ [2/3, 4/3]
-X (x, s, t) = Y (x, s)− grad g(t) pour s ∈ [2/3, 4/3]
-X (x, s, t) = Z(x, s)− grad g(t) pour s ∈ [−1/3, 1/3], ou` Z est un pseudo-
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gradient de H(x, s) + g(s)
On applique alors de petites perturbations a` X sur V × [1/3, 2/3] ×
[1/3, 2/3] pour obtenir Xˆ qui ve´rifie la condition de Smale. Puis, comme :
Ck+1(K) = Ck−1(f0)
⊕
Ck(f1)
⊕
Ck(f2)
⊕
Ck+1(f2)
la diffe´rentille ∂
Xˆ
s’e´crit (voir Figure 6.3) :
∂
Xˆ
=


∂X0 0 0 0
ΦF ∂X1 0 0
ΦH 0 ∂X2 0
S ΦG Id ∂X2


Finalement, comme ∂2
Xˆ
= 0, on a (dans Z/2) :
ΦG ◦ ΦF = ΦH + S ◦ ∂X0 + ∂X2 ◦ S
Donc en homologie ΦG ◦ ΦF = ΦH . Finalement, le morphisme ΦF du The´o-
re`me est bien un isomorphisme en homologie puisqu’en prenant la meˆme
interpolation avec un sens de parcours oppose´ on obtiendra, d’apre`s le 2),
l’inverse de ΦF en homologie.
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Pour deux couples fonction/pseudo-gradient ve´rifiant les conditions de
Morse-Smale, on posse`de maintenant deux outils nous permettant de lier
leur complexe de Morse respectif. On en vient naturellement a` construire
une cate´gorie et des foncteurs pour repre´senter ces re´sultats.
Durant tout ce me´moire, on a travaille´ avec des familles de couples (ft, Xt)
posse´dant des proprie´te´s particulie`res. En effet, c’est graˆce a` ces hypothe`ses
qu’on a pu de´terminer la forme locale des bifurcations rencontre´es par le
complexe de Morse (voir les Propositions 5.1.2 et 5.1.5). Par conse´quent, on
prendra la cate´gorie suivante :
De´finition 6.2.1. Pour V une varie´te´ fixe´e de dimension n, on de´finit la
cate´gorie MOR de la fac¸on suivante. Les objets de MOR sont les couples
(f,X) constitue´s d’une fonction e´tage´e a` valeurs re´elles de´finie sur V , et d’un
pseudo-gradient adapte´ X tel que (f,X) respecte les conditions de Morse-
Smale. Soient (f0, X0) et (f1, X1) deux objets de la cate´gorie MOR. Soit
une famille (gt, Yt), lisse en t pour t ∈ [0, r], avec r > 0, ou` les gt sont
des fonctions e´tage´es a` valeurs re´elles de´finies sur V munies d’un pseudo-
gradient adapte´ Yt, et telle que (g0, Y0) = (f0, X0) et (gr, Yr) = (f1, X1). On
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impose e´galement les conditions suivantes sur la famille (gt, Yt) :
- Il existe ǫ > 0 tel que pour t dans [0, ǫ] ∪ [r − ǫ, r], (gt, Yt) est constante
- Pour presque tous t dans [0, r] sauf en quelques instants ti, avec i = 1..n
ou` n ∈ N, (gt, Yt) ve´rifie les conditions de Morse-Smale. Enfin, en t = ti :
- soit Xti ve´rifie la condition de Smale et gti n’est pas de Morse, et on
observe une naissance/mort comme dans la Proposition 5.1.2
- soit gti est de Morse et Xti ne ve´rifie pas la condition de Smale, et
on observe une perte de transversalite´ comme dans la Propositon 5.1.5
Alors, pour des familles (gt, Yt) qui ve´rifient toutes ces conditions, les
morphismes de la cate´gorie MOR entre les objets (f0, X0) et (f1, X1) seront
les classes d’e´quivalence de la relation suivante :
[(gt, Yt)t∈[0,r]] = [(ht, Zt)t∈[0,s]] ⇔ (g0, Y0) = (h0, Z0) et (gr, Yr) = (hs, Zs)
On notera (g, Y ) un repre´sentant du morphisme [(gt, Yt)t∈[0,r]], et la loi
de composition entre deux morphismes sera simplement une connexion des
deux chemins.
Avec ces proprie´te´s,MOR est bien une cate´gorie. De plus, c’est une ca-
te´gorie pertinente puisque ses objets et ses morphismes sont denses dans leur
ensemble respectif.
L’autre cate´gorie qui va nous inte´resser sera celle des complexes de chaˆınes.
Seulement, a` cause du The´ore`me 6.1.1, on s’aperc¸oit que du point de vue des
cate´gories, la me´thode des homotopies donnera des morphismes de complexes
de chaˆınes compatibles a` condition de prendre des classes de morphismes. Par
conse´quent, on travaillera avec la cate´gorie suivante :
De´finition 6.2.2. On notera CH la cate´gorie dont les objets sont des com-
plexes de chaˆınes et les morphismes entre deux complexes (C0, ∂0) et (C1, ∂1)
seront les classes [φ], ou` φ est un morphisme de complexe de chaˆınes entre
(C0, ∂0) et (C1, ∂1), et [φ] = [ψ] si et seulement si il existe une homotopie
entre φ et ψ.
Graˆce au Chapitre 5 on peut de´finir un foncteur entre ces deux cate´gories.
Comme ce foncteur doit pouvoir s’utiliser pour des naissances/morts, les
signes ne seront pas spe´cifie´s, et on travaillera dans Z/2 :
De´finition 6.2.3. Soit (g, Y ) un repre´sentant d’une classe de morphismes
entre (f0, X0) et (f1, X1). On de´finit le foncteur Fbif de la fac¸on suivante :
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Pour les objets de la cate´gorieMOR, le foncteur sera de´fini par Fbif (f0, X0) =
(C∗0 , ∂0), ou` (C
∗
0 , ∂0) est le complexe associe´ a` (f0, X0).
Pour le morphisme (g, Y ), le foncteur sera calcule´ en plusieurs e´tapes. Ini-
tialement, on pose F 0bif (g, Y ) = Id. Puis :
- S’il n’y a aucune bifurcation, on aura Fbif(g, Y ) = Id
Sinon, on pose n > 0 le nombre de bifurcations et t1, t2, ..., tn les instants ou`
des bifurcations se produisent. Puis, on de´termine la nature de la premie`re
bifurcation en t = t1, et :
- S’il s’agit d’une perte de transversalite´ entre deux points critiques d’in-
dices conse´cutifs, on posera F 1bif (g, Y ) = F
0
bif (g, Y )
- S’il s’agit d’une perte de transversalite´ entre deux points critiques c et
c′ d’indices e´gaux tels que fti(c) > fti(c
′), alors, avec φ le morphisme de
complexe de chaˆınes de´fini par :
φ(c) = c+ c′ et φ = Id partout ailleurs
on posera F 1bif(g, Y ) = φ ◦ F
0
bif (g, Y ).
- S’il s’agit d’une naissance, il y aura deux nouveaux points critiques d’in-
dices conse´cutifs dans C1. Alors, avec I l’inclusion naturelle de C0 dans C1,
et avec les meˆmes notations qu’a` la Proposition 5.2.1, on de´finit φ un mor-
phisme de complexe de chaˆınes de la fac¸on suivante :
- si k = n− 1, φ(d) = d+ a et φ = I partout ailleurs
- φ = I pour toutes les autres configurations
et on posera F 1bif (g, Y ) = φ ◦ F
0
bif (g, Y )
- S’il s’agit d’une mort on de´finit le morphisme de complexe de chaˆınes
φ par :
- φ(a) = φ(b) = 0, et φ = J partout ailleurs (ou` J est l’inclusion naturelle
de C1 dans C0)
et on posera encore F 1bif (g, Y ) = φ ◦ F
0
bif(g, Y )
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Finalement, en composant F ibif (g, Y ) par le morphisme adapte´ a` chaque
bifurcation, on obtiendra F nbif (g, Y ), et on de´finira le foncteur comme Fbif (g, Y ) =
[F nbif (g, Y )] la classe du dernier morphisme obtenu.
Graˆce au Chapitre 5, on a tout de suite :
Proposition 6.2.4. Le foncteur Fbif est un foncteur covariant de la cate´gorie
MOR dans la cate´gorie CH.
A` l’aide du The´ore`me 6.1.1 on va de´finir un foncteur pour la me´thode des
homotopies.
De´finition 6.2.5. Soit (h, Y ) un repre´sentant d’une classe de morphisme
entre (f0, X0) et (f1, X1). On peut reparame´triser ht pour obtenir une inter-
polation G entre (f0) et (f1) comme dans la preuve du The´roe`me 6.1.1. On
construit alors le foncteur Fhom de la fac¸on suivante :
Pour les objets de MOR Fhom(f0, X0) = (C
∗
0 , ∂0) le complexe associe´
(comme pour Fbif)
Pour le morphisme (h, Y ), on de´finira Fhom(h, Y ) = [Φ
G], la classe de ΦG le
morphisme construit au The´ore`me 6.1.1.
Graˆce au The´ore`me 6.1.1 on aura imme´diatement le re´sultat suivant :
Proposition 6.2.6. Le foncteur Fhom est un foncteur covariant de la cate´-
gorie MOR dans la cate´gorie CH.
La raison pour laquelle on a introduit la me´thode des homotopies est
que, comme la me´thode des bifurcations, elle nous permet de connecter les
complexes associe´s a` des couples fonction/pseudo-gradient. Son inte´reˆt est
qu’elle est plus facile a` construire que la me´thode des bifurcations. Il est
alors inte´ressant de comparer ces deux approches via les foncteurs qu’elles
nous permettent de construire afin de voir si elles donnent acce`s aux meˆmes
informations. Dans les prochains paragraphes on va montrer que du point de
vue des foncteurs ces approches sont e´quivalentes.
Comme pour le foncteur Fbif , le foncteur Fhom de´pend du type des bi-
furcations rencontre´es. Alors, puisque seuls les points de de´part et d’arrive´e
comptent, on va calculer l’effet du foncteur Fhom en fonction de chaque type
de bifurcation. Le foncteur final sera obtenu en composant ensemble les fonc-
teurs interme´diaires. Pour s’assurer de l’e´galite´ des deux foncteurs il nous
suffira de ve´rifier qu’ils donnent pour chaque type de bifurcation la meˆme
classe de morphisme de complexe de chaˆınes.
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Proposition 6.2.7. Soit (h, Y ) un repre´sentant d’un morphisme entre (f0, X0)
et (f1, X1). On peut reparame´triser ce morphisme sur [−1/3, 4/3] tel que
∀v ∈ [−1/3, 4/3], (hv, Yv) ve´rifie les conditions de Morse-Smale, et ∀v ∈
[−1/3, 1/3] ∪ [2/3, 4/3], (hv, Yv) est constante. Alors :
Fhom(h, Y ) = [Id]
De´monstration. On a de´ja` vu (voir Lemme 7.1.1) que sans pertes on pouvait
conside´rer hv = h pour tout instant v. Puis, pour tout t ∈ [−1/3, 4/3] on
peut changer le parame´trage de (hv, Yv) pour avoir (h4/3, Y4/3) = (ht, Yt).
On construit, comme dans le The´ore`me 6.1.1, Ht(x, v) = hv(x) + g(v) et un
pseudo-gradient Zt adapte´ a` la fonction Ht. Par stabilite´ de la transversalite´,
pour t dans [−1/3, 4/3] il existe ǫt tel que :
∀s ∈ (t− ǫt, t+ ǫt) ∩ [−1/3, 4/3], (Hs, Zt) ve´rifie les conditions de
Morse-Smale
Par compacite´, on en extrait un sous-recouvrement fini dans lequel on garde
intentionnellement [−1/3,−1/3 + ǫ−1/3) et (4/3 − ǫ4/3, 4/3]. On a alors une
suite finie d’ouverts de [−1/3, 4/3] centre´s en−1/3, t1, t2, ..., tn−1, 4/3. Ainsi,
pour tous les s dans [−1/3, 1/2(−1/3 + ǫ−1/3 + t1 − ǫ1)], (Hs, Z−1/3) ve´rifie
les conditions de Morse-Smale. Mais Z−1/3 = Y−1/3 − grad g = X0 − grad g.
Donc ∀t ∈ [−1/3, 1/2(−1/3 + ǫ−1/3 + t1 − ǫ1)], Fhom(h, Y ) = [Id] pour un
chemin re-parame´tre´ tel que (f4/3, Y4/3) = (ft, Yt).
Puis, pour tous les s dans [1/2(−1/3+ ǫ−1/3 + t1− ǫ1), 1/2(t1 + ǫ1 + t2− ǫ2)],
(Hs, Zt1) ve´rifiera les conditions de Morse-Smale. Alors, a` cause du recouvre-
ment avec [−1/3,−1/3 + ǫ−1/3), et du 3) de la preuve du The´ore`me 6.1.1,
∀t ∈ [1/2(−1/3 + ǫ−1/3 + t1 − ǫ1), 1/2(t1 + ǫ1 + t2 − ǫ2)], Fhom(h, Y ) = [Id]
pour un chemin re-parame´tre´ tel que (h4/3, Y4/3) = (ft, Yt). On remonte ainsi
jusqu’a` t = 4/3.
Dans le cas sans bifurcations les deux foncteurs qu’on a de´finis sont
donc les meˆmes. Inte´ressons-nous maintenant au foncteur Fhom dans le cas
des bifurcations du Chapitre 5. On commence par les bifurcations de type
mort/naissance.
Proposition 6.2.8. Soit (f, Y ) un repre´sentant d’un morphisme entre (f0, Y0)
et (f1, Y1), parame´trise´ sur [0, 1] et tel que ∀v ∈ ([0, 1]−{1/2}), (fv, Yv) ve´rifie
les conditions de Morse-Smale, et pour v = 1/2, f1/2 posse`de une singularite´
cubique. Alors :
Fhom(f, Y ) = Fbif (f, Y )
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De´monstration. Bien que la me´thode des homotopies ait e´te´ construite sur
[−1/3, 4/3], la preuve suivante est faˆıte sur [−δ, 1+ δ], avec δ > 0, et (fv, Yv)
constant pour v ∈ [−δ, 0] ∪ [1, 1 + δ]. Ce choix est fait pour alle´ger le texte,
et il n’y a aucune difficulte´ pour la transposer a` nouveau sur [−1/3, 4/3].
On note V la varie´te´ sur laquelle sont de´finis les couples (fv, Yv). On peut
supposer que la fonction g utilise´e dans le The´ore`me 6.1.1 est de la forme
α(β − t) autour de t = 1/2. On notera N le point de naissance. On pose
G(x, v) = fv(x) + g(v) comme au The´ore`me 6.1.1, mais ici graˆce au Lemme
7.1.2, avec W ⊂ U deux voisinages de N dans V , et ǫ > 0 on peut supposer
que G a les proprie´te´s supple´mentaires suivantes :
- ∀(x, v) ∈ V × [0, 1/2− ǫ] ∪ (V − U)× [1/2− ǫ, 1], G(x, v) = f0(x) + g(v)
- ∀(x, v) ∈ W × [1/2 − ǫ, 1/2 + ǫ] , G(x, v) = fv(x) + g(v), et il existe une
carte ou` fv aura la forme de la Proposition 5.1.2
- ∀(x, v) ∈ U × [1/2 + ǫ, 1], G(x, v) = f1(x) + g(v)
On notera a et b les deux points critiques issus de la bifurcation de type
naissance tels que ind(b) = ind(a)−1 = k. De cette fac¸on, les points critiques
de fv seront des points fixes de V (a` l’exception de a et b). Sans rien changer
au complexe de Morse associe´ au couple (f1, X1) on pourra donc prendre
Y1|V−U = Y0. On pourra alors choisir X un pseudo-gradient associe´ a` G ve´ri-
fiant la condition de Smale, de´pendant uniquement de v sur [0, 1]c, et tel que :
- ∀(x, v) ∈ V × [0, 1/2− ǫ] ∪ V − U × [1/2− ǫ, 1], X = Y0 − grad g
- ∀(x, v) ∈ W × [1/2 − ǫ, 1/2 + ǫ] X sera dans une carte le gradient ne´gatif
euclidien de la forme locale de fv + g
- ∀(x, v) ∈ U × [1/2 + ǫ, 1], X = Y1 − grad g
Afin de connaˆıtre l’effet du foncteur Fhom dans cette situation, il nous
faut connaˆıtre l’application ΦG du The´ore`me 6.1.1. Par construction, cette
application envoie des points critiques de f0 d’indice k (situe´s dans la tranche
t = 0) vers des points critiques de f1 d’indice k (en t = 1).
Soit d un point critique de f0, qui repre´sente un point critique D = (d, 0)
de G, et tel que ind(d) < n → ind(D) < n + 1 (ce n’est pas un maximum).
Alors, le point D posse`dera une varie´te´ instableW uX(D) de codimension stric-
tement positive. Si cette varie´te´ n’intersecte pas le point N , quitte a` re´duire
la taille des voisinages U, et W , toute la varie´te´ instable sera contenue dans
V − (U × [1/2− ǫ, 1/2 + ǫ]). Si N ∈ W uX(D) d’apre`s le mode`le local de X et
G autour du point N , il existera une ligne de flot de X reliant (d, 0) a` (a, 1).
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Cette ligne de flot ne sera utilise´e pour le calcul de ΦG que si k+1 = ind(d).
Cependant, puisque ΦG est un morphisme de complexe de chaˆınes, si
k+1 = ind(d), d devrait descendre sur b par ∂Y1 . Mais comme pour k < n−1
le seul point critique envoye´ par ∂Y1 sur b est (d’apre`s la Proposition 5.2.1)
le point critique a, il sera ne´cessaire qu’au moins un autre point critique
(e, 0) de G, avec ind(e) = ind(d)− 1, descende par ∂X sur (b, 1). Or, comme
ind(E) = ind(e, 0) < n+1, on pourra (voir la preuve de la Proposition 5.2.1)
modifier le pseudo-gradient X dans (U −W ) × [1/2 − ǫ, 1/2 + ǫ] pour que
W uX(E) e´vite W (quitte a` re´duire la taille de W ). Cette modification n’affec-
tera pas les proprie´te´s posse´de´es par X. Par conse´quent, il n’existera pas de
ligne de flot de X partant de (e, 0) et finissant en (b, 1). Contradiction. Donc,
si ind(d) < n, et N ∈ W uX(D), alors ind(a) = k + 1 6= ind(d).
Montrons maintenant que lorsque ind(d) < n, alors ∂X(D) = (d, 1). Soit
γ = (γ1, γ2) une ligne de flot de X partant de D prise en compte pour le
calcul de ΦG. Appelons C = (c, 1) le point critique sur lequel la ligne de flot
γ finit. On aura donc lims→+∞γ1(s) = c. Puis :
Si γ est inte´gralement dans V × [0, 1/2−ǫ]∪ (V −U)× [1/2−ǫ, 1], comme
le pseudo-gradient X est e´gal a` Y0 − grad g, on aura γ(s) = (d, h(s)) ou` h
sera une fonction qui tend vers 0 en −∞ et 1 en +∞.
Si γ n’est pas inte´gralement dans V ×[0, 1/2−ǫ]∪(V −U)×[1/2−ǫ, 1], alors
d’apre`s ce qui pre´ce`de, pour un temps tp > 1/2+ ǫ, γ pe´ne`tre dans U ×{tp}.
On pose e = γ ∩ V × {1/2 + ǫ}. Comme entre les temps t = 0 et t = 1/2 + ǫ
la ligne γ est inte´gralement dans V × [0, 1/2− ǫ]∪ (V −U)× [1/2− ǫ, 1/2+ ǫ],
la portion de γ1 liant a et e est une portion de ligne de flot de Y1 qui les
connecte dans V (plus pre´cise´ment de Y0 car Y1|V−U = Y0). Puis, comme le
reste de γ (jusqu’a` t = 1) est situe´ dans une zone ou` X = Y1−grad g, l’autre
portion de γ1 reliant e au point final c est aussi une ligne de flot de Y1 qui les
connecte dans V . On a donc montre´ que γ est inte´gralement dans une zone ou`
X = Y1−grad g. Comme dans le cas pre´ce´dent, on aura donc γ(s) = (d, h(s)).
Prenons maintenant d tel que ind(d) = n. Comme dans le paragraphe
pre´ce´dent, il existe une unique ligne de flot qui ne passe pas par N qui est
prise en compte par ∂X , et elle lie (d, 0) a` (d, 1). Puis, si W
u
X(D) ∩ N 6= ∅,
on ne pourra pas modifier X pour supprimer cette intersection. Inte´ressons
nous a` l’unique ligne qui passe par N . Alors, a` cause de la forme de X dans
W , cette ligne de flot finira au point A = (a, 1), ou` a est le point critique issu
de la naissance d’indice k + 1. Si k < n − 1, cette ligne de flot ne fera pas
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partie de celles utilise´es pour calculer ∂X(D). Si k = n− 1, elle sera prise en
compte, et on aura bien ΦG(d) = d+ a.
Finalement :
- Pour e, un point critique de f0, ind(e) < n⇒ Φ
G(e) = e.
- Si k = n − 1, il y aura un unique point critique d d’indice n tel que
ΦG(d) = d+ a, pour tous les autres maximums e, ΦG(e) = e
Si la bifurcation est de type mort, il suffit de la continuer par une naissance
pour revenir au complexe de de´part. Alors, d’apre`s le The´ore`me 6.1.1, on aura
bien Fhom(mort) ◦Fhom(naissance) = Fhom(naissance) ◦Fhom(mort) = [Id].
On a e´tudie´ l’effet du foncteur Fhom dans des chemins (ft, Xt) sans bifur-
cations, et des chemins avec une naissance ou une mort. Il ne reste plus qu’a`
e´tudier le dernier cas de figure : les pertes de transversalite´s.
Proposition 6.2.9. Soit (f, Y ) un repre´sentant d’un morphisme entre (f0, Y0)
et (f1, Y1), parame´trise´ sur [0, 1] et tel que ∀v ∈ ([0, 1]− {1/2}), (fv, Yv) ve´-
rifie les conditions de Morse-Smale, et pour v = 1/2, le pseudo-gradient Y1/2
associe´ a` f1/2 ne ve´rifie pas la condition de Smale. Alors :
Fhom(f, Y ) = Fbif (f, Y )
De´monstration. Pour les meˆmes raisons que celles donne´es dans la preuve de
la Proposition 6.2.8, on travaille sur [−δ, 1 + δ]. La perte de transversalite´
sera du meˆme type que celle de la Propositon 5.1.5. Comme dans la preuve de
cette meˆme proposition, on pourra prendre sans pertes fv = f . Les niveaux
et points critiques de fv = f sont donc fixes. Soit c et c
′ les deux points
critiques concerne´s par la perte de transversalite´ tels que f(c) > f(c′). On
peut augmenter les valeurs prises par f en ses maximums tels que :
∀m ∈Max(f), f(m) > f(c)
Cette ope´ration ne concerne que les maximums de fac¸on tout a` fait isole´e,
donc les complexes associe´s a` (f0, Y0) et a` (f1, Y1) ne seront pas modifie´s. On
fait de meˆme avec les minimums de telle fac¸on que :
∀m ∈ min(f), f(m) < f(c′)− 2
Soient θ et δ deux re´els tels que :
f(c) > θ + δ > θ − δ > f(c′) et Crit(f) ∩ f−1(θ − δ >, θ + δ) = ∅
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On pose f−1(θ − δ >, θ + δ) = U . Sans rien changer aux complexes asso-
cie´s a` (f0, Y0) et a` (f1, Y1), graˆce aux hypothe`ses pre´ce´dentes, on peut prendre
Y1,|V−U = Y0,|V−U = Y1/2,|V−U .
On pose G(x, v) = f(x)+g(v) de´fini comme au The´ore`me 6.1.1. Toutefois,
comme ici le but de g n’est pas de supprimer un point critique non-de´ge´ne´re´,
on peut imposer que g(0) = 1 et g(1) = 0. Puis, avec ǫ > 0, on va prendre
un pseudo-gradient X adapte´ a` G comme au The´ore`me 6.1.1 (qui a` priori ne
ve´rifie pas la condition de Smale) auquel on imposera en plus :
∀(x, v) ∈ (V −U)×([0, ǫ]∪[1−ǫ, 1])∪V ×[ǫ, 1−ǫ], X(x, v) = Y1/2−grad g(v)
Soit x le point d’intersection entre W uY1/2(c) et W
s
Y1/2
(c′) ou` ces deux va-
rie´te´s ne sont pas transverses (comme dans la Proposition 5.1.5). Comme il
existe une ligne de flot de Y1/2 partant de c, passant par x, et finissant en c
′,
il existe un temps tbif et un voisinage W de (x, tbif ) tel que :
∀(a, 0) ∈ (Crit(G)−{(c, 0)},W s,u(a)∩W 6= ∅⇒ ind(a) = n, ou ind(a) = 0
En dehors deW , toutes les intersections entre varie´te´s stables et instables
de X sont transverses. En effet, cela re´sulte des hypothe`ses sur Y1/2. Le seul
proble`me de transversalite´ a lieu sur W et concerne les points critiques (c, 0)
et (c′, 1). Comme il existe deux configurations pour la perte de transversalite´
on va traˆıter ces deux cas se´pare´ment.
Si ind(c) = ind(c′) + 1, on applique une perturbation au champ X sur
W pour que X ve´rifie la condition de Smale. Une telle perturbation existe
d’apre`s le Lemme 3.2.6.
Les lignes de flot prises en compte dans le calcul de ΦG ne rentrent pas
dans U× [0, ǫ]. En effet, comme on peut prendre ǫ aussi petit qu’on veut, une
ligne de flot de X partant d’un point critique en t = 0 devrait y descendre
infiniment vite. D’autre part, les lignes de flot prises en compte dans le calcul
de ΦG ne rentrent pas non plus dans U × [1− ǫ, 1]. En effet, cela s’explique
par le fait qu’ǫ peut eˆtre pris aussi petit qu’on le souhaite et qu’aucun point
critique ne se situe dans U × {1}. Finalement, les seules lignes de flot prises
en compte par ΦG qui pourraient faire que ΦG 6= Id seront celles passant par
W . Soit maintenant (d, 0) un point critique de G diffe´rent de (c, 0). Soit Γ
une ligne de flot de X partant de (d, 0).
Si 0 < ind(d) < n, la ligne Γ n’entrera pas dans W , et restera dans une
zone ou` X = Y1/2 − grad g. Par conse´quent, Γ terminera son parcours en
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(d, 1).
Si ind(d) = n, il existe une ligne de flot joignant (d, 0) a` (d, 1) (celle de
X = Y1/2 − grad g). Supposons qu’il en existe une autre qui sera prise en
compte par ΦG, c’est a` dire une ligne de flot de X nomme´e Γ partant de (d, 0)
et finissant en (e, 1), ou` ind(e) = ind(d) = n. Ne´cessairement, cette ligne tra-
versera W . Comme il est possible de prendre (x, tbif ) aussi proche que l’on
veut de (c′, 1), par continuite´, G prendra des valeurs proches de G(c′, 1) sur
W . Graˆce a` nos hypothe`ses, ∀e ∈Max(f), G(e, 1) > G(c′, 1). Or, G de´croit
strictement le long de Γ. Par conse´quent, il sera impossible a` Γ de traverser
W pour ensuite terminer en un point critique (e, 1) ou` e ∈Max(f). Contra-
diction.
Si ind(d) = 0, comme pour ind(d) = n, il existe une ligne de flot joignant
(d, 0) a` (d, 1). Supposons qu’il en existe une autre qui sera prise en compte par
ΦG, c’est a` dire une ligne de flot de X nomme´e Γ partant de (d, 0) et finissant
en (e, 1), ou` ind(e) = ind(d) = 0. Encore une fois, il sera ne´cessaire que cette
ligne traverse W . Or, par construction ∀e ∈ min(f), G(e, 0) < f(c′) − 1.
Donc, comme G de´croit strictement le long de Γ, la ligne Γ ne pourra pas
rentrer dans W . Contradiction.
Finalement, ∀d ∈ (Crit(f)− {c}) ΦG(d) = d.
Il reste a` calculer ΦG(c). Pour le point critique (c, 0) comme pour les
autres, il existe une ligne de flot de X joignant (c, 0) a` (c, 1). Puis, comme
avant la perturbation effectue´e sur X il existait une ligne de flot de X par-
tant de (c, 0) et passant par W , ce sera encore le cas apre`s. Cependant les
seules varie´te´s stables intersectant W sont celles de (e, 1) avec ind(e) = 0 ou
celle de (c′, 1). Comme on e´tudie une perte de transversalite´, il est ne´cessaire
que l’indice de c soit strictement supe´rieur a` 0. Ainsi dans tous les cas, les
e´ventuelles lignes de flot de X qui partiraient de c pour traverser W se ter-
mineront sur des points critiques d’indices strictement infe´rieurs a` celui de
c, et par conse´quent, elles ne seront pas prises en compte dans le calcul de
ΦG(c). On aura alors ΦG(c) = c.
On s’inte´resse maintenant au cas du glissement d’anse, c’est a` dire lorsque
ind(c) = ind(c′). Comme ind(c, 0) = ind(c′, 1) + 1, il existe une unique ligne
de flot de X reliant c a` c′, qui traverse W en passant par le point x. On
l’appelle Γ. On note (e, ts) le point d’intersection entre ∂W et Γ. Puis, comme
dans le cas ind(c) > ind(c′), on applique une perturbation au champX surW
pour que X ve´rifie la condition de Smale. La nouvelle ligne Γ passe infiniment
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proche du point (e, ts). Par une nouvelle perturbation de X sur W , on refait
passer Γ par (e, ts), mais cette fois, graˆce a` la stabilite´ de la transversalite´, X
ve´rifie toujours la condition de Smale. Alors, on aura ΦG(c) = c+c′ et pour les
meˆmes raisons qu’au paragraphe traitant de la configuration ind(c) > ind(c′),
on aura ∀d ∈ (Crit(f)− {c}) ΦG(d) = d.
Finalement, graˆce aux Propositions 6.2.7, 6.2.8, et 6.2.9, on obtient le
The´ore`me suivant :
The´ore`me 6.2.10. Les foncteurs Fhom et Fbif sont e´gaux.
Chapitre 7
Annexes
7.1 Famille de fonctions de Morse a` un para-
me`tre
Le lemme qui suit porte sur une famille de fonctions a` un parame`tre t
appartenant a` un intervalle J telles que ∀t ∈ J , ft est Morse. Comme on l’a
vu au The´ore`me 2.0.12, les voisinages des points critiques, et leur indice, ne
changent pas dans cette configuration (a` homotopie pre`s). On peut meˆme
aller plus loin : a` homotopie pre`s, la fonction ne changera pas.
Lemme 7.1.1. Soit ft, t ∈ [0, 1], une famille a` un parame`tre de fonctions
re´elles de´finies sur une varie´te´ M . Si ∀t ∈ [0, 1] ft est Morse, alors aux chan-
gements de coordonne´es pre`s, ft vaut f0. D’autre part, si f est une fonction
de Morse munie d’un pseudo-gradient, on peut rendre f e´tage´e sans rien
changer au complexe de Morse associe´.
De´monstration.
E´tape pre´liminaire
Pour un point critique a0, en prenant en compte la courbe suivie par at
(voir de´but de la preuve de la Proposition 5.1.1), on peut fixer un voisinage
fixe Ω, tel que pour tout t dans [0, 1] le seul point critique de ft dans Ω
soit at. Soit φ une carte de Ω vers un voisinage ouvert de 0 dans R
n tel que
φ(a0) = 0. Soit γ(t) = φ(at). Dans R
n on pose ψt(x) = x + γ(t). Par conse´-
quent, pour tout t dans [0, 1], ψt(0) = γ(t). Soit µt = φ
−1 ◦ ψt ◦ φ. Ainsi,
µt(a) = a(t), et en composant ft◦µt, le point critique a est fixe´ dans le temps.
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Aux changements de coordonne´es pre`s, on a donc fixe´ le point critique
a et un voisinage Ω qui ne contient que ce point comme point critique. Soit
gt la restriction de ft a` Ω. On appelle (U, ψ) la carte d’Ω. U est donc un
voisinage de 0 dans Rn. Soit Gt = gt ◦ ψ. Pour tous les t de [0, 1], Gt est
donc une famille de fonctions re´elles toujours Morse de´finie sur un voisinage
de 0 dans Rn. D’apre`s le The´ore`me 2.0.12, il existe donc une famille de
diffe´omorphismes φt tels que pour tout t :
Gt ◦ φt = gt ◦ ψ ◦ φt = q
Enfin, par compacite´, en dehors des cartes de Morse, dft(Xt) < −ǫt avec
ǫt > 0. On choisit une famille de fonctions ht constante sur les cartes de
Morse telles que |dht(Xt)| < 1/2ǫt et ft(ci,t)+ht(ci,t) 6= ft(cj,t)+ht(cj,t) pour
i 6= j, ou` ci,t, i = 1..r sont les points critiques de ft. En prenant ft+ ht on ne
modifie pas le fait que ft soit de Morse ou non, et si ft posse`de un pseudo-
gradient Xt, il le reste.
Finalement, la conclusion de cette e´tape pre´liminaire est qu’aux change-
ments de coordonne´es pre`s, on peut supposer que : pour tous les t de [0, 1],
ft est e´tage´e, les valeurs critiques de ft sont constantes, ses points critiques
et leur indice sont constants, et localement autour des points critiques cette
famille de fonction ne varie pas avec le parame`tre t.
E´tape principale
Montrons par re´currence qu’aux changements de coordonne´es pre`s, ft ne
de´pend pas de t. Comme les points critiques ne de´pendent pas de t on les
appelera ak, et on notera αk la valeur critique associe´e (qui ne de´pend pas
de t). De plus on prendra α1 < α2 < ... < αm.
Hypothe`se de re´currence de rang k, Hk : Aux changements de coordon-
ne´es pre`s, il existe ǫ > 0 tel que Vt,k = f
−1
t [α1, αk + ǫ] est inde´pendant de t
et ft restreint a` Vt,k ne de´pend pas de t.
Initiation : H1 re´sulte de l’e´tape pre´liminaire.
Supposons que Hk est vraie pour k > 0. Montrons que Hk+1 est vraie.
Il existe donc un ǫ > 0 tel que Vt,k = f
−1
t [α1, αk + ǫ] est inde´pendant
de t et ft restreint a` Vt,k ne de´pend pas de t. D’autre part, d’apre`s l’e´tape
pre´liminaire, quitte a` prendre ǫ plus petit on sait aussi que ft est inde´pen-
dante de t sur f−1t [αk+1− ǫ, αk+1+ ǫ]. Comme il n’existe pas de point critique
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entre ces deux points critiques, d’apre`s la Proposition 3.1.8, f−10 (αk + ǫ) est
diffe´omorphe a` f−10 (αk+1 − ǫ), et f
−1
0 [αk + ǫ, αk+1 − ǫ] est diffe´omorphe a`
f−10 (αk + ǫ)× J , avec J un intervalle ferme´.
Donc, aux changement de coordonne´es pre`s, sur f−10 [αk + ǫ, αk+1 − ǫ], f0
est la projection sur J . Alors, pourm dans f−10 [αk+ǫ, αk+1−ǫ], on descend un
flot pseudo-gradient de ft pour ramenerm dans f
−1
0 (αk+ǫ) = f
−1(αk+ǫ) (car
ce niveau est inde´pendant du temps). La`, on remonte le flot de la projection
(f0) sur J jusqu’a` atteindre le niveau de ft(m). On appelle ce changement
de coordonne´es µt, et on a bien f0 ◦ µt = ft. Hk+1 est vraie. La proposition
est prouve´e par re´currence.
On en de´duit une version le´ge`rement diffe´rente :
Lemme 7.1.2. Soit ft, t ∈ [−1, 1], une famille a` un parame`tre de fonctions
re´elles de´finies sur une varie´te´ M . Si ∀t ∈ ([−1, 1] − {0}), ft est Morse,
et si f0 posse`de une unique singularite´ cubique, alors aux changements de
coordonne´es pre`s, en dehors d’un voisinage de la singularite´ ft est constante.
Chapitre 8
Conclusion
On a construit deux foncteurs permettant de connaˆıtre les changements
subis par le complexe de Morse a` la traverse´e de bifurcations. Ces deux fonc-
teurs repre´sentent deux approches diffe´rentes : la premie`re est l’e´tude directe
des bifurcations, et la seconde est l’approche par homotopie.
Dans ce me´moire, on a montre´ que les deux foncteurs construits sont les
meˆmes (bien que la forme exacte de la bifurcation reste inconnue via l’ap-
proche par homotopie). Ainsi, sans force´ment connaˆıtre le complexe de Morse
final, on est tout de meˆme en mesure d’acce´der aux informations exprimant
les changements subis par les objets du complexe de Morse initial.
Ce re´sultat est inte´ressant puisque l’approche par homotopie est plus
simple que l’e´tude directe des bifurcations. Ainsi, sans entrer dans la com-
plexite´ de l’e´tude des bifurcations, lors du parcours de familles (ft, Xt), on
peut avoir acce`s aux valeurs de certains invariants cruciaux. Les bifurcations
rencontre´es en The´orie de Floer sont beaucoup plus difficiles a` de´crire que
celles rencontre´es en the´orie de Morse. Par conse´quent, comme la the´orie de
Floer est une extension naturelle de la the´orie de Morse, il serait inte´ressant
d’essayer d’e´tudier certaines de ses bifurcations a` travers l’approche par ho-
motopie.
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