We investigate the basic question of information theory, namely, evaluation of Shannon entropy, and a more general R enyi entropy, for some discrete distributions (e.g., binomial, negative binomial, etc.). We aim at establishing analytic methods (i.e., those in which complex analysis plays a pivotal role) for such computations which often yield estimates of unparalleled precision. The main analytic tool used here is that of analytic poissonization and depoissonization. We illustrate our approach on the entropy evaluation of the binomial distribution, that is, we prove that for Binomial(n; p) distribution the entropy h n becomes h n 1 2 ln n+ 1 2 +ln p 2 p(1 ? p)+ P k 1 a k n ?k where a k are explicitly computable constants.
Introduction
Information theory celebrates its 50-th birthday. Although it is a mature area of research by any standard, new challenges arise due to new applications and new theoretical developments. In the 1997 Shannon Lecture Jacob Ziv presented compelling arguments for \backing o " to a certain degree from the rst-order asymptotic analysis of information systems in order to predict the behavior of real systems where we always face nite, and often small, lengths (of sequences, les, codes, etc.) One way of overcoming these di culties is to increase the accuracy of asymptotic analysis by replacing rst-order analysis by full asymptotic expansions and more accurate analysis. To accomplish this goal we explore problems of information theory by analytic methods, that is, those in which complex analysis plays a pivotal role. As argued by Andrew Odlyzko 26] : \Analytic methods are extremely powerful and when they apply, they often yield estimates of unparalleled precision." Certainly, analytic methods were used before in information theory, notably in coding and signal processing. Our goal, however, is to bring to information theory new tools of the analysis of algorithms (initiated by D.E. Knuth 18] and further developed by Flajolet and his collaborators 9, 29, 33]) such as: generating functions, di erential{functional equations, complex asymptotics, Mellin transforms, poissonization and depoissonization, etc. In recent years there has been a resurgence of interest and a few successful applications of analytic methods to a variety of problems on words (strings, sequences) that are at the core of information theory. Among others we mention here: analysis of Lempel-Ziv data compression schemes, (cf. 13, 14, 16, 21, 22, 23] ), channel and source coding (cf. 19, 31, 32] ); con ict resolution algorithms for multiaccess communications (cf. 6, 7, 25, 28, 30] ); digital trees and their applications (cf. 12, 14, 15, 24, 29] ); self-similar tra c with long-range dependence in computer networks (cf. 11]), and so forth.
Analytic number theory was born in 1896 when independently Hadamard and de la Vall ee-Poussin proved the prime number theory through a sophisticated application of complex analysis methods. Analytic average{case analysis of algorithms started more than thirty years ago by Knuth who used systematically generating functions to predict the performance of computer algorithms. Flajolet, Odlyzko and Sedgewick launched analytic combinatorics by applying Mellin transform and the singularity analysis to combinatorial problems. In all of the above cases, theory of analytic functions was used to solve problems of diversi ed areas of science and engineering. In view of this, it is natural to coin the term analytic information theory to describe problems of information theory that are solved by analytic methods, that is, those in which complex analysis plays a pivotal role.
In this paper, we address a basic question of information theory, namely, a precise evaluation of Shannon entropy as well as a more general R enyi entropy 27] de ned as h n (!) = 1 1 ? ! ln 0 @ X k 0 p ! n;k 1 A ; (1) where p n;k is a sequence of discrete distributions taking value k for the nth distribution. Of course, Shannon entropy h n is the limiting case of R enyi entropy, namely: h n = lim !!1 h n (!). We provide here an analytic method to evaluate Shannon and R enyi entropy for a class of discrete distributions, however, we illustrate most of our analysis on the binomial distribution p n;k = ? n k p k (1 ? p) n?k . The following quite imprecise bound on the binomial distribution's entropy (for p = 1=2) 1 This paper aims at presenting analytic tools to compute a full asymptotic expansion for entropy-like sums that often arise in information theory. Throughout, we shall use repeatedly analytic poissonization and depoissonization. Poissonization is an applied probability tool that replaces a deterministic input, say n, by a Poisson process N with mean z = n and assuming z to be a complex variable. Here, we use analytic poissonization that maps a sequence g n into the Poisson transform e G(z) = P n 0 g n z n n! e ?z which is next analyticly depoissonize to recover asymptotics of the original sequence g n . This turns out to be a good approach to some problems (of combinatorics, analysis of algorithms, applied probability, etc.) in which poissonization removes some \tricky statistical dependence" (cf. 2]). Recently, analytic poissonization and depoissonization were used in the analysis of algorithms (e.g., 18, 24, 15, 28] ), performance evaluation of Lempel-Ziv schemes (cf. 21, 22, 23, 14] ), and we use it here to estimate the entropy. In fact, we extend the poissonization/depoissonization method in two directions. First of all, in Theorem 4 we show how to estimate asymptotically the Poisson transform without computing it explicitly (the situation that occurs quite often in practice). Secondly, in Lemma 1 we prove that for sequences of a polynomial growth, the depoissonization holds automatically (so we do not need to verify sometimes cumbersome depoissonization conditions).
We believe the main contribution of this paper is of a methodological nature, not in terms of the obtained results. Therefore, our presentation is centered around the methodology of computations. In the next section, we propose a rst order approximation for R enyi entropies of some discrete distributions using a simple asymptotic tool. Then, we use analytic poissonization/depoissonization method in order to obtain a full asymptotic expansion for Shannon entropy of the binomial distribution. In concluding remarks we show how to apply our tool to entropy evaluation of some other distributions (e.g., the negative binomial distribution) and entropy-like sums (e.g., the redundancy of predicting the (n+1)st symbol in a random sequence).
First Order Asymptotics
Let us start with a rst-order approximation of R enyi entropy for a class of sequences of discrete distribution p n;k satisfying the following two assumptions: (A1) Let n and n 2 be the mean and the variance of the distribution p n;k , where and 2 > 0 are some constants. We postulate that for k = n + x p n as n ! 1
where x = o(n 1 6 ), that is, p n;k converges with rate O(x 3 n ?1=2 ) to the normal distribution with mean n and variance n 2 .
(A2) For any " > 0 and complex ! such that <(!) > 0 the following holds: X jk?n j>n
as n ! 1. for any k, where is a positive number. In order to recover asymptotically Shannon entropy h n we either repeat the above derivations or apply Cauchy's formula
to the above expression, where the integration is on any loop encircling ! = 1.
In fact, the latter derivation shows the power of analytic methods and provides an interesting insights. Since h n (!) is an analytic function for ! 6 = 1, its asymptotic around ! = 1 can be extended to the asymptotic for ! = 1 leading to an asymptotic evaluation of Shannon entropy. Indeed, it follows directly from the Cauchy formula and the above estimate of h n (!) for ! 6 = 1, namely
In summary, we just proved:
Theorem 1 Under assumptions (A1) and (A2) the R enyi entropy of order ! attains the following rst order asymptotic
In particular, Shannon entropy becomes (as ! ! 1) h n = 1 2 ln n + 1 2 1 + ln(2 2 ) + o(1)
as n ! 1.
Let us illustrate the above result on two distributions, namely:
Binomial distribution de ned for k = 0; 1; : : : ; n p n;k = n k
with mean= np and variance= npq. Throughout the paper we write q := 1 ? p.
Observe that assumptions (A1){(A2) hold since a random variable having a binomial distribution is a sum of n i.i.d. Bernoulli distributed random variables.
Negative binomial distribution de ned for for n 1 and k n as as n ! 1.
Full Asymptotic Expansions
In the previous section, we derived a rst order asymptotic expansion for the R enyi entropy of order ! as well as for Shannon entropy. We used a very simple asymptotic technique (cf. ln(n!) z n n! e ?z : (13) This can be compared with (10).
We now want to recover g n from its Poisson transform (12) . This is called depoissonization, and we denote this inverse operation as P ?1 ( e G(z); n) := g n . Thus, from the analysis presented so far we conclude that:
h n = ? ln(n!) ? n(p ln p + q ln q) + P ?1 e F (zp) + e F(zq); n :
Before we complete the evaluation of h n , we discuss below some depoissonization results
from 15] as well as their generalizations.
Going into Complex Analysis
Let us consider a general situation. Assume a sequence, say g n , is given, and its Poisson transform is e G(z). We want to know simple conditions iunder which g n e G(n) holds for n ! 1. This is likely to happen since e G(n) = E g N ] where N is a Poisson random variable with mean n, and E ] denotes the expectation operator. Indeed, since N is concentrated around its mean, one may expect that E g N ] g n . We actually would like to know a full asymptotic expansion of g n in terms of e G(n) and its derivatives.
The above problem was recently addressed in our paper 15] and we cite below one result from it. b ij x i y j = exp(x ln(1 + y) ? xy) : (18) such that b ij = 0 for j < 2i. In fact, b ij = s 2 (j; i)=j! where s 2 (n; k) are the associated Stirling numbers of the rst kind (cf. Comtet 4] , pp. 295).
Before we proceed, let us explain how one can derive formally (18) which is exactly (17) written in a more compact form. We shall use this formal series approach when seeking coe cients of power series.
We cannot apply directly Theorem 3 since in our case e G(z) = e F(zp) + e F(zq) and we do not have an explicit formula for e F(z). Observe, however, that e F(z) = P(ln(n!); z) and we know asymptotic expansion for f n = ln(n!). Even more, we can analytically continued f n to an analytic function f(z) = ln ?(z + 1) such that f n = f(n). Observe also that to apply (17) we need derivatives of e F(z) at z = np and z = nq.
Motivated by the above considerations, let us consider a general setting. We derive below an expansion of the Poisson transform e G(z) = P(g n ; z) as a function of the derivatives of g(z) where g(z) is an analytic continuation of g n := g(n). In other words, we shall try to nd such coe cients, say a ij , that e G(z) = X i;j 0 a ij z i g hji (z);
and then identify the error term.
Our plan now is as follows: In the theorem below we identify the coe cients a ij as
Taylor's expansion of a certain explicitly given function. Then, computing e G hki (n) is a matter of a simple algebra. Hence, by (17) of Theorem 3 we can recover asymptotically g n provided we can verify conditions (I) and (O). But, usually condition (I) will follow directly from the form of g(z) (which is known explicitly in our case), and one only needs to verify (O). We deal with condition (O) in Lemma 1 below.
We start with nding an asymptotic expression on e G(z) knowing only asymptotic expansion for g(z). This is presented in the lemma below. a ij x i y j = exp(x(e y ? 1) ? xy) : (20) and a ij = 0 for j < 2i. In fact, a ij = S 2 (j; i)=j! where S 2 (n; k) are the 2-associated Stirling numbers of the second kind (cf. Comtet 4] , pp. 222).
Remark. The above can be formally re-written as e G(z) = exp (z(e y ? 1) ? wy) where y j = g hji (w) : (21) In addition, e G hki (z) = (e y ? 1) k exp (z(e y ? 1) ? wy) where y j = g hji (w) : (22) for w = z. 2
Proof. We rst identify the coe cients at z i g hji (w) without worrying about the convergence and the error term. Thus, we apply the formal series approach that leads to the following e G(z) = where in the second equality we formally applied Taylor's series expansion of g(n) around w, while the last line is a consequence of a re-arrangement of coe cients (i.e., expanding e z and (n ? w) j into the Taylor series). In order to identify the coe cient a ij ( ), we use a formal series of e y(n?w) with respect to n and substitute y j = g hji (w) Remark. To visualize expansion (19) and (21) (21) after setting w = z. 2 As mentioned above, to recover the original g n we must apply Theorem 3 which requires the veri cation of conditions (I) and (O). We shall take care of condition (O) (and in fact of condition (I), too) in the lemma below which can be considered our main new contribution to the analytic depoissonization, and should nd many of applications in other problems of information theory. 
To take advantage of the above formula, we need an extension of the Laplace transform of a real variable to a complex variable. Let g(z) be an analytical continuation of g(x) in a cone S where < 0 . In Appendix A, we show that the inverse Laplace g (s) of the function g(z) (of complex z) exists in a bigger cone S + =2 for all < 0 provided g(z) = O(z ) in the cone S 0 . More precisely:
where L " is a piece-linear curve that parallels the boundary of the cone S + =2 at distance ". That is, in s = (x; y) coordinates, the curve L " can be described as y = ?sign(y)(x ? ") tan( =2 ? ) = ?sign(y)(x ? ") cot where sign(y) is the sign function (i.e., equal to 1 when y 0 and ?1 otherwise). We also de ne L 0 which is a curve obtained from L " as " ! 0, that is, having the description y = ?sign(y)x cot . In view of the above, we can write (23) as e
g (s)e e s z ds : (24) We can now upper bound e jg (s)j exp <(e s e i )jzj ds (25) since for z = 2 S we have cos(arg z) cos for j j =2. To complete the proof, we show that <(e s e i ) < for some < 1 and all s 2 L " . Provided it is true, we obtain immediately j e G(z)e z j Ae jzj for < 1 where A = 1 2 R L" jg (s)jds. We concentrate now on showing that <(e s e i ) < < 1. We study the image I " of L " over the function e s which is plotted in Figure 1 . (In fact, in Figure 1 we assume = =6, and I " with " = 0:1 has the following parametric description: (exp(?t=2+0:1) cos( t); exp(?t=2+ 0:1) sin( t)).) When " ! 0, this image tends to the image I 0 of L 0 . Observe that I 0 is contained in the unit disk, and the only common point of I 0 and the unit circle is at s = 0. Now, we rewrite (24) strictly greater than mod 2 . In fact, the real part will be smaller than 1?O( 2 ). Finally, considering the image I " of L " , we easily can tune up " so that the real part of the rotated images of L " remains smaller than some such that 1 ? O( 2 ) < < 1 for all arguments greater than . Thus, <(e s e i ) < < 1, which completes the proof.
Finishing the Derivations
Finally, we return to our original problem and compute the entropy expressed in (14) as h n = ? ln(n!) ? n(p ln p + q ln q) + P ?1 e F(zp) + e F(zq); n where e F( z) = P(f n ; z) with either equal to p or q. In the above, ln(n!) = f n = f(n) = ln ?(n + 1)
where ?(z) is the Euler gamma function. Observe that we do not have an explicit formula for e F(z), so we must use Theorem 4 to obtain an asymptotic expansion of e F( z). This is needed to depoissonize e F( z) by Theorem 3. Let g( n) = P ?1 e F( z); n . Then h n = ? ln ?(n + 1) ? n(p ln p + q ln q) + g(pn) + g(qn);
and we must nd asymptotic expansion of g( n).
Let us now concentrate on depoissonizing e The problem now reduces to the estimation of e F hji ( n). We, of course, shall use Theorem 4.
By (22) we have e F hki ( n) = (e y ? 1) k exp (n (e y ? 1) ? n y) where y j = f hji ( n) :
Putting everything together, we nally obtain g( n) = exp(n ln(1 + u) ? n u) where u j = e The rst few terms of the above series are as follows:
exp(x log(1 + (e y ? 1)) ? xy) = Thus, the entropy h n in terms of the function f(n) can be expressed as h n = ?f(n) + f(np) + f(nq) ? n(p ln p + q ln q) (27) 
To complete our derivation, we need asymptotic expansions of 
Finally, substituting the above in (27) , we obtain (8) of Theorem 2.
More Applications
In the previous section, we presented a detailed derivation of a full asymptotic expansion for Shannon entropy of the binomial distribution. In fact, we did much more since we provided a method based on analytic poissonization and depoissonization that allows to derive asymptotic expansions for entropy-like sums. To convene this fact, we discuss below two other examples, namely, the entropy evaluation of the negative binomial distribution and the redundancy of \add-" rule (cf. 20]).
The Entropy of the Negative Binomial Distribution
Let us consider the evaluation of the entropy of the the negative binomial distribution. One must deal with a sum of the following form
where f n is a sequence (e.g., f n = ln(n!)), and q = 1 ? p. Our goal is to nd an equivalence of (26) for the negative binomial distribution.
Let us de ne the exponential generating function of f n as F(z) = P n 0 f n z n =n!, and let e The foundation of the presented methodology is clearly rooted in complex analysis while the problems solved are at the heart of information theory. This paper is a simple and straightforward example of how analytic function theory are applicable to problems of information theory leading to analytic information theory.
APPENDIX A: Laplace Transform of a Complex Variable
We want to extend the Laplace transform of a function g(x) of real x to a function g(z)
of complex z where g(z) is an analytic continuation of g(x) to a cone S 0 for 0 < =2. We expected to nd such an extension in books (cf. 5] Chap. 11) but since we fail to provide a de nite reference, we include here a brief discussion. Secondly, we should observe that the plane of convergence (i.e., S =2 for g (s) of a function g(x) of real x) extends to a bigger cone, namely: S =2+ for any < 0 provided g(z) has a subexponential growth (e.g., polynomial growth) in the cone S 0 . Indeed, let g(z) = O(e z ) for any > 0. Then, clearly the Laplace transform g (s) is de ned for all s satisfying < se i > 0, that is, for ? =2 < arg(s) + < =2 where ? 0 0 . Thus, the Laplace transform g (s) is de ned the cone S 0 + =2 . 
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