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ABSTRACT 
Directional solidification experiments have been conducted utilizing the 
succinonitrile-salol transparent metal analog system, The initial transient period 
prior was scrutinized to clarify current assumptions and adapt the boundary layer 
model to better reflect experimental conditions. By examining the behavior of the 
initial onset of planar interface instab' 'ty a more comprehensive model was 
developed to include the thermal gradient lag effect. Baseline data was gathered 
during detailed analysis of the initial transient period. Changes in the planar 
interface position were shown to be not only dependent on the pulling velocity but 
also on the movement of the thermal gradient parallel to that pulling velocity. Thus 
for directional solidification experiments where a constant pulling velocity was 
'~~imposed, the effective velocity on the interface as shown to ramp up to the pulling 
velocity as opposed to the assumed constant value. The boundary layer model was 
modified to incorporate the effects of the thermal gradient movement. AMullins- 
Sekerka analysis was performed on the modified boundary layer model and initial 
waveleng;~hs and time periods until the onset of instability were deternnined. 
V1 
LIST of S~CMBOLS 
A amplitude 
aL liquid thermal diffusivity = ~r_/CL 
as solid thermal diff ~usivity = ~/C~ 
C concentration 
C* interface concentration in the liquid 
Ck concentration at a given wavenumber (k) 
C~ concentration f rom advancing interface 
D diffusion coefficient in the liquid 
do capillary leng~tll = yT.f/~.fm 
G interface temperature gradient =d~'/dz 
G~ interface concentration gradient in the liquid 
GL temperature gradient in the liquid 
GS temperature gradient in the solid 
k equilibrium distribution coefficient = CS/CL 
k wave number =2~c/~ 
~ critical wave number 
l solute boundary Layer thickness 
m liquidus slope 
qk inverse decay length 
t time 
Tf melting point of pure substance 
TL liquidus temperature 
TS so ~ us temperature 
V rate of interface movement 
V~ critical growth rate f or constitutional su ercooling 
Vg effective velocity due to the thermal gradient 
vo velocity of the interface in material f came = V~ + zo{t) 
VP pulling velocity 
Vp' effective imposed pulling velocity 
x coordinate in the solid-liquid interface 
z coordinate perpendicular to a planar soli /liquid interface 
z' change in interface position in the gradie t frame = Z - Z 
zL initial interface position = - mC x /kG 
zk interface position at a given wavenumbe 
z~ interface position in the measured frame 
z* position of interface 
z* change in position of the interface in the adient frame =dz'~/dt 
zs interface position ~ = z * (t)+ zs (x, t) 
V11 
zs' chars a in interface osition = zs — z * {t} ~ p 
zss steady-state interface position = -mC~, ~G 
Ohf latent heat of fusion per unit volume 
s amplitude of perturbation 
s growth rate of amplitude = dsldt 
E/E Perturbation model amplitude growth rate of a perturbation 
r Gibbs-Thomson coefficient 
KL liquid thermal conductivity 
xs solid thermal conductivity 
~, wavelength 
wk Boundary layer model amplitude growth rate of a perturbation 
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SECTION I 
INTRODUCTION 
The need f or enhanced microstructural control through materials processing 
has never been mare important, given that the continued advancement in virtually 
every area Of technology is currently dependent On the development Of new-
engineered materials. avercanning significant hurdles in the areas Of transportation, 
energy resources, information management, and connmunication requires the 
effective use of new materials, engineered t0 exhibit a specif is set of properties. As 
design constraints become more stringent, the development of these materials 
solutions requires a greater Level of fundamental understanding with respect to the 
physical phenomena that control the evolution Of microstructures. 
Qne area where this is particularly evident is solid' 'cation processing Of 
materials, where an extremely diverse set of microstructures is accessible. The 
microstructurai effects Of solidification are extremely pervasive, seen ~in most 
engineering materials, since most materials at some point in their process stream go 
through some sort of solidification process. Microstructural features such as initial 
heterogeneity are also persistent, often remaining evident through downstream 
processing, affecting the properties of the ultimate engineering component. The 
development of better-engineered materials and material systems requires an 
improved understanding of the physical processes that occur during solidif icatian 
and their role in the evolution of microstructure. It is only through such 
fundamental advancements that significant progress can be made toward achieving 
superior properties through currently unavailable microstructures, 
The evolution of microstructure occurs through competition between various 
stable or metastable phases and morphologies. It is complicated by the fact that 
phase transformations are u:~herently non-equilibrium processes. Specifically, the 
interactions between the non-steady-state pars ~~ eters within an evolving 
solidif ication f rout result in a com licated d namic that must be understood f or p y 
microstructural prediction and control. Even in simple alloy systems, such dynamic 
selection processes may e~bit a wide variety of morphologies and phase 
distributions, posing signi_f icant challenges in teams of fundamental understanding. 
However, these challenges must be overcome f ar adequate prediction and control of 
solidification microstructures. 
1.1 Background 
The solidification of an undercooled liquid gives rise to the motion of a solid-
liquid interface accompanied by the liberation of latent heat due to the change in 
s ecifis enthal .The solid morphologies that subsequently arise depend on the p py 
manner with which this heat is extracted. In the case of multi-component, or "alloy" 
melts, the partitioning behavior results in chemical or "solutal" segregation which 
also plays a major role in influencing interface morphologies. 
Latent heat can be extracted by several means, including a method known as 
directional solidification. During directional solidification heat is removed in a 
controlled manner by moving the sample at a known rate through an imposed 
temperature profile. This allows f or the growth rate of the solid and the temperature 
gradient to be separately controlled and the heat flux and solidification to be 
considered unidirectional. 
The f orms of solidification microstructure that emerge under directional 
solidif icatian conditions are not only governed by the cooling conditions, 
specifically temperature gradient and growth velocity, but by alloy composition as 
well. Solidification morphologies in alloys are deternrtined by the balance between 
two effects that act on the solid-liquid interface, diffusion of solute and capillarity. 
As local curvature increases solute can be rejected in a more efficient manner, rather 
than piling up in front of the interface. This diffusion effect tends to promote 
instability. However, capillarity effects stabilize the interface due to the increased 
energy associated with increased curvature. The resulting structure of the solid-
liquid interface can evolve into a series of different shapes, broadly categorized as 
planar, cellular, or dendritic, as shown schematically in Fig.1.1. 
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Figure 1.2 Planar, cellular and dendritic morphologies. 
1.1.1 Solute Redistribution During Solidification 
Under equilibrium conditions f or a binary a11oy, the solid that f orms from an 
alloy melt generally differs in composition from the liquid, indicated by the solidus 
and liquidus lines on a phase diagram. This incongruent freezing behavior is known 
as partitioning and gives rise to the chemical segregation patterns observed in as-
solidified microstructures. As a crystal solidifies from the melt, the advancing 
interface creates a local change in the composition of the material. This effect is 
caused by the equilibrium condition for a bv:~ary system containing two phases. Far 
dilute alloys the solidus and liquidus lines in the phase diagram are often 
approximated as straight lines (see Fig.1.2~ with slopes given by ms and mL. The 
ratio of equilibrium compositions f or the solid and liquid at a given temperature is a 
constant, defined as the equilibrium partition coeff icient, k = Cs/ CL=ms/ mL. 
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Liquid 
Solid 
a~ 
v a. 
a~ 
i 
Liquid +Solid 
0 kC ~, e~ c~ 
Solute Concentration 
~igu re ~ .2 Dilute alloy phase diagram 
A consequence of the difference in compositions between the solid and liquid 
in e uilibrium is that when the solid-liquid interface advances, the composition of q 
the solid produced is not uniform. Although the total amount of solute is conserved, 
the concentration profile ahead of the advancing interface is largely dif f Brent f rom 
the uniform initial composition profile. As shown in Fig.1.3, the first solid to freeze 
has the composition kC~ and then reaches a steady state composition of Cam. The 
terminal transient condition arises as the interaction between the diffusive boundary 
Iayer and the f ar-boundary becomes signif icant, as shown in the center picture of 
Fig.1.3. The onset of this terminal transient occurs when the length of the remaining 
liquid region becomes comparable to the characteristic diffusion length D/ V. 
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Figure 1.3 Transient conditions in the concentration profile. The initial transient, steady 
state condition and the entire concentration profile after near complete solidification of the 
sample are represented. 
1.1.2 Initial Transient 
The planar interface does not become unstable in the steady state. Instead, the 
plane front may break down shortly after solidification has started due to the 
gradual development of a diffusive boundary layer ahead of the moving interface. 
For planar growth, the conditions that promote this instability generally develop 
rather quickly, before steady state conditions are reached with respect to solute 
diffusion. Since most scaling relationships and microstructural features are 
established very early on in the evolution process, this initial transient period needs 
to be addressed to clarify current assumptions and adapt models to better reflect 
experimental conditions. 
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Assuming both that there is no diffusion of the solute in the solid and that 
local interfacial equilibrium is maintained at aII times, Tiller and his co-workers [1] 
were able to describe the initial transient condition, loo~g at the composition of the 
solid as a f unction of distance from the start of solidification by an exponential 
relationship, 
CS = C,~ ~l - k~ 1- exp 
~ ~ ~-
-k z 
~ D ~_ 
+k . 
Smith, Tiller and Rutter [2] later developed the more exact relationship 
CS = ~ C,~ 1 + erf 2D z + (2k — l~exp 
~ ~ 
(2k — l~ 
k(1— k~ ~ z erfc  2
V 
z 
Later, Warren and Langer [3] developed a boundary layer model to reflect 
how the flux condition at the solid/liquid interface is applied so that the rate of 
solute rejection equals the diffusional flux in the liquid at the interface. A key 
assumption that is made in the boundary layer model is that the temperature 
throughout the system is determined by the applied thermal gradient and is 
independent of the position and shape of the solid-liquid interface. 
t) 
D DjV 
~ J 
2D/V 
Figure 1.4 Boundary layer ahead of the moving planar interface. The boundary layer is 
chosen so that the total solute content is equivalent to the infinite layer and has a constant 
concentration gradient. The area of the triangle generated by 2D/V must be equivalent to tke 
shaded region. 
In describing the motion of the f Iat interface, conservation of the solute at the 
interface givesthe diffusion equation,: 
—D 
c~~' 
~3z 
Z*
where z* =position of interface in gradient f rame 
C* =instantaneous composition in the liquid at the 
interface 
v~ = Vp + z*(t} =velocity of the interface in material frame 
Linder non-steady state conditions the concentration profile ahead of the 
planar interface can be approximated to be: 
2D(z * -zL ) 
vo
Z(1— k)z 
where l is the thickness of the boundary layer, defined by ~=o initially and l =2D / vp
at the final state. 
Using the equation for C* above, integrating the diffusion equation and local 
. . . . * * - - ~ * rf ce can be equ~llbrlum candltlon of C (z ,t} z ,the motion of the flat ante a 
m 
shown by the thickness of the boundary layer, illustrated in Figure 1.4, and the 
interface velocity: 
dl 2D(zL - kz*) l 
-=  z 
dt Z(1- k)z * z * -zL
I~ 
8Dt 
3 
In order to solve these equations numerically, initial values must be assumed, so f or 
small t: 
v ,/ZD 
Z* =Z L -V pt+ p t 2
~(1- k)I zL 
~~ 
0 0.01 0.0~ o.a3 0.0~ o.o~ o.o~ o.o~ o.os o.09 0.1 
Vp*t (m) 
Figure 1.5 Representation of the theoretical oscillatory behavior of the concentration profile of 
the interface under planar interface assumptions. In reality for this system the interface zcrill 
break up prior to reaching this oscillatory pattern. The system illustrated is a 1wt % acetone-
succinonitrile system at Vp=10 ,um/s and G=5.0 K/mm. 
Fig. 1.6 illustrates the motion of the flat interface described by the equations 
above, showing an oscillatory approach to a steady state position and boundary 
layer thickness. Axes are shown in dimensionless parameters ©, the dimensionless 
undercooling and S~, dimensionless supersaturation. 
OT * ZL - Z * L1= _ 
L1 T f  ZL - ZSS 
~'~ -C'* 
C~ - kC~ 
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where zL =initial interface position 
1.4 
1.2 
0.8 
a 
0.6 
o.~ 
0.2 
0 0.5 1 
s~ 
1.5 2 2.5 
Figure 1.b Graphical representation of the motion of tie interface in terms of dimensionless 
supersaturatian and dimensionless undercooling using the boundary layer model. Tl~e 
example slzozc1n above is generated from a 1 zc~t % acetone-succinonitrile system with a range 
of pulling velocities ~leff fa rigl2t) at 1, 2, 3, 4, 5 and 10 ,~c~m/s and a thermal gradient of 5.0 
I~/mm. 
Using the local equilibrium relationship at the interface, the boundary layer 
model can also be put into terms of concentration and position. A relative 
comparison of the three initial transient equations is shown in Fig.1.7. 
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14 
12 
10 -~ 
8 
3 
U 6 _~ Smith et aI. 
Tiller et al. 
Warren-Langer 
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05 
z (m) 
Figure 1.7 Comparison of three initial transient equations. The system above does not exhibit 
the oscillaton~ behavior seen in Fig. 1.6 because does not overshoot the steady state condition. 
The graph is for 2 znt % salol-succinonitrile at Vp=1.5 ,um/s and G=8.1 K/mm 
1.1.3 Morphological Instability During Directional Solidification 
As indicated earlier there is a substantial change during solidification in the 
concentration ahead of the interface. Solute rejected by the freezing solid can 
accumulate ahead of the moving interface so that the Local equilibrium solidification 
temperature, TL, of the melt ahead of the solid-liquid interface is above the actual 
temperature, T. The local equilibrium solidification temperature can be correlated to 
the concentration by 
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1.1.3.1 Constitutional Supercooling 
Tiller et aI. first proposed the criterion f or the instability of a planar interface 
under steady-state directional solidification conditions using asingle-phase alloy j1 ] . 
Planar interface stability is predicted by evaluation of the balance between the 
thermal gradient and solute f field just ahead of the interface. The onset of instability 
is assumed to occur when a positive gradient of supercooling exists at the interface. 
Constitutional supercooling arises f rom the build-up of the solute boundary 
Layer ahead of the moving interface. If k < 1, the solid that f orms is more pure than 
the liquid from which it freezes and rejection of the salute into the liquid occurs at 
the solid-liquid interface. Thus as the solute concentration increases in the liquid at 
the interface, it must also increase in the solid being f ormed. assuming an overall 
concentration of C«, in the liquid, the excess solute will accumulate in an enriched 
boundary layer until the concentration in the solid is also Cam. 
Since the only f actor that is assumed to cause movement of the solute is 
diffusion, the diffusion equation with respect to the moving gradient is solved, with 
boundary conditions, to determine the steady-state equation. The diffusion equation 
is given by 
2 ~ 1 ac v ~+ vc = D ~ at 
with the boundary conditions 
~~ 
~=Satz=oo 
C=C~/katz=0 
where C =Salute concentration 
C~ =Liquid concentration far from the advancing interface 
k =Partition coefficient 
V =Velocity of the solid/ liquid interface 
D =Solute diffusion coefficient 
~ =Interface position. 
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Cz./k 
Cs 
T~(Cs) 
Ts(Cx) 
r 
D/V 
T~ 
0 
►—a 
C~ Cz/ K 
z —~ 
Figure 1.8 Correlation of the phase diagram to the temperature and concentration profiles 
ahead of the interface. The shaded region represents the area in which constitutional 
supercooling is considered to occur. 
For steady-state planar growth, the concentration in the liquid is related by 
C=C~ +C,~ 1—k~
k ~ 
e -V ~° 
Tiller and his co-workers argue that the actual solidification temperature 
corresponds with the equilibrium freezing temperature at the interface and 
constitutional supercooling exists if the actual temperature gradient in the liquid just 
ahead of the interface is less than the gradient of the equilibrium temperature. 
Hence, constitutional supercooling exists if G/ mGc < 1, where G is the actual 
temperature gradient and mG~ is the equilibrium temperature calculated as a 
~~ 
product of the liquidus slope and concentration gradient. Applying the steady-state 
growth solution the interface is constitutionally supercooled when: 
G ~ ~—mC,~~~l—k~ 
V D k 
1.1.3.2 Perturbation Analysis 
The constitutional supercooling criterion provides a useful background for 
estimating whether asolid/ liquid interface will be planar under directional 
solidification conditions but there are several sig;nif icant areas in which the theory is 
incomplete. First of all, it only considers the ther~rrial gradient in the liquid ahead of 
the advancing interface, neglecting the thermal gradient in the solid and latent heat 
of freezing. ~c ondly, it ignores the stabilizing effect of the surf ace tension of the 
interface. It is expected that surf ace energy will tend to ' 'bit the f ormation of 
perturbations. Finally, it tells nothing of the wave numbers to which a planar 
interface becomes unstable. Each of these three major points must be addressed in 
order to gain a better understanding of the morphological instability of a planar 
interface than the constitutional supercooling theory can provide. 
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Z 
X 
z = E sin kx 
2s 
Figure 1.9 Representation of the initial instability in the planar interface under directional 
solidification conditions. 
Mullins and Sekerka addressed the theoretical uncertainties that the 
constitutional supercooling criterion left open with their linear stability analysis [7J . 
By mathematically perturbing the interface such that the perturbations are described 
by simple sine f unctions, as in Fig.1.9, calculations can be made to describe the 
amplification rate as a function of wavelength using the conditions at the steady-
state planar interface. Their method incorporates both the thermal gradients in the 
solid and liquid, including surface energy effects, and predicts the range of 
wavelengths for a given set of conditions. The analysis uses linearized boundary 
conditions to obtain solutions that provide information about the morphological 
changes occurring close to the limit of stability. 
The Mullins-Sekerka analysis takes into account both solute and heat 
diffusion. For solute diffusion, the solid phase is neglected since the rate of diffusion 
in the solid is regarded as being relatively slow. However, for heat diffusion, both 
liquid and solid phases need to be considered. Hence for two-dimensional diffusion, 
three equations need to be evaluated: 
C~ 
arc a2c v ac~ + , + =o 
ax az D az 
a 2~'~ a2~'L y aTL —
2 + 2 + o ax az aL az 
a'T~ a27's y a~L  -2 +  ~ + -0 
~ az as az 
where first equation describes the liquid solute distribution, the second and third 
describe the temperature distribution in the liquid and solid, respectively. 
In addition to the steady state equation, boundary and f ar-field conditions f or 
a planar interface must also be satisfied. The boundary conditions f or conditions at 
infinity need to agree with the solute and thermal f fields f or an unperturbed interface 
and boundary conditions a : -.::~~ e interface have the f ollowing relationships: 
C=C~atz=oo 
original composition, unaffected by the interface} 
C'~l-k~V =-D 
t d~ ~ 
L ~ f Z-o 
{flux condition at the interface, rate of solute rejected is equal to diffusion flux in the 
liquid at the interface) 
The complete solution f or the solute and thermal distributions ahead of a 
planar solid/liquid interface under steady state conditions is: 
~Gc -vZ/D ~' = Cam, + e 
v 
19 
~ L G L -Y'a~aLTL =T + 1—e 
V 
~S ~S -Yz~a~ T~ =T+ I —e 
V 
Using the perturbation technique by adding a term having the same f orm as a 
perturbation and adding that to the exact solution f or the planar interface: 
~~~  -Vz~D ~-bi z } C = C~ + e + A ~ sin kxe v 
aiGL -~~/aL -bL~ TL =T+ 1—e +B~sznkxe 
TS =T+aV S ~1—
-y`~a~ 
+ ~~ sin kxe-bs` 
Various. physical constraints are placed on the system, such as equating the solid 
and liquid temperatures at the interface, coupling absolute temperatures and 
concentrations at the interface and using the condition that the solute and 
temperature gradients must conserve solute and heat at the interface. With these 
physical limitations the remaining variables, A, B, R, bc, bL, and bs, can be defined. 
The amplification spectrum, indicating the instability of the interface with respect to 
wave number is given as: 
where 
~ =  V  — I 'k2 ~k. —  V(1— k~~ _ G~ks _  V(1— k~~ + mG ~k. — V(1— 
k~` 
s mG~ _ ~ D i  ~ D ~ ~ D ~_ 
V 
k = + 
2D 
~ ~ l  2 1'2 
+ k2
~2D, 
2U 
Results from the perturbation model predict the instability wavelength of a 
steady-state planar interface. Positive values f or ~~~ indicate that pe~bations of 
that wavelength will be amplified, whereas negative values indicate that the 
perturbation will not grow but instead return to a planar interface. The analysis 
works well f or steady state conditions and experimental data over the years has 
shown such [S, 9,10] . 
Although the stability analysis is useful for predicting the planar to cellular 
transition, it is a linear model that breaks down shortly after the initial onset of 
instability. For ~ reason, nonlinear analyses have also been applied to the planar 
interface during directional solidification [11,12,13] and show a higher order 
correction to the linear model. However, the concentration of the work contained 
within this proposal centers around initial instabilities and the nonlinear models are 
not taken into consideration, rather linearized boundary conditions are imposed f or 
simplification. 
1.1.4 Stability During the Initial Transient 
By analyzing the morphological instability of the planar interface during this 
initial transient and taking into consideration that the instability takes time to grow 
from physical perturbations until it becomes observable, Warren and Langer were 
able to develop a more accurate prediction of the instability wavelength [3J. Unlike 
~~ 
steady state growth models, this prediction agrees well with the initial instability 
wavelength obtained by experiment [4-~] . 
To address the onset of instability, the initial transient is tal~en into 
consideration. Applying the diffusion equation to the gradient frame and assuming 
local thermodynamic equilibrium at the interface, the f ollowing equations apply: 
2 ~c c~c D© c + vo = 
C~Zr C~t 
where z' = z — z 
Tj*=VP +z* 
By setting the interface to z = zs ~x, t~ = z * ~t~+ zs ~x, t~ and solute concentration 
becomes cs {x,t~, where 
__G _ 
Cs — Zs ~oK s m 
KS =curvature of the interface 
do =capillary length 
d© _ ~'oY 
L~hf  m 
Conservation of solute at the interface requires 
—D 
~C' 
az' 
= V +zs 1—k~C S̀
P ~~ 
~a 
~G 
The complete solution f or the solute distribution ahead of the solid/ liquid interface 
is then 
where C* and ~* are treated as f or a flat interface. 
With the equations developed f or the accelerating flat interf ace, a linear 
stability analysis can be used such that 
~ Ck {z', t) ~ e qk~'~`k {t~ 
dC'k
dt - ~~ ~t~k 
dZk ( 11
` ~k { t l Zk dt 
where ~~ = D qk - k 2 - qk ~o
Boundary conditions defined earlier to describe the local thermodynamic 
equilibrium at the interface and the conservation of solute at the interface are 
inserted into the stability analysis, where 
qk 
D+(1-k~V*z*+Ddok2m 
G 
Il *` z* * * doTj*k 2m+ ~v k z +V + D G 
Or alternatively using the relationship developed for the planar boundary layer 
condition V * z * ~l - k~ = 2Dll~z * -zL ~, an equation with measurable parameters can 
be obtained 
~~ 
2 d k2m a* 2 V* w k 1 d~k2m 
R'k 1~'l~Z*—Zz,~+ ~G = D+I~Z*—ZL~ D +~* + z * + GZ*
8 eliminating qk from these equations and inserting the values of z* and I obtained y 
from calculations of the flat interface, atime-dependent spectrum of amplification 
rates, r,~k ,can be obtained. 
1.1.5 Experimental Studies 
Jackson and Hunt developed the two-dimensional directional solidification 
apparatus [14], tang advantage of the benefits of transparent organic alloys. Since 
that time many other research groups have studied two-dimensional directional 
solidification to great detail. Of particular interest to this work are studies centered 
on the initial onset of instability of the planar interface. ~veral groups utilizing 
succinonitrile-based alloys, liquid crystals and carbon tetrabromide alloys have 
explored the transition from planar to cellular behavior and the conditions that 
dictate the transition. 
Although the initial transient of a solidif ying alloy, going f rom a stationary 
state to anon-planar interface, has largely gone unstudied there have been 
numerous experimental papers f ocused on the linear stability analysis, originally 
applied to the solidification phenomena by Mullins and Sekerka. Early experimental 
work on the validity of the linear stability analysis was conducted in several ~n.etal 
systems [9,10,15-1$], though it was limited by the fact that the precise velocity of 
2~ 
the interface could not be determined because it was associated with the externally 
imposed velocity. 
More recent studies have taken advantage of the properties of transparent 
organic alloy systems. A large portion of experimental studies on planar to cellular 
transitions has been conducted using the we11-characterized transparent organic 
alloy system of succinonitrile-acetone ~SCN-Ace}, Experiments by Trivedi and 
Somboonsuk [4], Eshelman, Seethavaman and Trivedi [19, 20], Lee and Brown [21 ] 
have f ocused on the onset of cellular growth f rom the planar solid-liquid interface. 
Trivedi and Somboonsuk were able to show that the initial wavelength of an 
unstable planar interface is significantly smaller t]~an the steady-state cellular 
wavelength. Alternatively Eshelman and Trivedi not only exarrtined the validity of 
linear stability analysis in predicting critical velocity for the interface to become 
unstable, but also showed that the steady-state cellular wavelengths are always 
sig;nif icantly larger than the f astest gro~nTing wavelengths predicted by the linear 
stability analysis. Lee and Brown developed a study to further analyze the linear 
stability theory as well as explain apparent hysteresis in previous thin-film 
solidification studies and the effect of thermal decomposition on the pattern-forming 
phenomena. 
Although transparent organic alloy systems such as succinonitrile-acetone are 
very well characterized, theoretical predications of initial wavelengths at the onset 
of instability are sig►nif icantly larger than those observed experimentally. Warren 
25 
and Langer were better able to match experimental data gathered by Trivedi and 
Somboonsuk [41 and Somboonsuk, Mason and Trivedi [22] . However, one 
sig;nif leant assumption that they made regarding when and in what f orm 
instabilities arise is that they assumed that the triggering mechanism is the ambient 
thermodynamic fluctuations in the solidifying liquid. And as they compare this 
assumption to other s' ` ar phenomena, such as an explanation f or dendritic side-
branching [26] and a theory of the onset of hydrodynamic instabilities [27], the 
overall effect is seemingly sn:uali in comparison to the observed phenomena. 
1,2 Objectives 
The present research is primarily concerned with the behavior of the initial 
onset of instability in order to clarify current assumptions and adapt the boundary 
layer model to better reflect experimental conditions. By examining the behavior of 
the initial onset of planar interface instability a more comprehensive model can be 
developed to include effects not currently taken into consideration. The primary 
goal of the proposed research is to quantify the dynamics of the initial instability in 
terms of transient conditions. This iden ' 'cation and quantification of the factors 
governing morphological selection dynamics ~nrill ultimately enable the f ormulation 
of a predictive theory f or morphological pattern f ormation. By using the correlations 
developed in the boundary layer model, and applying them to experimental data, an 
initial set of well-understood systems can be established. Verified constant velocity 
~~ 
measurements ~n~ill allow f urther understanding of the initial transient and the 
resulting break up of the planar interface. 
By utilizing the tecl~~.nique of directional solidif ication f or the investigation of 
solidification dynamics the principle parameters, temperature gradient and interface 
velocity, can be decoupled and varied independently. Combined with the use of 
transparent materials where solidification morphologies can be documented 
directly, this technique provides a powerful tool for the study of microstructural 
evolution. the transparent model bix~~ry alloy system of succinonitrile-saiol is an 
excellent candidate f or ~ study due to its established characteristics. Using 
succinonitrile-salol, observed microstructures can then be correlated with measured 
experimental parameters. 
1.3 Significance 
Significance of the conditions prior to application of the pulling velocity have 
not been f ally addressed in current literature. T`he technique used in previous 
studies of stabilizing the planar interface at asub-critical velocity prior to a step 
change to a higher velocity introduces si ' 'cant u~rtknov~~:ns that are difficult to 
quantify, including the actual composition of the interface and any thermal diffusion 
effects. Benefits of analyzing the interface from an initial stationary position include 
a more accurate interface solid-liquid composition assessment as well as a more 
thorough understanding of the thermal conditions that the interface is being 
~~ 
subjected to. By analyzing the interface under these conditions, better predictions for 
latter behavior can be made. 
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sECTION II 
EXPERIMErT'TAL PROCEDURE 
2.1 Exper~~nental Procedure 
The directional solidification experiments themselves utilize essentially two-
dimensional {thin slide} ampoules, though they are not truly two-dimensional 
because of the presence of a third dimension in the thickness. Experiments by 
Eshelman, Seetharaman and Trivedi X20] found a lower bound in which the critical 
velocity is dependent on thickness. The thickness of samples in these experiments 
are below ~ lower bound f or the succinonitrile-acetone alloy. For all experiments, 
the independent parameters that will be varied include the pulling velocity, the 
thermal gradient and the alloy composition. A video system will image and record 
the measurements f or the two-dimensional experiments. 
Microscope 
V ---~ 
Hot zone fold zone 
Temperature Profile 
Thermal Gradient 
T* 
Figure 2.1 Directional solidification apparatus. Sample is represented by the shaded region 
{liquid -light, solid -dark) and T'~ indicates the interface temperature. 
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The DS apparatus has been completely characterized. Local temperature 
measurements, velocity profile measurements and temperature gradient 
measurements, using an embedded thermocouple have been made. 
x.1.1 ~olidif ication Equipment 
The experimental equipment included a motorized Bridgman directional 
solidification apparatus far low-surface entropy transparent organic alloy systems 
j14]. A thermal gradient, generated by a cold zone, an adiabatic zone and a hot zone, 
was imposed on the boundary of the moving ampoule. The specimen is translated 
with a specif led pulling velocity, resulting in a relative motion between the 
specimen and the thermal field. The material in the ampoule was thus divided into 
two regions of solid and liquid, ideally with the interface lying in the adiabatic zone. 
Although the ampoule was three-dimensional, atwo-dimensional model was used, 
assuming the solidification process remained largely diffusion-controlled and the 
flow that arose was Largely two-dimensional in nature. 
The physical components ~of the directional solidification equipment included 
a stepper motor with a resolution of 50,000 steps per revolution and a precision 
ground ball screw, allowing f or smooth linear velocities, The cold zone was 
controlled by a refrigerated bath and the hot zone was sustained by a high 
~V 
temperature bath. Both hot and cold zones were maintained to +/ _ O.o1 °C. The entire 
apparatus was housed in a glove box to rnlnlmm1ze air convection around the 
samples. 
2.1, 2 Material 
Succinonitrile {NCCH2CHZCN} is an organic compound that is transparent 
and therefore convenient f or detailed in situ solidification investigations. Its 
crystallographic properties offer simulation of solidification of cubic metals. It 
solidifies as a BCC crystal and exhibits rapid interfacial attachment kinetics. The 
succinonitrile-salol system binary was chosen f or several reasons. This alloy system 
is well studied, with an established phase diagram {see Fig. 2.2}. The succinonitrile- 
salol binary alloy has a low melting temperature, simplifying sample preparation 
and experimental studies which include awell-controlled thermal gradient. 
Property parameters f or succinonitrile and succinonitrile-salol, as well as 
succinonitrile-acetone, are shown in Table. 2,1. 
31 
Table 2.1 Succinonitrile and Succinonitrile-Salol Altoy Property Parameters (23-25] 
Properties of Succinonitrile 
Tf 
t~h# 
~L 
~s 
aL 
as 
M 
Y 
r 
Melting temperature 
Latent heat of fusion per unit volume 
Liquid thermal conductivity 
Solid thermal conductivity 
Liquid thermal diffusivity 
Solid thermal diffusivity 
Molecular weight 
Solid/ liquid interface energy 
Gibbs-Thomson coefficient 
Properties of Succinonitrile-Salol System 
D Diffusion coefficient (in liquid} 
m Liquidus slope 
k Equilibrium partition coefficient 
Properties of Succinonitrile-Acetone System 
D Diffusion coefficient ~in liquid} 
m Liquidus slope 
k Equilibrium partition coefficient 
58.08 °C 
4.6x10~J/m3
o.z23 w/mac 
0.225 W/mK 
0.116 x 10-6 m2/ s 
0.112 x 10-6 m2/ s 
80.09 g 
8.95 x 10-3 J/m2
0.64 x 10-7 mK 
0.S x 10-9 m2/ s 
-O.G8 K/ wt% 
0.1G 
1.3 x 10-9 m2/ s 
-2.8 K/wt% 
0.1 
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Figure 2.2 Phase diagram for the SCN-salol system. Solid lines are best fit lines for 
experimental points while the broken line shows calculated results X24]. 
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Figure 2.3 Phase diagram for the SCN acetone system (18]. 
2.1.3 Material Preparation 
Preparation of the samples was key to obti~ining quality experimental data. In 
order to obtain high purity experimental material, distillation and zone refining of 
the transparent model material was necessary. Using a single stage distillation 
apparatus as the initial method to limit contaminants, succinonitrile was distilled 
into glass tubes under vacuum. Zone refining was then appropriate to further 
remove impurities prior to alloying. 
NC - CH 2 - CH 2 CN 
Succinonitrile 
O 
I 
C - OPh 
O i~ 
OH H ~ C C CH 3 
Salol Acetone 
Figure 2.4 Chemical structures of transparent alloy components succinonitrile, salal and 
acetone. 
The as-received succinonitrile was distilled in three separate iterations and 
subsequently zone refined. C)riginal as-received succinonitrile of 99 %purity was 
distilled with a vapor temperature range of 90-110 °C in a standard distillation 
apparatus, Fig. 2.5. Upon °nal distillation SCN was collected into a 7.0 mm diameter 
tube under vacuum, sealed and then zone refined for at least 60 passes. 
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After zone refinement the succinonitrile was alloyed in a sample-filling 
chamber. succinonitrile readily absorbs water, alloying it, so the addition of salol to 
succinonitrile was carried out in a dry nitrogen atmosphere. As an added precaution 
the succinonitrile was allowed to solidify prior to the introduction of the alloying 
element and then re-heated beyond its melting point and agitated pia a magnetic 
stirrer. 
Condenser 
Collection tube or flask 
Fig. 2.5 Distillation apparatus for purification of succinonitrile and otlTer transparent 
materials. 
2.1.4 Sample Preparation 
Individual samples cells were created by filling Hele-Shaw cells under a dry 
nitrogen atmosphere. The cells had a rectangular cross section of 200µm x 4mm x 
200mm and filled cells were at both ends. Cell thickness was limited to 200}~m to 
~~ 
nearly eliminate convection effects, as indicated by Somboonsuk [28J. T~iree to six 
sample cells were f filled simultaneously, ensuring uniform alloy composition f or 
several different experiments. 
Samples were f filled with the target compositions listed in Table 2.2, Early 
work with succinonitrile-acetone samples showed that the composition targeted 
proved to be significantly different than the actual composition. Steady state 
solidification and melting experiments in comparison to samples of known 
compositions of pure succinanitrile and 13wt% camphor-succinonitrile verified this 
assumption. In f act the target composition of 1 wt % acetone-succinonitrile sample 
was comprised of only 0.09wt % acetone in succinonitrile. Lee and Brown [21 ] also 
discussed the inability to precisely add acetone due to acetone loss during the filling 
procedure. 
Table 2.2 Targeted composi~i'ons of prepared samples. 
Alloy Target composition ~wt%) 
SCN-acetone 0.5 
1 
2 
0.5 
1 
2 
4 
SCN-saloi 
Pure salol is solid at room temperature and allowed f or measurement of the 
solid salol prior to the addition of succinonitrile. The technique of adding the solid 
~~ 
salol directly to the solidified succinonitrile (under nitrogen atmosphere) allowed for 
reliable composition results. The succinonitrile and salol were then heat and stirred 
unifoll~~ly prior to filling the sample cells. 
Test sample sets were constructed of three (3) cells, two filled slides aligning 
the alloyed slide to be studied as shown in Fig. 2.6. The two outer sample cells were 
present to minimize thermal losses in the lateral direction. This arrangement 
allowed for a more even, planar interface to be observed on the alloyed slide. 
Alloyed Sample 
Figure 2.6 Experimental sample layout. Three slides consisting of identical dimensions are 
simultaneously run through the directional solidification apparatus. 
2.2 Laboratory Procedures 
Directional solidification studies were carried out in a careful manner to 
ensure that the experimental variables were measured accurately. Thermocouples 
were periodically inserted into the sample cells to characterize the thermal field. By 
keeping the temperature gradient constant and consistent, changes in velocity solely 
manipulated the interface morphology. The experimental conditions used for the 
directional solidification runs are listed in Table 2.3. The composition and 
O 
temperature gradient was selected so that there was a si ' 'candy long transient 
period to observe interface instability, 
Fable 2.3 actual experirne~tal samples tested. 
Alloy 
SAN-acetone 
~~N-salol 
Composition (wt%) 
0.09 
1* 
2 
8.4* 
Pulling velocity {µm~/s 
0.5 
3 
5 
5 
7.5 
0.75 
1.5 
0,75 
1.5 
~{K/m} 
5 
5 
8.1 
8.9 
8.9 
8.9 
8.1 
8.1 
8.1 
8.1 
* Prepared using liquefied salol that was injected into the filling chamber. 
Initial movement of the slide involved f ormation of a dendritic structure 
across the length of the slide to ensure a unif orm chemical composition. The sample 
was then introduced into the directional solidification equipment at ambient 
temperature. This was to ensure that damage was not done to the sample by 
introducing it to the elevated temperature "hot side" at too rapid of a rate. After 
equipment reached steady state, the sample was allowed to stabilize in the thermal 
gradient f or 24 hours prior to running experiment. Z'ftis was done to ensure thermal 
and solutal equilibria and maintain consistency between experiments. 
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2.2.1 Imaging Techniques 
Images of the advancing interface were obtained through a CCD camera 
mounted on a lOx Lens of the microscope and stored on VHS videotape at 30 
frames/s. These stored images were then converted to individual graphics files, at a 
specified time interval. These image files could then be calibrated from using a 
micrometer image and measurements could be made directly from the individual 
screen images. 
(a) (b) 
~ ~~~4 
€~~~ 
(d) (e) 
(c) 
(f) 
Figure 2.7 Morphological evolution of a 2-wt % Salol-Succinonitrile sample at a pulling 
velocity of 1.5 ,umfs. Still images zc~ere captured from the videotape and measurements zc~ere 
made based on the initial position of the interface in (a). In figure (a) Time = 1s, (b) Time = 
60s, (c) Time = 240s, (d) Time = 540s, (e) Time = 560s, (fl Time = 616s. 
~0 
SECTION III 
~J~CPERIMENTAL RESULTS 
3.1 characterization of the Thermal Field 
The thermal conditions f or the planar interface prior to start of a directional 
solidification run were f first analyzed to quantify the effect on the system. Thermal 
gradient measurements were made using a thermocouple f rom a stable hot side 
position near the maximum temperature through the complete range until the cold 
side stable temperature was reached. Additionally, to characterize the temperature 
profile from a stationery position near the solidus temperature for the given alloy, 
thermal gradient measurements were made from this point as well. 
To quantify the effect a thermocouple was embedded in a pure succinonitrile 
cell and placed initially at a temperature close to the 2wt% salol-succinonitrile 
liquidus temperature, The sample was allowed to stabilize then a pulling velocity 
was introduced and temperature measurements were then made from this initial 
point, A measurable shift in the thermal gradient was observed, as seen in Fig. 3.1. 
By characterizing the thermal conditions from the initial interface position this 
phenomenon could be taken into consideration in the model describing its behavior. 
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Temperature (measured, V=1.5 um/ s) 
Temperature (measured, V=0.75 um/ s) 
Linear gradient 
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Figure 3.1 Tie measured temperature zt~as compared to tie slope of the oz?erall thermal 
gradient. From t11e deviation between the tz~~o positions, a delay time z~~as determined. T1~e 
above experiment zi~as conducted at a pulling velocity of ~I=1.5 and 0.75 ,~cm/s. 
3.2 Solidification Experiments 
Initial directional solidification experiments were conducted using 
succinonitrile-acetone and as indicated in the sample preparation section, 2.1.4, the 
composition was unreliable and difficult to verify. Additionally the acetone within 
the sample had a tendency to outgas during the solidification process and f orm 
microscopic bubbles on the interface, introducing an additional unknown to the 
experiment. Therefore the succinonitrile-salol system was chosen to study in greater 
42 
detail and after refinement of the sample preparation technique, a set of samples 
filled with 2 wt % salol-succinonitrile were chosen as the f final candidates. 
The directional solidification experiment analyzed was conducted at an 
external pulling velocity of 1.5 µm/ s. This velocity was chosen based on its near 
stable velocity, allowing f or a relatively Iong transient time. The interface instability 
was observed to become sig;nif icantly unstable at 61 b seconds after the introduction 
of the pulling velocity, to the point that the amplitude of the interface wave became 
equivalent to the wavelength. After the initial onset of instability, the interface 
developed a cellular structure, stabilizing on deep cells after several hours. Results 
for the developing morphologies are shown in Fig. 3.2 
~~~2E 
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Figure 3.2 The developing morphology for the 2zc~t % salol-succinonitrile sample at a pulling 
z~edocity of V=1.5,um/s. Deep cells formed and stabilized after several hours (not shoum). 
3.3 Measurements 
Interface position was measured from the directional solidification 
experiments using the imaging techniques described in section 2.2.1. Interface 
~J 
position data were extracted from the series of images and plotted versus time, as 
seen in Fig. 3.3. 
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Figure 3.3 Comparison of experimental data posifion measurements to the predicted position 
of the boundary layer model during the initial transient from a stationary position through 
the break-up of the interface. The interface u~as significantly non-planar at 616s, inhere the 
wavelengths of the developing cells approximately equaled their amplitude. 
The evolution of the destabilized interface was characterized by measuring 
the wavelengths observed in the emerging morphology. The "transient time" defined 
here as the time to reach the conditions where the interface amplitude equals the 
donninant wavelength, was deterr~lined f or the experiment. Such a condition is 
shown in Fig. 3.4, showing the interface morphology at t=~16s f or Vp=1.5 µm/ s. 
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Interface measurement results are tabulated in Table 3.1 for Fig. 3.4. To eliminate the 
effect of any boundaries, including low angle grain boundaries and the sample cell 
walls, the wavelengths were measured at an interface location far from these 
boundaries. 
2 4 5 6 7 8 9 1i~ 11 12 
~s -- _ ; ~   --
~~  ~f~' ~1 c ~_~~~ 
Figure 3.4 Image of the zt~avelengths that were measured to determine the initial 
wavelengths of the unstable interface for the 2zt~t % salol-succinonitrile system at an external 
pulling velocity of 1.5 ,umjs. 
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Fable 3. ~ 11/~easured wavelengths ~ for the u1a~es in Fig, 3.4 and heir corresponding ~~~ave 
numbers {lc= 2~/~;) 
Cell µm k {m-1) 
1 72.07 87181.7 
2 64.19 97884.2 
3 72.07 87181.7 
4 64.19 97884.2 
5 56.31 211582.1 
6 48.42 129764.3 
7 49.55 126805.0 
8 81.08 77493.7 
9 73.2 85835.9 
10 43.92 143059.8 
11 42.79 146837.7 
12 49.55 126805.0 
~~ 
SECTION IV 
DISCUSSION OF RESULTS 
4.1 Theoretical modeling 
Models utilizing the concepts of the stability theory and boundary layer 
theory were completed f or the theoretical alloy system of 2wt % salol in 
succinonitrile at a pulling velocity of 1.5 µm/ s. The perturbation model provided a 
range of instabilities at different velocities under steady state conditions. Modeling 
results illustrate the relationship between the amplification rate and the range of 
wave numbers under which it is expected that the planar interface will become 
unstable as shown in Fig. 4.1. The initial and critical wavelengths encompass an 
infinite number of intermediate wavelengths that the system could possibly amplify 
and select f uture spacing. They are defined by when the amplification rate is equal 
to zero. 
To determine the system's behavior under non-steady state conditions the 
methodology of the boundary layer technique, and all of its assumptions, was 
employed. Theoretical results were obtained for the initial onset of instability, 
determining the amplification spectrum at periodic intervals, Results were acquired 
for the time period when the ampl' 'cation rate, ~~, first became positive (unstable) 
until the steady state condition was determined. The amplification rate spectrum is 
shown in Fig. 4.2. 
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Fig. 4.1 Projectl'an of the unstable wave numbers using the perturbation model for the 
Zu~t % salol-succinonitrile alloy at a pulling velocity of 1.5 ,~nnis. 
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Figure 4.2 Calculated zc1az~e number amplification rates for gizaen times using the boundary 
layer model. z,,,-dot values z~~ere used- based on the fact that z,o is a local equilibrium 
condition and i is relatl'zle position zvi tlz respect to the pull i n~ z~eloci t1y is z,r,-dot. 
Fig. 4.2 shows the amplification rate f or a spectrum of wave numbers at 
specific times. By utilizing this information to examine the development of specific 
wave numbers over time key information can be obtained about when dominant 
wavelengths emerge that further generate specific cellular spacing upon 
destabilization of the planar front. 
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V'IThat can be seen in the theoretical modeling in Fig. ~.1 and ~.2 is that the 
models do not match the experimental data presented in section 3.3. For this reason 
consideration of other f actors nat taken into account were analyzed. 
4.2 Accounting far the Thermal Field 
The current boundary Layer model uses the gradient frame to account for 
interface position change with respect to the liquidus and solidus temperature 
positions of the bi~~ary alloy. However, the comparison of the theoretical position 
and the experimentally measured position proves to be invalid. The boundary layer 
model predicts the interface position in the gradient frame but because there is 
motion of in this frame the experimental measurement f rame cannot be assumed to 
be the gradient frame. From the thermal analysis experiment shown in Fig. 3.1, it can 
be seen that the temperature seems to move along with the specimen and s~ the 
entire position of the gradient relative to the observer. The situation is shown in Fig. 
4.3. Incorporating a thermal velocity of the gradient frame, V~, the interface reacts to 
a modified imposed pulling velocity, Vp' where: 
Tip = Tl p -~- Vg
given that Vg is a negative value and at t=o: 
V p = -Vg
vo = 0 
So 
Z'k —o 
The redictions of the spatial parameters within the boundary layer model. p 
must then be corrected to reflect the motion of the gradient f ra.me relative to the 
viewirt frame, in which the ex erimental measurements are made. Fig. 4.3 g p 
illustrates how the parameters are defined. 
Hot side 
Vp*t 
Cold side 
Initial interface position tzL at t=0} 
zL at t 
Observed interface position at t 
zss at t 
V~, 
Figure 4.3 A schematic of the process drawn in the fixed or "lab" frame, shoz~~ing the moving 
thermal adient. Vg and z,~ are observed in the lab frame u1hereas the change in interface 
position, vo, is relative to the specimen frame. 
The f ollowing relationships are developed: 
Vo = TjF -~- Zm
Zm = Z ~` -I-V~ 
~~ 
Unlike the pulling velocity, the thermal field velocity slowly decreases and only the 
imposed pulling velocity affects the system. Defining Vg as an exponentially 
decaying velocity such that: 
~g — —Yp * exp(—t / z~ 
a nice correlation with experimental data can be made for specified values of z. 
Adding this correction to the boundary layer model corrects f or the differences 
between experimentally observed interface position and the current assumptions in 
the boundary Iayer model at a given value of ti. 
For the 2wt% salol-succinonitrile sample with a pulling velocity of 1.5 }~n1/ s, 
a i value of 400s was determined to have the best fit for experimental data. The 
results of this assumption, including the boundary Iayer model prediction prior to 
incorporation of the thermal f field movement correction, can be seen in Fig. 4.4. 
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Figure 4.4 Illustration of the results of incorporation of the thermal z~elocihj term into the 
boundnn~ layer model. 
Changing the values of i has significant effects on the system and its 
projected stability in comparison to the current boundary layer model. Fig. 4.3 
clearly illustrates this dramatic impact. 
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figure 4.5 Illustration of the destabilizing effect of larger values of z-. As the curves tend 
tozc1ards to the riglZt and doumz~~ard, the interface zl~ill break-up sooner. Calculatz'ons for this 
curve used the corrected boundary layer model in the z frame, not the measured z,n frame. 
The argument for this is the delta term is rela fz'z~e to the distance be tzveen tl~e initial posi ft'on 
and steady state positt'on for a fixed gradient. 
4.3 Onset of instability 
Utilizing the corrections made to the gradient frame aMullins-Sekerka linear 
stability analysis can be applied to examine the effect of the thermal velocity on the 
predicted initial wavelengths. The interface velocity term, vo, is based on local 
equilibrium conditions and maintains the same value: 
l(1— k)z 
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However, to incorporate the thermal velocity term the relationship V~ = VP + Zm is 
used in the stability analysis. Figures 4.4 and 4.5 show the response of the model to 
the change in effective pulling velocity from a constant value (Fig. 4.4) to a ramping 
value from zero to the pulling velocity (Fig. 4.5). 
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Figure 4.6 Calculated wave number amplification rates for giz1er~ times using the corrected 
boundarz~ layer model (r=1000). T7ze experimentallJ observed z~~az~elengtlzs at 616s 
correspond to zclave numbers from 77500 to 147000. Initial z~~avelengths at 400s are ver1~ 
long and zt~ere likely presen t in the e~perimen t bu t unobservable. 
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As noted in the text f or Fig. 4.5, the i value was altered to better f it the 
wavelengths and times when the interface became unstable. This changes the 
experimental data fit are seen in Fig. 4.6. As a final comparison, the corrected 
boundary layer model is shown in correlation with Smith et, al., Tiller et. al. and the 
current boundary layer model in Fig. 4.7. 
14 
12 
1.0 
Smith et a1. 
Tiller et aI. 
Boundary Layer Model 
Corrected Boundary Layer Model 
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02 
z (m) 
Figure 4.7 Relative comparisons of the four different models versus the experimental data. 
~~ 
sE~. l loN v 
CONCEUSIONs A~11TD IZE wOI~►K 
Directional soli ' 'cation exper~unents in a 2-wt% salol-succinonitrile system 
were conducted to characterize the morphological evolution of the solid-liquid 
interface. Experiments were carried out to study (1} the impact of the thermal 
conditions on the advancing interface, (2) the exact ~ position in the gradient f rame of 
the interface as it becomes unstable and (3) the initial observed wavelengths when 
the interface does become unstable, 
(1) The thermal lag in thin-slide directional solidification experiments is 
sig;nif icant enough to be observable. The thermal gradient will shif t with the sample 
during the initial movement of the slide. Zeus creates a counter velocity to the 
pulling velocity and reduces the effective velocity tlEzat the interface is seeing in the 
material frame. Constant pulling velocity experiments are in fact ramped velocity 
experiments that vary from zero to the imposed pulling velocity. 
(2} One must account f or the thermal gradient velocity in order f or the 
boundary Layer model to accurately predict the change in interface position, Adding 
the thermal velocity term into the prediction allows f or a much better reflection of 
experimental behavior. 
(3} Predictions of the initial observed wavelengths and the time at which 
the interface became unstable more closely match experimental results when the 
~~ 
ther~rrzal velocity term is incorporated into the model. For the cwt % salol- 
succinonitrile system at a pulling velocity of 1.5 ~,m/ s, the corrected theoretical and 
experimental data matched well. 
Adapting the boundary layer model to reflect the thermal lag greatly 
improves its use as predictive tool. Further experiments in different systems, at 
different velocities will help to refine the impact of the shape of the thermal velocity 
curve over time and distance and how it correlates with system parameters. 
Analysis of the heat-transfer system needs to be carefully understood in f uture 
experiments, tang into. consideration the efficiency of the heat transfer from the 
heater and cooler as well as the. conduction across the sample, modeling the glass 
sample cell as well as the material enclosed. A correlation can then be made to 
determine the preferred modeling technique f or the thermal gradient movement and 
its impact on the moving interface. 
J t7 
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