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Resumo
A distribuic¸a˜o espacial de um conjunto de varia´veis fica caracterizada quando a
posic¸a˜o geogra´fica contribui para ana´lise e interpretac¸a˜o dos resultados. A ana´lise
explorato´ria e´ a primeira etapa a ser realizada em qualquer estudo. No contexto da
geoestat´ıstica, esta ana´lise e´ feita por meio de um semivariograma, que e´ uma func¸a˜o
capaz de medir o grau de dependeˆncia espacial entre pares de observac¸o˜es separa-
dos por uma distaˆncia h. O processo de construc¸a˜o de uma func¸a˜o semivariograma
na˜o e´ trivial. Ao especificar uma func¸a˜o semivariograma, deve-se garantir que esta
seja definida positiva. A fim de desmistificar eventuais falsas impresso˜es quanto a
viabilidade de func¸o˜es como modelos de semivariograma foram sugeridos candidatos,
utilizando como exemplo de func¸o˜es de probabilidade, escritas sob a forma da famı´lia
exponencial. As distribuic¸o˜es utilizadas foram gamma, log-normal, Poisson e bino-
mial negativa. O estudo mostrou que na˜o e´ recomenda´vel utilizar func¸o˜es escritas
sob a forma da famı´lia exponencial para construir modelos de semivariograma, pois
na˜o ha´ garantias de que o modelo a ser reproduzido seja va´lido. A construc¸a˜o dos
modelos deve ser pautada nas propriedades das funco˜es covariaˆncia. Tentativas ad
hoc sa˜o muito espec´ıficas e na˜o devem ser utilizadas para obter uma func¸a˜o definida
positiva, uma vez que a soluc¸a˜o encontrada na˜o pode ser generalizada.
Palavras Chave: Semivariograma, Krigagem Ordina´ria, Func¸o˜es de Probabili-
dade e Famı´lia Exponencial.
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Abstract
The spatial distribution of a set of variables is characterized when the geographic
position contributes to the analysis and for the interpretation of the results. The
exploratory analysis is the first stage to be done in any study. In the geostatistics
context the analysis is done by semivariogram, a function which measures the spatial
dependence between pairs of observations separated by a distance h. Construct a
semivariogram function is not trivial. The chosen function must be positive definite.
For elucidate possible false impressions of viability in function semivariogram models
were suggested as candidates probability functions, written in the form of the expo-
nential family. Considering that, four semivariogram models from exponential family
were derived: gamma, log-normal, Poisson and negative binomial. The study showed
that it is not recommended to use functions written in the exponential family form
to construct a semivariogram function, since there is no guarantee that the model
will be valid. The construction of models should be based on the properties of the
functions covariance. Ad hoc attempts are very specific and should not be used to
obtain a positive-definite function, since the solution can not be generalized.
key words: Semivariogram, Ordinary Kriging, Probability Functions and Expo-
nential Family.
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Cap´ıtulo 1
Introduc¸a˜o
Os conceitos estat´ısticos exercem grande influeˆncia na maioria dos campos do
conhecimento humano. Deste modo, uma variedade de te´cnicas estat´ısticas e modelos
matema´ticos sa˜o utilizados com o objetivo de identificar qual o comportamento das
varia´veis em estudo e como elas se relacionam. As ferramentas mais usuais de ana´lise
estat´ıstica requerem que as varia´veis em estudo sejam independentes. No entanto, ha´
situac¸o˜es em que as varia´veis medidas esta˜o correlacionadas no espac¸o.
Diz-se que um conjunto de observac¸o˜es e´ espacialmente distribu´ıdo quando a sua
localizac¸a˜o geogra´fica e´ importante para a ana´lise e interpretac¸a˜o dos resultados (Bai-
ley e Gatrell, 1995). Neste caso, conveˆm adotar te´cnicas que permitam acomodar a
dependeˆncia espacial existente entre os valores observados. Em geostat´ıstica a es-
trutura de correlac¸a˜o espacial inerente aos dados e´ considerada e a ana´lise parte
do princ´ıpio de que as observac¸o˜es mais pro´ximas sa˜o mais semelhantes do que as
mais afastadas. Sendo assim, e´ fa´cil intuir que a variabilidade do atributo medido
aumentara´ ao passo que a distaˆncia entre os pares de observac¸o˜es aumenta. Da´ı a
importaˆncia de conhecer a posic¸a˜o geogra´fica das unidades amostrais para empregar
a geoestat´ıstica como ferramenta de ana´lise.
Frequentemente, experimentos na esfera da agronomia, da minerac¸a˜o, das cieˆncias
da sau´de, entre outras, sa˜o conduzidos com a finalidade de estimar valores da varia´vel
em locais onde na˜o houve medida. Uma das te´cnicas geoestat´ısticas mais utilizadas
para a predic¸a˜o de valores na˜o observados e´ a de interpolac¸a˜o por krigagem, que uti-
liza a autocorrelac¸a˜o espacial como medida de ponderac¸a˜o. A autocorrelac¸a˜o espacial
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e´ modelada utilizando um semivariograma, ferramenta que descreve quantitativa-
mente a variac¸a˜o no espac¸o de um fenoˆmeno regionalizado. Desta forma, e´ razoa´vel
pensar que quanto melhor o ajuste da func¸a˜o semivariograma mais precisas sera˜o as
estimativas.
Para que um modelo de semivariograma seja considerado apropriado a func¸a˜o co-
variaˆncia que o descreve precisa ser semidefinida positiva. Tal condic¸a˜os na˜o e´ fa´cil
de garantir e a dificuldade em avaliar a adequabilidade de um candidato a mod-
elo de semivariograma e´ maior quando se trabalha com grandes dimenso˜es devido
a obsta´culos matema´ticos (Christakos, 1984). Assim, investigar as propriedades de
uma func¸a˜o semivariograma possibilita identificar se uma func¸a˜o qualquer pode ser
aceita como modelo teo´rico.
Cada semivariograma possui singularidades, uma vez que sua formulac¸a˜o envolve
diferentes restric¸o˜es no que tange a viabilidade da func¸a˜o que o representa. Este
estudo visa explorar situac¸o˜es que podem induzir a equ´ıvocos no processo de con-
struc¸a˜o de semivariograma utilizados na krigagem utilizando como exemplo a famı´lia
exponencial. As ana´lises sera˜o fundamentadas, inicialmente, nos principais modelos
existentes e tambe´m supondo situac¸o˜es diversas.
Este documento foi organizado em 5 Cap´ıtulos. O Cap´ıtulo 2 versa sobre os mod-
elos de semivariograma, a utilizac¸a˜o dos me´todos dos mı´nimos quadrados ponderados
e da ma´xima verossimilhanc¸a para a estimac¸a˜o dos paraˆmetros do semivariograma
teo´rico e a te´cnica de krigagem ordina´ria. O Cap´ıtulo 3 discute as limitac¸o˜es de
func¸o˜es semivariograma, apresenta com brevidade a famı´lia exponencial, ale´m de
fazer uma explanac¸a˜o acerca de algumas particularidades dos principais modelos de
semivariograma, bem como levanta questo˜es sobre o processo de construc¸a˜o de mode-
los fundamentados nas propriedades da famı´lia exponencial. O Cap´ıtulo 4 e´ dedicado
a` exposic¸a˜o e discussa˜o dos resultados alcanc¸ados e no Cap´ıtulo 5 constam as consid-
erac¸o˜es finais do trabalho.
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Cap´ıtulo 2
Geoestat´ıstica
Este Cap´ıtulo tem por finalidade apresentar e discutir os aspectos estruturais
das func¸o˜es de variograma utilizadas na krigagem. Neste to´pico sera˜o abordados
conceitos como semivariograma me´todo dos mı´nimos quadrados ponderados, me´todo
da ma´xima verossimilhanc¸a e krigagem.
2.1 Introduc¸a˜o
A geoestat´ıstica tem como objetivo entender o comportamento dos dados espaciais
no que tange a variabilidade inerente ao fenoˆmeno em estudo (Chile`s e Delfiner, 1999).
A ana´lise espacial utilizando os conceitos da geoestat´ıstica ganhou forc¸a a partir dos
anos 60 quando o engenheiro Daniel Krige e o matema´tico George Matheron, ao
analisarem a correlac¸a˜o espacial entre as varia´veis em trabalhos na a´rea de minerac¸a˜o,
impulsionaram a expansa˜o da te´cnica para outros campos de aplicac¸a˜o, tais como
agricultura, hidrologia entre outros. Considerando que a geoestat´ıstica lida com a
incerteza espacial, os dados espaciais sa˜o vistos como varia´veis aleato´rias e a variac¸a˜o
do processo e´ definida admitindo que ha´ uma relac¸a˜o entre os valores das varia´veis
cujas localizac¸o˜es sa˜o pro´ximas umas das outras (Fischer e Getis, 2010).
O estudo geoestat´ıstico inclui um conjunto de procedimentos que podem ser uti-
lizados para analisar e modelar as relac¸o˜es entre determinadas caracter´ısticas de
fenoˆmenos espaciais. A primeira etapa consiste em uma ana´lise explorato´ria, re-
alizada por meio de um semivariograma, seguida da modelagem, que visa fornecer
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soluc¸o˜es para o problema de estimac¸a˜o por meio da te´cnica de krigagem (Sen, 2009).
Esta metodologia e´ baseada na teoria das varia´veis regionalizadas (V R), cujo conceito
sera´ abordado a seguir.
2.2 Varia´veis Regionalizadas (V R)
Para Chile`s e Delfiner (1999), Sen (2009) dentre outros autores, uma varia´vel e´
definida como regionalizada quando representa uma caracter´ıstica de algum fenoˆmeno
distribu´ıdo em um espac¸o cont´ınuo. Esta varia´vel e´ denotada por Z(u), em que u
identifica a localizac¸a˜o geogra´fica de onde foi realizada a medic¸a˜o. As varia´veis region-
alizadas reu´nem dois aspectos aparentemente contradito´rios: ainda que selecionadas
ao acaso no espac¸o, elas apresentam a estrutura de correlac¸a˜o que refletem a natureza
do fenoˆmeno. Admitindo que as posic¸o˜es das amostras sa˜o selecionadas aleatoria-
mente, as varia´veis regionalizadas podem ser vistas como uma dentre tantas real-
izac¸o˜es poss´ıveis ao acaso. Isto e´, elas podem ser interpretadas como uma realizac¸a˜o
z(u) de uma func¸a˜o aleato´ria que, no contexto da geoestat´ıstica, pode ser definida
como sendo a distribuic¸a˜o conjunta das varia´veis aleato´rias Z(ui), i = 1, 2, . . . , n.
O modelo probabil´ıstico obtido deve ser capaz de reproduzir tais distribuic¸o˜es ou
pelo menos alguns de seus momentos. Os dois primeiros momentos de uma func¸a˜o
aleato´ria sa˜o dados pela me´dia, que e´ o valor esperado µu = E[Z(u)] e pela co-
variaˆncia C(ui, uj) =
{
E[Z(ui)− µui ][Z(uj)− µuj ]
}
. Em geral, na pra´tica, apenas
uma realizac¸a˜o da varia´vel Z(ui) e´ observada. Neste caso, para estimar um valor
para a varia´vel em um ponto onde na˜o houve medida, e´ usual estabelecer restric¸o˜es a
fim de que a V R seja estaciona´ria. A restric¸a˜o implica que os momentos da varia´vel
aleato´ria Z(ui + h) devem ser constantes para qualquer vetor de distaˆncias h.
Neste contexto, segundo Chile`s e Delfiner (1999) e Sen (2009) existem duas hipo´teses
que caracterizam a estacionariedade de uma func¸a˜o aleato´ria e ao menos uma precisa
ser assumida para fins de infereˆncia. As hipo´teses sera˜o definidas a seguir:
Hipo´tese 2.2.1 (Estacionariedade de segunda ordem). Admite que a me´dia e´ cons-
tante e a covariaˆncia entre dois pares quaisquer Z(u) e Z(u + h) existe e depende
somente de h.
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Similarmente, tem -se que E[Z(u)] = µ, constante ∀ u ∈ D e Cov(Z(ui), Z(uj)) =
C(ui − uj) = C(h) ∀ ui, uj ∈ D e h = ||ui − uj||, em que C(.) e´ a func¸a˜o covariaˆncia
estaciona´ria ou covariograma.
Hipo´tese 2.2.2 (Intr´ınseca). Estabelece que os incrementos Z(u)−Z(u+h) tenham
esperanc¸a zero e variaˆncia somente em func¸a˜o de h.
A estacionariedade intr´ınseca e´ menos restritiva se comparada com a estaciona-
riedade de segunda ordem. Segundo Cressie (1993), a estacionariedade intr´ınseca e´
definida pelas expresso˜es: E[Z(u+ h)− Z(u)] = 0 e V ar[Z(u+ h)− Z(u)] = 2γ(h),
em que a quantidade γ(h) e´ a func¸a˜o semivariograma, principal ferramenta de ana´lise
para dados espacialmente distribu´ıdos, conforme sera´ abordado nas pro´ximas sec¸o˜es.
A varia´vel regionalizada e´ definida por um valor nume´rico que esta´ associado a
localizac¸a˜o da amostra. A maneira que as V R se relacionam umas com as outras pode
sofrer alterac¸o˜es em func¸a˜o da orientac¸a˜o das amostras, da distaˆncia entre os pares
de observac¸o˜es ou ambos. Neste sentido, surgem dois novos conceitos: anisotropia
e isotropia. O primeiro indica que a relac¸a˜o entre os pares de observac¸o˜es separa-
dos por uma distaˆncia h depende da direc¸a˜o que esta distaˆncia e´ medida. Ja´ no
caso da isotropia, o comportamento das varia´veis na˜o muda com a direc¸a˜o e depende
apenas da distaˆncia h. Todas os conceitos trabalhados aqui sa˜o voltados para da-
dos isotro´picos. Modelos com anisotropia sa˜o abordados com detalhes em Isaaks e
Srivastava (1989), Chile`s e Delfiner (1999), Cressie (1993) dentre outros autores.
2.3 Processo espacial gaussiano
Um processo espacial gaussiano,
{
Z(u) : u ∈ Rd}, e´ um processo estoca´stico, tal
que um conjunto finito dimensional D = {Z(u1), . . . , Z(un)} segue uma distribuic¸a˜o
gaussiana multivariada, que e´ caracterizada pelas func¸o˜es me´dia e covariaˆncia. Geral-
mente uma varia´vel aleato´ria na˜o e´ completamente descrita por alguns paraˆmetros.
Entretanto, a varia´vel aleato´ria gaussiana pode ser definida completamente por sua
me´dia e covariaˆncia. Desta forma, um processo gaussiano e´ dito estaciona´rio se a
me´dia for constante para todas as posic¸o˜es u e a covariaˆncia depender apenas do
vetor de distaˆncias h (Diggle e Ribeiro Jr., 2007; Isaaks e Srivastava, 1989).
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Muitas das te´cnicas utilizadas para modelar dados geoestat´ısticos sa˜o fundamen-
tadas em processos gaussianos. Segundo Cressie (1993), a importaˆncia de utilizar
processos gaussianos esta´ na facilidade de trabalhar com tal distribuic¸a˜o. De acordo
com Schlather et al. (2012), a suposic¸a˜o de normalidade e´ fundamental para simulac¸a˜o
de dados espaciais, uma vez que a distribuic¸a˜o normal multivariada mante´m-se esta´vel
sob a soma e o condicionamento.
2.4 As func¸o˜es covariograma e variograma
Segundo Schlather et al. (2012) a func¸a˜o covariaˆncia desempenha um papel impor-
tante na modelagem de dados espaciais, uma vez que ale´m de caracterizar um processo
gaussiano, tambe´m e´ um elemento chave para realizar interpolac¸a˜o por krigagem e
para simular dados com dependeˆncia espacial. Uma condic¸a˜o para a utilizac¸a˜o dessa
ferramenta e´ a continuidade do processo e que este seja normalmente distribu´ıdo. A
ana´lise variogra´fica e´ a primeira e indispensa´vel etapa a ser realizada, pois permite
diagnosticar se existe dependeˆncia espacial entre duas observac¸o˜es. Quando duas
unidades amostrais sa˜o espacialmente dependentes, espera-se obter variac¸o˜es cada
vez maiores a` medida que a distaˆncia entre elas aumenta. Isto e´, observac¸o˜es ge-
ograficamente mais pro´ximas se comportam de maneira mais similar do que as mais
afastadas. Neste sentido, as func¸o˜es covariograma e variograma podem ser vistas
como uma medida da dispersa˜o das diferenc¸as entre os valores de pontos no espac¸o,
separados por uma distaˆncia h.
Sob a suposic¸a˜o de estacionariedade a func¸a˜o C(.) mencionada na sec¸a˜o 2.2,
tambe´m chamada de autocovariaˆncia, pode ser representada por :
Cov[Z(u), Z(u+ h)] = E[Z(u)− µ][Z(u+ h)− µ]
= E[Z(u)Z(u+ h)− µ2]
= C(h). (2.1)
A covariaˆncia se relaciona com a func¸a˜o correlac¸a˜o, por meio da expressa˜o:
ρ(h) =
C(h)
C(0)
. (2.2)
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Para que as func¸o˜es covariaˆncia e correlac¸a˜o sejam admitidas como covariograma
e correlograma, respectivamente, importa que o valor da covariaˆncia no ponto h = 0
seja positivo, isto e´, C(0) > 0 (Cressie, 1993).
Assumindo a hipo´tese de estacionariedade verifica-se que a covariaˆncia e´ uma
func¸a˜o par, conforme mostram os passos a seguir:
C(h) = Cov[Z(u), Z(u+ h)] = E[Z(u)− µ][Z(u− h)− µ]
= E[Z(u)Z(u− h)− µ2]
= C(−h).
Sob a hipo´tese de estacionariedade intr´ınseca a func¸a˜o variograma de um processo
em dois pontos quaisquer e´ definida como:
V ar[Z(u)− Z(u+ h)] = E[{Z(u)− Z(u+ h)}2]
= 2γ(h). (2.3)
A func¸a˜o semivariograma se relaciona com o covariograma. Entretanto, essa
relac¸a˜o so´ e´ estabelecida quando o estudo envolve um processo estaciona´rio de se-
gunda ordem:
V ar[Z(u)− Z(u+ h)] = V ar[Z(u)] + V ar[Z(u+ h)]− 2Cov[Z(u), Z(u+ h)]
= C(0)− C(h)
= 2γ(h). (2.4)
A equivaleˆncia entre as func¸o˜es covariaˆncia e semivariograma e´ dada pela expressa˜o
(2.4). Admitindo apenas a hipo´tese intr´ınseca a relac¸a˜o representada pela Equac¸a˜o
(2.4) na˜o e´ va´lida, uma vez que a func¸a˜o covariaˆncia pode na˜o existir (Webster e
Oliver, 2007).
O variograma, 2γ(h), tambe´m pode ser expresso em func¸a˜o da autocorrelac¸a˜o.
Utilizando a equivaleˆncia apresentada pela Equac¸a˜o (2.2) e substituindo em (2.4)
obte´m-se:
γ(h) = C(0)[1− ρ(h)]. (2.5)
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Existem treˆs tipos de variograma:
• variograma real, sempre desconhecido;
• variograma experimental, ajustado a partir dos valores observados;
• variograma teo´rico, representado por um modelo matema´tico.
O variograma real pode ser estimado a partir do variograma experimental. Usual-
mente a variabilidade espacial e´ medida pelo semivariograma, que corresponde a`
metade do variograma. Um estimador cla´ssico, baseado no me´todo dos momentos,
proposto por Matheron (1962) e´ representado por:
γˆ (h) =
1
2N (h)
N(h)∑
i=1
[Z (ui)− Z (ui + h)]2 , (2.6)
em que γˆ (h) representa o semivariograma experimental e N (h) o nu´mero de pares
medidos Z (u) e Z (u+ h), separados pelo vetor de distaˆncias h (Cressie, 1993).
Para determinar o semivariograma experimental a partir do estimador cla´ssico
recomenda-se introduzir limites de toleraˆncia para as distaˆncias, formando classes de
distaˆncias ou lags. A semivariaˆncia e´ calculada para cada par de observac¸o˜es, cuja
distaˆncia esteja compreendida dentro dos limites pre´-especificados e esse processo e´
repetido para cada lag. Na presenc¸a de anisotropia, ale´m das distaˆncias, deve-se
considerar tambe´m as direc¸o˜es.
Segundo Druck et al. (2004) o semivariograma e´ uma ferramenta ba´sica de su-
porte a`s te´cnicas de krigagem, pois permite representar quantitativamente a variac¸a˜o
de um fenoˆmeno regionalizado no espac¸o. Entretanto, as semivariaˆncias calculadas a
partir do semivariograma experimental na˜o pode ser utilizada como pesos no processo
de predic¸a˜o por krigagem, uma vez que este semivariograma pode na˜o satisfazer as
condic¸o˜es necessa´rias para que um modelo seja va´lido. Assim, ajusta-se ao semiva-
riograma experimental uma func¸a˜o matema´tica que descreva, continuamente, a vari-
abilidade ou correlac¸a˜o espacial existente nos dados, dando origem ao semivariograma
teo´rico. Essa func¸a˜o deve ser tal que represente o comportamento do semivariograma
amostral em relac¸a˜o a uma certa distaˆncia h e respeite, por exemplo, a restric¸a˜o de
ser positiva definida.
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A interpretac¸a˜o do semivariograma teo´rico se da´ a partir da leitura de seus
paraˆmetros, que podem ser identificados na Figura 2.1.
Figura 2.1: Paraˆmetros do variograma
Fonte: Druck et al. (2004)
• Alcance (A) : e´ a distaˆncia dentro da qual as amostras apresentam-se correla-
cionadas espacialmente, e que corresponde ao n´ıvel em que a variabilidade se
estabiliza (A ≥ 0);
• Patamar (C): e´ o valor do semivariograma correspondente a seu alcance. Isto
e´, o n´ıvel em que a variaˆncia da diferenc¸a entre os pares amostrais torna-se
aproximadamente constante (C ≥ 0);
• Efeito Pepita (C0): e´ o valor da semivariaˆncia para a distaˆncia zero e representa
uma componente da variabilidade espacial que na˜o pode ser relacionada a uma
causa espec´ıfica. Se C0 > 0 enta˜o a contribuic¸a˜o do modelo e´ definida por
C1 = C − C0, C1 ≥ 0 (Druck et al., 2004).
Geralmente o ajuste de modelos teo´ricos em geoestat´ıstica e´ feito de maneira
iterativa, em que a cada passo novos valores para os paraˆmetros sa˜o fornecidos ate´
que o ajuste seja considerado satisfato´rio. Cressie (1993) aborda diversos me´todos
anal´ıticos para estimar os paraˆmetros do semivariograma, tais como o me´todo de
ma´xima verossimilhanc¸a, ma´xima verossimilhanc¸a restrita e o de mı´nimos quadrados.
14
Neste trabalho sera˜o abordados os me´todos dos mı´nimos quadrados ponderados e
maxima verossimilhanc¸a. Outras modalidades do me´todo dos mı´nimos quadrados,
bem como abordagem sobre ma´xima verossimilhamc¸a restrita, podem ser vistas com
detalhes em Lele (1997); Gotway (1991); Cressie (1993); Zhang et al. (1995); Jian
et al. (1996) dentre outros autores.
Figura 2.2: Representac¸a˜o gra´fica dos modelos teo´ricos de variograma
Fonte: SAS (2011)
A Figura 2.2 ilustra os principais modelos teo´ricos de semivariograma isotro´picos.
A formulac¸a˜o matema´tica para cada modelo sera´ descrita na pro´xima sec¸a˜o.
2.4.1 Modelo Exponencial de Semivariograma
O modelo exponencial de semivariograma e´ va´lido em qualquer dimensa˜o Rd, d ≥ 1
e e´ descrito pela Equac¸a˜o (2.7), com paraˆmetro de escala a > 0. Este e os demais
modelos sera˜o expressos em func¸a˜o de r = |h|, que indica a distaˆncia euclidiana entre
os pares de observac¸o˜es.
γ(r) =
 0 se r = 0;C0 + C1 [1− exp (−3ra )] se r 6= 0. (2.7)
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Equivalentemente, o semivariograma exponencial tambe´m pode ser escrito con-
forme a Equac¸a˜o (2.8)
γ(r) =
 0 se r = 0;C0 + C1 [1− exp (−ra )] se r 6= 0. (2.8)
Alguns semivariogramas atingem o seu patamar a uma distaˆncia r finita, que
e´ denotada como alcance. O semivariograma exponencial atinge o patamar apenas
assintoticamente, quando r → ∞. Enta˜o, para efeito de ana´lise, adota-se como
alcance pra´tico a distaˆncia que corresponde a 95% do patamar (C1). Sendo assim,
o alcance pra´tico para este modelo, observando a Equac¸a˜o (2.8) vale 3a (Chile`s e
Delfiner, 1999; Webster e Oliver, 2007).
γ(r) = 1− exp
(
−r
a
)
0.95 = 1− exp
(
−r
a
)
0.05 = exp
(
−r
a
)
(2.9)
3 ≈ r
a
r ≈ 3a.
A expressa˜o (2.9) mostra o passo a passo realizado ate´ a definic¸a˜o do alcance
pra´tico A = 3a. O alcance pra´tico e´ atingido quando a distaˆncia assume o valor
equivalente a 3a se o semivariograma for da forma (2.8). Utilizando a Equac¸a˜o (2.7)
o valor encontrado para a ja´ corresponde ao alcance pra´tico, isto e´ A = a.
2.4.2 Modelo Gaussiano de Semivariograma
O modelo gaussiano, tal como o exponencial, tambe´m e´ va´lido em qualquer di-
mensa˜o Rd, d ≥ 1. Ale´m disto, seu patamar e´ atingido assintoticamente e o alcance
pra´tico e´ A =
√
3a. O semivariograma Gaussiano e´ definido pela Equac¸a˜o (2.10):
γ(r) =
 0 se r = 0;C0 + C1 [1− exp (−ra )2] se r 6= 0. (2.10)
O alcance pra´tico para o modelo Gaussiano e´ encontrado de maneira ana´loga ao
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do semivariograma exponencial. Um cuidado ao trabalhar com o semivariograma
Gaussiano e´ observar o efeito pepita, pois quando este e´ nulo o modelo apresenta
problemas nume´ricos (Webster e Oliver, 2007).
2.4.3 Modelo Poteˆncia de Semivariograma
O modelo poteˆncia e´ va´lido em Rd, d ≥ 1. Sua representac¸a˜o e´ dada pela Equac¸a˜o
(3.4):
γ(r) =
 0 se r = 0;C0 + crα se r 6= 0. (2.11)
em que c > 0 e´ o coeficiente de declividade e 0 < α < 2 e´ o expoente.
O modelo poteˆncia na˜o tem patamar. Ale´m disso, quando α = 0 tem-se o efeito
pepita puro.
2.4.4 Modelo Esfe´rico de Semivariograma
O modelo esfe´rico e´ va´lido ate´ a dimensa˜o 3. Sua representac¸a˜o matema´tica e´
dada pela seguinte equac¸a˜o:
γ(r) =

0 se r = 0;
C0 + C1
[
3
2
(
r
a
)− 1
2
(
r
a
)3]
se 0 < r ≤ a;
C0 + C1 se r > a.
(2.12)
O semivariograma esfe´rico exibe um comportamento linear perto da origem e
atinge o patamar quando r = a, seu paraˆmetro de escala. Para este modelo A = a.
2.4.5 Modelo Cu´bico de Semivariograma
O modelo cu´bico e´ assim denominado pelo fato de que o termo irregular de menor
grau e´ o r3.
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γ(r) =

0 se r = 0;
C0 + C1
[
7
(
r
a
)2 − 35
4
(
r
a
)3
+ 7
2
(
r
a
)5
+ 3
4
(
r
a
)7]
se 0 < r ≤ a;
C0 + C1 se r > a.
(2.13)
O modelo cu´bico e´ descrito pela Equac¸a˜o (2.13). Uma vantagem deste modelo e´
que ele e´ suave na origem. Seu gra´fico se assemelha ao do modelo esfe´rico.
2.4.6 Modelo Penta-Esfe´rico de Semivariograma
O modelo penta-esfe´rico e´ considerado um semivariograma va´lido em ate´ treˆs
dimenso˜es. Isto e´, um modelo va´lido em Rd, d ≤ 3.
γ(r) =

0 se r = 0;
C0 + C1
[
15
8
(
r
a
)− 5
4
(
r
a
)3
+ 3
8
(
r
a
)5]
se 0 < r ≤ a;
C0 + C1 se r > a.
(2.14)
2.4.7 Modelo Seno de Semivariograma
O semivariograma seno exibe flutuac¸o˜es perio´dicas, que se tornam cada vez menos
pronunciadas a medida que o lag cresce. Este modelo e´ considerado va´lido em Rd,
d ≤ 3 e sua equac¸a˜o e´ dada por:
γ(r) =

0 se r = 0;
C0 + C1
[
1− sen(
pir
a )
pir
a
]
se r > 0.
(2.15)
O modelo seno pode resultar em correlac¸o˜es negativas devido a periodicidade
do processo. Em consequeˆncia da relac¸a˜o estabelecida pela Equac¸a˜o (2.2), o valor
mı´nimo que a func¸a˜o pode assumir na˜o deve ser menor do que −0.218, atingido
quando h ' 4.5a.
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2.4.8 Modelo Ma´tern de Semivariograma
A partir da func¸a˜o Ma´tern e´ poss´ıvel derivar outros modelos, por exemplo o modelo
exponencial quando ν = 0.5. Sua fo´rmula e´ dada por:
γ(r) =
 0 se r = 0;C0 + C1 [1− 2Γ(ν) ( r√νa )ν Kν (2r√νa )] se r > 0, ν > 0. (2.16)
em que K e´ a func¸a˜o Bessel, Γ(ν) e´ a func¸a˜o Gama e ν e´ o paraˆmetro de suavizac¸a˜o.
O semivariograma Ma´tern e´ va´lido em Rd, d ≥ 1 e pode assumir qualquer tipo
de comportamento pro´ximo a origem, assumindo a forma r2ν se ν na˜o for inteiro e
r2νlog(r) para ν inteiro.
2.5 Estimac¸a˜o dos paraˆmetros do semivariograma
2.5.1 Me´todo dos Mı´nimos Quadrados Ponderados
O ajuste do modelo semivariograma por mı´nimos quadrados ponderados e´ uti-
lizado para encontrar a soluc¸a˜o o´tima para o conjunto de paraˆmetros do semivario-
grama. Neste contexto, o melhor conjunto de paraˆmetros e´ o que minimiza a soma
do quadrado das diferenc¸as entre os valores experimentais e os preditos pelo modelo
teo´rico do semivariograma, em que cada diferenc¸a e´ ponderada diretamente pelo in-
verso da variaˆncia do semivariograma experimental. Sendo assim, a Equac¸a˜o (2.17)
deve ser minimizada para a obtenc¸a˜o dos paraˆmetros:
k∑
j=1
N(hj)
2
[
γˆ(h(j))
γ(h(j); η)
− 1
]2
, (2.17)
em que j e´ o lag e η representa o conjunto de paraˆmetros (Cressie, 1985).
Das et al. (2012) em seu trabalho, ilustra a utilizac¸a˜o desta metodologia com
aplicac¸a˜o em dados de precipitac¸a˜o, ale´m de estudar as propriedades assinto´ticas do
estimador citado.
As estimativas sa˜o obtidas por meio de um processo iterativo, o que requer que os
paraˆmetros sejam inicializados. Os valores iniciais a serem atribu´ıdos aos paraˆmetros
devem ser tais que facilitem a convergeˆncia. Na auseˆncia de conhecimento pre´vio
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sobre as flutuac¸o˜es no semivariograma experimental, Jian et al. (1996) sugerem que
os seguintes valores sejam utilizados para iniciar o me´todo de iterac¸a˜o:
1. Para todos os modelos descritos anteriormente o valor padra˜o para efeito pepita
e´ dado por:
C0inicial = Max
[
0, γ(h1)− h1
h2 − h1 (γˆ(h2)− γˆ(h1))
]
2. Para o modelo poteˆncia os padro˜es sa˜o:
cinicial =
(γˆ(hk−2) + γˆ(hk−1) + γˆ(hk))/(3− C0inicial)
hk − h1
αinicial = 1, 0.
3. Para todos os outros modelos teo´ricos citados neste documento:
ainicial =
hk
2
C1inicial =
γˆ(hk−2) + γˆ(hk−1) + γˆ(hk)
3
− C0inicial ,
em que hk indica o k-e´simo lag. Mais detalhes sobre a te´cnica mı´nimos quadrados
ponderados podem ser vistos em Diggle e Ribeiro Jr. (2007); Cressie (1993); Das et al.
(2012) dentre outros autores.
Apo´s o processo de modelagem e´ importante medir a qualidade do ajuste realizado.
Esta medic¸a˜o e´ feita por meio do crite´rio de Akaike (AIC), que segundo Cressie (1985),
para este contexto e´ representado por :
AIC = kln(R) + 2q, (2.18)
em que k identifica a classe ou lag do semivariograma, q e´ o nu´mero de paraˆmetros do
modelo e R representa o quadrado me´dio dos res´ıduos entre os valores experimentais
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e os preditos pelo modelo teo´rico do semivariograma ajustado dado por:
R =
k∑
j=1
1
kC20
[γˆ(h(j))− γ(h(j); η)]2. (2.19)
2.5.2 Me´todo da ma´xima verossimilhanc¸a
O me´todo de ma´xima verosimilhanc¸a e´ amplamente utilizado como um meio
de estimativa de paraˆmetros. Segundo Schabenberger e Gotway (2005), no con-
texto de predic¸a˜o espacial, o me´todo parte do princ´ıpio de que os dados sa˜o obser-
vados a partir de uma distribuic¸a˜o gaussiana multivariada com vetor me´dia µ =
(E[Z(x1)], . . . , E[Z(xN)])
T e matriz de covariaˆncia Σ(η). Desta forma, a densidade
de probabilidade conjunta da varia´vel Z(xi), i = 1, 2, . . . , n e´ dada por:
f(z) = (2pi)−
n
2 |Σ(η)|− 12 exp
(
−1
2
(z − µ)′Σ(η)−1(z − µ)
)
.
As estimativas dos paraˆmetros sa˜o produzidas a partir da maximizac¸a˜o da verossim-
ilhanc¸a ou, equivalentemente, pela minimizac¸a˜o da log-verossimilhanc¸a negativa. As-
sim, assumindo que Z ∼ gaus(Xβ,Σ(η)), enta˜o a matriz de variaˆncias e covariaˆncias
espacial (Σ(η)) pode ser estimada por meio da Equac¸a˜o (2.20):
L(Xβ, η) =
1
2
(
n ln(2pi) + ln(|Σ(η))|+ (Z −Xβ)′Σ(η)−1(Z −Xβ)) . (2.20)
A qualidade do ajuste e´ medida pelo Crite´rio de Akaike, fazendo:
AIC = −2 ln(verossimilhanc¸a maximizada) + 2(nu´mero de paraˆmetros).
2.6 Introduc¸a˜o a` krigagem
A krigagem e´ uma te´cnica de interpolac¸a˜o voltada para a predic¸a˜o de valores de
varia´veis cont´ınuas no espac¸o. Este nome foi atribu´ıdo em homenagem ao engenheiro
de minas Daniel Krige que na de´cada de 60 introduziu o me´todo, posteriormente
aprimorado pelo matema´tico franceˆs Georges Matheron (Bailey e Gatrell, 1995). O
desenvolvimento da krigagem tinha como propo´sito inicial a soluc¸a˜o de problemas da
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a´rea de minerac¸a˜o, petro´leo, engenharia de controle e reduc¸a˜o da poluic¸a˜o e sau´de
pu´blica, mas devido ao sucesso nos resultados alcanc¸ados a te´cnica se expandiu e
passou a ser utilizada fora do ambiente para o qual foi idealizada.
Para Journel (1986) considerar a krigagem simplesmente como um me´todo de
interpolac¸a˜o e´ no mı´nimo um descuido. A estimac¸a˜o por krigagem esta´ associada
a um processo estoca´stico, permite medir os erros das estimativas e ter uma ideia
do qua˜o confia´veis sa˜o os resultados. O processo de estimac¸a˜o envolve a atribuic¸a˜o
de pesos a cada unidade amostral e esta ponderac¸a˜o e´ determinada com base no
semivariograma (Druck et al., 2004).
A krigagem compreende um conjunto de te´cnicas de estimac¸a˜o e predic¸a˜o de
superf´ıcies baseados na estrutura de correlac¸a˜o espacial tais como: krigagem ordina´ria
(um me´todos dos mais utilizados), krigagem simples, krigagem lognormal, krigagem
universal, krigagem fatorial, cokrigagem ordina´ria (que e´ a extensa˜o da krigagem
ordina´ria para duas ou mais varia´veis), krigagem indicatriz, krigagem disjuntiva e
krigagem probabil´ıstica (Cressie, 1993). Ha´ tambe´m a krigagem bayesiana, que inclui
medidas de incerteza para a estrutura de covariaˆncia.
O desenvolvimento deste trabalho esta´ voltado para a krigagem ordina´ria e as
demais modalidades da te´cnica na˜o sera˜o abordadas, mas podem ser vistas em Hand-
cock e Stein (1993), Cressie (1993), Diggle e Tawn (1998), Schmidt (2001), Webster
e Oliver (2007), Diggle e Ribeiro Jr. (2007).
2.6.1 Krigagem ordina´ria
A krigagem ordina´ria e´ a mais comum e mais utilizada na pra´tica. Esta te´cnica tem
por objetivo estimar o valor de uma varia´vel aleato´ria, Z em um ou mais pontos na˜o
amostrados. Considerando o processo estoca´stico D, descrito em (1.3), um processo
estaciona´rio com func¸a˜o semivariograma γˆ, enta˜o qualquer atributo desconhecido de
Z no ponto u0 pode ser estimado pela combinac¸a˜o linear dos seus vizinhos:
Zˆ (u0) =
n∑
i=1
λiZ (ui) , (2.21)
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em que u identifica uma posic¸a˜o em duas dimenso˜es, λi sa˜o os pesos determinados de
forma a minimizar o erro das estimativas, tal que
∑n
i=1 λi =1 (Journel, 1986).
Se Zˆ (ui) um estimador na˜o tendencioso de Z (u0), enta˜o a diferenc¸a me´dia entre
o valor real e o estimado deve ser nula (Equac¸a˜o 2.22). Ale´m disso, se este estimador
tiver variaˆncia mı´nima, enta˜o ele produzira´ a melhor estimativa para Z (u0).
E
[
Zˆ (u0)− Z (u0)
]
= 0. (2.22)
A variaˆncia e´ estimada por:
V ar
[
Zˆ (u0)
]
= E
[
Zˆ (u0)− Z (u0)
]2
= 2
N∑
i=1
λiγˆ (ui, u0)−
N∑
i=1
N∑
j=1
λiλj γˆ (ui, uj) ,
(2.23)
em que γ (ui, uj) e´ a semivariaˆncia entre os pontos ui e uj e γ (ui, u0) e´ a semivariaˆncia
entre o i-e´simo ponto e o ponto u0 .
Para cada estimativa existe uma variaˆncia de krigagem associada, a qual pode-
se denotar por σ2 (u0) e que pode ser definida pela Equac¸a˜o (2.23) . Os pesos que
minimizam estas variac¸o˜es sa˜o obtidos usando o me´todo dos multiplicadores de La-
grange. Este procedimento da´ origem a um sistema de equac¸o˜es lineares ou krigagem
ordina´ria (Journel, 1989).
Os pesos λi extra´ıdos do sistema de krigagem ordina´ria sa˜o substitu´ıdos na Equac¸a˜o
(2.21), atrave´s da qual se obte´m a estimativa da variaˆncia:
σ2 (u0) =
N∑
i=1
λiγ (ui, u0) + Ψ (u0) ,
em que Ψ e´ o multiplicador de Lagrange.
Em notac¸a˜o matricial as equac¸o˜es de krigagem sa˜o representadas por Aλ=b, em
que A e´ a matriz das semivariaˆncias dos valores amostrados, λ e´ a matriz coluna
que conte´m os pesos λi e o multiplicador de Lagrange e b e´ a matriz coluna das
semivariaˆncias entre os valores amostrados e o ponto a ser estimado. Enta˜o:
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A =

γ (u1, u1) γ (u1, u2) . . . γ (u1, uN) 1
γ (u2, u1) γ (u1, u2) . . . γ (u2, uN) 1
...
...
. . .
...
...
γ (uN , u1) γ (uN , u2) . . . γ (uN , uN) 1
1 1 . . . 1 0

, λ =

λ1
λ2
...
λN
Ψ (u0)

e b =

γ (u1, u0)
γ (u2, u0)
...
γ (uN , u0)
1.

A matriz A e´ invers´ıvel e tem como componentes as semivariaˆncias calculadas a
partir de um modelo se semivariograma va´lido, de maneira que os pesos podem ser
obtidos da seguinte forma:
λ = A−1b (2.24)
e a variaˆncia e´ dada por:
σˆ2 (u0) = b
′
λ. (2.25)
A variaˆncia das estimativas sera˜o maiores ao passo que a distaˆncia entre o ponto
a ser estimado e os pontos onde houve medic¸a˜o aumenta. Desta forma, uma vez que
os pesos sa˜o atribu´ıdos em func¸a˜o do semivariograma quanto mais pro´ximo o ponto
medido for do alvo, maior sera´ seu peso.
A metodologia acima mencionada pode ser considerada como krigagem pontual,
pois as estimativas produzidas nesse processo sa˜o obtidas tendo como suporte locais
individuais. Quando, ao inve´s de uma posic¸a˜o individual, uma regia˜o e´ considerada
como suporte o procedimento e´ chamado de krigagem em blocos (Sen, 2009). Muitas
vezes o interesse do pesquisador na˜o esta´ em prever o valor para uma varia´vel local-
izada em um ponto espec´ıfico, mas sim em um valor me´dio por a´reas. Neste caso,
aplica-se a krigagem em blocos ao inve´s da krigagem pontual e o valor da estimativa
obtida representa todo o suporte. As expresso˜es a serem utilizadas sa˜o bem parecidas
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com a da estimac¸a˜o pontual, sendo suficiente substituir o termo u0 pelo bloco B.
Sendo assim, a matriz coluna b para krigagem em blocos e´ expressa conforme segue:
b =

γ (u1, B)
γ (u2, B)
...
γ (uN , B)
 ,
em que γ¯(ui, B) =
1
|b|
∫
B
γ(ui, u).
A variaˆncia sera´ representada por:
σˆ2 (u0) = b
′
λ− γ¯(B,B).
Neste sentido, os elementos de b passam a ser as semivariaˆncias entre as ob-
servac¸o˜es e o bloco B. Cada regia˜o e´ representada pelas coordenadas do seu ponto
central e as semivariaˆncias sa˜o calculadas considerando cada varia´vel Zi e o ponto
central do bloco.
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Cap´ıtulo 3
Modelos de semivariograma
Este Cap´ıtulo tem por objetivo explicitar as implicac¸o˜es da formac¸a˜o e utilizac¸a˜o
de modelos de semivariograma a partir de uma func¸a˜o inadequada. Inicialmente sera˜o
apresentadas as limitac¸o˜es das func¸o˜es semivariograma, em seguida sera´ introduzida a
famı´lia exponencial, suas propriedades e sera˜o analisados os modelos log-normal, Pois-
son, binomial negativa, a partir dos quais pretende-se exemplificar situac¸o˜es diversas
no processo de estimac¸a˜o.
3.1 Limitac¸o˜es de Func¸o˜es Semivariograma
A escolha de uma func¸a˜o para o covariograma ou semivariograma na˜o pode ser
arbitra´ria. Conforme foi ilustrado na sec¸a˜o 2.6, essas medidas de variabilidade ira˜o
compor as equac¸o˜es do sistema de krigagem ordina´ria para a obtenc¸a˜o dos ponder-
adores de cada observac¸a˜o no processo de interpolac¸a˜o. Sendo assim, a matriz das
covariaˆncias deve ser definida positiva para garantir a unicidade na soluc¸a˜o do sistema
de krigagem ordina´ria (Isaaks e Srivastava, 1989).
Neste contexto, admitindo a hipo´tese de estacionariedade de segunda ordem ap-
resentada na sec¸a˜o (2.2), a covariaˆncia C(r) deve satisfazer a Equac¸a˜o (3.1), cuja
expressa˜o representa a variaˆncia dos erros de predic¸a˜o discutido na Sec¸a˜o 2.6.
n∑
i=1
n∑
j=1
λiλjC(r) ≥ 0, (3.1)
em que λi e λj representam os pesos.
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De fato, considerando as variaˆncias das combinac¸o˜es lineares
∑n
i=1 Z(ui) chega-
se a Equac¸a˜o (3.1), com λ ∈ R e ui ∈ Rd ∀ n ∈ N (Schlather et al., 2012).
Enta˜o, a restric¸a˜o de ser definida positiva, imposta a func¸a˜o covariaˆncia, e´ condic¸a˜o
necessa´ria e tambe´m suficiente (Schlather, 1999). Quando o processo e´ intrinseca-
mente estaciona´rio a dependencia espacial na˜o pode ser medida por meio da func¸a˜o
covariaˆncia. Enta˜o, alternativamente, a variabilidade espacial e´ medida pela func¸a˜o
semivariograma que devera´ satisfazer a condic¸a˜o representada pela expressa˜o (3.2),
em que −γ(h) e´ condicionalmente na˜o negativo quando a soma dos pesos e´ nula:
−
n∑
i=1
n∑
j=1
λiλjγ(r) ≥ 0. (3.2)
Incrementos Z(r)− Z(0) intrisecamente estaciona´rio tem esperanc¸a nula se e so-
mente se a seguinte expressa˜o for satisfeita:
lim
r→∞
γ(r)
r2
= 0.
Se o processo e´ totalmente aleato´rio, enta˜o r2 deve crescer em um ritmo maior do
que o do semivariograma γ(r).
3.1.1 Representac¸a˜o Espectral
Teorema 3.1.1 (Teorema de Askey). Se C(r) e´ uma func¸a˜o limitada de r, quando
|r| → ∞, e´ diferencia´vel para r > 0 e tem a propriedade de que o gra´fico da func¸a˜o
-C ′(r), 0 < r < ∞ e´ uma curva coˆncava, enta˜o C(r) e´ uma func¸a˜o de correlac¸a˜o
que corresponde a densidade espectral T (ω), atingindo seu ma´ximo em ω = 0 e e´
monotonamente decrescente para valores positivos e negativos de ω.
Segundo o teorema de Bochner (Schlather, 1999; Yaglom, 1987), uma func¸a˜o C :
R→ C e´ cont´ınua e definida positiva se puder ser escrita como uma Transformada de
Fourier de uma medida finita e na˜o negativa. A transformada correspondente a co-
variaˆncia C(r) e´ chamada de func¸a˜o de densidade espectral, aqui denotada por T (ω).
Segundo Yaglom (1962), se a func¸a˜o de covariaˆncia e´ conhecida, enta˜o a densidade
espectral pode ser obtida por meio da Equac¸a˜o (3.3):
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T (ω) =
1
2pi
∫
Rn
exp(−iωr)C(r)dr, (3.3)
em que i =
√−1.
C(r) =
1
2pi
∫
Rn
exp(iωr)T (ω)dω. (3.4)
Considerando a simetria da func¸a˜o covariaˆncia a Equac¸a˜o (3.3) pode ser reescrita
como:
T (ω) =
1
2pi
∫
Rn
cos(ωr)C(r)dr.
Equivalentemente, pode-se calcular uma Transformada de Fourier a partir da
func¸a˜o de autocorrelac¸a˜o, ρ = C(r)
C(0)
, que dara´ origem a uma func¸a˜o espectral nor-
malizada:
t(ω) =
1
2pi
∫
Rn
cos(ωr)ρ(r)dr.
Neste caso, t(r) e´ a Transformada de Fourier de ρ(r) e vice versa (Webster e
Oliver, 2007).
ρ(r) =
1
2pi
∫
Rn
cos(ωr)t(r)dr.
Sendo assim, as func¸o˜es T (ω) e t(ω) sa˜o medidas finitas e na˜o negativas. Uma
observac¸a˜o importante e´ que a transformada de Fourier de uma func¸a˜o isotro´pica
preserva essa propriedade.
3.1.2 Gerando modelos de variogramas e covariaˆncias a par-
tir de uma func¸a˜o de probabilidade
Nesta sec¸a˜o foram apresentadas condic¸o˜es para que uma func¸a˜o represente ade-
quadamente um modelo de variograma ou covariaˆncia. A abordagem deste to´pico
esta´ voltada para a construc¸a˜o de modelos teo´ricos de covariaˆncia a partir de uma
distribuic¸a˜o de probabilidade. A ideia e´ fazer o processo inverso. Ao inve´s de testar
a viabilidade de uma func¸a˜o como modelo de variograma o que se propo˜e e´ compor
um variograma va´lido utilizando a func¸a˜o de correlac¸a˜o.
Schoenberg (1938) discute a construc¸a˜o de func¸o˜es isotro´picas definida positiva.
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Teorema 3.1.2 (Schoenberg 1938). Uma func¸a˜o C : R → C, e´ real, cont´ınua,
isotro´pica e definida positiva se puder ser escrita conforme a Equac¸a˜o (3.5):
C(r) = ϕ(r) =
∫
[0,∞)
Γ
(n
2
)( 2
rω
)p
Jp(ωr)dF (ω), (3.5)
em que p = (n − 2)/2 , Jp e´ a func¸a˜o Bessel de primeiro tipo e ordem p e F e´
uma medida na˜o decrescente limitada por ω ≥ 0 chamada de func¸a˜o de distribuic¸a˜o
espectral.
Segundo Christakos (1984), e´ mais fa´cil construir uma func¸a˜o densidade de pro-
babilidade do que uma covariaˆncia na˜o negativa definida. O autor sugere que o resul-
tado acima seja utilizado para gerar func¸o˜es de correlac¸a˜o a partir de distribuic¸o˜es de
probabilidade. Seja ρ = Cn(r)/C(0) a func¸a˜o correlac¸a˜o sob a hipo´tese de estaciona-
riedade e fazendo a divisa˜o da Equac¸a˜o (3.5) por C(0) em ambos os lados da igual-
dade, tem-se que o quociente F (ω)/C(0) e´ a func¸a˜o espectral e pode ser vista como
a func¸a˜o Pm(m) de um vetor aleato´rio n-dimensional, isto e´ Pm(m) = F (ω)/C(0)
e isotro´pica. Christakos (1984) sugere treˆs passos para gerar func¸o˜es covariaˆncia e
variograma va´lidas:
1. Construir uma func¸a˜o de densidade de probabilidade Pm para um vetor aleato´rio
m;
2. Substituir Pm em (3.5) para obter a covariaˆncia correspondente Cn(r);
3. Substitui Cn(r) em (2.4) para estimar o variograma correspondente γ(r).
A t´ıtulo de ilustrac¸a˜o o autor supo˜e que exista um vetor aleato´rio m distribu´ıdo
uniformemente sobre uma superf´ıcie esfe´rica n-dimensional de raio v. Enta˜o a func¸a˜o
de densidade de probabilidade de m sera´:
Pm(m = ω) =
Γ(n/2)
2pin/2ωn−1
δ(ω − v).
A func¸a˜o espectral Tn(ω) = Pm(ω)C(0) e´ na˜o negativa para todo ω. Substituindo
em (3.5) e em seguida usando a Equac¸a˜o (2.4) obte´m-se o seguinte modelo de vari-
ograma:
γn(r) = C(0)[1− 2pΓ(n/2)(vr)−pJp(vr)] (3.6)
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Considerando n = 1, o modelo (3.6) resulta em γ1(r) = C(0)[1 − cos(vr)], para
n = 2 tem-se γ2(r) = C(0)[1− J0(vr)] e para n = 3 γ3(r) = C(0)[1− [sin(vr)/vr]]
Seguindo o mesmo procedimento, assumindo a Pm como sendo da forma exponen-
cial, o variograma correspondente sera´:
γ(r) = C(0)
[
1−
(
1 +
r2
a2
)−(n+1)/2]
(3.7)
Fazendo Pv =
(
1 + ω
2
a2
)−l
com l > n/2. Enta˜o o variograma correspondente e´
dado por:
γ(r) = m[1−mrvKv(r/a)]
em que v = (1− n)/2 e m e´ uma constante.
Pensando na dimensa˜o 3 por exemplo, chega-se a seguinte func¸a˜o, que corresponde
ao modelo esfe´rico de semivariograma:
γ3(r) =
 C(0)
{
3
2
cr − 1
2
c3r3
}
, r ≤ 1/c
C(0) , r > 1/c
(3.8)
As restric¸o˜es impostas a r sa˜o necessa´rias para que o modelo (3.8) seja positivo.
Substituindo (3.9) em (2.4) obte´m-se o variograma representado por (3.8). Estes
resultados sugerem que a partir da func¸a˜o correlac¸a˜o pode-se gerar mais facilmente
modelos de semivariogramas va´lidos, utilizando a relac¸a˜o representada pela Equac¸a˜o
(2.5). Por exemplo, segundo Diggle e Ribeiro Jr. (2007), a famı´lia esfe´rica tem func¸a˜o
correlac¸ao da forma:
ρ(r) =
 1− 32
(
r
a
)
+ 1
2
(
r
a
)3
, 0 ≤ r ≤ a
0 , r > a
(3.9)
em que φ > 0 e a = 1/c.
Utilizando (2.5) o modelo esfe´rico de variograma correspondente e´ encontrado. Da
mesma forma, sabendo que a famı´lia de func¸o˜es covariaˆncia exponencial poteˆncia e´
definida pela func¸a˜o de correlac¸a˜o dada por:
ρ(u) = exp
{
−
(
u
φ
)q}
(3.10)
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em que φ > 0 e´ um paraˆmetro de escala e q um paraˆmetro de forma, em que 0 < q ≤ 2,
tambe´m e´ poss´ıvel chegar a um modelo de semivariograma va´lido por meio da relac¸a˜o
apresentada em (2.5), desde que o processo seja estaciona´rio. Fazendo q = 1, por
exemplo, chega-se ao modelo exponencial de semivariograma.
Segundo Yaglom (1987) a classe de func¸o˜es correlac¸a˜o normalizada coincide com
as func¸o˜es caracter´ısticas das distribuic¸o˜es de probabilidade. Ale´m disso, as func¸o˜es
φ = exp {−(ϑu)q} sa˜o func¸o˜es caracter´ısticas de distribuic¸o˜es esta´veis e sime´tricas
e as transformadas de Fourier desta expressa˜o da˜o as densidades espectrais corre-
spondentes para as func¸o˜es de correlac¸a˜o e tambe´m as densidades de distribuic¸o˜es
de probabilidade esta´vel e sime´trica. A partir deste racioc´ınio a sec¸a˜o seguinte ira´
abordar uma tentativa de construc¸a˜o de func¸o˜es correlac¸a˜o a partir da famı´lia expo-
nencial.
3.2 A famı´lia exponencial
Uma famı´lia de func¸o˜es de probabilidade e´ chamada famı´lia exponencial se pode
ser escrita da forma:
f(y|θ) = h(y)c(θ) exp
{
l∑
i=1
$i(θ)di(y)
}
, i = 1, . . . , l. (3.11)
Os componentes sa˜o tais que h(y) ≥ 0, di(y) na˜o depende de θ, c(θ) ≥ 0 e
$1(θ), . . . , $l(θ) sa˜o func¸o˜es dos valores poss´ıveis para o vetor de paraˆmetros θ
(Casella e Berger, 2001).
Va´rias distribuic¸o˜es conhecidas podem ser escritas na forma (3.11), tais como:
Poisson, binomial, binomial negativa, normal, gamma, log-normal entre outras. O
conceito trabalhado aqui e´ voltado para a famı´lia exponencial uniparame´trica, o que
requer a suposic¸a˜o de que um dos paraˆmetros das distribuic¸o˜es biparame´tricas seja
conhecido. Para reconhecer se uma famı´lia de func¸o˜es de densidade ou de proba-
bilidade pertence a famı´lia exponencial e´ necessa´rio identificar se o suporte da dis-
tribuic¸a˜o independe do paraˆmetro e verificar se a famı´lia pode ser escrita na forma
(3.11), conforme sera´ visto nos exemplos que seguem.
Supondo que y segue uma distribuic¸a˜o normal com me´dia µ e variaˆncia σ2, enta˜o
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sua func¸a˜o densidade de probabilidade e´ dada por:
f(y|µ, σ2) = 1
σ
√
2pi
exp
(
−(y − µ)
2
2σ2
)
para −∞ < y <∞ (3.12)
e pode ser reescrita sob a forma da famı´lia exponencial como:
f(y|µ, σ2) = 1
σ
√
2pi
exp
(
− µ
2
2σ2
)
exp
(
y2
σ2
+
µy
σ2
)
, (3.13)
em que
h(y) = 1 ∀ y;
c(θ) = c(µ, σ) =
1
σ
√
2pi
exp
(
− µ
2
2σ2
)
para −∞ < µ <∞, σ > 0;
$1(µ, σ) =
1
σ2
, σ > 0;
$2(µ, σ) =
µ
σ2
, σ > 0;
d1(y) = −y
2
2
;
d2(y) = y.
Agora supondo que y tem distribuic¸a˜o de Poisson com me´dia µ, sua func¸a˜o de
probabilidade e´ da forma:
P (y = s|µ) = µ
y
y!
exp{−µ} (3.14)
e pode ser escrita sob a forma da famı´lia exponencial como:
P (y = s|µ) = exp {ylnµ− µ− lny!}
=
1
y!
exp{µ} exp{yln(µ)}.
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em que
h(y) =
1
y!
;
c(µ) = exp{−µ};
$(µ) = ln(µ);
d(y) = y.
Se y segue uma distribuic¸a˜o binomial negativa com paraˆmetros µ e j, sua func¸a˜o
de probabilidade e´ da forma:
P (y = s|µ, j) =
 j + y − 1
y
( j
µ+ j
)j (
µ
µ+ j
)y
que pode ser representada pela seguinte expressa˜o:
P (y = s|µ, j) =
 j + y − 1
y
( j
µ+ j
)j
exp
{
yln
(
µ
µ+ j
)}
em que
h(y) =
 j + y − 1
y
 ;
c(µ) =
(
j
µ+ j
)j
;
$(µ) = ln
(
µ
µ+ j
)
;
d(y) = y.
Supondo que y segue uma distribuic¸a˜o gamma com paraˆmetros α e β, sua func¸a˜o
de probabilidade e´ da forma:
f(y|α, β) = β
α
Γ(α)
yα−1 exp{−βy}, α > 0, β > 0e y ≥ 0.
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Quando escrita sob a forma da famı´lia exponencial obte´m-se:
f(y|α, β) = 1
y
βα
Γ(α)
exp{αln(y)− βy},
em que
h(y) =
1
y
;
c(α, β) =
βα
Γ(α)
;
$1(θ) = α;
$2(θ) = β;
d1(y) = ln(y);
d2(y) = −y.
Se α = β, enta˜o:
f(y|α, α) = α
α
Γ(α)
yα−1 exp{−αy}. (3.15)
Supondo que y segue uma distribuic¸a˜o log-normal com paraˆmetros µ e σ2, sua
func¸a˜o de probabilidade e´ da forma:
f(y|µ, σ2) = 1
yσ
√
2pi
exp
{
− 1
2σ2
(ln(y)− µ)2
}
para y > 0, (3.16)
em que E(y) = exp
{
µ+ σ
2
2
}
.
Reescrevendo a densidade log-normal sob a forma da famı´lia exponencial obte´m-se:
f(y|µ, σ2) = 1
yσ
√
2pi
exp
{
− µ
2
2σ2
}
exp
{
− 1
2σ2
(ln(y)2 − 2µln(y))
}
,
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h(y) =
1
y
;
c(µ, σ2) =
1
σ
√
2pi
exp
{
− µ
2
2σ2
}
;
$1(θ) =
1
σ2
;
$2(θ) =
µ
σ2
;
d1(y) = − ln(y)
2
2
;
d2(y) = ln(y).
Mais refereˆncias e maiores detalhes sobre as propriedades da famı´lia exponencial
podem ser encontradas em Casella e Berger (2001).
3.3 A famı´lia exponencial como modelo de semi-
variograma
No Cap´ıtulo 2 foram apresentadas as condic¸o˜es para que uma func¸a˜o possa ser
escrita como um modelo teo´rico de covariaˆncia ou semivariograma. A ideia dessa
sec¸a˜o e´ utilizar os recursos apresentados no Cap´ıtulo 2 para mostrar alguns cuidados
importantes para a construc¸a˜o de modelos de semivariograma. Entendendo as func¸o˜es
de probabilidade (f.p) como medidas positivas, Christakos (1984) utilizou este fato
como argumento para construir famı´lias de modelos isotro´picos de semivariogramas,
se amparando nas propriedades que definem uma f.p. A metodologia apresentada na
sec¸a˜o 3.1 contribuiu para, no mesmo contexto, pensar em construir outros modelos de
variograma, mas com aborgagem diferenciada. Esta ilustrac¸a˜o sera´ feita de maneira
informal e por meio de exemplos, apresentando ideias introduto´rias sobre uma poss´ıvel
representac¸a˜o de semivariogramas definidos a partir de distribuic¸o˜es de probabilidade
escritas sob a forma da famı´lia exponencial. O desenvolvimento do estudo se dara´ por
meio das func¸o˜es binomial negativa, log-normal, gamma e Poisson, as quais foram ree-
scritas sob a forma da famı´lia exponencial. Em seguida sera´ realizada uma discussa˜o
pautada no comportamento de tais func¸o˜es, fazendo uma conexa˜o com as restric¸o˜es
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necessa´rias para que uma expressa˜o matema´tica possa representar adequadamente
um semivariograma.
Como passo inicial sera´ tomada como exemplo a func¸a˜o de densidade de probabi-
lidade normal, representada pela Equac¸a˜o (3.16), bem como sua forma quando escrita
sob a famı´lia exponencial, Equac¸a˜o (3.2). Conforme descrito no Cap´ıtulo 2, expressa˜o
(3.2), correspondente ao semivariograma gaussiano, representa um modelo isotro´pico
va´lido em Rd ∀ d. Segundo DeGroot (1989), a Equac¸a˜o (3.16) descreve uma func¸a˜o
definida na˜o negativa, caracter´ıstica essa que corrobora com a definic¸a˜o de modelos
va´lidos para representar um semivariograma. Sendo assim, no to´pico no seguir sera´
feita uma explanac¸a˜o de ideias concatenadas visando obter como resultado o modelo
gaussiano de semivariograma, tendo como ponto de partida a distribuic¸a˜o normal. De-
senvolvido este racioc´ınio, nos to´picos seguintes, outras distribuic¸o˜es sera˜o utilizadas
como meio fact´ıvel para a tentativa de criac¸a˜o de novos modelos de semivariograma.
3.3.1 Distribuic¸a˜o Normal
Conforme abordado no Cap´ıtulo anterior, uma func¸a˜o e´ considerada va´lida para
representar um semivariograma se for definida positiva. Uma func¸a˜o pode ser assim
classificada se puder ser escrita como uma transformada de Fourier. No contexto
de func¸a˜o densidade de probabilidade, a transformada de Fourier e´ justamente a
func¸a˜o caracter´ıstica (Feuerverger e Mureika, 1977). Ale´m disto, segundo o Teorema
de Bochner - Khintchine (Magalha˜es, 2011) uma func¸a˜o cont´ınua ψ : R → C com
ψ(0) = 1 e´ uma func¸a˜o caracter´ıstica se e somente se, for definida positiva.
A func¸a˜o de densidade normal e´ definida positiva e pode ser escrita como uma
transformada de Fourier. Sua func¸a˜o caracter´ıstica e´ representada por:
φy(t) = e
(
itµ−σ2 t2
2
)
. (3.17)
Sendo assim, e´ plaus´ıvel pensar na pro´pria densidade como func¸a˜o de semiva-
riograma. Examinando a positividade, conforme demonstrado em DeGroot (1989),
observa-se que a expressa˜o resultante e´ semelhante ao semivariograma gaussiano a
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menos de uma constante: ∫ ∞
−∞
f(y|µ, σ2)dy = 1. (3.18)
Enta˜o fazendo v = y − µ e substituindo em (3.16), obte´m-se:
∫ ∞
−∞
f(y|µ, σ2) =
∫ ∞
−∞
1
σ
√
2pi
exp
(
− v
2
2σ2
)
dv (3.19)
Em seguida fazendo:
I =
∫ ∞
−∞
exp
(
− v
2
2σ2
)
dv, (3.20)
Enta˜o I = σ
√
2pi.
Desta forma, chega-se ao seguinte resultado:
I2 = I × I =
∫ ∞
−∞
exp
(
− v
2
2σ2
)
dv
∫ ∞
−∞
exp
(
− w
2
2σ2
)
dw
=
∫ ∞
−∞
∫ ∞
−∞
exp
[
− 1
2σ2
(v2 + w2)
]
dwdv
Fazendo transformac¸a˜o para coordenadas polares, em que v = r cos θ, w = r sin θ
e r2 = v2 + w2, obte´m-se:
I2 =
∫ 2pi
0
∫ ∞
0
exp
(
− r
2
2σ2
)
drdθ
= 2pi
∫ ∞
0
exp
(
− r
2
2σ2
)
dr. (3.21)
Confrontando a Equac¸a˜o (3.21) com o semivariograma gaussiano, constata-se que
ambos diferem-se apenas pela constante 2pi. Observa que fazendo σ2 = 1
2pi
, enta˜o o
exponencial ficara´ da forma exp (−pir2), que corresponde, justamente, a densidade
distribuic¸a˜o isotro´pica gaussiana multidimensional com variaˆncia igual a 1
2pi
(Chile`s
e Delfiner, 1999). Neste sentido, tendo em vista que a func¸a˜o correlac¸a˜o dada pela
Equac¸a˜o (3.10), a pro´pria densidade gaussiana, a menos da constante, representa uma
func¸a˜o correlac¸a˜o va´lida para modelar um semivariograma, correspondente a Equac¸a˜o
(3.10), quando q = 2. Enta˜o substituindo em (2.5) obte´m-se o semivariograma gaus-
siano.
A ideia apresentada aqui motivou o interesse em discutir a possibilidade de criac¸a˜o
de modelos de semivariograma fundamentados em distribuic¸o˜es de probabilidade es-
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critas sob a forma da famı´lia exponencial, utilizando-as como func¸a˜o correlac¸a˜o. A
seguir sera´ apresentado um exemplo utilizando a densidade exponencial.
3.3.2 Distribuic¸a˜o Exponencial
Da mesma forma que a densidade normal, a func¸a˜o exponencial possui func¸a˜o
caracter´ıstica e e´ definida positiva em seu domı´nio. A sua densidade e´ da forma:
f(y) =
1
µ
exp
(
−y
µ
)
Esta func¸a˜o, exceto pela constante 1
µ
, corresponde a func¸a˜o correlac¸a˜o poteˆncia
quando q = 1 (Equac¸a˜o (3.10)). A proposta aqui e´ mostrar que a densidade expo-
nencial escrita sob a forma da famı´lia exponencial tambe´m pode ser utilizada como
func¸a˜o correlac¸a˜o e, consequentemente, dar origem a um semivariograma va´lido. A
densidade exponencial reescrita sob a forma da famı´lia exponencial fica da forma:
f(y|µ) = exp
(
ln
(
1
µ
)
− µy
)
.
Substituindo esta expressa˜o na Equac¸a˜o (2.5), tal como no caso da normal, obte´m-
se uma expressa˜o correspondente ao semivariograma exponencial, a menos de uma
constante, neste caso ln
(
1
µ
)
:
γ(r) = C(0) + C1
[
1− exp
(
ln
(
1
µ
)
− µy
)]
.
Desenvolvendo um racioc´ınio sob essa o´tica, a famı´lia exponencial pode ser vista
como uma famı´lia de func¸o˜es com potencial para representar adequadamente uma
func¸a˜o correlac¸a˜o para formular um semivariograma. Para ilustrar a metodologia e
discutir as implicac¸o˜es de estender essa aplicac¸a˜o para a famı´lia exponencial, sera˜o
estudadas a seguir as distribuic¸o˜es binomial negativa, Poisson, gamma e log-normal.
3.3.3 Distribuic¸a˜o binomial negativa
A proposta de utilizac¸a˜o da func¸a˜o binomial negativa num cena´rio em que as
varia´veis mensuradas devem ser cont´ınuas esta´ fundamentada na ideia de que os
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eventos, ainda que discretos, podem ocorrer em qualquer ponto do espac¸o e se obser-
vados ao longo do tempo podem descrever um fenoˆmeno pseudo-cont´ınuo. Para a
construc¸a˜o deste modelo de semivariograma a func¸a˜o binomial negativa precisou ser
reparametrizada em termos de µ. A Equac¸a˜o (3.22) representa a forma final do mod-
elo, que foi montado seguindo os mesmos passos do modelo apresentado na sec¸a˜o
anterior. Estudando o comportamento desta func¸a˜o, foi poss´ıvel observar que a curva
gerada e´ semelhante a` do semivariograma exponencial, conforme pode ser visto na
Figura 3.5. Neste caso na˜o houve a necessidade de estabelecer restric¸o˜es por se tratar
de uma func¸a˜o crescente e que resulta valores sempre positivos. Sendo assim, a Ex-
pressa˜o (3.22) e´ um modelo de semivariograma va´lido:
γ(r) = C(0) + C1
[
1− exp
{
rln
(
a
a+ 1
)}]
. (3.22)
Embora o procedimento tenha sido bem sucedido nesta aplicac¸a˜o, uma observac¸a˜o
importante a se fazer e´ que existe uma semelhanc¸a da curva gerada com a modelo de
semivariograma exponencial. Esta func¸a˜o e´ pode ser vista como uma reparametrizac¸a˜o
do semivariograma exponencial com alcance igual a − 1
ln( aa+1)
, quando a tende para
infinito. A seguir mais uma tentativa sera´ realizada, utilizando agora, o modelo log-
normal.
3.3.4 Distribuic¸a˜o log-normal
Utilizando o racioc´ınio descrito nas sec¸o˜es anteriores, neste to´pico sera˜o apre-
sentados alguns cuidados importantes na tentativa de construir um modelo de se-
mivariograma va´lido a partir da func¸a˜o log-normal reescrita sob a forma da famı´lia
exponencial, considerando µ = 0.
O primeiro passo dessa construc¸a˜o foi observar a positividade da func¸a˜o a fim de
identificar se a mesma pode representar uma correlac¸a˜o va´lida para originar um semi-
variograma. O gra´fico do semivariograma proposto a partir da distribuic¸a˜o log-normal
sob a forma da famı´lia exponencial e´ sempre positivo para qualquer distaˆncia maior
do que zero. Para a > 1 a curva apresenta a forma t´ıpica de uma func¸a˜o correlac¸a˜o,
ja´ quando a < 1 a curva apresenta intervalos com mudanc¸a de comportamento, var-
iando entre crescente e decrescente, sendo que este u´ltimo estado predomina ate´ a
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estabilizac¸a˜o da func¸a˜o.
Ao aplicar Equac¸a˜o (2.5) comec¸am a surgir resultados negativos (Figura 3.1 (a)).
A partir deste cena´rio, fica n´ıtida a necessidade de impor restric¸o˜es a fim de tornar
a func¸a˜o positiva e deseja´vel para modelar um semivariograma. Ao passo que as
restric¸o˜es foram sendo adicionadas, o modelo tornou-se cada vez mais limitado. A
Equac¸a˜o (3.23) define um modelo que atende somente grandes distaˆncias, com a ≥ 1,
pois o comportamento decrescente para 0 < a < 1 desaparece (Figura 3.1 (b)). Sendo
assim, surgiu a necessidade de utilizar uma parametrizac¸a˜o diferenciada de acordo
com o a magnitude do alcance conforme mostra a Equac¸a˜o (3.24). Desta forma, o
modelo passou a contemplar as pequenas distaˆncias (a < 1), entretanto, tambe´m
ficou limitado, pois na˜o consegue trabalhar adequadamente dados alcances superiores
a 1 unidade de medida.
Para representar adequadamente um semivariograma, ale´m de ser definida posi-
tiva a func¸a˜o deve ser, tambe´m, na˜o decrescente. Mais especificamente, o exponen-
cial de um valor negativo sempre retornara´ um valor entre 0 e 1, ale´m de represen-
tar uma func¸a˜o decrescente, condizente com o comportamento da func¸a˜o correlac¸a˜o.
Enta˜o, subtraindo este exponencial de 1, consegue-se reunir duas condic¸o˜es que tor-
nam a func¸a˜o representativa para um semivariograma. Entretanto, para a densi-
dade log-normal, esta tentativa na˜o correspondeu a`s expectativas, pois mesmo apo´s
reparametrizar a func¸a˜o e inserir restric¸o˜es na˜o foi poss´ıvel eliminar o comportamento
constante pro´ximo da origem. A mudanc¸a de comportamento no intervalo a ∈ [0; 1)
pode estar relacionada com o fato de ser justamente o intervalo em que o logaritmo
assume valores negativos.
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Figura 3.1: Comportamento do semivariograma.
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Nota-se que, na verdade, a expressa˜o tomada como func¸a˜o correlac¸a˜o na˜o e´ como
a Equac¸a˜o (3.10), mas sim da forma f(g(r)) = exp
{
−
(
g(r)
φ
)q}
para a qual na˜o
ha´ qualquer garantia de viabilidade para compor um modelo de semivariograma.
Tal como os modelos de semivariograma exponencial e gaussiano apresentados no
Cap´ıtulo 2, o modelo sugerido aqui tambe´m apresenta patamar assinto´tico e sendo
assim, faz-se necessa´rio definir o alcance pra´tico. Se tratando de uma composic¸a˜o
de func¸o˜es, chamando de g(r) a quantidade dentro do expoente, (Equac¸a˜o (3.23)),
tem-se que o alcance que corresponde a 95% do patamar sera´ o valor de r que satizfaz
g(r) = 6a2. Entender a generalidade de um modelo e´ importante para definir o
tipo de fenoˆmeno que ele e´ capaz de representar. A utilizac¸a˜o de um modelo que e´
aparentemente coveniente, sem estudar as suas particularidades pode comprometer
o processo inferencial. As implicac¸o˜es da utilizac¸a˜o de modelos de semivariograma
inadequados sera˜o abordadas com mais detalhes no pro´ximo Cap´ıtulo. No to´pico
seguinte mais uma construc¸a˜o sera´ apresentada. Desta vez utilizando a densidade
gamma.
3.3.5 Distribuic¸a˜o gamma
A func¸a˜o densidade de probablidade gamma, na qual a tentativa de construc¸a˜o
do pro´ximo modelo de semivariograma esta´ fundamentada, e´ bastante flex´ıvel e pode
assumir diversas formas a depender da escolha de seus paraˆmetros. Sendo assim,
va´rios modelos importantes sa˜o derivados desta func¸a˜o. Leemis e Mcqueston (2008)
mostram, por meio de um diagrama, que o modelo gamma pode ser visto como
uma famı´lia de distribuic¸o˜es, uma vez que esta´ associado a va´rias func¸o˜es. Como o
interesse aqui e´ trabalhar apenas com func¸o˜es uniparame´tricas o modelo foi desen-
volvido considerando α = β. Reescrevendo a func¸a˜o gamma sob a forma da famı´lia
exponencial, o modelo teo´rico de semivariograma resultante pode ser representado
pelas Expresso˜es (3.25) e (3.26). As restric¸o˜es impostas a` func¸a˜o foram necessa´rias
para garantir resultados sempre positivos. Tal como a densidade log-normal, a den-
sidade gamma, quando escrita em termos da famı´lia exponencial tambe´m apresen-
tou comportamento desfavora´vel, na˜o atendendo a todas as distaˆncias. A primeira
parametrizac¸a˜o, Equac¸a˜o (3.25), consegue modelar satisfatoriamente apenas peque-
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nas distaˆncias. Ja´ com a segunda parametrizac¸a˜o, Equac¸a˜o (3.26), a func¸a˜o passa
a ter um comportamento oposto, assumindo forma irregular para pequenos alcances
(Figura 3.2).
Figura 3.2: Comportamento do semivariograma para a < 1.
Com a finalidade de eliminar a mudanc¸a de comportamento da curva restric¸o˜es
foram adicionadas ao modelo. Entretanto, as modificac¸o˜es na˜o foram suficientes para
evitar que o gra´fico fique constante em pontos pro´ximos a origem. Quando menor
o valor do alcance, maior o intervalo em que a curva permanece constante em zero,
conforme ilustra a Figura (3.3).
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Figura 3.3: Comportamento do semivariograma para diferentes alcances.
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Ale´m de todas as limitac¸o˜es citadas, este modelo apresenta, ainda, uma descon-
tinuidade no ponto r = 0. O pro´ximo modelo a ser apresentado e´ baseado na func¸a˜o
de probabilidade Poisson, a qual foi desenvolvida para modelar eventos discretos.
3.3.6 Distribuic¸a˜o de Poisson
A func¸a˜o Poisson de probabilidade foi desenvolvida para modelar eventos discre-
tos entretanto, num contexto em que sucessivas ocorreˆncias sa˜o medidas ao longo do
tempo num espac¸o cont´ınuo, tais eventos podem ser vistos como pseudo-cont´ınuos,
uma vez que podem ser medidos em qualquer posic¸a˜o no espac¸o. Se um a ocorreˆncia
de determinado evento segue uma distribuic¸a˜o de Poisson, enta˜o sua func¸a˜o de pro-
babilidade e´ dada pela Equac¸a˜o (3.14), que pode ser reescrita sob a forma da famı´lia
exponencial. Trazendo para o contexto de semivariograma, em que a distaˆncia passa
a ser a varia´vel medida, experimentalmente o termo fatorial foi adaptado, sendo sub-
stitu´ıdo pela func¸a˜o Γ(.), visto que a distaˆncia e´ cont´ınua. A convenieˆncia desta
modificac¸a˜o pode ser justificada pelo fato de que para um nu´mero s inteiro, Γ(s+ 1)
equivale a s!. Com esta medida, ale´m de garantir o ca´lculo do fatorial a func¸a˜o Γ(.)
trabalhara´ a parte cont´ınua, evitando assim, a ocorreˆncia de saltos na curva. Para
esta construc¸a˜o, o termo constante µ foi subtra´ıdo, uma vez que sua influeˆncia sobre
o gra´fico e´ o deslocamento da curva para baixo. Com a auseˆncia deste termo a curva
surge da origem. Desta forma, as Equac¸o˜es resultantes sa˜o (3.27) e (3.28).
Tal qual os modelos de semivariograma constru´ıdos a partir das distribuic¸o˜es log-
normal e gamma, o modelo fundamentado na distribuic¸a˜o de Poisson apresenta im-
pedimentos para a sua aplicabilidade. Dependendo da magnitude das distaˆncias en-
volvidas no estudo o modelo somente sera´ via´vel para uma ou outra parametrizac¸a˜o.
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Este e´ um modelo com patamar assinto´tico, cujo alcance pra´tico e´ dado pelo valor
da distaˆncia r que satisfaz a expressa˜o:
exp
[
ln(γ(r + 1))− 3
r
]
= a.
A Figura (3.4) ilustra o comportamento da curva gerada pelo modelo constru´ıdo
a partir da distribuic¸a˜o de Poisson. A Figura 3.4 (a) apresenta o comportamento da
curva pro´xima a origem sem restric¸o˜es, em que nota-se a presenc¸a de valores negativos
para as semivariaˆncias. A Figura 3.4 (b) mostra o gra´fico do modelo com as restric¸o˜es,
ressaltando o comportamento constante pro´ximo a` origem apo´s eliminar os valores
negativos.
Figura 3.4: Curvas teo´ricas do modelo de semivariograma Poisson.
As treˆs u´ltimas propostas de construc¸a˜o de modelos de semivariogramas, uti-
lizando func¸o˜es sob a forma da famı´lia exponencial como func¸a˜o correlac¸a˜o falharam,
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uma vez que foram necessa´rias muitas restric¸o˜es, as quais levaram o modelo a ficar
muito limitado em seu domı´nio. Desta forma, na˜o recomenda-se utilizar quaisquer
func¸o˜es escritas sob a forma da famı´lia exponencial como func¸a˜o correlac¸a˜o, pois na˜o
ha´ garantias de que o modelo a ser reproduzido sera´ va´lido.
Os exemplos citados reforc¸am a ideia de que a ‘forma’ exponencial por si so´, na˜o
reune todas as condic¸o˜es necessa´rias para representar um semivariograma. Observa-
se, entretanto, que todas as tentativas apresentadas tem em comum a presenc¸a da
func¸a˜o logaritmo, o que pode estar produzindo um efeito de desregularizac¸a˜o. De
fato, a literatura geoestat´ıstica (Cressie, 1993; Chile`s e Delfiner, 1999; Sen, 2009),
faz refereˆncia a um modelo de semivariograma chamado semivariograma logaritmo
e aponta limitac¸o˜es no domı´nio desta func¸a˜o. Uma das implicac¸o˜es deste modelo e´
a variac¸a˜o infinita no ponto r = 0. Esta observac¸a˜o e´ importante, pois conduz ao
racioc´ınio correto de que para um semivariograma ser escrito em func¸a˜o da covariaˆncia
e´ preciso checar a existeˆncia de C(0).
O modelo logaritmo de semivariograma e´ representado pela seguinte equac¸a˜o, a
qual e´ baseada na hipo´tese intr´ınseca:
γ(r) = log(r).
A aplicac¸a˜o deste modelo e´ recomendada em situac¸o˜es espec´ıficas quando as
varia´veis sa˜o regularizadas por um suporte de amostragem. Desta forma, a medic¸a˜o
na˜o ficara´ restrita a um ponto (Chile`s e Delfiner, 1999).
Segundo Chile`s e Delfiner (1999), a famı´lia de func¸o˜es covariaˆncia exponencial
poteˆncia e´ representada pela seguinte expressa˜o:
C(r) = exp
((
−r
a
)q)
,
Em que 0 ≤ q < 2. Sendo assim, C(0) existe e e´ finito. Logo, e´ poss´ıvel escrever
um semivariograma a partir das Equac¸o˜es (2.4) e (2.5). Ja´ para a composic¸a˜o de
func¸o˜es realizada aqui este resultado na˜o e´ va´lido, pois C(0) na˜o esta´ definida. Um
outro aspe´cto a ser observado e´ o fato de que o valor zero faz parte do domı´nio das
func¸o˜es que representam os semivariogramas gaussiano e exponencial. O mesmo na˜o
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ocorre com as func¸o˜es propostas. Ale´m disso, o modelo gaussiano de semivariograma
equivale a distribuic¸a˜o normal com me´dia zero e ao restringir seu domı´nio a valores
positivos a curva gerada assume uma forma t´ıpica da func¸a˜o correlac¸a˜o. Ja´ os modelos
apresentados aqui na˜o dispo˜em dessa caracter´ıstica.
Face a todas as restric¸o˜es e limitac¸o˜es apresentadas para cada tentativa, na˜o ha´
elementos suficientes para configurar os modelos tentativos como va´lidos para repre-
sentar um semivariograma. A Figura 3.5 apresenta as curvas dos modelos apresenta-
dos, destacando o comportamento pro´ximo a origem, em ana´lises pontuais, para as
distribuic¸o˜es log-normal, gamma e Poisson. Para tornar as curvas compara´veis foram
admitidos valores iguais para cada paraˆmetro em todos os modelos.
Figura 3.5: Curvas dos modelos cla´ssicos de semivariograma e dos propostos.
A construc¸a˜o dos modelos partindo de premissas equivocadas, resultou em func¸o˜es
inadequadas. No Cap´ıtulo seguinte, sera´ feita uma exposic¸a˜o das implicac¸o˜es do uso
de tais modelos no sistema de krigagem.
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Cap´ıtulo 4
Ana´lise dos Resultados
Esse Cap´ıtulo apresenta uma ana´lise dos resultados obtidos para os modelos pro-
postos de semivariograma por meio da te´cnica de krigagem ordina´ria, ressaltando o
efeito dos paraˆmetros na predic¸a˜o.
4.1 Efeito dos semivariogramas propostos sobre a
Krigagem ordina´ria
Segundo Fischer e Getis (2010) os pesos do sistema de krigagem dependem do
semivariograma e sa˜o, portanto, sens´ıveis ao modelo do semivariograma, ao efeito
pepita, ao alcance e ao patamar. O conjunto de dados meuse (Pebesma, 2004),
dispon´ıvel em R (2010), foi utilizado para ilustrar a krigagem ordina´ria e avaliar os
efeitos dos semivariogramas aqui desenvolvidos sobre processo de predic¸a˜o e a varia´vel
analisada foi ltpb.
A expectativa nesse tipo de modelagem e´ que os pontos mais pro´ximos ao alvo
tenham maior peso. Entretanto, utilizando o modelo sugerido a partir da distribuic¸a˜o
log-normal, verifica-se que os pesos de krigagem sa˜o todos iguais e a estimativa pro-
duzida nada mais e´ do que a me´dia dos valores da vizinhanc¸a. Ocorre que se as
distaˆncias forem muito grandes o modelo fica constante, uma vez que o logaritmo
retornara´ valores muito parecidos. Isto implica que o modelo na˜o e´ adequado para
trabalhar com grandes distaˆncias. A Figura (4.1) mostra o mapa de predic¸o˜es de kri-
gagem, utilizando a matriz de semivariaˆncias obtida por meio do modelo constru´ıdo
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segundo a distribuic¸a˜o log-normal, bem como os erros da estimativas.
Figura 4.1: Mapa de krigagem com base no semivariograma log-normal com alcance
pra´tico.
Para avaliar o efeito do modelo log-normal na krigagem ao trabalhar com valores
pequenos para as distaˆncias, estas foram transformadas de metros para quiloˆmetros,
ou seja, as distaˆncias foram divididas por 1.000. Os mapas de krigagem e os erros das
estimativas podem ser visualizados por meio das Figuras 4.2 e 4.3, respectivamente.
Observa-se que o modelo sugerido conseguiu captar a variabilidade do fenoˆmeno
apo´s o artif´ıcio utilizado para diminuir a magnitude das distaˆncias (Figuras 4.2 (a) e
4.3 (a)). Entretanto, ao utilizar o alcance pra´tico no processo de predic¸a˜o, o sistema
de krigagem ordina´ria retornou valores negativos para os erros das estimativas. Isto
ratifica a inviabilidade do modelo formulado por meio de tentativas ad hoc, as quais
podem na˜o fornecer soluc¸a˜o geral, comprovando que o semivariograma sugerido na˜o
e´ va´lido para dados de qualquer natureza. De fato, para um semivariograma ser
considerado va´lido, a matriz das semivariaˆncias originada por essa func¸a˜o deve ser
tal que na˜o gere valores negativos para os erros das estimativas.
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Figura 4.2: Mapa de krigagem com base no semivariograma log-normal (pequenas
distaˆncias).
Figura 4.3: Erro padra˜o das estimativas de krigagem com base no semivariograma log-
normal (pequenas distaˆncias).
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Segundo Stein (1988), para obter predic¸o˜es o´timas a func¸a˜o de semivariograma
deve estar bem especificada ao longo de distaˆncias relativamente curtas. Isto e´ o
comportamento do semivariograma pro´ximo a origem precisa ser capturado. Sendo
assim, os modelos desenvolvidos na˜o contribuem para estimativas de krigagem efi-
cientes, uma vez que na˜o captam a variabilidade dos dados cujas distaˆncias esta˜o
pro´ximas a` origem.
Utilizando a mesma base de dados foram ajustados os modelos gaussiano, esfe´rico
e exponencial com a finalidade de comparar os resultados da krigagem. Comparando
as Figuras (4.4), (4.6) e (4.7) verifica-se um padra˜o no comportamento das estimati-
vas, independente do modelo de semivariograma utilizado. O modelo de semivario-
grama fundamentado na func¸a˜o log-normal para pequenas magnitudes das distaˆncias
(Figura 4.2) conseguiu reproduzir um padra˜o espacial equivalente ao apresentado
quando utilizado os modelos teo´ricos gaussiano, exponencial e esfe´rico. Observando
essa situac¸a˜o espec´ıfica, o modelo desenvolvido parece satisfato´rio, exceto pelo fato
de produzir erros negativos para as estimativas de krigagem.
Figura 4.4: Mapa de krigagem com base no semivariograma gaussiano.
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Figura 4.5: Erro pada˜o das estimativas com base no semivariograma gaussiano.
Figura 4.6: Mapa de krigagem com base no semivariograma esfe´rico.
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Figura 4.7: Mapa de krigagem com base no semivariograma exponencial.
Figura 4.8: Erro pada˜o das estimativas com base no semivariograma exponencial.
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Para avaliar o impacto que o alcance exerce sobre as estimativas de krigagem
ordina´ria, dois modelos cla´ssicos de semivariograma foram utilizados: o gaussiano e
o exponencial. Ambos os modelos possuem patamar assinto´tico e, portanto, alcance
pra´tico. As Figuras (4.5) e (4.8), respectivamente, mostram que com o alcance pra´tico
o erro mı´nimo das estimativas de krigagem diminuiu. Segundo Webster e Oliver
(2007), isto ocorre porque a medida que o valor do alcance e´ subestimado os pesos
dos das observac¸o˜es localizadas pro´ximos ao ponto a ser estimado diminuem. Da
mesma forma, os pesos para as observac¸o˜es mais distantes sofrem um incremento.
Os treˆs modelos desenvolvidos apresentam caracter´ısticas similares quanto a forma
gra´fica. Todos sa˜o sens´ıveis a grandes distaˆncias, retornando valores constantes para
as semivariaˆncias. Outra caracter´ıstica comum e´ o comportamento pro´ximo a origem.
Sendo assim, os modelos geram os mesmos impactos sobre o sistema de krigagem
ordina´ria.
Para analisar o efeito da modelagem em situac¸o˜es diversas, foram realizadas sim-
ulac¸o˜es de dados com dependeˆncia espacial utilizando a func¸a˜o de correlac¸a˜o gaus-
siana. No entanto, os modelos na˜o se ajustaram aos dados, o que ratifica o fato de que
os semivariogramas propostos tem muitas particularidades e so´ conseguem modelar,
eventualmente, em situac¸o˜es muito espec´ıficas. Desta forma, entendeu-se na˜o haver
necessidade de apresentar esses resultados aqui.
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Cap´ıtulo 5
Concluso˜es
O estudo realizado mostrou que a func¸a˜o binomial negativa, apesar de desen-
volvida para modelar eventos discretos, pode representar adequadamente um modelo
de semivariograma quando escrita sob a forma da famı´lia exponencial. Entretanto,
ficou comprovado que a expressa˜o resultante apresenta a mesma estrutura do mod-
elo exponencial de semivariograma, diferindo apenas pela parametrizac¸a˜o. As dis-
tribuic¸o˜es log-normal, gamma e Poisson tambe´m foram adaptadas para func¸a˜o semi-
variograma. Devido a tantas restric¸o˜es impostas para tais modelos, na˜o ha´ elementos
suficientes para considera´-los como func¸o˜es de semivariogramas va´lidas. A partir dos
resultados alcanc¸ados, verificou-se que na˜o e´ poss´ıvel estender a utilizac¸a˜o da famı´lia
de func¸o˜es correlac¸a˜o exponencial poteˆncia como uma composic¸a˜o de func¸o˜es, con-
servando suas propriedades.
Os modelos de semivariograma propostos na˜o captam adequadamente a variabili-
dade de qualquer fenoˆmeno e em qualquer unidade de medida das distaˆncias, compro-
metendo as estimativas de krigagem. Para grandes distaˆncias os modelos produzem
variabilidade constante, fazendo com que a krigagem ordina´ria retorne o valor me´dio
da varia´vel analisada para representar os pontos na˜o observados. Outro impacto sobre
o processo de predic¸a˜o e´ quando trabalha-se com pequenas distaˆncias, pois os modelos
desenvolvidos apresentam forma constante para distaˆncias pro´ximas a` origem e mais
uma vez a variabilidade real dos dados na˜o e´ captada. Os resultados ratificaram a
importaˆncia de utilizar o alcance pra´tico em modelos com patamar assinto´tico, pois
a alterac¸a˜o deste paraˆmetro interfere nos erros das estimativas de krigagem.
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5.1 Limitac¸o˜es do Trabalho
Em qualquer a´rea do conhecimento, o desenvolvimento cient´ıfico esta´ sujeito a
restric¸o˜es. Neste sentido, algumas limitac¸o˜es identificadas durante o estudo foram:
• A funcionalidade dos modelos foi testada considerando apenas varia´veis de
ponto;
• As distribuic¸o˜es estudadas apresentaram em sua estrutura o logaritmo da distaˆncia;
• Apenas quatro func¸o˜es foram estudadas;
• O estudo foi conduzido pautado em tentativas ad hoc, sendo deseja´vel soluc¸o˜es
anal´ıticas.
No entanto, esta limitac¸o˜es na˜o invalidam o trabalho, posto que os resultados
alcanc¸ados podem ser entendidos como uma poss´ıvel fonte de pesquisa para outros
estudos.
5.2 Sugesto˜es para trabalhos futuros
Face aos conceitos trabalhados aqui recomenda-se para trabalhos futuros:
• Avaliar o comportamento dos modelos utilizando varia´veis regularizadas por
um suporte de amostragem;
• Utilizar modelos que na˜o apresentem o logaritmo em sua estrutura;
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