Abstract. We give elementary probabilistic proofs of a binomial identity, its binomial inverse, and generalizations of both of these. The proofs are obtained by interpreting the sides of each identity as the probability of an event in two different ways. Each proof uses a classic ballsand-jars scenario.
INTRODUCTION.
In a recent note [3] in this MONTHLY, Peterson uses properties of the exponential distribution to give a probabilistic proof of the identity 
and a generalization of it, valid for m > 0.
In this note, we give a more classic probabilistic proof of Identity (1) and its generalization, both in the case where m is a positive integer. We use a standard balls-and-jars interpretation. These proofs are obtained by first finding probabilistic proofs for the binomial inverses of these identities, after which the proofs for (1) and its generalization are straightforward. Also, we prove (1) in a slightly different form, valid for positive integers m:
Finally, we useĀ to denote the complement of the set A.
INCLUSION/EXCLUSION. Since (1a)
is an alternating binomial coefficient identity, at first glance, it seems as if it should have an interpretation that uses the principle of inclusion/exclusion. 
Theorem 1 (Principle of Inclusion/Exclusion, Probabilistic Version). Given events
However, when inclusion/exclusion is used to give a probabilistic proof of a binomial coefficient identity, each term on the right-hand side of Theorem 1 generally corresponds to one of the terms in the sum expression of the identity to be proved. When this happens, the k = 0 term evaluates to 1, the k = 1 term evaluates to − n i=1 P(Ā i ), and so forth. That is not the case with (1a), though; the k = 0 term evaluates to 1/m.
We can still use inclusion/exclusion, though, by generalizing Theorem 1 in the following manner.
Theorem 2 (Principle of Inclusion/Exclusion, Generalized Probabilistic Version).
Given events A 1 , A 2 , . . . , A n and B,
Theorem 2 can be easily proved from Theorem 1. First, note that if P(B) = 0, then Theorem 2 reduces to 0 = 0. If P(B) > 0, then divide both sides of Theorem 2 by P(B). By the definition of conditional probability and the fact that P( * |B) is itself a probability measure, the resulting expression follows from Theorem 1. Of course, Theorem 1 is just Theorem 2 with B taken to be the entire sample space.
To prove Identity (1a) using Theorem 2, we will (among other things) need to find an event B that has probability 1/m.
THE BINOMIAL INVERSE IDENTITY.
To understand the origin of our ballsand-jars proof of (1a), it is helpful to begin with the proof of its binomial inverse. The binomial inversion property is the following.
Theorem 3 (Binomial Inversion
For a proof of Theorem 3, see Graham, Knuth, and Patashnik [2, p. 193] . We cite binomial inversion here not to prove (1a) and its generalizations via their binomial inverses, although this would of course be logically valid. Instead, our intention is to motivate strictly probabilistic balls-and-jars proofs of (1a) and its generalizations via similar proofs for their binomial inverses. c THE MATHEMATICAL ASSOCIATION OF AMERICA [Monthly 123
The binomial inverse of (1a) is
Proof. Thinking about (2) probabilistically, the right-hand side looks like the probability of selecting one special item out of m + n choices. Working with balls and jars, let's suppose we have a black ball, n blue balls, and m − 1 red balls. The right-hand side of (2) is the probability that if we choose the balls one-by-one from the jar, the black ball is the first ball chosen. To use Theorem 2 for the left-hand side, we have to interpret "the black ball is the first ball chosen" as the intersection of a collection of n specific events and a special event B. The straightforward choice is to let A i , for 1 ≤ i ≤ n, be the event that the black ball is drawn before blue ball i and B be the event that the black ball is chosen before any of the red balls. This interpretation yields P(B) = 1/m, the probability that the black ball is chosen first of m specific balls. The event B ∩Ā i is the event that blue ball i is chosen first and the black ball is chosen second of m + 1 specific balls and thus has probability 1/(m(m + 1)). In general, the intersection of any k of theĀ i 's with B is the event that k specific blue balls are chosen before the black ball, which in turn is chosen before all of the red balls. There are k!(1)(m − 1)! ways to place the k blue balls, followed by the black ball, followed by the m − 1 red balls, out of (m + k)! total ways to place m + k balls. Thus, this event has probability (m
Since there are n k ways to select k specific blue balls from the n total blue balls, the probability that the black ball is chosen first is, by Theorem 2, also given by
the left-hand side of (2).
THE BINOMIAL IDENTITY.
With the proof of (2) in mind, it is now easy to see how to construct a balls-and-jars proof of (1a):
Proof. Using our interpretation for the nth term on the left-hand side of (2), the righthand side of (1a) is the probability that, given a jar containing a black ball, n blue balls, and m − 1 red balls, the black ball is chosen after all of the blue balls but before any of the red balls. We take A i to be the event that the black ball is chosen after blue ball i. (This makes A i the complement of the event we labeled "A i " in the proof of (2). We shall see the same phenomenon in our proofs of (3) and (4); it is a consequence of the relationships between the identities via binomial inversion.) We take B to be the event that the black ball is chosen before all the red balls. Thus,
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The eventĀ i is the event that the black ball is chosen before blue ball i. Thus, the intersection of any k of theĀ i 's with B is the event that the black ball is chosen first of m + k specific balls. This, of course, has probability 1/(m + k). There are n k ways to select k of theĀ i 's, and thus, by Theorem 2, the probability that the black ball is chosen after the blue balls but before any of the red balls can also be expressed as n k=0 n k
the left-hand side of (1a).
A GENERALIZATION.
Peterson also outlines how to use his approach with exponential random variables to prove the following generalization of (1a), valid for nonnegative integers r :
Our balls-and-jars argument can be extended to prove this as well. As with (1a), though, it is easier to start with the binomial inverse of (3):
Proof. Suppose, as before, we have a jar containing a black ball, n blue balls, and m − 1 red balls. Generalizing our argument for (2), imagine a scenario in which we select all the balls from the jar, one-by-one, until the jar is empty. Then we place all the balls into a second jar and remove them one-by-one. Repeat this process until we obtain a total of r sequences of balls chosen from r jars. The right-hand side of (4) is the probability that the black ball is the first ball chosen from each of the r jars. Using Theorem 2 and with the proof of (2) in mind, we take B to be the event that, for all r jars, the black ball is chosen before any of the red balls and A i to be the event that, for all r jars, the black ball is chosen before blue ball i. This gives
Applying the right side of Theorem 2, we haveĀ i as the event that the black ball is chosen after blue ball i for at least one of the r jars. The intersection of B with any k of theĀ i 's is thus the event that, for all r jars, the black ball is chosen before any of the red balls but that for each of k specific blue balls, there is at least one jar such that the black ball is drawn after that blue ball from that jar. This is a rather complicated event, but we can make calculating its probability simpler by breaking it down in the following manner: Each of the k blue balls has to have a first jar for which it is drawn before the black ball. Let i 1 , i 2 , . . . , i r denote the number of these k balls for which, respectively, jar 1, 2, . . . , r is the first jar that the ball is drawn before the black ball. The number of ways to choose which of the k balls are to be counted by i 1 , which by i 2 , and so forth is given by the multinomial coefficient
For the first jar, we must have i 1 of the blue balls being drawn first, then the black ball, and finally the m − 1 + k − i 1 red balls and remaining blue balls. The probability this occurs is
For the second jar, we do not care when the i 1 blue balls that were chosen before the black ball in jar 1 are selected, so the event we need for the second jar entails i 2 of the blue balls being drawn first, then the black ball, and finally the m − 1 + k − i 1 − i 2 red balls and remaining blue balls. The probability of this event is
This pattern continues until the last jar. For the last jar, we need the i r blue balls that remain drawn first, then the black ball, and finally the m − 1 red balls. The probability of this is
Putting it all together and adding up over all possible values of i 1 , i 2 , . . . , i r , we have that the probability of the event associated with the intersection of B and any specific k of theĀ i 's is
where we reverse the indexing of the i x variables in the second-to-last step and let j x = i 1 + i 2 + · · · + i x in the final step. With n k ways to choose k of the n blue balls, Theorem 2 says that the left-hand side of (4) is also the probability that the black ball is chosen first for all n jars.
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It is now fairly straightforward to prove (3):
Proof. Suppose we have, as before, a black ball, n blue balls, and m − 1 red balls in a jar. Suppose also, as before, that we choose the balls one-by-one from that jar. Then we place all the balls into a second jar and remove them one-by-one. Repeat this process for r jars. The right-hand side of (3) (as we can see from the proof of (4)) is the probability that, for all r jars, the black ball is drawn before any of the red balls and that, for each blue ball, there exists at least one jar for which the black ball is drawn after that blue ball. Let B be the event that, for all r jars, the black ball is drawn before any of the red balls, and let A i be the event that the black ball is drawn after blue ball i in at least one of the jars. (As we noted would be the case in our proof of (1a), the event A i here is the complement of the event we called "A i " in the proof of (4).) We have that P B ∩ n i=1 A i is the right-hand side of (3). ThenĀ i is the event that, for all r jars, the black ball is drawn before blue ball i. The intersection of B with any k of theĀ i 's is thus the event that, for all r jars, the black ball is drawn as the first of m + k specific balls. This probability is ways to select k of theĀ i 's, and so, by Theorem 2, the the left-hand side of (3) gives the probability of the same event as does the right-hand side. 
