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Abstract
Different questions lead to the same class of functions from natural in-
tegers to integers: those which have integral difference ratios, i.e. verifying
f(a)− f(b) ≡ 0 (mod (a− b)) for all a > b.
We characterize this class of functions via their representations as
Newton series. This class, which obviously contains all polynomials with
integral coefficients, also contains unexpected functions, for instance all
functions x 7→ ⌊e1/a ax x!⌋, with a ∈ Z \ {0, 1}, and a function equal to
⌊e x!⌋ except on 0. Finally, to study the complement class, we look at
functions N → R which are not uniformly close to any function having
integral difference ratios.
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1 Introduction
1.1 What is in the paper?
We consider the following question: what are the functions f : N → Z having
integral difference ratios, i.e. such that a− b always divides f(a)− f(b) ?
Our motivation for such functions came from questions in theoretical com-
puter science, cf. §1.2. But these functions are clearly interesting per se.
In §2 we characterize functions having integral difference ratios as the N→ Z
functions associated to Newton series such that the least common multiple of
2, 3, . . . , k divides the k-th coefficient.
§3 is devoted to examples of functions having integral difference ratios. Poly-
nomials with coefficients in Z are trivial examples. The above characterization
shows that there are a lot of non polynomial examples. It turns out that some
of them are simply expressible. For instance (cf. §3.1), the functions
x 7→ ⌊e1/a ax x!⌋ with a ∈ Z \ {0, 1} , x 7→
{
1 if x = 0
⌊e x!⌋ if x ∈ N \ {0}
There are also examples of such functions which oscillate in a periodic way
between several simple expressions of the values, for instance (cf. §3.3) the
functions which map x ∈ N to
{ ⌊cosh(1/2) 2x x!⌋ if x ∈ 2N
⌊sinh(1/2) 2x x!⌋ if x ∈ 2N+ 1

0 if x = 0
⌊cosh(1/2) 2x x!⌋ if x ∈ 2N+ 1
⌊sinh(1/2) 2x x!⌋ if x ∈ 2N+ 2
To witness the richness of the family of functions having integral difference
ratios, we prove (cf. §3.4) that this family contains functions asymptotically
equivalent to large enough functions (larger than (2e + ε)x for some ε > 0
suffices).
Finally, in §4 we show that the above examples are kind of exceptions: as
can be expected, most functions similar to the above examples do not have
rational difference ratios. Worse, they are not uniformly close to any function
having rational difference ratios. In fact, it turns out that proving non uniform
closeness is a very manageable tool to prove failure of the integral difference
ratios property. First, we use (cf. §4.2) a classical result from the theory of
uniform distribution modulo one to get a general result about non uniform
closeness: if inf{|λx−λy| | x, y ∈ N, x 6= y} > 0 then, for almost all real number
α (in the sense of Lebesgue measure), the function x 7→ αλx is uniformly close to
no function having integral difference ratios. Then we look at simple particular
classes of functions.
• For non constant polynomials with real coefficients, we show (cf. §4.3) that
closeness to a function having integral difference ratios holds if and only if
all coefficients are in Z (in which case this polynomial function has integral
difference ratios).
• For α 6= 0, all exponential functions α kx (with k ∈ N \ {0, 1}) fail to be
uniformly close to a function having integral difference ratios (cf. §4.4).
• As seen by the examples mentioned supra, the case of functions αax x! is
more delicate. We study it in §4.5).
2
1.2 Where does the problem come from?
A function f : N→ Z is said to have integral difference ratios if f(a)− f(b)
a− b ∈ Z
for all b < a. As far as we know, the class of functions N → Z with integral
difference ratios emerged in Pin & Silva, 2011 [18] (see also §4.2 in [17]) and in
our paper [2]. In the latter, we showed that the integral difference ratio property
characterizes closure of lattices of regular subsets of N under inverse image by
f (Theorem 1.1 below).
1.2.1 Closure properties of lattices of subsets of N.
Theorem 1.1 ([2]). Let Suc : N→ N be the successor function and let f : N→
N. The following conditions are equivalent.
(i) The map f is non decreasing and satisfies f(a) ≥ a and has integral
difference ratios.
(ii) For every finite set L ⊂ N, the smallest lattice of subsets of N containing
L and closed under Suc−1 is also closed under f−1.
(iii) For every arithmetic progression L = q+ rN, q, r ∈ N, r > 0, the smallest
lattice of subsets of N containing L and closed under Suc−1 is also closed
under f−1.
(iv) Every lattice of regular subsets of N which is closed under Suc−1 is closed
under f−1.
1.2.2 Uniform continuity properties related to varieties of groups.
To state the result in [18], we need to recall some of the involved basic notions
though they are not used anywhere else in the paper.
Definition 1.2. 1. A class of finite monoids is a variety if it closed under
taking submonoids, quotients and finite direct products.
2. Given a variety V of finite monoids and a monoid M , the pseudo-metric
dV : M ×M → [0, 1] is defined by dV(x, y) = 2−k where k is least such that
ϕ(x) 6= ϕ(y) for some morphism ϕ : M → F such that F ∈ V has k elements
(and k = +∞ if there is no such morphism).
Theorem 1.3 ([18],cf. also §4.2 in [17])). Let G be the variety of finite groups.
Consider the monoid (Z,+) and let f : Z → Z. The following conditions are
equivalent.
(i) f is dV-uniformly continuous for every subvariety V of G.
(ii) u− v divides f(u)− f(v) for all u, v ∈ Z.
2 Characterization of the integral difference ra-
tios property
To get a characterization of functions having integral difference ratios, we use
Newton series [15, 1], originally introduced to study functions from R to R, but
here reduced to functions from N to Z.
3
2.1 Newton series of functions N → Z and integral differ-
ence ratios
Our first result, Theorem 2.5, involves notions recalled in Definition 2.3 and
Proposition 2.2 below.
Definition 2.1 (Newton representation for functions N→ Z). A map f : N→
Z has a Newton representation if there exists some sequence (ak)k∈N such that,
for all x ∈ N, the value f(x) is equal to the sum of the series
f(x) =
∑
k∈N
ak
∏k−1
i=0 (x− i)
k!
=
∑
k∈N
ak
(
x
k
)
(1)
Proposition 2.2 (Newton series correspondence). A bijective correspondence
between sequences (ak)k∈N of integers in Z and maps f : N→ Z is set up by the
Newton representation (1) where, for k ∈ N,
ak =
i=k∑
i=0
(−1)k−if(i)
(
k
i
)
(2)
Proof. Observe that, for every x ∈ N, the binomial coefficient
(
x
k
)
is null for
k > x, hence the infinite series defining f(x) in (1) reduces to a finite sum for
any given non negative x. This removes any convergence problem. Since the
binomial coefficients are in N, for every sequence (ak)k∈N ∈ ZN, equation (1)
represents a map from N into Z.
Conversely, every f : N → Z has a unique such representation since (1)
insures that
a0 = f(0) , ak+1 = f(k + 1)−
i=k∑
i=0
ai
(
k + 1
i
)
∈ Z .
Inverting the binomial lower triangular matrix Bk = (
(
i
j
)
)0≤i,j≤k in equality

f(0)
f(1)
f(2)
f(3)
...
f(k)

=

1
1 1
1 2 1
1 3 3 1
...
...
... · · · ...
1
(
k
1
) (
k
2
)
· · ·
(
k
k − 1
)
1


a0
a1
a2
a3
...
ak

we get formula (2) since the inverse of Bk is the triangular matrix B˜k =
((−1)i−j
(
i
j
)
)0≤i,j≤k (cf. for instance [26]). Indeed, the (i, j) element of BkB˜k is∑ℓ=k
ℓ=0
(
i
ℓ
)
(−1)ℓ−j
(
ℓ
j
)
. Recall that (cf [7] page 174)
(
i
ℓ
)(
ℓ
j
)
=
(
i
j
)(
i− j
ℓ− j
)
.
Hence,
ℓ=k∑
ℓ=0
(
i
ℓ
)
(−1)ℓ−j
(
ℓ
j
)
=
(
i
j
) ℓ=k∑
ℓ=0
(−1)ℓ−j
(
i− j
ℓ− j
)
=
(
i
j
)
(1−1)i−j =
{
0 if i 6= j
1 if i = j
4
which proves that B˜k is the inverse of Bk.
To state the main Theorem of the present section, we need to recall another
classical notion.
Definition 2.3. For k ∈ N, k ≥ 1, lcm(k) is the least common multiple of all
positive integers less than or equal to k. By convention, lcm(0) = 1.
Remark 2.4. The Neperian logarithm of the lcm function was introduced by
Chebychev, 1852 [4]: letting ℓ(p, x) = ⌊logp(x)⌋ be the greatest integer k such
that pk ≤ x,
ψ(x) =
∑
{ℓ(p, x) log p | p ≤ x, p prime} = log(lcm(x)) .
A variant of the prime number theorem insures that the Chebychev function
ψ(x) is asymptotically equivalent to x, i.e. limn→+∞ ψ(x)/x = 1. Thus, for
any ε > 0, we have log(lcm(x)) = x (1 + o(x)) hence lcm(x) = ex (1+o(x)) =
(e1+o(x))x = (e + o(x))x, i.e. for every ε > 0, for all x large enough,
(e − ε)x ≤ lcm(x) ≤ (e + ε)x . (3)
Simple lower and upper bounds of lcm are known: 2n ≤ lcm(n) for n ≥ 7 (cf.
formula (9) in [14] for n ≥ 9 plus direct check for n = 7, 8) and lcm(n) < 3n for
all n ∈ N (cf. [8]).
It is known ([22]) that ψ(x) (resp. lcm(x)) oscillates around x (resp. ex) :
for some K > 0, there are infinitely many x’s such that lcm(x) < ex−K
√
x
and infinitely many x’s such that lcm(x) > ex+K
√
x. Nevertheless, the relative
oscillation is in o(ex) ([20] Theorem 8): letting a = 2× 107, for all x ≥ 2,
ex−a(x/ log
4 x) < lcm(x) < ex+a(x/ log
4 x) .
Assuming Riemann’s hypothesis, a better approximation is possible ([23] The-
orem 10):
Riemann’s hypothesis proves ex−(
√
x log2(x)/8π) < lcm(x) < ex+(
√
x log2(x)/8π) .
For recent results around the lcm function, see [19, 9, 5, 6, 3].
Theorem 2.5. Let f : N → Z be a function with Newton representation∑
k∈N ak
(
x
k
)
. The following conditions are equivalent:
(i) f has integral difference ratios, i.e.
f(a)− f(b)
a− b ∈ Z for all b 6= a.
(ii) lcm(k) divides ak for all k ∈ N.
Proof. See §2.2, 2.3.1, 2.3.2.
We now state a corollary whose proof does not need the machinery of the
proof of Theorem 2.5.
Corollary 2.6. If k! divides ak for all k ∈ N then f has integral difference
ratios.
Proof. Let ak = k! bk (with bk ∈ Z); then f(x) =
∑
k∈N ak
(
x
k
)
= b0 + b1x+
b2x(x−1)+b3x(x−1)(x−2)+ · · · . For a, b ∈ N and N > max(a, b), f(a)−f(b)
is the difference of the values on a, b of the polynomial
∑
k<N bk
∏i=k−1
i=0 (x− i)
which has coefficients in Z, hence a− b divides f(a)− f(b).
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2.2 Preparatory lemmas for the proof of Theorem 2.5
The proof of Theorem 2.5 relies on three lemmas whose proofs are elementary.
Lemma 2.7. If 0 ≤ n− k < p ≤ n then p divides lcm(k)
(
n
k
)
.
Proof. By induction on n ≥ 1. The initial case n = 1 is trivial since condition
0 ≤ n− k < p ≤ n yields p = k = 1. Induction step: assuming the result for n,
we prove it for n+ 1. Suppose 0 ≤ n+ 1− k < p ≤ n+ 1.
First case: p ≤ n. Then we have 0 ≤ n−k < p ≤ n and 0 ≤ n−(k−1) < p ≤ n,
so that, by induction hypothesis, p divides lcm(k)
(
n
k
)
and p divides lcm(k −
1)
(
n
k − 1
)
. A fortiori, p divides lcm(k)
(
n
k
)
+ lcm(k)
(
n
k − 1
)
= lcm(k)
(
n+ 1
k
)
(by Pascal’s formula).
Second case: p = n+1. Then k ≥ 1 and lcm(k)
(
n+ 1
k
)
= (n+1) lcm(k)k
(
n
k − 1
)
hence p = n+ 1 divides lcm(k)
(
n+ 1
k
)
.
Lemma 2.8. If n, k, b ∈ N and k ≤ b then n divides Ank,b = lcm(k)
((
b+ n
k
)
−
(
b
k
))
.
Proof. We argue by double induction on k and b with the conditions
(Pk,b) ∀n ∈ N, n divides Ank,b , (Pk) ∀b ≥ k, ∀n ∈ N, n divides Ank,b .
Conditions (P0) and (P1) are trivial since An0,b = 0 and An1,b = n.
Suppose k ≥ 1 and (Pk) is true. To prove (Pk+1), we prove by induction on
b ≥ k + 1 that (Pk+1,b) holds.
In the basic case b = k + 1, we have
Ank+1,k+1 = lcm(k + 1)
((
k + 1 + n
k + 1
)
−
(
k + 1
k + 1
))
= lcm(k + 1)
((
k + n
k
)
+
(
k + n
k + 1
)
− 1
)
by Pascal’s relation
= lcm(k + 1)
((
k + n
k
)
−
(
k
k
))
+ lcm(k + 1)
(
k + n
k + 1
)
=
lcm(k + 1)
lcm(k)
Ank,k + lcm(k + 1)
(
k + n
k + 1
)
Since (Pk,k) holds (induction hypothesis on k), n divides Ank,k hence divides the
first term. If n ≤ k+1 then n divides lcm(k+1) hence divides the second term.
If n > k+1, applying Lemma 2.7 with n′ = k+n, p′ = n and k′ = k+1, shows
that n = p′ divides the second term. Thus, n divides Ank+1,k+1 and (Pk+1,k+1)
holds.
Suppose now that (Pk+1,c) holds for k + 1 ≤ c ≤ b. We prove (Pk+1,b+1).
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Using Pascal’s relation, we get
Ank+1,b+1 = lcm(k + 1)
((
b + 1+ n
k + 1
)
−
(
b+ 1
k + 1
))
= lcm(k + 1)
((
b + n
k
)
+
(
b+ n
k + 1
)
−
(
b
k
)
−
(
b
k + 1
))
= lcm(k + 1)
(((
b+ n
k
)
−
(
b
k
))
+
((
b+ n
k + 1
)
−
(
b
k + 1
)))
=
(
lcm(k + 1)
lcm(k)
Ank,b
)
+Ank+1,b
Since (Pk,b) and (Pk+1,b) hold, n divides both terms of the above sum hence n
divides Ank+1,b+1 and (Pk+1,b+1) holds.
The following is an immediate consequence of Lemma 2.8 (set a = b+ n).
Lemma 2.9. If a ≥ b then a− b divides lcm(k)
((
a
k
)
−
(
b
k
))
for all k ≤ b.
2.3 Proof of Theorem 2.5
2.3.1 Proof of (i) ⇒ (ii)
We suppose that f(x) =
∑
k∈N ak
(
x
k
)
has integral difference ratios and we show
that lcm(k) divides ak for all k ∈ N.
Claim 1. For all k ≥ 1, k divides ak.
The proof is by induction. Recall f(k) =
∑k
i=0
(
k
i
)
ai.
Induction Basis: The case k = 1 is trivial. For k = 2, observe that 2 divides
f(2)− f(0) = 2a1 + a2 hence 2 divides a2.
Inductive Step: assuming that ℓ divides aℓ for every ℓ ≤ k, we prove that k + 1
divides ak+1. Observe that
f(k + 1)− f(0) = (k + 1)a1 +
(
k∑
i=2
(
k + 1
i
)
ai
)
+ ak+1
= (k + 1)a1 +
(
k∑
i=2
(k + 1)
ai
i
(
k
i− 1
))
+ ak+1
By the induction hypothesis, aii is an integer for i ≤ k. Since f has integral
difference ratios, k+1 divides f(k+1)− f(0) hence k+1 divides the last term
ak+1 of the sum.
Claim 2. For all 1 ≤ p ≤ k, p divides ak. Hence, lcm(k) divides ak.
The case p = 1 is trivial. We use induction on p ≥ 2.
• Basic case: 2 divides ak for all k ≥ 2. We argue by induction on k ≥ 2.
Claim 1 gives the base case: 2 divides a2. Induction step: assuming that 2
divides ai for all 2 ≤ i ≤ k we prove that 2 divides ak+1. Two cases can occur.
Subcase 1 : k + 1 is odd. Then 2 divides f(k + 1)− f(1). Now,
f(k + 1)− f(1) = ka1 +
(∑k
i=2 ai
(
k+1
i
))
+ ak+1,
7
k is even and 2 divides the ai for 2 ≤ i ≤ k by the induction hypothesis, hence,
2 divides ak+1.
Subcase 2 : k + 1 is even. Then 2 divides f(k + 1)− f(0). Now,
f(k + 1)− f(0) = (k + 1)a1 +
(∑k
i=2 ai
(
k+1
i
))
+ ak+1,
k + 1 is even and 2 divides the ai for 2 ≤ i ≤ k by the induction hypothesis,
thus, 2 divides ak+1.
• Induction step: assuming that p ≥ 2 and, for all q ≤ p, q divides aℓ for all
ℓ ≥ q, we prove that p+ 1 divides ak for all k ≥ p+ 1.
We use induction on k ≥ p+1. Claim 1 gives the base case: p+1 divides ap+1.
Induction step: assuming that p + 1 divides ai for all p + 1 ≤ i ≤ k we prove
that p + 1 divides ak+1. Since f has integral difference ratios, p + 1 divides
f(k + 1)− f(k − p) which is equal to
i=k−p∑
i=1
ai
((
k + 1
i
)
−
(
k − p
i
))
+
 i=k∑
i=k+1−p
ai
(
k + 1
i
) + ak+1
Let us first look at the terms of the first sum corresponding to 1 ≤ i ≤ p.
The induction hypothesis (on p) insures that q divides ak for all q ≤ p and k ≥ q.
In particular, (letting k = i) lcm(i) divides ai. Since (k + 1)− (k − p) = p+ 1,
Lemma 2.8 insures that p+ 1 divides lcm(i)
((
k+1
i
)− (k−pi )). A fortiori, p+ 1
divides ai
((
k+1
i
)− (k−pi )).
We now turn to the terms of the first sum corresponding to p+1 ≤ i ≤ k−p
(if there are any). The induction hypothesis (on k) insures that p+1 divides ai
for all p+ 1 ≤ i ≤ k
Thus, each term of the first sum is divisible by p+ 1.
Consider now the terms of the second sum. By the induction hypothesis
(on k), p + 1 divides ai for all p + 1 ≤ i ≤ k. It remains to look at the terms
associated with the i’s such that k + 1 − p ≤ i ≤ p (there are such i’s in case
k+1−p < p+1). For such i’s we have 0 ≤ (k+1)−i ≤ (k+1)−p < p+1 ≤ k+1
and Lemma 2.7 (used with k + 1, i, p+ 1 in place of n, k, p) insures that p + 1
divides lcm(i)
(
k+1
i
)
. Now, for such i’s, the induction hypothesis (on p) insures
that lcm(i) divides ai. Thus, p+ 1 divides ai
(
k+1
i
)
.
Since p + 1 divides each one of these three sums, it must divide the last
summand ak+1.
This finishes the proof of Claim 2 hence of implication (i) ⇒ (ii) in Theo-
rem 2.5. 
2.3.2 Proof of (ii) ⇒ (i)
If f satisfies (ii), then it can be written in the form f(n) =
∑n
k=0 bklcm(k)
(
n
k
)
.
Consequently,
f(a)− f(b) =
(
b∑
k=0
bklcm(k)
((a
k
)
−
(
b
k
)))
+
a∑
k=b+1
bklcm(k)
(
a
k
)
By Lemma 2.9, a− b divides each term of the first sum.
Consider the terms of the second sum.
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If a− b ≤ b + 1 then a− b divides each term of the second sum since a − b
divides lcm(k) for every k ≥ (a− b).
If a− b > b + 1 then, for b + 1 ≤ k ≤ a we have 0 ≤ a− k < a− b ≤ a and
Lemma 2.7 (used with a, k, a − b in place of n, k, p) insures that a − b divides
lcm(k)
(
a
k
)
. Again, a− b divides each term of the second sum. 
3 Examples of functions having integral differ-
ence ratios
Back to the motivations given in §1.2, it may not be obvious to find functions f
such that for every finite set L ⊂ N, the smallest lattice of subsets of N contain-
ing L and closed under Suc−1 is also closed under f−1. Our characterization
by integral difference ratios (Theorem 1.1) gives a first simple class of such
functions: polynomial functions. Now, are there non polynomial such functions
expressible with usual mathematical functions? It turns out that this is the
case and can be proved using the characterization given by Theorem 2.5: for
instance, the function such that f(0) = 1 , f(x) = ⌊e x!⌋ for x ≥ 1 (Theorem
3.1) and variations thereof (e.g. Corollary 3.5).
3.1 Main examples: around the factorial function
A simple application of Corollary 2.6 gives functions N → Z having integral
difference ratios with unexpectedly simple analytic expressions up to the ceil
and floor functions R→ Z.
Theorem 3.1. Let e be the usual Neper constant. For a ∈ Z \ {0, 1}, the
following functions N→ Z have integral difference ratios:
φ−a : x 7→ ⌊e1/a ax x!⌋ φ+a : x 7→ ⌈e1/a ax x!⌉
φ−1 : x 7→
{
1 if x = 0
⌊e x!⌋ if x ∈ N \ {0} φ
+
1 : x 7→
{
2 if x = 0
⌈e x!⌉ if x ∈ N \ {0}
Remark 3.2. Functions ⌊e x!⌋ and ⌈e x!⌉ do not have integral difference ratios
(cf. Proposition 4.21).
Proof. Recall Taylor-Lagrange formula applied to t 7→ et (considered as a map
on R): for all t ∈ R,
et =
(
1
0!
+
t
1!
+
t2
2!
+ · · ·+ t
k−1
(k − 1)! +
tk
k!
)
+ eθ t
tk+1
(k + 1)!
for some 0 < θ < 1 depending on k and t.
For a ∈ Z, let fa : N→ Z be the function associated to the Newton series
fa(x) =
∑
n∈N
an n!
(
x
n
)
(4)
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Corollary 2.6 insures that fa has integral difference ratios. Moreover,
fa(x) =
∑
k∈N
an n!
(
x
n
)
= ax x!
(
(1/a)x
x!
+
(1/a)x−1
(x− 1)! + · · ·+
(1/a)1
1!
+
(1/a)0
0!
)
= ax x!
(
e1/a − eθ/a (1/a)
x+1
(x+ 1)!
)
for some 0 < θ < 1
hence e1/a ax x! = fa(x) +
eθ/a
a (x+ 1)
(5)
Case a ≥ 2. For x ∈ N, we have 0 < eθ/a/(a (x+1)) < e1/2/2 < 1 and, since
fa(x) ∈ N, equation (5) yields fa(x) = ⌊e1/a ax x!⌋ and fa(x)+1 = ⌈e1/a ax x!⌉.
Case a ≤ −1. For x ∈ N, we have
∣∣∣∣ eθ/aa (x+ 1)
∣∣∣∣ = e−θ/|a||a| (x+ 1) ≤ e−θ/|a| < 1 and
−1 < e
θ/a
a (x+ 1)
< 0. Since fa(x) ∈ Z, equation (5) yields fa(x) = ⌈e1/a ax x!⌉
and fa(x) − 1 = ⌊e1/a ax x!⌋.
Case a = 1. For x ∈ N, x ≥ 2, we have 0 < eθ/(x + 1) < e/3 < 1
and, again, equation (5) yields f1(x) = ⌊e x!⌋ and f1(x) + 1 = ⌈e x!⌉. Also,
f1(0) = 1 < 2 = ⌊e 0!⌋, f1(1) = 2 = ⌊e 1!⌋ and f1(0) + 1 = 2 < 3 = ⌈e 0!⌉,
f1(1) + 1 = 3 = ⌈e 0!⌉.
Thus, the functions in the statement of the theorem are among the fa’s,
fa + 1’s and fa − 1’s, all of which have rational difference ratios.
3.2 Algebra of functions having integral difference ratios
and applications
In order to get variations of Theorem 3.1 we state some closure properties of
the family of functions with integral difference ratios: sum, product (i.e. they
form a subring of functions from N to Z) and composition.
Proposition 3.3. [Subring] If f, g : N→ Z have integral difference ratios then
so have their sum and product.
Proof. For product, use equality f(x)g(x) − f(y)g(y) = f(x) (g(x) − g(y)) +
g(y) (f(x)− f(y)).
Corollary 3.4. Every polynomial with coefficients in Z defines a function N→
Z having integral difference ratios.
Proof. Observe that the identity and constant functions have integral difference
ratios and apply Proposition 3.3.
Corollary 3.5. Let s, a ∈ Z, a 6= 0. Let ha,s be any one of the functions
⌊s e1/a ax x!⌋, ⌈s e1/a ax x!⌉, with a ∈ Z\{0}. There exists a function ga,s : N→
Z having integral difference ratios such that ha,s(x) = ga,s(x) for all x ≥ se− 1.
10
Proof. Let fa be as in the proof of Theorem 3.1. Proposition 3.3 insures that
the function ga,s(x) = s fa = s
∑
k∈N a
k k!
(
x
k
)
has integral difference ratios.
Also, Equation (4) above yields
s e1/a ax x! = s fa(x) +
s eθ/a
a (x+ 1)
with 0 < θ < 1. If x ≥ se − 1 then |s eθ/a/a (x+ 1)!| < 1 and we can argue as
in the proof of Theorem 3.1 to finish the proof.
Example 3.6. The bound se − 1 (of Corollary 3.5, obtained by majorizing θ
by 1) may not be optimal. For instance, equalities s f1(x) = s ⌊e x!⌋ = ⌊se x!⌋
may hold for some x < se−1. For instance, 2e−1 = 4.436 . . ., 3e−1 = 7.154 . . .
but
f2(x) = 2⌊e x!⌋ = ⌊2e x!⌋ for x ≥ 2
f2(0) = 2 < 2⌊e 0!⌋ = 4 < ⌊2e 0!⌋ = 5
f2(1) = 4 = 2⌊e 1!⌋ < ⌊2e 1!⌋ = 5
f3(x) = 3⌊e x!⌋ = ⌊3e x!⌋ for x ≥ 3
f3(0) = 3 < 3⌊e 0!⌋ = 6 < ⌊3e 0!⌋ = 8
f3(1) = 6 = 3⌊e 1!⌋ < ⌊3e 1!⌋ = 8
f3(2) = 15 = 3⌊e 2!⌋ < ⌊3e 2!⌋ = 16
Closure under composition gives more variations of our main example (The-
orem 3.1).
Proposition 3.7. [Composition] If f : N → Z and g : N → N have integral
difference ratios then so has f ◦ g.
Proof. Use transitivity of divisibility: x − y divides g(x) − g(y) which divides
f(g(x))− f(g(y)).
The following simple result allows to use Proposition 3.7, to extend the scope
of Theorem 3.1.
Proposition 3.8. If f : N → Z is not a constant function and has integral
difference ratios then, for every z ∈ N, the set f−1(z) is finite.
Proof. Suppose f−1(d) is infinite for some d ∈ Z. Consider some x ∈ N. Then
x− a divides f(x)− d for every a ∈ f−1(d). Thus, f(x)− d has infinitely many
divisors hence f(x) = d. This shows that f is the constant function with value
d.
Corollary 3.9. Suppose g : N→ N has integral difference ratios and a ∈ Z\{0};
let ha : N→ Z be such that
if a 6= 1 then ha(x) = ⌊e1/a ag(x) g(x)!⌋ , h1(x) =
{
1 if g(x) = 0
⌊e g(x)!⌋ if g(x) 6= 0
1. If g is not constant then h1 differs from ⌊e g(x)!⌋ on finitely many x’s.
2. For a ∈ Z \ {0} the map ha has integral difference ratios.
Proof. 1. By Proposition 3.8, g−1(0) is finite. Hence h1(x) and ⌊e g(x)!⌋ differ
on finitely many x’s.
2. Use Theorem 3.1 and Proposition 3.7.
Example 3.10. The following functions have integral difference ratios:
x 7→
{ ⌊
e (x2 − 5x+ 6)!)⌋ if x 6= 2, 3
1 if x = 2, 3
, x 7→
{ ⌊e ⌊e x!⌋!⌋ if x 6= 0
2 if x = 0
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3.3 Examples with generalized hyperbolic functions
The proof of Theorem 3.1 can be extended to get more functions having integral
difference ratios and which are finite modifications of functions around the facto-
rial functions. Namely, for any given period k ≥ 2 and any a ∈ Z\{0}, there exist
real numbers α0, . . . , αk−1 such that the function g defined by g(x) = ⌊αs ax x!⌋
for x ∈ s+ kN has integral difference ratios. The main examples (Theorem 3.1)
correspond to the (here excluded) degenerate case k = 1.
First, we need simple results about the generalized hyperbolic functions (a
notion which goes back to V. Ricatti, 1754, for instance cf. [24, 13]).
Definition 3.11. Let γ ∈ R. For k, r ∈ N such that k ≥ 2 and r < k, the
γ-hyperbolic function F γk,r : R→ R is defined as follows: for t ∈ R,
F γk,r(t) =
∑
n∈kN+r
γ⌊n/k⌋
tn
n!
=
∑
n∈N
γn
tkn+r
(kn+ r)!
(so that F 12,0 = cosh, F
1
2,1 = sinh, F
−1
2,0 = cos, F
−1
2,1 = sin are the usual hyperbolic
and trigonometric functions).
Recall some properties of the 1-hyperbolic functions.
Lemma 3.12. Let k, r ∈ N be such that k ≥ 2 and r < k.
1. If t 6= 0 and −1 < t < 1 then the sign of F 1k,r(t) is that of tr and
0 <
F 1k,r(t)
tr
≤ cosh(|t|) < cosh(1) = 1.543 . . . .
2. Let ω = e2iπ/k be the canonical primitive k-th root of unity in the complex
plane. For all t ∈ R,
F 1k,r(t) =
1
k
ℓ=k−1∑
ℓ=0
ω−ℓr eω
ℓt =
1
k
ℓ=k−1∑
ℓ=0
e
t cos
(
ℓr
2π
k
)
cos
(
−ℓr 2π
k
+ t sin
(
ℓ
2π
k
))
(6)
3. For q ≥ 1, the q-th derivative of F 1k,r is (F 1k,r)(q) = F 1k,s, where 0 ≤ s < k
and s ≡ r − q (mod k).
Proof. 1. For −1 < t < 1, t 6= 0, we have
F 1k,r(t)
tr
=
∑
n∈N
tkn
(kn+ r)!
=
∑
n∈N
( |t|2nk
(2nk + r)!
+ ε
|t|(2n+1)k
((2n+ 1)k + r)!
)
(7)
where ε = 1 if t > 0 or k is even and ε = −1 if t < 0 and k is odd.
Since k ≥ 2 we have ((2n+1)k+ r)! > (2nk+ r)! and since |t| < 1 and t 6= 0
we have |t|2nk > |t|(2n+1)k. In particular, for both possible values of ε, the last
sum in (7) consist of strictly positive terms hence F 1k,r(t)/t
r is strictly positive.
Also, since k ≥ 2 and r ≥ 0,
F 1k,r(t)
tr
≤
∑
n∈N
( |t|2nk
(2nk + r)!
+
|t|(2n+1)k
((2n+ 1)k + r)!
)
≤
∑
n∈N
( |t|4n
(4n)!
+
|t|4n+2
(4n+ 2)!
)
=
∑
m∈N
|t|2m
(2m)!
= cosh(|t|) < cosh(1) = 1.543 . . . .
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2. Arguing in the complex plane, for ℓ = 0, . . . , k − 1 and t ∈ R and r =
0, . . . , k − 1, we have
eω
ℓt =
∑
n∈N
ωℓntn
n!
=
u=k−1∑
u=0
∑
m∈N
ωℓ (km+u)
tkm+u
(km+ u)!
=
u=k−1∑
u=0
ωℓu F 1k,u(t)
1
k
ℓ=k−1∑
ℓ=0
ω−ℓr eω
ℓt =
1
k
u=k−1∑
u=0
(
ℓ=k−1∑
ℓ=0
ωℓ(u−r)
)
F 1k,u(t) = F
1
k,r(t)
since
∑ℓ=k−1
ℓ=0 ω
ℓ(u−r) is equal to k for u = r and equal to 0 for u ∈ {0, . . . , k −
1} \ {r}. Now, since t ∈ R so is F 1k,r(t) hence F 1k,r(t) is equal to the real part of
the above expression in the complex plane. To conclude, observe that
ω−ℓr eω
ℓt = ei (−ℓr 2π/k) et cos(ℓ 2π/k)+i t (sin(ℓ 2π/k))
= et cos(ℓ 2π/k) ei (−ℓr 2π/k+t sin(ℓ 2π/k)) .
3. Using the definition of F 1k,r as a series, the derivative of F
1
k,r is
(F 1k,r)
′(t) =
∑
n∈kN+r, n≥1
tn−1
(n− 1)! =
{
F 1k,r−1(t) if r ≥ 1
F 1k,k−1(t) if r = 0
An obvious induction on q concludes the proof.
Theorem 3.13. For any a ∈ Z \ {0}, k ∈ N \ {0, 1}, r ∈ {0, . . . , k − 1}, let
Fa,k,r and Ca,k,r be the following functions N → Z :
Fa,k,r(x) Ca,k,r
⌊
F 1k,0(1/a) a
x x!
⌋
...⌊
F 1k,k−1(1/a) a
x x!
⌋
if x ∈ kN+ r
...
if x ∈ kN+ r + k − 1
⌈
F 1k,0(1/a) a
x x!
⌉
...⌈
F 1k,k−1(1/a) a
x x!
⌉

Let us denote f ⊕ {(0, n0), . . . , (ℓ, nℓ)} the function g such that g(x) = f(x) if
x > ℓ and g(t) = nt if 0 ≤ t ≤ ℓ.
The following functions N→ Z have integral difference ratios:
• Case |a| ≥ 2 and r = 0. Fa,k,0 and Ca,k,0,
• Case 1 ≤ r < k and either a ≥ 2 or a ≤ −2 and k − r is even.
Fa,k,r ⊕ {(0, 0), . . . (r − 1, 0)} and Ca,k,r ⊕ {(0, 1), . . . (r − 1, 1)},
• Case 1 ≤ r < k and a ≤ −2 and k − r is odd.
Fa,k,r ⊕ {(0,−1), . . . (r − 1,−1)} and Ca,k,r ⊕ {(0, 0), . . . (r − 1, 0)},
• Case a = 1 and r = 0. F1,k,0 ⊕ {(0, 1)} and C1,k,0 ⊕ {(0, 2)},
• Case a = 1 and 1 ≤ r < k.
F1,k,r ⊕ {(0, 0) . . . (r − 1, 0)} and Ca,k,r ⊕ {(0, 1) . . . (r − 1, 1)},
• Case a = −1 and r = 0 and k is even.
F−1,k,0 ⊕ {(0, 0)} and C−1,k,0 ⊕ {(0, 1)},
• Case a = −1 and r = 0 and k is odd.
F−1,k,0 ⊕ {(0, 1)} and C−1,k,0 ⊕ {(0, 0)},
• Case a = −1 and 1 ≤ r < k and k is even.
F−1,k,r ⊕ {0, 0) . . . (r − 1, 0} and Ca,k,r ⊕ {(0, 1) . . . (r − 1, 1)}.
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• Case a = −1 and 1 ≤ r < k and k is odd.
F−1,k,r ⊕ {(0,−1) . . . (r − 1,−1)} and Ca,k,r ⊕ {(0, 0) . . . (r − 1, 0)}.
We first give an example, then we will prove the Theorem.
Example 3.14. The functions corresponding to a = k = 2 are
Case r=0{ ⌊cosh(1/2) 2x x!⌋ if x ∈ 2N
⌊sinh(1/2) 2x x!⌋ if x ∈ 2N+ 1
Case r=1
0 if x = 0
⌊sinh(1/2) 2x x!⌋ if x ∈ 2N+ 1
⌊cosh(1/2) 2x x!⌋ if x ∈ 2N+ 2
The coefficients F 13,r(1/3) occurring in the functions corresponding to a = k = 3
are given by the following formulas
F 13,0(t) = (1/3)
(
et + 2 e−t/2 cos
(
t
√
3/2
))
F 13,1(t) = (1/3)
(
et − 2 e−t/2 cos (t√3/2 + π/3))
F 13,2(t) = (1/3)
(
et − 2 e−t/2 cos (t√3/2− π/3))
Proof of Theorem 3.13. Since F 1k,s(t) =
∑
n∈N t
kn+s/(kn+s)! For s ∈ {0, . . . , k−
1}, we have
F 1k,s(0) =
∑
n∈N
0kn+s/(kn+ s)! =
{
1 if s = 0
0 if 1 ≤ s < k
Since the q-th derivative of F 1k,s is F
1
k,s′ with 0 ≤ s′ < k and s′ ≡ s − q
(mod k) (cf. Lemma 3.12), we have{
(F 1k,s)
(q)(0) = 1 if q ∈ kN+ s
(F 1k,s)
(q)(0) = 0 otherwise
and (F 1k,s)
(k(u+1)+s) = F 1k,0. Thus, the Taylor-Lagrange development at order
k(u+ 1) + s− 1, of F 1k,s at t is, for some θ ∈]0, 1[,
F 1k,s(t) =
q=k(u+1)+s−1∑
q=0
tq
q!
(F 1k,s)
(q)(0)
+ tk(u+1)+s
(k(u+ 1) + s)!
F 1k,0(θ t)
=
(
m=u∑
m=0
tkm+s
(km+ s)!
)
+
tk(u+1)+s
(k(u+ 1) + s)!
F 1k,0(θ t) . (8)
For k, r ∈ N such that k ≥ 2 and 0 ≤ r < k, let fa,k,r : N → Z be the function
associated to the Newton series
fa,k,r(x) =
∑
n∈kN+r
an n!
(
x
n
)
. (9)
By Corollary 2.6, fa,k,r has integral difference ratios. Recall that
(
x
n
)
= 0 for
n > x. Thus,
fa,k,r(x) = 0 if 0 ≤ x < r (10)
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Also, for u ∈ N, s ∈ {0, ..., k − 1} and x = uk + r + s, we have
fa,k,r(x) =
p=u∑
p=0
apk+r (pk + r)!
(
uk + r + s
pk + r
)
= ax x!
p=u∑
p=0
(1/a)x−pk−r
(x− pk − r)!
= ax x!
p=u∑
p=0
(1/a)k(u−p)+s
(k(u− p) + s)! = a
x x!
m=u∑
m=0
(1/a)km+s
(km+ s)!
Using equation (8) with t = 1/a, we get, for x = uk + r + s,
fa,k,r(x) = a
x x! F 1k,s(1/a)− ax x!
(1/a)k(u+1)+s
(k(u+ 1) + s)!
F 1k,0(θ/a)
and letting ∆ = ax x! F 1k,s(1/a)− fa,k,r(x) (11)
we have ∆ = ax x!
(1/a)k(u+1)+s
(k(u+ 1) + s)!
F 1k,0(θ/a)
=
F 1k,0(θ/a)
ak−r
∏j=k
j=r+1 ku+ s+ j
(12)
Since a ∈ Z \ {0}, we have 0 < |θ/a| < 1. Also, (θ/a)0 = 1 and point 1 of
Lemma 3.12 yields
0 < F 1k,0(θ/a) < cosh(1) = 1.543 . . . . (13)
Since x = ku+ r+ s, we have ku+ s+ j = x+1 for j = r+1. Inequalities (13)
and k − r ≥ 1 insure that
0 < |∆| < 1.543 . . .|a|k−r (x+ 1) <
1.543 . . .
|a| (x+ 1) .
Equation (12) shows that the sign of ∆ is that of ak−r.
Since equation (10) gives fa,k,r(x) for 0 ≤ x < r, it suffices to consider the
values x ≥ r.
Case a ≥ 2 and Case a ≤ −2 and k − r even. For every x ∈ N we have
0 < ∆ < 1. Since fa,k,r(x) ∈ Z, the definition of ∆ given by (11) yields
for x ∈ kN+ r + s

fa,k,r(x) =
⌊
ax x! F 1k,s(1/a)
⌋
fa,k,r(x) + 1 =
⌈
ax x! F 1k,s(1/a)
⌉ (14)
Case a ≤ −2 and k − r odd. For every x ∈ N we have −1 < ∆ < 0 hence
for x ∈ kN+ r + s

fa,k,r(x) =
⌈
ax x! F 1k,s(1/a)
⌉
fa,k,r(x) − 1 =
⌊
ax x! F 1k,s(1/a)
⌋ (15)
Case a = 1 and Case a = −1 and k − r even. Then 0 < ∆ < 1 for all x ≥ 1
hence (14) holds with the extra hypothesis x ≥ 1.
Case a = −1 and k − r odd. Then 0 < ∆ < 1 for all x ≥ 1 hence (15) holds
with the extra hypothesis x ≥ 1.
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In both cases a = 1 and a = −1, we also have
f−1,k,r(0) = f1,k,r(0) =
{
1 if r = 0
0 if 1 ≤ r < k
Thus, the functions mentioned in the theorem are among the functions fa,k,r,
fa,k,r − 1 and fa,k,r + 1, all of which have integral difference ratios.
Open problem. Theorems 3.1 and 3.13, give simple analytic expressions for
the functions N→ Z associated to Newton series∑
n∈N
an n!
(
x
n
)
,
∑
n∈kN+r
an n!
(
x
n
)
for a ∈ Z\{0}. Theorem 2.5 invites to look at other natural Newton series such
as ∑
n∈N
lcm(n)
(
x
n
)
,
∑
n∈kN+r
lcm(n)
(
x
n
)
.
Is it possible to give analytic expressions to the associated functions?
3.4 Asymptotic equivalence
A simple consequence of Theorem 2.5 insures that any function which grows
fast enough is asymptotically equivalent to a function having integral difference
ratios.
Theorem 3.15. For every function f : N → Z there exists some function
g : N→ Z which has integral difference ratios and such that, for all x ∈ N,
0 ≤ f(x) − g(x) ≤ 2x lcm(x) .
In particular, if there is some ε > 0 such that |f(x)| ≥ (2e + ε)x for all x large
enough then limx→+∞
f(x)
g(x)
= 1, i.e. f and g are asymptotically equivalent.
Proof. Consider the Newton coefficients (ak)k∈N of f (cf. Proposition 2.2). Let
ak = lcm(k)qk + bk where 0 ≤ bk < lcm(k) and set a˜k = lcm(k)qk. Since
lcm(k) divides a˜k for all k’s, the function g(x) =
∑
k∈N a˜k
(
x
k
)
has integral
difference ratios. Also, 0 ≤ f(x) − g(x) =∑k≤x bk(xk
)
<
∑
k≤x lcm(k)
(
x
k
)
<(∑
k≤x
(
x
k
))
lcm(x) = 2x lcm(x) so that 0 ≤
∣∣∣∣1− g(x)f(x)
∣∣∣∣ < 2x lcm(x)|f(x)| which
tends to 0 when x tends to +∞ thanks to majoration (3) in Remark 2.4 and
the assumption on f .
Corollary 3.16. For any real numbers α, a such that a > 0, the functions
x 7→ ⌊α ax x!⌋ and x 7→ ⌈α ax x!⌉ from N to Z are asymptotically equivalent to
some function g : N→ Z having integral difference ratios.
Proof. Stirling’s formula insures that ax x! satisfies the growth condition of
Theorem 3.15.
Remark 3.17. Theorem 3.15 shows that there are functions having integral
difference ratios which grow arbitrarily fast. In particular, functions growing
much faster than the ax x! with a ∈ Z.
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4 Outside the family of functions with integral
difference ratios
As expected, the examples stated in Theorems 3.1 and 3.13 are kind of excep-
tions: most functions similar to these examples do not have rational difference
ratios. Worse, though they are asymptotically equivalent to functions having
rational difference ratios (cf. Theorem 3.15) they can not be uniformly approx-
imated by such functions.
In fact, it turns out that proving non uniform closeness is a very manageable
approach to prove failure of the integral difference ratios property.
Using a classical result in the theory of distribution modulo one, we give
a general negative result for uniform closeness involving a measure zero set of
possible exceptions. Then we look at the problem for some particular classes of
functions.
4.1 Uniform closeness
Definition 4.1. Two functions f, g : N → R are uniformly close if f − g is
bounded, i.e. there exists M such that |f(x) − g(x)| ≤M for all x ∈ N.
Some straightforward closure properties will be used together with Proposi-
tions 3.3 and 3.7.
Proposition 4.2. If ϕ, ψ : N → Z are uniformly close to f, g : N → Z then
ϕ+ ψ (resp. kϕ) is uniformly close to f + g (resp. kf) for all k ∈ Z.
Proposition 4.3. Let f, g, ϕ, ψ be functions N→ R. If ϕ is uniformly close to
f , and ψ differs from g on finitely many points, then ϕ ◦ ψ is uniformly close
to f ◦ g.
Proof. Suppose |ϕ(t) − f(t)| ≤ M for all t ∈ N and a1, . . . , ap are the points
on which ψ differ from g. Let L = max(M,maxi=1,...,p |ϕ(ψ(ai)) − f(g(ai))|).
Then |ϕ(ψ(ai)) − f(g(ai))| ≤ L and, for x 6= a1, . . . , ap, |ϕ(ψ(x)) − f(g(x))| =
|ϕ(g(x)) − f(g(x))| ≤ L.
4.2 A general negative result for uniform closeness to func-
tions having integral difference ratios
Recall the following classical notion.
Definition 4.4. For A ∈ N \ {0} and t ∈ R, the A-fractional part of t is
{t}A = t − A ⌊t/A⌋, i.e. {kA + u}A = u for any k ∈ Z and u ∈ [0, A[. The
1-fractional part {t}1 is simply denoted by {t}.
Before entering the wanted negative result, we first observe the following
fact.
Lemma 4.5. Suppose ϕ : N→ R is uniformly close to some function f : N→ Z
such that n divides f(n) − f(0) for all n ≥ 1. Then, for all A ∈ N big enough,
the sequence of A-fractional parts ({ϕ(nA)}A)n∈N is not dense in [0, A].
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Proof. Let g(n) = f(n) − f(0). Then ϕ is also uniformly close to g and n
divides g(n) for all n. Let M > 0 be such that |ϕ(n)− g(n)| ≤M for all n ∈ N.
Consider any A ∈ N such that A > 2M . Then ϕ(nA) ∈ [g(nA)−M, g(nA)+M ].
Since nA (hence A) divides g(nA), we have {g(nA) + u}A = u for u ∈ [0, A[
and {g(nA) − v}A = {(g(nA) − A + (A − v)}A = A − v for −v ∈] − A, 0[. In
particular,
{{y}A | y ∈ [g(nA), g(nA) +M ] = [0,M ]
{{y}A | y ∈ [g(nA)−M, g(nA)[} = [A−M,A[
so that {ϕ(nA)}A ∈ [0,M ] ∪ [A −M,A[ for all n ∈ N. Since A > 2M we have
M < A−M hence the non empty open subinterval ]M,A−M [ of [0, A[ contains
no point of the sequence ({ϕ(nA)}A)n∈N.
We shall use a result from the theory of uniform distribution modulo one.
Definition 4.6. A sequence (tn)n∈N is uniformly distributed modulo one if, for
all 0 ≤ a < b ≤ 1, the proportion of i’s in {0, . . . , n−1} such that the 1-fractional
part {ti} is in [a, b[ tends to b−a when n tends to +∞, i.e. limn→+∞ 1
n
card{i ∈
{0, . . . , n− 1} | {ti} ∈ [a, b[} = b− a.
Theorem 4.7 (Koksma, 1935, cf. Corollary 4.3 in [11]). Let (λn)n∈N be a
sequence of reals such that inf{|λm − λn| | m 6= n} > 0. Then, for almost all
real numbers α, the sequence (αλn)n∈N is uniformly distributed modulo one.
Remark 4.8. The “almost everywhere” restriction cannot be removed in Theo-
rem 4.7. It is known (cf. Example 4.2 in [11]) that if t is a Pisot-Vijayaraghavan
number (in particular, if t is a rational number or t is the golden number
(1 +
√
5)/2) then the sequence (tn)n∈N has no limit point except possibly 0
or 1 hence is not uniformly distributed modulo one.
We now come to the wanted general negative result.
Theorem 4.9 (Almost everywhere negative result). Let (λn)n∈N be a sequence
of real numbers satisfying the condition inf{|λm − λn| | m 6= n} > 0. Then, for
almost all real numbers α, the function n 7→ αλn is not uniformly close to any
function having integral difference ratios.
Proof. The assumed hypothesis on the λn’s, insures that we can apply Koksma’s
theorem for each sequence (λnA/A)n∈N with A ∈ N \ {0}. Since sets of measure
zero are closed under countable union, Koksma’s theorem insures that there
exists a set X ⊆ R such that R \X has measure zero and, for all α ∈ X , all the
sequences (αλnA/A)n∈N, with A ∈ N \ {0}, are uniformly distributed modulo
one hence are dense in [0, 1[. Applying the homothety t 7→ At, we see that, for
all α ∈ X ,
All the sequences (αλnA)n∈N, with A ∈ N \ {0}, are dense in [0, A[. (16)
By way of contradiction, suppose that, for some x ∈ X , the function n 7→
αλn is uniformly close to some function f : N → N having integral difference
ratios. Observe that n divides f(n)− f(0) for all n ∈ N, so that we can apply
Lemma 4.5: for A ∈ N large enough, the sequence (αλnA)n∈N is not dense in
[0, A[. This contradicts property (16).
Theorem 4.9 shows that the constant e1/a has a crucial role in Theorem 3.1.
Corollary 4.10. 1. Let f : N → R be a function such that infk≤m<n |f(m) −
f(n)| > 0 for some k. For almost every α ∈ R, the real-valued function n 7→
αf(n) is not uniformly close to a function having integral difference ratios.
2. Let a ∈ R \ {0}. For almost every α ∈ R, the Z-valued functions n 7→
⌊α an n!⌋ and n 7→ ⌈α an n!⌉ are not uniformly close to functions having
integral difference ratios.
Proof. 1. First modify f on {0, . . . , k} to obtain f ′ such that infm<n |f ′(m) −
f ′(n)| > 0. Apply then Theorem 4.9 with λn = f ′(n), thus αf ′ is not uniformly
close to any function having integral difference ratios. The same holds for αf
which is equal to αf ′ except on a finite number of points (uniform closeness is
not modified by finitely many changes).
2. Applying (1) with f : n 7→ an n! we see that αf is not uniformly close
to any N→ Z function having integral difference ratios; the same holds for the
N→ Z functions ⌊αan n!⌋ and ⌈αan n!⌉ which are uniformly close to αf .
Remark 4.11. 1. Note the difference with Corollary 3.16.
2. In Theorem 3.1, the parameter a is taken in Z so that the Newton series∑
n∈N a
n n!
(
x
n
)
takes its values in Z. In the above corollary, we can take a in R.
Example 4.12. Let P be a non constant polynomial with real coefficients; for
almost every α ∈ R, the function αP is not uniformly close to any function
having integral difference ratios.
The analog result for the particular constants F 1k,0(1/a),. . . ,F
1
k,k−1(1/a) in
Theorem 3.13 requires an easy extension of Theorem 4.9.
Theorem 4.13. Let k, r, s ∈ N be such that k ≥ 1 and 0 ≤ r < k. Let
(λn)n∈kN+r+s be a sequence of real numbers satisfying the condition inf{|λm −
λn| | m,n ∈ kN+ r + s, m 6= n} > 0. Then, for almost all α ∈ R, no function
f : N → R such that f(kx + r + s) = αλx for all x ∈ N can be uniformly close
to some function having integral difference ratios.
Proof. Arguing as in the proof of Theorem 4.9, first, we see that, for all α ∈ X ,
All the sequences (αλnkA+r+s)n∈N, with A ∈ N \ {0}, are dense in [0, A[
and then we conclude using Lemma 4.5.
Corollary 4.14. Let a ∈ R\{0} and k, s ∈ N be such that k ≥ 2. For almost all
α ∈ R, every function f : N→ Z such that f(x) = ⌊α ax x!⌋ for all x ∈ kN+ s
has non integral difference ratios. Idem with ⌈. . .⌉ in place of ⌊. . .⌋.
4.3 Non integral polynomial functions
Apart the obvious fact (cf. Corollary 3.4) that polynomials with coefficients
in Z have integral difference ratios, there are only negative results for polyno-
mials with real coefficients. In particular, the positive result with ⌊e1/a ax x!⌋
(cf. Theorem 3.1) has no analog with polynomials. Theorem 4.15 completes
Corollary 3.4, Example 4.12 and Corollary 4.10.
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Theorem 4.15. Let P (x) =
∑i=k
i=0 αix
i, be a polynomial with real coefficients
and consider it as a function N→ R. The following conditions are equivalent.
(i) The coefficients αi, i = 1, . . . , k of P are in Z.
(ii) P maps N into Z and has integral difference ratios.
(iii) P : N → R is uniformly close to some function N → Z having integral
difference ratios.
Proof. (i)⇒ (ii) is Corollary 3.4 and (ii)⇒ (iii) is trivial. We prove (iii)⇒ (i).
Suppose condition (iii) is true; let Na,b,K, θx be defined as in points (a) and
(b) below.
(a) ϕ : N → Z has integral difference ratios. For a, b ∈ N, a 6= b, let Na,b ∈ Z
be such that ϕ(a)− ϕ(b) = Na,b(a− b),
(b) P is uniformly close to ϕ and K, θx are such that, for all x ∈ N, |P (x) −
ϕ(x)| ≤ K, i.e. P (x) = ϕ(x) + θxK for some θx ∈ [−1, 1].
By induction on the degree of P we prove that all coefficients of P , except may
be α0 are in Z.
Basis: if P = α1x+ α0 has degree one then α1 ∈ Z. By point (a), ϕ(x) −
ϕ(0) = Nxx, Nx ∈ N. By point (b), P (x) − P (0) = ϕ(x) − ϕ(0) + (θx − θ0)K,
θx, θ0 ∈ [−1, 1]. Let α1 = ⌊α1⌋+ θ, θ ∈ [−0, 1[. Thus for all x, P (x) − P (0) =
⌊α1⌋x+ θx = Nxx+(θx− θ0)K, hence x(⌊α1⌋−Nx+ θ) = (θx− θ0)K. Assume
by contradiction α1 6∈ Z and θ 6= 0, and let x > 3K
min(θ, 1− θ) : noting that
⌊α1⌋−Nx ∈ Z, we have x(⌊α1⌋−Nx+θ) > 3K, contradicting (θx−θ0)K < 2K.
This show that, if P has degree one, then α1 ∈ Z.
Induction: it suffices to prove that αk, the leading coefficient of P , is in
Z. Then, an induction on the degree of P concludes the proof: if αk ∈ Z then
P (x) − αkxk also satisfies condition (iii) (by Proposition 4.2) and has degree
k − 1.
An easy way to single out αk is to consider the k-th derivative of P which
is k! αk. Since we are in a discrete context with functions defined on N and not
on R, we turn to finite differences.
For 1 ≤ n ≤ k, define a polynomial P (n) by the following induction:
P (1)(x) =
P (2x)− P (x)
x
=
∑i=k
i=1 αi(2
i − 1)xi−1
if 1 < n ≤ k P (n)(x) = P
(n−1)(2x)− P (n−1)(x)
x
=
∑i=k
i=n αi
(∏j=i
j=i−n+1(2
j − 1)
)
xi−n
Claim 1. For every n ∈ {1, . . . , k} and a ∈ N \ {0},
P (n)(a) =
M
(n)
a
2s(n)an−1
+
ξ
(n)
a
2t(n)an
with M (n)a ∈ Z and |ξ(n)a | ≤ Kn .
where, for n ≥ 1, s(n) = (n− 1)(n− 2)
2
, t(n) =
(n− 1)n
2
= s(n) + n − 1 and
Kn = K
∏i=n
i=1 (2
i−1 + 1).
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Proof. We argue by induction on n. Case n = 1 is as follows:
P (1)(a) =
ϕ(2a)− ϕ(a) + (θ2a − θa)K
a
(cf. point (b) above)
= N2a,a +
(θ2a − θa)K
a
(cf. point (a) above)
= M
(1)
a +
ξ
(1)
a
a
where M
(1)
a ∈ Z and |ξ(1)a | ≤ K1 = 2K
Induction step 2 ≤ n ≤ k.
P (n)(a) =
P (n−1)(2a)− P (n−1)(a)
a
=
1
a
(
M
(n−1)
2a
2s(n−1)(2a)n−2
− M
(n−1)
a
2s(n−1)an−2
+
ξ
(n−1)
2a
2t(n−1)(2a)n−1
− ξ
(n−1)
a
2t(n−1)an−1
)
=
M
(n−1)
2a − 2n−2M (n−1)a
2s(n−1)+n−2 an−1
+
ξ
(n−1)
2a − 2n−1ξ(n−1)a
2t(n−1)+n−1 an
=
M
(n)
a
2s(n) an−1
+
ξ
(n)
a
2t(n) an

with M
(n)
a ∈ Z and |ξ(n)a | ≤ Kn = (2n−1 + 1)Kn−1.
Claim 2. There exist integers L, T ≥ 2 such that, for every a ∈ N, a ≥ 1,
αk = ⌊αk⌋+ Na
(La)k−1
+
ηa
(La)k
for some Na ∈ {0, 1, . . . , La− 1} and some real ηa ∈ [−T, T ].
Proof. Since P (k)(x) is the constant polynomial αkℓ where ℓ =
∏j=k
j=1(2
j − 1),
Claim 1 yields, writing the representation in base La of αk − ⌊αk⌋ for L =
ℓ 2s(k)+k−1,
αk =
M
(k)
a
ℓ 2s(k)ak−1
+
ξ
(k)
a
ℓ 2s(k)+k−1ak
= ⌊αk⌋+ Na
(La)k−1
+
ηa
(La)k
where T = Lk−1Kk, ηa = Lk−1ξ
(k)
a , Na = L
k−2 2(k−1)
2
M
(k)
a . Clearly, |ηa| ≤
T .
Claim 3. Suppose k ≥ 2. For every b ∈ N, b > T
L
, the real αk is in
Z
(Lb)N
=
{
p
(Lb)n
| p ∈ Z, n ∈ N
}
.
Proof. For any s, i ∈ N such that s ≥ 2 and i ≥ 1, let d(s, i) ∈ {0, 1, . . . , s− 1}
be the i-th digit of the representation in base s of the real αk − ⌊αk⌋. In case
this real is in Z/sN, choose the representation which ends by an infinite tail of
0’s.
21
Observe that the digit d(sp, k) (which is in {0, . . . , sp − 1}) is represented
in base s by the length p sequence of digits d(s, i) (lying in {0, . . . , s − 1}) for
p(k − 1) < i ≤ pk.
Claim 2 insures that if a ∈ N satisfies La > T then, in base La, the k-th
digit d(La, k) of αk − ⌊αk⌋ is either in {0, . . . , T } (case ηa ∈ [0, T ]) or is in
{La− T, . . . , La− 1} (case ηa ∈ [−T, 0[).
Let a = Lp−1 bp where p ≥ 2 and Lb > T . Then La = (Lb)p and the digit
d(La, k) which lies in {0, . . . , T } ∪ {La− T, . . . , La− 1} is represented in base
Lb by one of the two length p sequences
00 . . . 0λ (with λ ∈ {0, . . . , T }) , δδ . . . δµ (with µ ∈ {La− T, . . . , La− 1})
In particular, going from base La = (Lb)p to base Lb, the p− 1 digits d(Lb, i),
for p(k − 1) < i < pk, are all 0 or are all δ. Observe that, for p > k + 1 we
have (p + 1)(k − 1) + 1 < pk − 1 hence the two sets {p(k − 1) + 1, . . . , pk − 1}
and {(p + 1)(k − 1) + 1, . . . , (p + 1)k − 1} have non empty intersection. As a
consequence, the base Lb digits d(Lb, i), i > (k+1)(k− 1)+ 1 = k2, are all 0 or
are all δ. Thus, the real αk − ⌊αk⌋ is in Z
(Lb)N
. And so is the real αk.
Claim 4. If k ≥ 2 then the real αk is in Z.
Proof. Choose prime integers b, c such that b > c > max(L, T/L). Claim 3
insures that αk is in both sets
Z
(Lb)N
and
Z
(Lc)N
. Now, if p, q ∈ Z and m,n ∈ N,
equality
p
(Lb)m
=
q
(Lc)n
with p, q ∈ Z and m,n ∈ N, means pLncn = qLmbm.
Since b, c are distinct prime larger than L, we see that cn divides q and bm
divides p. In particular,
p
(Lb)m
∈ Z. Thus, the intersection of Z
(Lb)N
and
Z
(Lc)N
is Z.
This Claim finishes the proof of the theorem.
4.4 Functions around the exponential functions
We first apply the general negative result Theorem 4.9.
Theorem 4.16. Let β be a real number such that β > 1. For almost all real
numbers α, the function N → R such that n 7→ αβn is not uniformly close to
any function N→ Z having integral difference ratios.
Proof. Apply Theorem 4.9 with λn = β
n.
For β ∈ N, the above result holds for all α 6= 0 rather than almost all α.
Theorem 4.17. Let α be a non zero real number and k ∈ N \ {0, 1}. The
function N → R such that n 7→ α kn is not uniformly close to any function
N→ Z having integral difference ratios.
Assuming f : N→ N is uniformly close to αkx, to show that f does not have
integral difference ratios, we apply the integral difference ratios assumption to
suitably chosen ordered pairs 〈a, b〉.
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We first consider the case α ∈ N\{0} and show that, letting δx = f(x)−mkx,
the sequence of deviations (δx)x∈N is periodic (Lemma 4.18) and this yields a
contradiction. For α ∈ R \ {0}, using another family of ordered pairs 〈a, b〉, we
then prove that the base k expansion of α is periodic (Lemma 4.19). The proof
of Theorem 4.17 is then be easily concluded.
Lemma 4.18. If k ∈ N\{0, 1} and f : N→ N is uniformly close to the function
x 7→ mkx, with m ∈ N, then f does not have integral difference ratios.
Proof. Let us write f(x) = mkx+ δx with δx ∈ N such that δx < M . Let µ ∈ N
be such that M < kµ−1 − 1, hence
∀x ∈ N δx = |f(x) −mkx| < kµ−1 − 1 (17)
Let us apply the integral difference ratios assumption with a − b = N(kN − 1)
for some N ≥ µ+ 2. Then N(kN − 1) divides f(a)− f(b), and in particular,
f(a)− f(b) ≡ 0 (mod (kN − 1)) . (18)
Now, c − 1 divides cd − 1 for all c, d ≥ 1. Letting c = kN and d = kN − 1, we
see that
ka−b − 1 = (kN )kN−1 − 1 ≡ 0 (mod (kN − 1)) . (19)
Since f(a)−f(b) = mka−mkb+(δa−δb) = mkb(ka−b−1)+(δa−δb), equations
(18) and (19) yield
δa − δb ≡ 0 (mod (kN − 1)) (20)
hence δa − δb = 0 due to (17) and N ≥ µ+ 2. (21)
The sequence (δx)x∈N is thus periodic, with period (kN −1). Let a be a multiple
of mk(kN − 1). Since k ≥ 2, inequality (17) yields |δa − δ0| < kµ. Now,
by (20), δa − δ0 is divisible by kN − 1 > kµ. Thus, δa − δ0 = 0, so that
f(a)−f(0) = m(ka−1). This contradicts the integral difference ratios property
because mk divides a but does not divide m(ka − 1).
Lemma 4.19. If If k ∈ N \ {0, 1} and f : N → N has integral difference ratios
and is uniformly close to the function x 7→ αkx, with α ∈ R, then α is rational.
Proof. Let M be such that |f(x) − αkx| < M for all x ∈ N. For some µ ∈ N
we have M < kµ. Let ℓ = kµ+2 and g(x) = f((µ + 2)x). Then g also has
integral difference ratios and is uniformly close to the function x 7→ α ℓx and
|g(x)− α ℓx| < k2 = ℓ/k2 ≤ ℓ/4.
Thus, with no loss of generality, we can reduce to the case M = k/4 with
f(x) = ⌊αkx⌋+ δx where δx ∈ N satisfies |δx| < k/2. (22)
We use the base k expansion of integers and reals. In case α is of the form
n/kp, with p ∈ N, we systematically consider its infinite base k expansion which
ends with a tail of 0’s and not a tail of (k− 1)’s. The (finite) base k expansions
of the integers ⌊αkb⌋ and ⌊αka⌋ are related to the (infinite) base k expansion of
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the real α. If w is a (finite or infinite) word on the alphabet {0, 1, · · · , k−1, . },
we denote by w the integer or real having w as base k expansion. Then
α = t0t1 . . . tp . tp+1tp+2 . . .
⌊αkc⌋ = t0t1 . . . tp+c (with our convention on tails)
≡ tp+c (mod k)
⌊αka⌋ − ⌊αkb⌋+ (δa − δb) ≡ tp+a − tp+b + (δa − δb) (mod k) (23)
where the digits ti’s, i ∈ N, are in {0, 1, . . . , k − 1} and |δa − δb| < k.
Let b ∈ N and a = b + k. The integral difference ratios assumption insures
that
f(a)− f(b) ≡ 0 (mod k)
but f(a)− f(b) = ⌊αka⌋ − ⌊αkb⌋+ (δa − δb)
hence tp+a − tp+b + (δa − δb) ≡ 0 (mod k)
Since |tp+a − tp+b + (δa − δb)| ≤ 2k − 2, we see that tp+a − tp+b + (δa − δb) ∈
{−k, 0, k}. Recalling that b is arbitrary and a = b+ k, this means that
∀n ≥ p tntn+1 − tn+ktn+1+k ∈ {−k, 0, k} (24)
To conclude, we argue by cases.
Case tn = tn+k for some n ≥ p. Then (24) insures that tntn+1−tn+ktn+1+k = 0
hence tn+1 = tn+1+k and, via an obvious induction, tm = tm+k for all m ≥ n.
In particular, α is eventually periodic with period 1 hence α is rational.
Case tn 6= tn+k for all n ≥ p. First, (24) insures that (either tn = tn+k + 1 or
tn + 1 = tn+k) and tn+1 = tn+1+k, contradicting the assumption.
Proof of Theorem 4.17. By Lemma 4.19, if x 7→ αkx is uniformly close to
a function f having integral difference ratios, then α is rational. Let α = m/n
with m,n ∈ N. But |f(x)−(m/n)kx| < M implies |nf(x)−mkx| < nM , and nf
has integral difference ratios (by Proposition 3.3, closure under sum) and nM
is a constant, hence x 7→ mkx is uniformly close to a function having integral
difference ratios, contradicting Lemma 4.18.
4.5 Functions around the factorial function
The following results make Theorem 3.1 all the more unexpected.
Proposition 4.20. If a ∈ Z\{0} then the function ax x! does not have integral
difference ratios.
Proof. Let y + 1 > a be prime and x = 2y + 1 and observe that x − y =
y+1 divides x! hence also ax x! but does not divide ay y! hence does not divide
ax x!− ay y! .
Due to Theorem 3.1, the following strengthening of Proposition 4.20 for the
case a = 1 fails for a ∈ Z\{0, 1}. It also stresses that the one-point modification
of ⌊e x!⌋ and ⌈e x!⌉ in Theorem 3.1 is no accident.
Proposition 4.21. Let α be a non zero real number. The functions x 7→ ⌊α x!⌋
and x 7→ ⌈α x!⌉ do not have integral difference ratios.
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Proof. We reduce to the case α > 0 since ⌊−r⌋ = −⌈r⌉ for r ∈ R. We consider
the ⌊. . .⌋ case, the ⌈. . .⌉ case being similar. Arguing by contradiction, assume
⌊α × x!⌋ has integral difference ratios. Let θa ∈ [0, 1[ be such that α a! =
⌊α a!⌋+ θa.
First, we prove that if : x 7→ ⌊α x!⌋ has integral difference ratios, then α
is a rational number. Since 0! = 1! = 1, applying the integral difference ratios
property to a ∈ N \ {0} and b = 0 and b = 1, we see that both a and a − 1
divide ⌊α a!⌋−⌊α⌋ hence (since a and a−1 are relatively prime) a(a−1) divides
⌊α a!⌋ − ⌊α⌋. Thus, there exists Ka ∈ N such that
a(a− 1)Ka = ⌊α a!⌋ − ⌊α 0!⌋ = (α a!− θa)− (α 0!− θ0)
= α a! + δa where |δa| ≤ 2 + α (25)
α =
Ka
(a− 2)! −
δa
a!
(26)
hence α =
Ka(a− 1)
(a− 1)! −
δa
a!
(27)
α =
Ka+1
(a− 1)! −
δa+1
(a+ 1)!
(replace a by a+ 1 in (26)) (28)
Let round(α,N) be the unique integer x such that α ∈ [ xN − 12N , xN + 12N [.
Since |δa|, |δa+1| are bounded by 2+α then, for a large enough, (26) insures
that round(α, (a − 2)!) = Ka whereas (27) and (28) insure that round(α, (a −
1)!) = Ka(a−1) = Ka+1. Thus, Ka(a−1) = Ka+1 hence Ka
(a− 2)! =
Ka+1
(a− 1)! is
a rational constant r independent of a for a large enough. Equations (25) and
(28) insure that |α− r| < (2 + α)/(a+ 1)! for all a big enough; hence |α− r| is
arbitrarily small and thus α = r is a rational number.
We can now get the wanted contradiction. Let α = p/q where p, q are
relatively prime. Let a be such that a− q is prime and a− q > p q!. Since a > q,
we have α a! = p(a!)/q ∈ N hence ⌊α a!⌋ = α a! and a− q divides ⌊α a!⌋.
Also, α q! = p(q − 1)! ∈ N hence ⌊α q!⌋ = α q! = p(q − 1)!. Since a − q
is prime and a − q > p q!, it cannot divide ⌊α q!⌋. Thus, a − q cannot divide
⌊α a!⌋ − ⌊α q!⌋, contradicting the integral difference ratios assumption.
Theorem 4.22 shows that the uniform closeness analog of Corollary 3.16 fails.
Theorem 4.22. For a ∈ R\{0, 1}, let Xa be the set of real numbers α such that
the map x 7→ αax x! from N to R is uniformly close to some function having
integral difference ratios.
1. For every a ∈ R \ {0}, the set Xa has Lebesgue measure zero.
2. If a ∈ Z \ {0}, the set Xa contains e1/a Z but misses every non null rational
number.
Proof. 1. Applied with λn = a
n n!, Theorem 4.9 insures that Xa has measure
zero.
2. Inclusion Xa ⊇ e1/aN, for a ∈ Z \ {0}, is a consequence of Corollary 3.5.
By way of contradiction, assume some non null rational number α is in Xa.
Let α = p/q where p ∈ Z and q ∈ N \ {0, 1}. Let f : N→ Z and M ∈ N be such
that f has integral difference ratios and |f(x)− (p/q) ax x!| < M for all x ∈ N.
Thus,
q f(x) = p ax x! + εx qM with |εx| < 1.
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Choose y = 2qM and x = p ay y! + y + 1. Every divisor of q divides y and
x − y − 1 hence does not divide x − y. Thus, q and x − y are coprime. Since
q, x − y < x, we see that q(x − y) divides x! hence also p ax x!. Since q(x − y)
divides q (f(x) − f(y)), we see that q (x− y) divides
p ax x!− q (f(x) − f(y)) = p ax x!− (pax x! + εx qM) + (p ay y! + εy qM)
= p ay y! + ℓx,y (29)
where |εx|, |ε1| < 1 and |ℓx,y| < 2qM = y, whence p ay y! + ℓx,y < pay y! + y.
Then q(x−y) = q(payy!+1) > 2payy! cannot divide p ay y!+ℓx,y < pay y!+y <
2payy!. Contradiction.
How complex are the real numbers in the set Xa of Theorem 4.22? First,
we recall the notions of irrationality measure and Liouville numbers.
Definition 4.23. 1. The irrationality exponent of a real number α is the supre-
mum of all µ ∈ R+ such that the approximation |α − (p/q)| < 1/qµ holds for
infinitely many rational numbers p/q.
2. A real number is Liouville if its irrationality exponent is infinite.
Proposition 4.24. 1. Rational numbers have irrationality exponent 1.
2. Irrational numbers have irrationality exponent at least 2.
3. (Roth, 1955) All irrational algebraic numbers have irrationality exponent 2.
4. (Khinchin, 1924, cf. [21] p.17) Almost all real numbers have irrationality
exponent 2.
For a ∈ Z\{0}, the sole numbers known to be in the set Xa of Theorem 4.22
are those in the set e1/a Z. It turns out that all have irrationality exponent
equal to 2.
Proposition 4.25. All numbers s e1/a, a, s ∈ Z \ {0}, have irrationality expo-
nent 2. In particular, though they are transcendental, they are not Liouville.
Proof. It obviously suffices to consider s = 1. First, we consider the case a ∈
N \ {0}.
The continued fraction expansion [a0; a1, a2, . . .] of e
1/a was computed by
Euler (cf. [25] page 10):
e = [2, 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, . . .] = [2; 1, 2m, 1]m∈N
for a ≥ 2, e1/a = [1; a, 1, 1, 3a, 1, 1, 5a, . . .] = [1, (2m+ 1)a, 1]m∈N
Let pn/qn be its n-th convergent. As a general result for all irrational numbers
(cf. [10] Theorems 6, 12 and 9 & 13), we have
qn+1
qn
= [an+1; an, . . . , a1] < an+1 + 1 (30)
qn ≤ 2(n−1/2) (31)
1
qn (qn + qn+1)
<
∣∣∣∣e1/a − pnqn
∣∣∣∣ < 1qn qn+1 (32)
The above Euler formulas show that, the continued fraction expansion e1/a is
such that, an+1 ≤ n− 1 for n ≥ 3. Thanks to (30), we get qn+1 ≤ n qn. Using
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(31), for any ε > 0, this yields qn (qn + qn+1) ≤ (n + 1) q2n ≤ q2+εn for n large
enough. Reporting in (32), we finally have
1
q2+εn
<
∣∣∣∣e1/a − pnqn
∣∣∣∣ < 1q2n
which proves that the irrationality exponent of e1/a is 2. The argument also ap-
plies to e−1/a = 1/e1/a since its continued fraction expansion is [0; a0, a1, a2, . . .].
Open problem. Does the set Xa of Theorem 4.22 contain numbers with
irrationality measure other than 2?
We can only prove that it misses a subfamily of Liouville numbers.
Definition 4.26. Let θ : N→ N be such that, for all q ∈ N, the map n 7→ θ(q, n)
goes to infinity. A real number α is θ-Liouville if, for all n ∈ N, there exists a
rational number p/q such that ∣∣∣∣α− pq
∣∣∣∣ < 1θ(q, n) . (33)
Theorem 4.27. Let exp3 : N → N and θ : N → N be such that exp3(x) = xxx
and θ(q, n) = exp3(q n).
1. All θ-Liouville numbers are Liouville numbers.
2. For a ∈ Z \ {0, 1}, the set Xa misses all θ-Liouville numbers.
Remark 4.28. Recall (cf. [10] Theorem 22, or [21] Theorem 1 p.12) that, for
any θ, there exist θ-Liouville real numbers. For the above θ, an example is∑
n∈N
1
an
where a0 = 2 and an+1 = 2
an+exp3(nan).
Proof of Theorem 4.22. 1. Obvious since θ(q, n) ≥ qn.
2. Let α be θ-Liouville. With no loss of generality, we can assume α > 0. Let
C ∈ N be such that α < C. Then
∀n ∈ N ∃p ∈ Z ∃q ∈ N \ {0}
(∣∣∣∣α− pq
∣∣∣∣ < 1q exp3(nq) and p < Aq
)
. (34)
By way of contradiction, suppose α is in Xa and let f : N → Z and M ∈ N,
M ≥ 1, be such that f has integral difference ratios and |f(x)− αax x!| < M
for all x ∈ N. We argue in a way similar to that in the proof of Theorem 4.22.
Choose y = 5qM + C and x = p ay y! + y + 1. Observe that, for n large
enough, we have
ax x! + ay y! ≤ qM exp3(nq) (35)
In fact, by Stirling formula, there exist B,C (depending only on C andM) such
that, for n > B,
x ≤ (Aq)Aq , ax x! + ay y! ≤ (Bq)(Bq)Bq < qM exp3(nq)
Choose such an n ∈ N and let p, q be as in (34). Then, for all z ∈ N,
q f(z) = q α az z! + ε qM = p az z! + δ
az z!
exp3(nq)
+ ε qM (36)
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where |ε|, |δ| < 1. Arguing as for the case α rational, we see that q (x − y)
divides p ax x!− q (f(x)−f(y)). Thus, to get a contradiction, it suffices to show
0 < pax x!− q (f(x)− f(y)) < x− 1 . (37)
Now, (36) insures that
p ax x!− q (f(x) − f(y)) = p ay y! + ℓx,y +∆ a
x x! + ay y!
exp3(nq)
(38)
Using (35) and inequalities |ℓx,y| < 2qM , and |∆| < 1, we see that∣∣∣∣ℓx,y +∆ ax x! + ay y!exp3(nq)
∣∣∣∣ ≤ y
hence
0 < pay y!− y < p ay y! + ℓx,y +∆ a
x x! + ay y!
exp3(nq)
< pay y! + y = x− 1 .
This gives the wanted inequality and concludes the proof.
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