Abstract-In this work, we present the results of high-resolution dynamical downscaling of air temperature, relative humidity, wind speed and direction, for the area of Poland, with the Weather Research and Forecasting (WRF) model. The model is configured using three nested domains, with spatial resolution of 45 km 9 45 km, 15 km 9 15 km and 5 km 9 5 km. The ERA-Interim database is used for boundary conditions. The results are evaluated by comparison with station measurements for the period 1981-2010. The model is capable of reproducing the main climatological features of the study area. The results are in very close agreement with the measurements, especially for the air temperature. For all four meteorological variables, the model performance captures seasonal and daily cycles. For the air temperature and winter season, the model underestimates the measurements. For summer, the model shows higher values, compared with the measurements. The opposite is the case for relative humidity. There is a strong diurnal pattern in mean error, which changes seasonally. The agreement with the measurements is worse for the seashore and mountain areas, which suggests that the 5 km 9 5 km grid might still have an insufficient spatial resolution. There is no statistically significant temporal trend in the model performance. The larger year-to-year changes in the model performance, e.g. for the years 1982 and 2010 for the air temperature should therefore be linked with the natural variability of meteorological conditions.
Introduction
Downscaling is a method used to obtain geographical distribution and time evolution of smallscale features given large-scale coarse-resolution analyses, forecasts or simulations (HONG and KANA-MITSU 2014) . There are two main downscaling methods: statistical and dynamical (BENESTAD 2008) . Dynamical downscaling utilizes a dynamical regional model, forced by coarse-resolution data (GIORGI and BATES 1989) . Statistical downscaling is based on the relations between the large-scale parameters and regional-scale observations (KIM et al. 1984) . Both approaches were compared, e.g. by HUTH et al. (2015) . There is also a combined approach, named statistical-dynamical downscaling, which has also gained importance in climate research in recent years. Statistical-dynamical downscaling combines the benefit of both the statistical and dynamical approaches, and was presented, e.g. by FUENTES and HEIMANN (2000) and REYERS et al. (2015) . Here, the work is focused on dynamical downscaling at high spatial resolution. High-resolution models benefit, e.g. from detailed surface forcing information, including topography and land use, and local features, like sea breeze, can be explicitly resolved (HEIKKILA et al. 2011; SOARES et al. 2012; CZERNECKI 2013) . With the grid scale smaller than several kilometres, the explicit treatment of the entrainment process at the top of the planetary boundary layer may be applied and the advantages of this were shown, e.g. by HONG and DUDHIA (2012) . There is also certain criticism related with dynamical downscaling and high resolution. This has been addressed, e.g. by PIELKE (2013) and MURPHY (1999) , and is mainly related to the regional model and its settings. Many parameterization schemes, utilized in regional studies, were developed for coarse resolutions. This may lead to high positive bias in precipitation, which was reported, e.g. by SHRESTHA et al. (2013) . The development of the precipitation physics parameterization scheme for a smooth transition to cloud resolving scales is now in progress (HONG and KANAMITSU 2014; GRELL and FREITAS 2013) . Other sources of uncertainty are related with large-scale fields provided by the global climate models, the unphysical treatment of the lateral boundary conditions and inconsistencies in the dynamics and physics between the global and regional climate models.
Central Europe and Poland comprise a geographical region of transitional climate, with large seasonal and year-to-year variability. There are some examples of statistical downscaling applied for this area, presented, e.g. by MAROSZ et al. (2013) and MAROSZ and JAKUSIK (2014) . Examples of dynamical downscaling at high spatial resolution include simulations for short periods or limited to small areas of selected catchments (PAVLIK et al. 2011; CZERNECKI 2013) . The results of the European Coordinated Regional Climate Downscaling Experiment (EURO-CORDEX) project show the importance of dynamical downscaling for this area and also address the uncertainties related with this approach (GIORGI and GUTOWSKI 2015) . KATRAG-KOU et al. (2015) show the influence of the various physics scheme on the WRF model performance for Europe. KOTLARSKI et al. (2014) show the role of model grid resolution on the results of dynamical downscaling for the EURO-CORDEX domain. The demand for meteorological information, available for a long-term period, at high spatial and temporal resolution, and developed homogenously for a large area is increasing. This information is a must for other studies, such as ecology and tick diseases (KIEWRA et al. 2014) , air quality WERNER et al. 2011; HERNANDEZ-CEBALLOS et al. 2014) or hydrological forecasting (Jeziorska and Niedzielski, this issue) .
In this work, we present the application of the WRF model for dynamical downscaling of the ERAInterim data for the area of Poland, with high spatial resolution of 5 km 9 5 km. The model configuration is described and the results are compared with instantaneous surface meteorological measurements of air temperature, relative humidity and wind speed and direction. The model performance is summarized using both the domain-wide statistics and the spatial approach, where individual stations are assessed. In the second part of this work , this issue), we address the model performance for daily rainfall and air temperature, and analyse the results in terms of circulation type.
Data and Methods

Study Area
The study is focused on the territory of Poland in Central Europe, located between 49°00 0 N and 54°50 0 N, and 14°07 0 E and 24°09 0 E (Fig. 1 ). 
The WRF Model Configuration
The Advanced Research Weather Research and Forecasting Model (WRF) version 3.4.1 was used in this study (SKAMAROCK et al. 2008) . The model was run, for each year separately, for the 1981-2010 period. For each year, the simulation was started 14 days in advance, and these 14 days were treated as a spin-up time and removed from the analysis. The large-scale meteorological boundary conditions were taken from the ERA-Interim reanalysis of the European Centre for Medium Range Forecasting (DEE et al. 2011) . The model configuration was selected after running and evaluation of the model for the chosen test periods (KRYZA et al. 2013 WAłASZEK et al. 2014a ). The WRF model configuration applied in this study includes three one-way nested domains, with spatial resolution changing from 45 km 9 45 km for the outermost domain (d01, Figure 1 The WRF model domains and meteorological sites used for model evaluation Vol. 174, (2017) High-Resolution Dynamical.. 513 grid cells; Fig. 1 ) through 15 km 9 15 km (d02, 106 9 106 grid cells), to 5 km 9 5 km for the innermost domain (d03, 187 9 195 grid cells). All the domains have 51 vertical layers. The model configuration in terms of physics is summarized in Table 1 . All the domains share the same options of physics for radiation, microphysics and boundary layer scheme. For convection, coarse-resolution domains d01 and d02 use the Kain-Fritsch scheme (KAIN 2004) . For the fine resolution d03, convection is explicitly resolved.
Meteorological Measurements
In this study, we use meteorological measurements provided by the Polish Institute of Meteorology and Hydrology-National Research Institute (IMGW-PIB), available for 66 stations located in Poland (Fig. 1) . The focus of this study is on the meteorological variables which are of wide interest for other applications, including ecology and hydrology. The model evaluation is, therefore, presented for air temperature at 2 m (T2), relative humidity at 2 m (RH), wind speed (WSPD) and direction (WDIR) at 10 m. The measurements were available every 3 h. Only the data that passed the quality control at the IMGW-PIB are used for the model evaluation.
Evaluation of the Model Results
The WRF model results are compared with the measurements described above. For this comparison, we used the WRF model domain d03 data from a grid cell, in which the measuring site is located. It should be noticed here that we used the area averages (WRF model grid cell) and point values (measuring sites) in this work. The model error is calculated as the difference between the modelled and observed value, and the model performance was summarized using the following domain-wide error statistics:
• Mean error (ME)-calculated as the arithmetic mean from the model minus observation. This statistic indicates the general tendency for over-(ME [0) or underestimation (ME \0) of the given meteorological value by the model. The expected value is zero. The units are the same as for the analysed meteorological variable. For wind direction, the ME statistic is calculated as the shortest angular distance between the mean modelled and measured wind directions. The mean wind direction was calculated using the R software circular package. The positive/negative values of ME for wind direction mean that the modelled wind direction is shifted clockwise/counterclockwise if compared to the measurements. 
• where RMSE is the square root of the meansquared difference in prediction-observation pairings with valid data within a given analysis region Table 1 The WRF model physics options used in this study and for a given time, P i j is the individual predicted quantity at site i and time j, O i j is the individual observed quantity at site i and time j and M O is the observed mean. IOA varies between 0 and 1, and the expected value is 1 (perfect model performance). IOA is unitless and was calculated for T2, RH2 and WSPD. The IOA is calculated for a given month using the 3-hourly values from all the stations and all the years considered.
• Pearson's correlation coefficient (R)-calculated using the R circular package suitable for handling circular data. This statistic was calculated for wind direction only. R varies between -1 and ?1 and the expected value is ?1. R is unitless.
All the above-mentioned statistics were calculated domain-wide for the entire study period of 1981-2010 and separately for each season: winter (December, January and February, DJF), spring (March, April and May, MAM), summer (June, July and August, JJA) and fall (September, October and November, SON). ME and IOA (R in the case of wind direction) were calculated also separately for each station and the season, to spatially assess the model performance. All the statistics were calculated using the model and measurements available every 3 h.
In our study, we evaluate the model performance for the long period of 1981-2010. It is, therefore, of interest to check if the model performance shows some temporal characteristics, e.g. if the model performs better for the more recent years. We analyse this issue using the Taylor diagrams (TAYLOR 2001). In each plot, prepared separately for each season, we summarize the model performance for each year of the study period. The details on the Taylor diagrams are provided by TAYLOR (2001) . Also, we apply tests for statistical significance of the ME, MAE and IOA trends in the 1981-2010 period, using Mann-Kendall tests (MANN 1945; KENDALL 1970) .
Results
The results are organized as follows. First, the domain-wide error statistics are presented. Second, seasonal and diurnal variability in model performance is addressed and the spatial distribution of the model errors is presented. Finally, the model performance is summarized for each year separately, using the Taylor diagrams.
The model performance is summarized for the entire domain and the period of 1981-2010 in Table 2 . The model has a general tendency for overestimation of the observed air temperature. The wind speed is also slightly overestimated. The relative humidity and wind direction have negative ME. For the WDIR, this means that the wind direction is shifted counterclockwise compared with the measurements. MAE is higher compared to ME and reaches 1.7 K for T2, 9 % for RH2 and 1.5 m s (Figs. 2 and 3 ). This is especially noticeable when ME is considered. The air temperature is underestimated for the winter months of January, February and December (Fig. 2) . March and November have a mean error close to zero, and for the warm season the model overestimates the observed values of air temperature. For the relative humidity, the annual cycle in model performance is opposite, with an overestimation for cold months and underestimation for spring, summer and fall. For the wind speed, ME is above zero for all the months, except spring. The largest errors, in terms of absolute value of ME, are for late summer and fall. For the wind direction, the ME values are always below zero, and the largest errors, in terms of the absolute value of ME, are for spring and summer. IOA for T2 is very high for all the months, with slightly lower values for summer and fall. There is a strong annual cycle in IOA for relative humidity. The highest values of IOA are for the warm season months, with a drop in IOA for winter. Both the wind speed and direction show a similar annual cycle for the IOA and correlation coefficient, respectively. Cold season months have the highest values of IOA Vol. 174, (2017) High-Resolution Dynamical.. 515
and R. The warm season is characterized by smaller values of these statistics. For certain months, the model errors are significantly higher compared to the general summary presented in Table 2 and, for some months, the acceptance criteria, defined by EMERY et al. (2001) for air temperature ME (-0.5 K \ ME \ 0.5 K), are not met. Noticeably, the annual variability in IOA statistic is very small, especially for T2. Here, the acceptance criteria defined by EMERY et al. (2001) are met for T2 and WSPD (not defined for RH2 and WDIR).
Apart from the annual cycle in the model performance, the ME, MAE and IOA/R also show a daily pattern, which changes between the seasons (Figs. 4, 5) . For the air temperature, ME is negative for all hours in winter and positive for summer and autumn. For winter, the largest ME, in terms of the absolute values, are calculated for night hours. For spring, summer and autumn months, the largest errors are observed for morning hours and, especially for summer and spring, are small in early afternoon. For spring, the air temperature is underestimated for 18 UTC. The relative humidity shows a reversed daily For ME and MAE, the units are K for T2, % for RH2, m s -1 for WSPD and degrees for WDIR. IOA and R are unitless cycle. It is overestimated for winter for all hours and underestimated for the remaining seasons. This underestimation shows a pronounced daily pattern for summer, but not for autumn. For autumn, RH2 ME is ca. 5 % for the entire day, with slightly higher ME in terms of the absolute values for morning hours. For spring, ME is underestimated for 6 and 9 UTC and overestimated for 18 UTC. For the remaining hours, ME is close to zero. The wind speed is overestimated for the entire day during winter, summer and autumn. For winter, ME is the highest for the night and morning hours. A similar pattern is for summer and autumn, but the minimum ME values are shifted towards earlier hours when compared to winter (9 and 12 UTC), and the highest ME are for 6 UTC and afternoon hours. For spring, there is a change of sign for ME during the day. Night and early morning hours are overestimated, with maximum at 6 UTC. For daytime (9-18 UTC), the model underestimates the observed wind speed. For the wind direction, ME is negative for all seasons and hours. The exceptions are for spring 21 UTC and winter 15 UTC. The absolute values of ME for WDIR are very small for winter and are considerably higher for spring and, especially, summer months. For both spring and summer seasons, the largest errors are for 6, 18 and 21 UTC. For 21 UTC, ME is negative for summer and positive for spring.
The daily cycle of IOA for the air temperature is not so pronounced as for ME. Especially for winter, spring and autumn, the IOA is at a very high level throughout the day. For summer, IOA is lower for all hours, if compared to other seasons, and the lowest values are calculated for 3 and 6 UTC. For the relative humidity, the daily cycle is stronger, compared to air temperature, and is similar for all seasons. The maximum values are for 9-15 UTC and there is a decrease in IOA for the night and morning. The IOA values are the highest for spring, when compared with other seasons.
There is practically no daily cycle in IOA for the wind speed. The IOA values differ between the seasons, but remain at ca. the same level for all hours. For wind direction, there is also no daily pattern in IOA values for winter and autumn. For spring and summer, there is a decrease in IOA for afternoon hours (for summer also for 21 UTC).
The spatial patterns of all simulated meteorological variables analysed are in agreement with the general climatological knowledge for this area (Fig. 6, T2 and WSPD presented as an example). For the winter air temperature, there is a strong decrease in air temperature towards the east, with increasing continentality of climate. The warming effect of the Baltic Sea is noticeable along the coast. The coldest areas are the mountains in the south and lowlands in the north-eastern part of Poland, influenced by a more continental climate. A very similar pattern is observed in the measurements. The model reproduced very well the warm belt along the sea coast and ) for winter (DJF) and summer season calculated with WRF (gridded data) and measurements (points). Please notice inconsistent colour tables for winter and summer Vol. 174, (2017) High-Resolution Dynamical.. 519 the cold region in NE Poland. However, the warm areas of SW Poland are slightly overestimated compared with the measurements. For summer, the S-N gradient is stronger compared to winter (except for the mountains in the south, where the air temperature is determined by terrain height) and related to the elevation of the sun. The modelled summer air temperature is also higher than that measured for almost all of the stations shown in Fig. 6 . This overestimation is stable for the entire area and does not exceed 1 K for the majority of the meteorological stations used in this comparison. The wind speed does not show significant changes in spatial pattern if winter and summer seasons are compared. In general, a higher wind speed is calculated for the winter season, and this is in agreement with the general climatological knowledge for this region. The highest wind speeds are observed and calculated with the WRF model for the narrow belt along the seashore (individual grid cells with wind speed exceeding 6 m s
for both winter and summer seasons) and for the mountains in the south (above 8 m s -1 ), both for summer and winter seasons, and this is also confirmed by other studies for this area (e.g. CZERNECKI 2013). Large area of elevated wind speed in Central Poland is related to large frequency of winds from the west and lack of orographic barrier from this direction. The spatial distribution of the IOA statistics for winter and summer seasons is presented in Fig. 7 with the example of T2 and WSPD. Both meteorological variables show some similar features. The IOA values are generally lower for the seashore stations and mountains in the south. This is both for winter and, especially, for summer, for which the IOA values are smaller. For the lowland stations of central Poland, the IOA values are very high for T2 for both seasons. For the wind speed, the lowland stations show smaller IOA in summer, compared to winter.
For the wind direction, the Pearson correlation coefficient for each station during the summer and winter seasons is presented in Fig. 8 . There is a strong change in the model performance if winter and summer are compared. The correlation coefficient is higher for winter, when wind speed is, on average, stronger and exceeds 0.8 for the majority of the lowland stations. For summer, this statistic shows lower values for all the stations, and the decrease is the strongest for the seashore and the stations located in southern Poland. The station with the lowest R for wind direction, both for DJF and JJA, is Kłodzko, located in the mountain valley in SW Poland. This station is strongly influenced by the local orography (e.g. strong funnelling effects in winter during the frequent advections from the south); therefore, the spatial resolution of the WRF model (5 km 9 5 km grid) may not be sufficient to properly resolve all the physical processes in this location.
In this study, the WRF model has been run for the 30-year period of 1981-2010. The question as to whether the model performance changes over time should be considered. This might be related to different reasons, including changes in the quality of the measurements, land use (constant land use was applied for all years) or the quality of the boundary and initial data. To address this question, the model performance has been summarized for each year and season separately and the model performance is summarized using the Taylor diagrams (Fig. 9) . There is no statistically significant trend in model performance for all four meteorological parameters considered (only T2 and WSPD are presented for consistency) and all the model performance matrices used. The year-to-year changes in the model performance can be attributed to natural variability of climate. Year-to-year changes are especially large for the winter season and T2, with the two outliers in the plot for years 1982 and 2010. Year 2010 is also away from all the remaining points for winter WSPD (Fig. 9) . For summer, all the years are clustered in the plot and characterized by similar values of correlation and standard deviation. For WSPD, some clustering is also present, especially in winter, and lower correlations for the summer season.
Summary and Conclusions
In our study, we have applied the regional domain Weather Research and Forecasting model to dynamically downscale the coarse-resolution Era-Interim data to a high spatial resolution of 5 km 9 5 km grid. The application of the regional meteorological model 520 M. Kryza et al. Pure Appl. Geophys. WRF for the long-term period was undertaken to provide consistent spatial meteorological information for the entire area of Poland to various stakeholders who require this kind of information. Noticeably, this information has already supported ecological studies on tick activity (KIEWRA et al. 2014 ) and hydrological forecasting with HydroProg model (JEZIORSKA and NIEDZIELSKI 2015, this issue) . To our knowledge, this is the first study that analyses the WRF model performance for this geographical area at high spatial and temporal resolution and for a long-term period of 30 years. Therefore, the main focus of this paper was on the general quantification of the model performance for the meteorological variables, which are of wide interest for other researches, e.g. for such problems as air temperature and humidity, wind speed and direction. The WRF model results are, in general, in good agreement with the measurements. The model performance is better for the cold season and worse for warm months. This is especially clear for the mean error and might be linked with stronger convection in summer and larger variability of meteorological conditions. For summer, the WRF model was also found to be in worse agreement with the measurements for wind direction compared to other variables (T2 and RH2), and this supports the earlier findings by CZERNECKI (2013) . For the wind direction, it is also noticeable that the current spatial resolution of the model domain may not be sufficient to properly resolve the wind conditions in areas of complex terrain. An example is the Kłodzko station, for which the model did not properly reflect strong funnelling effects, caused by specific terrain configuration. The other issues are related with wind measurements, including changes of sensors during this long-term period, e.g. in the 1990s.
There are strong seasonal and diurnal cycles in the model performance, which are especially clear for the mean error statistics. The WRF model underestimates the air temperatures for cold seasons and overestimates them for warm periods. Similar findings were presented for Eastern Europe (EURO-CORDEX subdomain EA) by KOTLARSKI et al. (2014) using the multi-model ensemble approach. The underestimation in winter is observed for the entire day. Also for the warm season, the air temperature is overestimated for the entire day. The cycles are of opposite sign if T2 and RH2 are considered. All these cycles might be of importance for further application of the downscaling results, e.g. in hydrological modelling with the deterministic models. An example is TOPMO-DEL (JEZIORSKA and NIEDZIELSKI 2015, this issue), for which the temporal variability of evaporation has to be provided. There is a decrease in the model performance for wind speed and direction during hours with low wind speed. Large errors for these hours might also be related with errors in the wind speed measurements, which are of higher uncertainty for calm wind.
The index of agreement statistics is very high for air temperature, regardless of season. The IOA values are above 0.9 for all months and hours, which means that the WRF model results meet the acceptance 7. This means that the results obtained in this study are reliable and applicable for other research. The criteria are also met for wind speed (IOA [0.6). However, the mean error for air temperature usually exceeds the ±0.5 threshold proposed by EMERY et al. (2001) , which suggests the need for application of the bias correction before the results are applied to other studies. For summer, there is a negative bias for air temperature and positive for relative humidity. The magnitude of this bias shows small spatial variability and is below 1 K for air temperature and 5 % for relative humidity. Spatial and seasonal changes in the index of agreement are small for air temperature and relative humidity. For the wind speed, the changes are more pronounced. For all the meteorological variables considered, the model performance is worse for the seashore and mountain areas. Especially for the mountains, this could be related to insufficient spatial resolution of the WRF model domain. This is especially clear if the specific stations, like Kłodzko, located in a valley, are considered. Here, strong wind funnelling effects are observed, which were not resolved properly by the model because of the smoothing of the terrain topography by the application of the 5 km 9 5 km grid. However, the uncertainty related to wind speed and direction measurements, mentioned above, is also of importance here. Spatial distribution of meteorological variables obtained with the WRF model is in close agreement both with the station measurements and with general climatological knowledge for this area. Some seasonal and spatial features are well resolved by the model, including the warm belt along the sea coast, and the east-west gradient in spatial pattern of air temperature for winter. The 5 km 9 5 km model resolution results in a high spatial variability of the meteorological variables, especially for wind speed over mountainous regions. However, this resolution might still not be sufficient for solving local meteorological phenomena, which was demonstrated, e.g. by CZERNECKI (2013) .
There is no statistically significant temporal trend in the model performance. The larger year-to-year changes in the model performance, e.g. for year 1982 and 2010 for the air temperature should, therefore, be linked with the natural variability of meteorological conditions.
The results of this study have generated a substantial spatial meteorological data set, which will be made available using the OGC services to a wide community. It is therefore important to know the limitations of this database before this information is used for other research. There is also a need for further evaluation of the WRF model results for the study area. This has already been undertaken by CZERNECKI (2013) for wind speed, WAłASZEK et al. et al. (2015) the planetary boundary layer height. This is especially important as the WRF model becomes widely used for this area for various applications, e.g. aerosol feedback effect studies (WERNER et al. 2015a, this issue) , emission modelling (WERNER et al. 2015b ) and wind energy (CZERNECKI 2013) .
