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Abstract
In this work, we obtain some uniqueness theorems for meromorphic functions that share two sets.
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1. Introduction
In this work, by meromorphic function we always mean a meromorphic function in the complex plane C. We
assume that the reader is familiar with the standard notation of value distribution theory, and this can be found, for
instance, in [5] or [8].
Let f be a nonconstant meromorphic function. We use N(k(r, 1/ f ) to denote the counting function for the zeros of
f with multiplicity ≥ k, and use Nk)(r, 1/ f ) to denote the counting function for the zeros of f with multiplicity ≤ k.
We denote by S(r, f ) any function satisfying
S(r, f ) = o(T (r, f ))
as r →∞, possibly outside a set of finite measure. Define
Θ(∞, f ) = 1− lim sup
r→∞
N¯ (r, f )
T (r, f )
,
δ2(0, f ) = 1− lim sup
r→∞
N¯ (r, 1/ f )+ N¯(2(r, 1/ f )
T (r, f )
.
Let S be a set of complex numbers. Define
E(S, f ) =
⋃
a∈S
{z| f (z)− a = 0}
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where each zero of f (z)− a with multiplicity m is counted m times in E(S, f ). The notation E¯(S, f ) expresses the
set which contains the same points as E(S, f ) but without counting multiplicities.
In 1976, Gross [4] posed the following question.
Question A. Does there exist a finite set S such that, for any pair of nonconstant entire functions f and g, E(S, f )
= E(S, g) implies f ≡ g?
If such a finite set exists, a natural question is the following.
Question B. What is the smallest cardinality for such a finite set?
Yi [9] first gave an affirmative answer to Question A. So far, the best answer to Question B was obtained by Yi [10],
as follows.
Theorem A. There exists a set S with 7 elements such that E(S, f ) = E(S, g) implies f ≡ g for any pair of
nonconstant entire functions f and g.
Later, many authors studied these questions for meromorphic functions. The present best answer to Question B for
meromorphic functions was obtained by Frank and Reinders [3]. They proved the following result.
Theorem B. There exists a set S with 11 elements such that E(S, f ) = E(S, g) implies f ≡ g for any pair of
nonconstant meromorphic functions f and g.
A natural problem arises: What can we say if nonconstant meromorphic functions f and g have “few” poles? In
1999, Fang and Xu [2] (cf. [1]) proved the following theorem.
Theorem C. Let S = {z : z7 − z6 = 1}. Suppose that f, g are two nonconstant meromorphic functions satisfying
Θ(∞, f ) > 11/12,Θ(∞, g) > 11/12. If E(S, f ) = E(S, g) and E(∞, f ) = E(∞, g), then f ≡ g.
In this work, we shall prove the following results, which improve the above result.
Theorem 1. Let S = {z : z7 − z6 = 1}. Suppose that f, g are two nonconstant meromorphic functions satisfying
Θ(∞, f )+Θ(∞, g) > 1. If E(S, f ) = E(S, g) and E(∞, f ) = E(∞, g), then f ≡ g.
Theorem 2. Let S = {z : z7 − z6 = 1}. Suppose that f, g are two nonconstant meromorphic functions satisfying
Θ(∞, f )+Θ(∞, g) > 4/3. If E(S, f ) = E(S, g) and E¯(∞, f ) = E¯(∞, g), then f ≡ g.
2. Some lemmas
To prove our results, we need the following lemmas.
Lemma 1 ([6]). Suppose that f is a nonconstant meromorphic function, and P( f ) = ∑pk=0 ak f k , Q( f ) = ∑qj=0
b j f j are two coprime polynomials in f , where ak, b j are constants and ap 6= 0, bq 6= 0. Then
T
(
r,
P( f )
Q( f )
)
= max{p, q}T (r, f )+ O(1).
Lemma 2. Let f, g be two nonconstant meromorphic functions such that f 6( f −1) = g6(g−1). If Θ(∞, f ) > 1/3
or Θ(∞, g) > 1/3, then f ≡ g.
Proof. Without loss of generality, we assume that Θ(∞, g) > 1/3. Since f 6( f − 1) = g6(g − 1), we have
g(1− ( f/g)7)+ ( f/g)6 − 1 ≡ 0. (2.1)
Define h =: f/g. Next we prove that h is a constant.
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Suppose that h is nonconstant. From (2.1), we have
g = h
6 − 1
h7 − 1 =
5∏
i=1
(h − βi )
6∏
i=1
(h − αi )
, (2.2)
where α1, α2 . . . α6 are the distinct roots of z7 = 1 except 1, and β1, β2 · · ·β5 are the distinct roots of z6 = 1 except
1. Obviously, α1, . . . , α6, β1, . . . , β5 are distinct complex numbers. It follows from Lemma 1 that
T (r, g) = 6T (r, h)+ O(1). (2.3)
We see from (2.2) that
6∑
i=1
N¯
(
r,
1
h − αi
)
≤ N¯ (r, g). (2.4)
Using Nevanlinna’s second fundamental theorem (see [5] pages 42–43, formula (2.9), with q = 6, h instead of f , r
instead of rn), we have
4T (r, h) ≤
6∑
i=1
N¯
(
r,
1
h − αi
)
+ S(r, h)
≤ N¯ (r, g)+ S(r, h)
≤ (1−Θ(∞, g))T (r, g)+ S(r, h)
= (6− 6Θ(∞, g))T (r, h)+ S(r, h);
that is,
(3Θ(∞, g)− 1)T (r, h) ≤ S(r, h).
We arrive at a contradiction since Θ(∞, g) > 1/3.
Then h must be constant. From (2.1), we see that h7 = 1 and h6 = 1. Thus h = 1, and then f ≡ g. Lemma 2 is
proved. 
Lemma 3 ([7]). Suppose that f, g are two nonconstant meromorphic functions. If E(1, f ) = E(1, g), E(∞, f )
= E(∞, g) and Θ(∞, f )+Θ(∞, g)+ δ2(0, f )+ δ2(0, g) > 3, then f ≡ g or f g ≡ 1.
Lemma 4. Suppose that f, g are two nonconstant meromorphic functions. If E(1, f ) = E(1, g), E¯(∞, f ) = E¯
(∞, g) and 3Θ(∞, f )+ 3Θ(∞, g)+ 2δ2(0, f )+ 2δ2(0, g) > 8, then f ≡ g or f g ≡ 1.
Proof. Define
ϕ = f
′′
f ′
− 2 f
′
f − 1 −
g′′
g′
+ 2 g
′
g − 1 . (2.5)
Since E(1, f ) = E(1, g), let z0 be a simple zero of f − 1 and g − 1; then near z0, we have
f (z)− 1 = a1(z − z0)+ a2(z − z0)2 + · · · ,
g(z)− 1 = b1(z − z0)+ b2(z − z0)2 + · · · ,
where a1( 6=0), b1( 6=0), a2, b2, . . . are complex numbers. It follows that
f ′′
f ′
= 2a2
a1
+ O(z − z0),
and
2 f ′
f − 1 =
2
z − z0 +
2a2
a1
+ O(z − z0).
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Thus we get
f ′′
f ′
− 2 f
′
f − 1 = −
2
z − z0 + O(z − z0).
Similarly, we have
g′′
g′
− 2g
′
g − 1 = −
2
z − z0 + O(z − z0).
Hence ϕ(z0) = 0. Next we shall prove that ϕ ≡ 0.
Suppose on the contrary that ϕ 6≡ 0. Since E(1, f ) = E(1, g) and E¯(∞, f ) = E¯(∞, g), using Nevanlinna’s first
fundamental theorem and the logarithmic derivative lemma, we have
N1)
(
r,
1
f − 1
)
= N1)
(
r,
1
g − 1
)
≤ N
(
r,
1
ϕ
)
≤ T (r, ϕ)+ O(1)
≤ N (r, ϕ)+ S(r, f )+ S(r, g), (2.6)
and
N (r, ϕ) ≤ N¯ (r, f )+ N¯(2
(
r,
1
f
)
+ N¯(2
(
r,
1
g
)
+ N0
(
r,
1
f ′
)
+ N0
(
r,
1
g′
)
, (2.7)
where N0(r, 1/ f ′) denotes the counting function corresponding to the zeros of f ′ that are not zeros of f ( f − 1), and
N0(r, 1/g′) is defined analogously. By Nevanlinna’s second fundamental theorem, we have
T (r, f ) ≤ N¯ (r, f )+ N¯
(
r,
1
f
)
+ N¯
(
r,
1
f − 1
)
− N0
(
r,
1
f ′
)
+ S(r, f ), (2.8)
and
T (r, g) ≤ N¯ (r, g)+ N¯
(
r,
1
g
)
+ N¯
(
r,
1
g − 1
)
− N0
(
r,
1
g′
)
+ S(r, g). (2.9)
Noting that
N¯
(
r,
1
f − 1
)
+ N¯
(
r,
1
g − 1
)
≤ N1)
(
r,
1
f − 1
)
+ N
(
r,
1
g − 1
)
≤ N1)
(
r,
1
f − 1
)
+ T (r, g)+ O(1),
and combining (2.6)–(2.9), we have
T (r, f )+ T (r, g) ≤ N¯ (r, f )+ N¯ (r, g)+ N¯
(
r,
1
f
)
+ N¯
(
r,
1
g
)
+ N¯
(
r,
1
f − 1
)
+ N¯
(
r,
1
g − 1
)
− N0
(
r,
1
f ′
)
− N0
(
r,
1
g′
)
+ S(r, g)+ S(r, f )
≤ 2N¯ (r, f )+ N¯
(
r,
1
f
)
+ N¯ (r, g)+ N¯
(
r,
1
g
)
+ N¯(2
(
r,
1
f
)
+ N¯(2
(
r,
1
g
)
+ T (r, g)+ S(r, g)+ S(r, f ).
Then
T (r, f ) ≤ 3
2
N¯ (r, f )+ N¯
(
r,
1
f
)
+ N¯(2
(
r,
1
f
)
+ 3
2
N¯ (r, g)+ N¯
(
r,
1
g
)
+ N¯(2
(
r,
1
g
)
+ S(r, g)+ S(r, f )
≤
[
3
2
(1−Θ(∞, f ))+ 1− δ2(0, f )
]
T (r, f )
+
[
3
2
(1−Θ(∞, g))+ 1− δ2(0, g)
]
T (r, g)+ S(r, f )+ S(r, g),
J. Zhang, Y. Xu / Applied Mathematics Letters 21 (2008) 471–476 475
that is,
T (r, f ) ≤
[
5− 3
2
Θ(∞, f )− 3
2
Θ(∞, g)− δ2(0, f )− δ2(0, g)
]
T (r)+ S(r), (2.10)
where T (r) = max{T (r, f ), T (r, g)} and S(r) = o(T (r)) as r → ∞, possibly outside a set of finite measure.
Similarly, we have
T (r, g) ≤
[
5− 3
2
Θ(∞, f )− 3
2
Θ(∞, g)− δ2(0, f )− δ2(0, g)
]
T (r)+ S(r). (2.11)
From (2.10) and (2.11), we have[
3
2
Θ(∞, f )+ 3
2
Θ(∞, g)+ δ2(0, f )+ δ2(0, g)− 4
]
T (r) ≤ S(r), (2.12)
which is impossible since 3Θ(∞, f )+ 3Θ(∞, g)+ 2δ2(0, f )+ 2δ2(0, g) > 8. Therefore, ϕ ≡ 0.
From (2.5), we deduce that
f = Ag + B
Cg + D , (2.13)
where A, B,C and D are finite complex numbers satisfying AD− BC 6= 0. By Lemma 1, T (r, f ) = T (r, g)+O(1).
Noting that E¯(∞, f ) = E¯(∞, g) and 3Θ(∞, f )+ 3Θ(∞, g)+ 2δ2(0, f )+ 2δ2(0, g) > 8, we have
lim sup
r→∞
3N¯ (r, f )+ N¯ (r, 1/ f )+ N¯(2(r, 1/ f )+ N¯ (r, 1/g)+ N¯(2(r, 1/g)
T (r, f )
< 1. (2.14)
Now we consider three cases.
Case 1. AC 6= 0. From (2.13), we get N¯ (r, 1f−A/C ) = N¯ (r, g) = N¯ (r, f ). Nevanlinna’s second fundamental theorem
applied to f gives
T (r, f ) ≤ N¯ (r, f )+ N¯
(
r,
1
f
)
+ N¯ (r, 1
f − A/C )+ S(r, f ) = 2N¯ (r, f )+ N¯
(
r,
1
f
)
+ S(r, f ).
But, this contradicts (2.14).
Case 2. A 6= 0,C = 0. In this case, f ≡ (Ag + B)/D. If B 6= 0, then N¯ (r, 1f−B/D ) = N¯ (r, 1g ), and we can use the
reasoning of Case 1 with B/D used in place of A/C to obtain a contradiction. Thus B = 0, and so f ≡ gA/D. Since
E(1, f ) = E(1, g), there exists a point z0 such that f (z0) = g(z0), which yields A/D = 1, and thus f ≡ g.
Case 3. A = 0,C 6= 0. Then f ≡ B/(Cg+ D). As in Case 2, we can prove that D = 0, B/C = 1, and thus, f g ≡ 1.
This completes the proof of Lemma 4. 
3. Proof of theorems
Proof of Theorem 1. Let
F = f 6( f − 1), (3.1)
G = g6(g − 1). (3.2)
Since E(S, f ) = E(S, g) and E(∞, f ) = E(∞, g), we know that E(1, F) = E(1,G) and E(∞, F) = E(∞,G).
By Lemma 1, we have T (r, F) = 7T (r, f )+ O(1) and T (r,G) = 7T (r, g)+ O(1). It is easy to see that
N¯ (r, 1/F)+ N¯(2(r, 1/F) ≤ 2N¯ (r, 1/ f )+ N (r, 1/ f − 1) ≤ 3T (r, f )+ S(r, f ) ≤ 37T (r, F)+ S(r, F).
Then, we obtain
δ2(0, F) = 1− lim sup
r→∞
N¯ (r, 1/F)+ N¯(2)(r, 1/F)
T (r, F)
≥ 4
7
. (3.3)
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Similarly, we have
δ2(0,G) ≥ 47 . (3.4)
SinceΘ(∞, F) = 1−1/7(1−Θ(∞, f )) andΘ(∞,G) = 1−1/7(1−Θ(∞, g)), we conclude from the assumption
of Theorem 1 that
Θ(∞, F)+Θ(∞,G) > 13
7
. (3.5)
Combining (3.3)–(3.5), we have
Θ(∞, F)+Θ(∞,G)+ δ2(0, F)+ δ2(0,G) > 3. (3.6)
Then by Lemma 3, F ≡ G or FG ≡ 1. Now we prove that FG 6≡ 1.
Otherwise, we have
f 6( f − 1)g6(g − 1) ≡ 1. (3.7)
Since E(∞, f ) = E(∞, g), we know from (3.5) that f and g have no poles. Furthermore, we have f 6= 0, 1. Then
f must be a constant according to the little Picard theorem, a contradiction.
So we have F ≡ G, that is, f 6( f−1) = g6(g−1). According to the assumption, we see that eitherΘ(∞, f ) > 1/2
or Θ(∞, g) > 1/2. By Lemma 2, we have f ≡ g. Theorem 1 is proved. 
Proof of Theorem 2. Theorem 2 can be proved by using Lemma 4 and the same argument as in Theorem 1. We omit
the details here. 
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