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Abstract 
 
It is widely agreed that the integration of distributed generators (DGs) to power 
systems is an inevitable trend, which can help to solve many issues in conventional 
power systems, such as environmental pollution and load demand increasing. 
According to the study of European Liaison on Electricity grid Committed Towards 
long-term Research Activities (ELECTRA), in the future, the control center of power 
systems might transfer from transmission networks to distribution networks since most 
of DGs will be integrated to distribution networks. However, the infrastructure of 
conventional distribution networks (CDNs) has not enough capabilities to face 
challenges from DG integration. Therefore, it is necessary to make a long-term 
planning to construct smart distribution networks (SDNs).  
Although many planning strategies are already proposed for constructing SDNs, 
most of them are passive methods which are based on traditional control and operating 
mechanisms. In this thesis, an active planning framework for upgrading CDNs to 
SDNs is introduced by considering both current infrastructure of CDNs and future 
requirements of SDNs. Since conventional centralised control methods have limited 
capabilities to deal with huge amount of information and manage flexible structure of 
SDNs, virtual microgrids (VMs) are designed as basic units to realise decentralised 
control in this framework. Based on the idea of cyber-physical-socioeconomic system 
(CPSS), the structure and interaction of cyber system layer, physical system layer as 
well as socioeconomic system layer are considered in this framework to improve the 
performance of electrical networks.  
Since physical system layer is the most fundamental and important part in the active 
planning framework, and it affects the function of the other two layers, a two-phase 
strategy to construct the physical system layer is proposed. In the two-phase strategy, 
phase 1 is to partition CDNs and determine VM boundaries, and phase 2 is to 
determine DG allocation based on the partitioning results obtained in phase 1.  
ii 
 
In phase 1, a partitioning method considering structural characteristics of electrical 
networks rather than operating states is proposed. Considering specific characteristics 
of electrical networks, electrical coupling strength (ECS) is defined to describe 
electrical connection among buses. Based on the modularity in complex network 
theories, electrical modularity is defined to judge the performance of partitioning 
results. The effectiveness of this method is tested in three popular distribution networks. 
The partitioning method can detect VM boundaries and partitioning results are in 
accord with structural characteristics of distribution networks.  
Based on the partitioning results obtained in phase 1, phase 2 is to optimise DG 
allocation in electrical networks. A bi-level optimisation method is proposed, including 
an outer optimisation and an inner optimisation. The outer optimisation focus on long-
term planning goals to realise autonomy of VMs while the inner optimisation focus on 
improving the ability of active energy management. Both genetic algorithm and 
probabilistic optimal power flow are applied to determine the type, size, location and 
number of DGs. The feasibility of this method is verified by applying it to PG&E 69-
bus distribution network. 
The operation of SDNs with VMs is a very important topic since the integration of 
DGs will lead to bidirectional power flow and fault current variation in networks. 
Considering the similarity between microgrids and VMs, a hybrid control and 
protection scheme for microgrids is introduced, and its effectiveness is tested through 
Power Systems Computer Aided Design (PSCAD) simulation. Although more 
research is needed because SDNs are more complicated than microgrids, the hybrid 
scheme has great potential to be applied to VMs. 
 
Key Words: Distributed generators (DGs), electrical coupling strength (ECS), 
electrical modularity, genetic algorithm (GA), probabilistic optimal power flow 
(POPF), virtual microgrids (VMs).  
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Chapter 1 
Introduction 
 
Since the late 1860s, humans have entered the age of electricity. Electricity plays an 
important role in the industry and our daily life. A number of activities, such as lighting, 
textiles, communications, broadcasting and so on, should rely on stable electrical 
power supply. 
In conventional power grids, electricity is generated by power plants, through 
substations, transmission networks and distribution networks, finally, it is delivered to 
customers. Currently, most of power grids in the world operate in this way. However, 
conventional power grids are facing many challenges, including [1], [2]: 
 In most countries, electricity is generated from traditional thermal power plants 
which use fossil fuels as main fuels, but fossil fuels are running out and this 
kind of energy sources also cause many environmental issues;  
 Since most of infrastructure in power systems has served for many years, it is 
prone to fail, which affects normal operation of power systems; 
 With the development of social economy, load demands will continue 
increasing, but it is difficult for conventional power grids to meet increasing 
load demands due to limited expansion space; and 
 For some large countries, such as China, very long-distance transmission is 
needed to deliver electricity to cities. It decreases transmission efficiency and 
increases costs and power losses. 
All these issues affect the stability and efficiency of power supply. It is widely 
agreed that the integration of distributed generators (DGs) to power systems is an 
inevitable trend, which helps to solve the issues in conventional power grids and 
improve the performance of power systems. The benefits of DG integration can be 
summarised as [3]: 
 Decrease environmental pollution by deploying renewable energy resources; 
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 Reduce power losses and improve power supply efficiency as DGs can be 
closely installed to loads; 
 Provide reliable electricity to customers to meet the increasing load 
requirements; 
 Reduce generation costs of traditional fossil fuels; 
 Relieve the electricity pressure in peak demand periods; and 
 Encourage consumers to participate in energy trading markets. 
In the future, more and more DGs will be deployed to distribution networks. The 
integration of DGs can bring many benefits, but it also affects the normal operation of 
conventional distribution networks (CDNs). For CDNs, its main function is to 
distribute electricity from substations to customers, and there is almost no generator in 
CDNs. The power flow in a CDN is always in the single direction (which flows from 
substations to loads), but the connection of DGs leads to bidirectional power flow in 
networks. In addition, voltage and fault current variation, and stochastic nature of 
renewable DGs also cause some problems if DGs are directly connected to CDNs. To 
overcome these problems, constructing smart distribution networks (SDNs) becomes 
a popular topic, and it can be seen as a possible form of future distribution networks. 
 
1.1 Smart Distribution Networks (SDNs) 
Until now, there is no universally accepted definition of SDNs. According to the 
discussion in [4] and [5], SDNs should contain following characteristics:  
 Enable the deployment of renewable energies; 
 Allow the connection of new electricity users and meet their electricity 
consuming characteristics, such as plug and play service of electric vehicles. 
 Encourage the emergency of innovative energy efficiency solutions and the 
development of smart cities or neighborhoods. 
 Improve the quality of electricity supply; 
 Control the cost of routine; and 
 Interconnected in structure and complexity in operation. 
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In addition to SDNs, many studies propose to develop active distribution networks 
(ADNs), which are also called active distribution systems, to adapt to the changes of 
future power systems. A global definition of ADN is [6]: ‘ADNs are distribution 
networks that have systems in place to control a combination of distributed energy 
resources (generators, loads and storage). Distribution system operators (DSOs) have 
the possibility of managing electricity flows using a flexible network topology. 
Distributed energy resources take some degree of responsibility for system support, 
which will depend on a suitable regulatory environment and connection agreement.’ 
According to the definition of ADN, the ability of active energy management is pointed 
out as an important characteristic. ADNs are advanced visions of SDNs. 
Many new concepts, which can be applied to different scenarios, have been 
proposed as the backbone for SDNs, such as smart homes, smart cities, virtual power 
plants and microgrids [4]. 
Smart homes focus on the technologies in customer sides, including sensor networks, 
home area networks, smart information boxes, home display units, in-house AC/DC 
distribution with smart plugs, advanced converters and inverters, and diverse loads [4]. 
Communication security of smart homes is an important topic, detailed issues and 
possible solutions are reviewed in [7].  
A smart city is a new concept and it has the ability to manage the assets and resources 
of an urban area by using a variety of data collection sensors, therefore, the 
communication and city infrastructure can be directly interacted to operate more 
efficiently. There are five energy-related activities in smart cities, including generation, 
storage, infrastructure, facilities and transport. A general energy system design model 
is introduced to develop a smart city in [8].  
A virtual power plant is a system containing a variety of DGs and loads in a large 
geography, and it can also be seen as a system with a number of interconnected small 
systems. A virtual power plant is controlled by a central operator, and it is a grid-tied 
system. A virtual power operates with the connection to the main grid. Smart meters, 
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demand response and real time pricing are very important for the market trading of 
virtual power plants [9].  
A microgrid is another popular concept. According to the U.S. Department of 
Energy, a microgrid is defined as “a group of interconnected loads and distributed 
energy resources within clearly defined electrical boundaries that acts as a single 
controllable entity with respect to the grid. A microgrid can connect and disconnect 
from the grid to enable it to operate in both grid-connected or island mode. [10].” A 
microgrid is a much smaller system compared to the main power system, but it has 
similar functions as power systems. A microgrid has a vital characteristic which refers 
to the operation in islanding mode, which is not allowed in CDN planning because of 
voltage stability and synchronization issues. It is stated in [11] that constructing 
microgrids is an essential step in the electricity development pathway.  
However, microgrids have limited energy handling capability [12], [13], and it is 
impossible to completely reconstruct new microgrids in existing distribution networks. 
Therefore, virtual microgrids (VMs) have drawn much attention these days, and it is 
based on partitioning a CDN into a group of areas which will be constructed to 
microgrids eventually [13], [14]. The definition and characteristics of VMs are 
explained in Chapter 2. 
 
1.2 Distribution Network Planning 
To develop a SDN, suitable planning is very important. Conventional distribution 
network planning aims to determine the location, capacity, and time of investment by 
minimising costs to meet the load growth and ensure the safe operation of systems [15]. 
It always based on the principle of ‘fit and forget’, which aims to find optimal solutions 
considering the worst-case scenario, but the probability of occurrence for the worst-
case scenario is very low. What is more, it is a deterministic method based on given 
load forecast, but the uncertainty and variability of some kinds of DGs, such as solar 
power generators and wind turbine generators, are not considered [16]. Therefore, 
conventional distribution network planning is no longer suitable for SDNs with high 
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penetration of DGs. It is necessary to develop appropriate methodologies for SDN 
planning.  
Many planning strategies for constructing SDNs have already been proposed. In 
[17], a multi-level model was introduced to deal with the high penetration of DGs and 
storage devices. Operation issues and planning issues were combined by minimising 
cost, maximising reliability and the penetration of DGs with renewable resources. 
Koutsoukis, Georgilakis, and Hatziargyriou in [15] put forward a multistage 
coordinated planning for developing SDNs. The location, capacity and installation 
time of new distribution lines, substations, capacitor banks and voltage regulators were 
determined with the aim to minimise investment costs, and different active network 
management schemes were also considered during the planning. In this work, the 
allocation of DGs were assumed to be given. Martins and Borges [18] introduced an 
expansion planning of active distribution system. Topology changes, DG integration, 
rewiring and new load points were determined by applying two different 
methodologies. The first methodology analysed each individual scenario while the 
second methodology analysed all scenarios simultaneously. It was found that the 
second methodology could achieve better solutions in terms of costs and reliability 
while the first methodology could offer various solutions for planners. X. Shen, et al. 
in [19] presented a co-optimization model by considering both investment decisions 
and operation strategies to determine optimal reconfiguration of SDNs and the output 
of DGs.  
Although many methods are proposed for SDN planning, most of them are based 
on traditional control and operating mechanisms. These methods are called passive 
planning, their ‘Passive’ features can be summarised as: 
(1) It is based on conventional centralized control of power systems. 
(2) Its objective function cannot reflect the ability of active energy management of 
future networks. 
(3) It is difficult to deal with constraints of active energy management capabilities 
caused by the structure of CDNs. 
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To make a more comprehensive planning for constructing SDNs, a long-term 
guidance is needed considering the future vision of distribution networks. This thesis 
proposes a new concept of ‘Active planning’ for SDNs. ‘Active’ features should be 
considered in both its energy management and also its planning. Especially, the 
planning from CDNs to SDNs should reflect following ‘Active’ characteristics: 
(1) It has a guidance from a long-term development perspective which is based on 
decentralized control by swarm intelligence. 
(2) It is oriented to maximisation of ability in future active energy management; 
(3) It actively adapts to the existing characteristics of CDNs, including network 
structure and infrastructure. 
Conventional power systems are already formed, and they have served for so many 
years. To develop SDNs, a reasonable and economic way is to upgrade CDNs to SDNs. 
Therefore, in this thesis, a three-layer framework to upgrade CDNs to SDNs is put 
forward, and it is designed based on the principles of active planning. In this 
framework, both regional operation and overall management are considered, and VMs 
are constructed as basic units to realise the goal of decentralization control and swarm 
intelligence. Related planning issues, such as network topology, resource allocation, 
communication and power transaction mode, are carefully considered and designed. 
 
1.3 Chapter Breakdown 
The remainder of this thesis is organized as follows:  
Chapter 2 discusses control methods of conventional power systems and future 
power systems. Based on future decentralised control methods, a three-layer 
framework for upgrading CDNs to SDNs, which is based on VMs, is proposed. To 
construct the fundamental layer (physical system layer) of this framework, a two-phase 
strategy is introduced. 
Chapter 3 explains basic theories and tools which can be used to solve technical 
issues in the two-phase strategy, including some important concepts of complex 
network theories and a general review of optimisation methodologies. 
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Chapter 4 discusses the methodology which is applied to determine the structure of 
VMs. To determine VM boundaries, a partitioning method based on structural 
information is introduced, and the electrical coupling strength (ECS) is defined to 
describe electrical connection while electrical modularity is used to judge partitioning 
results.  
Chapter 5 introduces a bi-level optimisation method for DG allocation with the 
consideration of both autonomy of VMs and active energy management of networks. 
Based on the partitioning results in Chapter 4, the type, location, capacity and number 
of DGs are optimised based on probabilistic optimal power flow (POPF) calculation 
and genetic algorithm (GA). 
Chapter 6 focuses on operating issues of SDNs consisting of VMs. Possible issues 
of VM systems are discussed. Considering the similar characteristics between 
microgrids and VMs, a hybrid control and protection scheme for microgrids are 
studied and the feasibility of applying this scheme to VM systems is analysed. 
Finally, Chapter 7 summarises the main contributions of the thesis and provides 
recommendations for the future work.
8 
 
Chapter 2 
The Development of the Active Planning for 
Constructing SDNs 
 
For a distribution network, control methods are very important as they determine 
operating ways and also affect the performance of power systems. As discussed in 
Section 1.2, a significant difference between conventional distribution network 
planning and active planning for SDN is the change of control methods in networks. 
In this chapter, the characteristics of conventional centralised control and future 
decentralised control are discussed, and the advantages of future decentralised control 
are summarised. Based on future decentralised control methods, an active planning 
framework for developing SDNs is proposed. 
 
TSO1 TSO2
DSO1 DSO2 DSO3
 
Fig. 2.1  A power system based on conventional centralised control. 
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2.1 Conventional Centralised Control Systems 
A conventional centralised control system is shown in Fig. 2.1. It is a hierarchical 
control system. As shown in Fig. 2.1, the electrical power is supplied by large power 
plants, and loads are located in distribution networks. The power system is mainly 
controlled by transmission system operators (TSOs), who are responsible for 
maintaining the power balance between generation and loads. Information is shared 
among different TSOs. A TSO distributes the electrical power from power plants to 
distribution networks which belong to its control areas. Distribution networks are 
controlled by corresponding DSOs. A DSO is responsible for dispatching the power 
from transmission networks to loads, and it also monitors and controls the state of its 
own distribution network. There is no communication between DSOs. The reliability 
and stability of centralised control systems have been proven through practical 
applications for so many years. 
 
2.2 Future Decentralised Control Systems 
According to the study carried out by Electricity grid Committed Towards long-term 
Research Activities (ELECTRA), an important development trend of future power 
systems is that power generation units will transfer from central transmission system 
connected units to distributed distribution system connected units [20]. TSOs will not 
be as important as before, and they will control fewer number of conventional 
generators comparing to numerous number of DGs [21]. If future power systems are 
still in conventional centralised control, various problems will arise. For example, the 
randomness and intermittent characteristics of DGs will increase the information 
monitoring and process burden of TSOs. What is more, if a central processor fails, it 
will affect the operation of the entire network. Therefore, conventional centralised 
control is not suitable for future power systems anymore. In [22], a four-visions 
developing topology from current centralised control systems to future decentralised 
10 
 
control systems was proposed. It stated that future power systems would transfer from 
centralised systems with DGs to fully decentralised systems. 
 
2.2.1 Web-of-Cells (WoCs) 
To develop future decentralised power systems, one possible way is to partition a 
power system to several units, for example constructing Web-of-Cells (WoCs) system. 
It is a new idea which was recently proposed by ELECTRA Integrated Research 
Programme (IRP) in [20]. A WoCs system is shown in Fig. 2.2. In this system, the 
partitioned units are called control cells. Control cells are defined as  
“A group of interconnected loads, distributed energy resources and storage units 
within well-defined grid boundaries corresponding to a physical portion of the grid 
and corresponding to a confined geographical area.” 
 
HV Cell HV Cell
MV/LV Cell
MV/LV Cell
MV/LV Cell
 
Fig. 2.2  A power system based on decentralised control with control cells. 
 
According to this definition, the characteristics of a control cell can be summarised 
as 
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(1) It has the basic function of power systems, including DGs and load. 
(2) It has storage units to provide ancillary services. 
(3) It is a single entity with well-defined boundaries.  
(4) It is one part of a grid. 
In addition to boundary limitation, all control cells should be autonomous systems. 
Each cell has its own controller which is called a control cell operator (CCO). For each 
control cell, a CCO has the responsibility to know the real-time state of the cell and 
balance the power between generation and loads within its own cell. CCOs can 
communicate with each other. To keep the power balancing, power can be dispatched 
not only in each cell but also in other cells [23], which means power can be exchanged 
with other cells via boundaries. Accordingly, a control cell can operate either in 
islanding mode or with the connection to other control cells. 
Developing a decentralised control system like WoCs can not only adapt to the 
future vision of power systems but also bring many benefits, including: 
(1) It has lower burden of information processing as CCOs do not need to monitor the 
global state of power systems like TSOs; 
(2) It is flexible and efficient due to various operating modes. The utilization efficiency 
of reserve capacity is also improved; 
(3) It can deal with faults efficiently and ensure the security of systems. Since each 
partitioned unit has its own operator, unbalance problems or faults can be solved 
locally within specific areas, and the impact of fault on the other areas is reduced; 
and 
(4) It is compatible with TSO and DSO, so it is a good way to realise the smooth 
transaction from centralised control system based on existing facilities to future 
decentralised control system based on partitioned units. 
 
2.2.2 Virtual Microgrids (VMs) 
In some countries, such as China, the distribution of energy resources and load 
demands is unbalanced. A large amount of energy is located in the southwest regions, 
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while the load center is located in the central and eastern regions. It is much more 
expensive to transmit energy than electricity to load center due to long distance 
between energy resources and load center. In this case, ultra-high voltage transmission 
is necessary. It is not an economic way to completely construct WoCs in the whole 
power system.  
Since most of DGs are integrated to distribution networks, similar to the idea of 
WoCs systems, many studies propose to partition a distribution network to several 
small units in distribution networks, and different items are used to represent these 
partitioned units, such as island systems [24], networked microgrids [25], multi-
microgrids [26], and virtual microgrids (VMs) [27]. Among these four words, three of 
them contain the word of ‘microgrid’, which indicates that there should be some links 
between microgrids and partitioned units in distribution networks. Although there is 
no widely accepted definition about this kind of networks, their characteristics can be 
summarised according to existing studies. These partitioned units have similar 
characteristics with microgrids, such as high penetration of DGs, various operating 
modes [10], [28], and they also have the ability of self-adequacy, self-sufficient and 
self-healing [25], [27], [29]–[31]. For each partitioned unit, it should be self-adequate, 
which refers to power generation and consumption should keep balanced within each 
unit [25], [29]. For the whole distribution network, self-sufficient refers to minimise 
the power flow between partitioned units, and the imbalance between generation and 
loads [30]. Self-healing is the capability of autonomous restoration after faults or 
disturbances [27], [29], [31]. These units also have some special features which are 
different from microgrids, such as these units are virtual systems, which refers to they 
all belong to parts of the main network rather than completely islanding systems. 
Additionally, they are developed from existing CDNs. In this thesis, ‘virtual 
microgrids’ is used to represent this kind of distribution networks with partitioned units.  
Based on the discussion above-mentioned, VMs can be defined as: “Virtual 
microgrids are virtually autonomous systems based on the structure of CDNs, they 
have similar control strategies and operating modes as microgrids and can adapt to 
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future requirements of SDNs”. VMs should have the following three characteristics, 
including: 
1) They are developed from CDNs; 
2) They have characteristics of microgrids; and 
3) They have flexible structure based on virtual boundaries. 
Constructing VMs in distribution networks can not only meet the integration 
requirements of DGs but also in accord with the decentralised control vision of future 
power systems. 
 
2.3 Active Planning for Upgrading CDNs to SDNs 
 
2.3.1 Cyber-physical Systems and Cyber-physical-socioeconomic Systems 
Based on traditional network analysis methods, the network structure (physical part), 
data processing and communication (cyber part) are always studied separately [32]. 
The interaction between physical parts and cyber parts is not considered or considered 
in a simple approach. If the design of physical parts and cyber parts cannot adapt to 
the characteristics of each other very well, it will lead to some issues in real 
applications. Hence, constructing cyber-physical system (CPS) becomes a hot topic 
recently and it aims to integrate embedded computing technologies (cyber part) into 
physical systems [33]. The framework of a CPS is shown in Fig. 2.3. Cyber systems 
are responsible for monitoring the state of physical systems. They collect and analyse 
useful information from physical systems. Physical systems receive commands from 
cyber systems to control the behaviors of physical systems. CPS technologies can be 
used to deal with complex problems in modern industry fields [33]. In the last decade, 
CPSs are considered in the planning of SDNs. Some SDNs are seen as typical CPS 
systems [34], [35]. The interaction of physical parts and cyber parts in the planning of 
SDNs can make SDNs more efficient in operation and more responsive to customers 
[33].  
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Fig. 2.3  The framework of CPS. 
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Fig. 2.4  The framework of CPSS. 
 
Actually, energy transformation and consumption are driven by the requirements of 
social production and life. Hence, in a CPS, the command sent by cyber systems to 
physical systems is actually decided by socioeconomic behaviors. Therefore, in [36], 
an extended version of CPS is proposed, which is called cyber-physical-
socioeconomic system (CPSS). The framework of a CPSS is shown in Fig. 2.4. In 
addition to the physical systems and cyber systems, the interaction of socioeconomic 
systems with the other two systems are also considered. In this framework, 
socioeconomic systems send decision commands to physical systems via cyber 
systems by analysing the information from cyber systems. Cyber systems play vital 
roles as they provide information support in the operational interaction between 
physical systems and socioeconomic systems. A CPSS is a more comprehensive 
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version which can reflect the interaction relationship among different aspects in a 
system.  
 
2.3.2 Three-layer Active Distribution Network Planning 
Based on the idea of CPSS, a three-layer framework for upgrading CDNs to SDNs 
is proposed, and it is presented in Fig. 2.5. In this framework, VMs are basic units to 
realise the decentralised control of SDNs. 
The bottom layer is the physical system. In this layer, a CDN is divided into several 
units, and different partitioning results can be obtained based on specific goals. The 
allocation of new resources and devices, such as DGs, energy storage devices, is 
optimised to form VMs. To achieve operating mode transformation, and realise fast 
and accurate power exchange between VMs, intelligent devices are required on 
boundaries between VMs. Nowadays, the development of electronic devices can 
provide many choices, and soft open point (SOP) is one of the most popular devices. 
Although it is very expensive to apply SOP into distribution networks nowadays, the 
combination of SOP with traditional switches is a good choice. Moreover, based on 
VM systems, the integration of other resources can contribute to developing energy 
internet through the interconnection of these local networks.  
The top layer is the socioeconomic system, and it is responsible for power 
transaction. It receives the information from cyber systems and sends the transaction 
decision from VM operators to cyber systems and also affect the behavior of physical 
systems. Since numerous DGs and other devices will be integrated to SDNs, it makes 
the power transaction become complicated. Considering the decentralised structure of 
VMs, each VM should have its own operator (which is named as a VM operator) who 
takes similar responsibilities as a EV aggregator [37]. A VM operator is responsible 
for making final transaction decisions and control the power distribution in its own 
VM. Power exchange happens not only among VMs which belong to specific 
distribution networks, but also between distribution networks and other parts of the 
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system (the main grid). Therefore, in this layer, the transaction between VMs and the 
main grid is also considered. 
 
partitioned unit 1 partitioned unit 2
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Fig. 2.5  An active planning framework based on VMs. 
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The core layer of this framework is the cyber system, which links the other two 
layers together, and its ability of information collection and data analysis affects the 
behaviors and performance of the whole network. Measurement layout and local 
information utilization are important issues in this layer. Measurement layout should 
be in accord with physical structure and resource configuration of networks to improve 
the efficiency and effectiveness of information utilization. Therefore, in this layer, a 
multi-agent system is developed. Local information units are used to collect 
information from corresponding VMs in physical systems, and the collected 
information is analysed and shared among different agents. After analysing the 
collected information, information is sent to socioeconomic systems. Cyber systems 
provide some suggestions to VM operators for deciding transaction ways. The 
transaction decision made by socioeconomic systems is sent to cyber systems, and it 
is transformed to corresponding commands to control the behaviors in physical 
systems.  
This framework can well accord with the features of the active planning (which are 
discussed in Section 1.2). Firstly, it is based on a decentralised control system which 
consists of VMs. Secondly, optimising the ability of self-adequate and autonomous in 
VMs can ensure the flexibility and efficiency of active energy management. Thirdly, 
it is developed based on upgrading an existing CDN, so the existing infrastructure of 
CDNs can be utilised as much as possible, which can actively adapt to the structure of 
CDNs. What is more, the interaction of different parts (physical, cyber and 
socioeconomic systems) in a distribution network is considered in the planning stage, 
which can improve the performance of the whole system.  
 
2.3.3 Two-phase Strategy for Constructing Physical System 
According to the discussion in Section 2.3.2, the physical system layer should be 
the most fundamental part in this framework as it affects the structure and functions of 
the other two layers. A comprehensive planning is required to determine VM structure 
and resource allocation of DGs in the physical system layer. In most of existing studies, 
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VM structure and resource allocation of DGs are considered as separated issues. 
However, both of them affect the performance of networks. Combining the 
consideration of these two issues together, a two-phase strategy to construct the 
physical system is proposed. Phase 1 is the partitioning step, which refers to 
identifying boundaries of VMs considering structural characteristics. Based on the 
structure of interconnected VMs obtained in phase 1, phase 2 is the resource allocation 
step, which refers to optimising the resource allocation of DGs for each VM 
considering both conventional generators and DGs with renewable resources.  
In Chapter 4 and Chapter 5, related methodologies for the implementation of this 
strategy are discussed. To ensure normal operation and improve the performance of 
VM systems, control and protection issues are discussed in Chapter 6. 
 
2.4 Summary 
In this section, conventional centralised control systems are introduced. Obviously, 
large-scale installation of DGs into power grids is an inevitable development trend. 
With DG penetration level increases, traditional centralised control systems are not 
suitable for power systems. Developing a decentralised control system with partitioned 
units is a possible solution. In a decentralised control system, each partitioned unit has 
its own operator to monitor operating states and control its own unit, and it can also 
coordinate with other units. Constructing WoCs systems and VMs are examples of 
decentralised control systems. By constructing this kind of systems, power systems 
can be more flexible, efficient and stable. 
In the last decade, CPS is considered in SDN planning. CPSS is a more 
comprehensive version of CPS. The consideration of the interaction among physical, 
cyber and socioeconomic systems in the CPSS can improve the operational efficiency 
and effectiveness of a distribution network. Therefore, based on the idea of CPSS, a 
three-layer active planning framework is proposed to upgrade CDNs to SDNs. The 
structure and function of the active planning is explained, including the physical 
system layer, cyber system layer and socioeconomic system layer. In this framework, 
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VMs are basic units to adapt to the future decentralised control systems, and this 
framework is in accord with the characteristics of the active planning.  
Since the physical system is the most fundamental step in the active planning 
framework. A two-phase strategy is proposed to construct the physical system. The 
first phase is to determine VM boundaries and the second phase is to optimise the 
resource allocation of DGs based on VM structure. The methodologies about this 
strategy are discussed in Chapter 4 and Chapter 5.
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Chapter 3 
Technical Backgrounds for Developing SDNs 
 
To meet development requirements of future power systems, diverse kinds of 
methods are proposed to solve technical issues for constructing SDNs. To determine 
the decentralised structure of SDNs, many partitioning methods are proposed [38]–
[41]. With the development of complex network theories, several studies propose to 
solve electrical network issues based on complex network theories due to the similarity 
between electrical networks and other complex networks [42], [43]. Since 
characteristics of communities in complex networks are similar to features of VMs in 
distribution networks, community detection methods are good choices to determine 
VM boundaries in distribution networks. In this chapter, to find an appropriate method 
to partition VMs (which is the goal of phase 1 in the two-phase strategy proposed in 
Section 2.3.3), a brief review of related technologies in complex network theories is 
given. In addition, to select an optimisation method to determine optimal DG 
allocation in phase 2 of the two-phase strategy, basic principles, merits and defects of 
different optimisation methods are discussed. 
 
3.1 A Review of Complex Network Theories  
Complex network theory is a young and popular research topic, which is used to 
analyse many real networks, including computer networks, technological networks, 
brain networks and social networks. In complex network theories, different networks 
can be represented by simplified graphs, which consist of a series of nodes (vertices) 
B with a set of edges (links) L. Fig. 3.1 shows several important components in a 
network. There are three kinds of edges in complex networks. An edge usually refers 
to only one edge between two nodes (such as the edge between node 1 and node 2). A 
multiedge means there is more than one edge between two nodes (such as the edges 
between node 2 and node 3). A self-edge is the edge whose two ends are connected to 
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the same node (such as the edge in node 4). Since electrical networks are always 
considered as simple networks (which means there is only one edge between any two 
nodes if these two nodes have connection), in this thesis, research is carried out based 
on simple networks. The research of networks with multiedges and self-edges is not 
considered.  
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Fig. 3.1  A diagram of different components in complex networks. 
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Fig. 3.2  Description of the route from node v to node w using different concepts. (a) A walk; (b) 
A trail; (c) A path; (d) A geodesic path. 
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In complex networks, several concepts are defined to describe the route between 
nodes in a graph. A walk from node v to node w is a series of edges and nodes which 
start at node v and end at node w. A trail is a walk in which no edge is visited more 
than once. A path is a walk in which no node is repeated. A geodesic path (shortest 
path) is a walk which has the minimum number of edges between node v and w [44]. 
The difference of these four definitions can be found from Fig. 3.2. For each subfigure, 
the way in the figure is not the only choice from node v to node w. 
Unweighted networks and weighted networks are two kinds of complex networks 
which are commonly analyzed. For unweighted networks, the connection between any 
two nodes is either present or not. A social network can be an example of unweighted 
network when there are two kinds of connection between people, which refers to 
knowing each other or not knowing each other. A N×N adjacent matrix A can be used 
to describe the connection in an unweighted network. Imagine v and w are two nodes 
in a network, the element avw in matrix A can be written as  
 
1      there is an edge between vertex v and w
0      otherwise
vwa

= 

          (3.1) 
 
For a social network, node v and node w can be seen as any two people in this network. 
If they know each other, avw = 1, otherwise, avw = 0.  
To distinguish nodes and measure the connection of unweighted networks. The 
degree of any node v kv is defined as the number of edges connecting to it. 
 
1
BN
v vw
w
k A
=
=                           (3.2) 
 
where NB is the total number of nodes. Avw is the elements in the adjacent matrix which 
is defined in Equation (3.1). 
For weighted networks, strength of ties among nodes is considered. Taking the 
social network as an example, considering deeper relationship among individuals, 
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social ties are different, which means some people have stronger or weaker relationship 
than others even if these people all know each other. In this case, if edges are used to 
represent the relationship among people, different numbers can be assigned to 
represent the weight of edges. A larger number shows a stronger relationship while a 
smaller number means a weaker relationship. A N×N matrix B can be used to describe 
a weighted network, and the element bvw in this matrix is expressed as [45] 
 
 connection weigth between vertex v and wvwb =           (3.3) 
 
Similarly, for weighted networks, the degree of a node v vs  is equal to total weight 
of the edges connecting to this node.  
 
1
BN
v vw
w
s b
=
=                           (3.4) 
 
where bvw is the elements in matrix B as defined in Equation (3.3). 
Aforementioned concepts are some general methods based on topological 
information or simple weight distribution, which can be applied to analyse most of 
complex networks. However, these concepts may not be appropriate for electrical 
engineers to analyse electrical networks since electrical networks have specific 
characteristics. Firstly, electrical networks should be regarded as weighted networks 
rather than unweighted networks since the power flowing on transmission lines is 
different. Secondly, according to the principle of power transmission, which refers to 
transmitting the maximum power with the least losses, a line can transmit more power 
if the capacity of this line is bigger, while a line has less losses if the distance of this 
line is smaller. Hence, capacity and distance are two factors which affect the ability 
and efficiency of power transmission. These two factors (capacity and distance) should 
be considered as weight factors to describe characteristics of electrical networks. 
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3.1.1 Concepts Related to Distance and Capacity 
For most of complex networks, small world is an important characteristic, and it 
means that these networks have small average distance. An example is famous ‘six 
degrees of separation’, which indicates that a person can be connected to any person 
in the world by six, or fewer, social connections [46].   
In complex networks, the length of a walk between node v and node w is defined as 
the number of edges between these two nodes. Geodesic distance is always used to 
describe the distance between any two nodes in complex networks, and it is the length 
of geodesic paths. Based on geodesic distance, betweenness centrality, which is also 
called betweenness for short, is defined to distinguish which nodes or edges are more 
important than others. Betweenness of a node v X(v) and an edge l X(l) are  
 
( ) ,     
vN N
ij
i j ij
X v i j v B


=                     (3.5) 
( ) ,     ,  
lN N
ij
i j ij
X l i j B l L


=                    (3.6) 
 
where 
v
ij  is the number of geodesic paths passing through node v between node i and 
node j. 
l
ij  is the number of geodesic paths passing through edge l between node i and 
node j. ij  is the total number of geodesic paths between node i and node j. 
However, average distance or geodesic distance is not suitable to be applied to 
measure distance in electrical networks, since the power flowing from one node v to 
another node w in electrical networks does not follow specific paths, such as genetic 
paths. Equivalent impedance which reflects electrical characteristics is a good way to 
describe the distance in electrical networks [47].  
In addition to distance, another important factor is capacity, which can be seen as 
weight of edges. To describe characteristics of weighted networks, several factors 
should be considered:  
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(1) The total weight of edges, which reflects connection strength;  
(2) The number of edges connecting to nodes; and 
(3) The weight distribution among edges. 
The definitions of degree in Equation (3.2) and Equation (3.4) only reflect the first 
and second factors respectively, but neither of them can reflect the last factor. 
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(a) (b) 
Fig. 3.3  A network with the same total weight but different connection. 
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Fig. 3.4  A network with the same connection but different weight distribution. 
 
Taking simple networks in Fig. 3.3 and Fig. 3.4 as examples, in Fig. 3.3, kv(a) = 3, 
kv(b) = 4, and sv(a) = sv(b) = 1. The results using Equation (3.2) are different while the 
results using Equation (3.4) are same. In Fig. 3.4, kv(a) = kv(b) = 3, and sv(a) = sv(b) = 1. 
In this case, the results using Equation (3.2) and Equation (3.4) are same. However, it 
can be found that the weight distribution of (a) and (b) in Fig. 3.4 has a big difference. 
In (a), the weight of three edges are equal, but in (b), b1 has a larger weight than the 
other two edges. To describe the degree in weighed networks with the consideration of 
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all three factors together, a degree based on entropy was proposed in [47]. Firstly, the 
weight of an edge tvw is normalised as 
 
1
BN
vw vw vw
w
t s s
=
=                          (3.7) 
 
Considering all the edges connecting to node v, 
1
1
BN
vw
w
t
=
= . The entropic degree of 
node v gv is defined as 
 
1 1
(1 ln )
B BN N
v vw vw vw
w w
g t t s
= =
= −                      (3.8) 
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Fig. 3.5  A simple network with different power distributions. 
 
Entropic degree is a good way to describe weighted networks by taking capacity as 
weight. For electrical power systems, each transmission line has a maximum 
transmission limit, which is designed by engineers to ensure the stability and security 
operation of power networks, so maximum transmission limit is an important item to 
define the capacity of power transmission. However, capacity cannot be determined 
only by transmission limit, power distribution should also be considered as it 
determines which line first reaches the transmission limit. Taking the network in Fig. 
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3.5 as an example, if a generator is installed at bus v and a load is located at bus w, the 
number on different lines shows the power distribution of the network when a unit of 
power is injected to bus v and withdraws from bus w. Imagining transmission limit of 
all lines is equal to 1, it can be easily calculated that the line lv-i (which connects node 
v and node i) reaches its limit first when more power is injected. Therefore, the real 
power transmission capacity Cgd from generator bus g to load bus d is actually 
determined by this line (lv-i) [48]. The real power transmission capacity between load 
bus d and generator bus g Cgd is defined as 
 
max
mind lg gdl L
l
p
C
f
 
 =
 
 
                       (3.9) 
 
where plmax is the transmission limit of line l. flgd is the power change on line l when a 
unit of power is injected to bus g and withdraws from bus d.  
Based on power transmission capacity Cgd, betweenness of node v I(v) in power 
networks can be defined as [48] 
 
1
(v) ,       v g d B
2 V
d gd
g l
g G d D l L
I C f
  
=                 (3.10) 
 
where 
V
gd
l
l L
f

  is the total power on all lines connecting to bus v when a unit of 
power is injected to bus g and withdraws from bus d. I(v) is the total power passing 
through bus v considering all pairs of power transmission routes from generator buses 
to load buses with the power injection of Cgd. 
Line betweenness of power networks can be expressed as 
 
( ) ( ) ( )max , ,       p nI l I l I l l L =                  (3.11) 
( ) ,       if  0p d gd gdg l l
g G d D
I l C f f
 
=                 (3.12) 
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( ) ,       if  0n d gd gdg l l
g G d D
I l C f f
 
=                 (3.13) 
 
where Ip(l) is the positive betweenness of line l while In(l) is the negative betweenness 
of line l. Similarly, line betweenness is the maximum total power on line l considering 
all possible transmission routes from generator buses to load buses with the power 
injection of Cgd.  
Net-ability H(Y) is a concept which is used to measure the ability of power networks 
in the normal operation, and it is expressed as [49] 
 
1
(Y)
d
g
d
g G d DG D g
C
H
N N Z 
=                      (3.14) 
 
where NG and ND are total number of generator buses and load buses respectively. Zgd 
is the equivalent impedance between bus g and bus d.  
Based on the definition in Equation (3.14), both distance (equivalent impedance) 
and capacity (power transmission capacity) are considered. The inverse relationship 
between power transmission capacity and equivalent impedance can well reflect the 
ability of power transmission by considering all routes between generator buses and 
load buses, and it is in accord with the power transmission principle mentioned in 
Section 3.1. Based on this idea, electrical coupling strength (ECS) is defined in Chapter 
4 to measure electrical connection of electrical networks. 
 
3.1.2 Community Detection 
In complex network theories, another important concept is called community. A 
community is the group in which some nodes have higher connections among them 
than other nodes [50]. Fig. 3.6 shows an example of a network with four communities. 
In Fig. 3.6, the nodes within each oval belong to the same community, and it can be 
found that there are more physical connections among the nodes in the same 
community than the other nodes in this network. Communities can be classified as 
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disjoint communities and overlapping communities according to different 
characteristics of communities. For disjoint communities, each node only belongs to 
one community, while for overlapping communities, each node can be the components 
of several communities.  
 
 
Fig. 3.6  A network with four communities. 
 
According to the two-phase strategy proposed in Section 2.3.3, CDNs are 
partitioned to many VMs in phase 1. Since VMs are self-sufficient and autonomous 
systems, the electrical connection inside these VMs should be higher than the rest of 
the network, which is similar to characteristics of communities in complex networks. 
Therefore, community detection methods in complex networks have great potential to 
be applied to solve partitioning problems in CDNs. In this thesis, communities in 
electrical networks are considered as disjoint communities for efficient management, 
which is a common assumption in many studies [42], [43] 
To find communities in a network, various methods are proposed, but currently, 
there is no general algorithms that are effective to detect community structure of all 
networks since networks have different characteristics, but algorithms have their own 
limitations. For detecting disjoint communities, partitional clustering is effective by 
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minimising or maximising loss functions. K-means clustering is a representative 
algorithm of partitional clustering based on minimising the squared loss function of 
intra-cluster distance [51]. However, K-means clustering cannot detect the optimal 
community number of a network since the community number k must be given for 
initialization. What is more, it is difficult to get a unique solution because k center 
points are generated randomly.  
Since the number of communities is always unknown, a series of hierarchical 
clustering methods are proposed. Based on different partitioning mechanisms, 
hierarchical clustering methods can be classified as agglomerative algorithms and 
divisive algorithms. Agglomerative algorithms are bottom-up. At first, each node acts 
as a community. Then the closest node with higher similarity score is merged 
iteratively until all nodes form a unique community. On the contrary, divisive 
algorithms are top-down. It begins with the assumption that all nodes belong to a 
unique community. Then the edge with low similarity is removed iteratively until each 
node forms a single community. Accordingly, partitioning process of hierarchical 
clustering mainly depends on the value of similarity, and there are many ways to 
measure the similarity. For an n-dimensional Euclidean space, measuring the distance 
between nodes is a common way to define similarity. Given two nodes V (v1,v2,…vn) 
and W (w1,w2,…wn), several definitions of distance-based similarity are listed in Table 
3.1 [52]. In addition, based on random walk in graphs, commute-time [53], escape 
probability [54] and resistance distance [55] can also be used to measure similarities 
for particular graphs. The advantage of hierarchical clustering is that community 
number is not required to be set in advance. However, there are several limitations. 
Although a series of results with different community numbers can be obtained, there 
is no judgment criteria to discriminate which result is better. In many cases, 
partitioning results are unreasonable as the nodes with only one neighbor are 
partitioned to different communities. Moreover, several nodes may be missed in the 
partitioning procedure even they are important in a community [52]. 
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Partitional clustering and hierarchical clustering are always considered as traditional 
algorithms for community detection. Nowadays, modularity-based algorithms have 
drawn much attention due to their advantages. These algorithms rely on ‘modularity’, 
which is defined by Newman, as an important index to judge the performance of 
partitioning results. Modularity Q is defined as [45], [56] 
 
( )
1
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2 2
v w
vw v w
vw
k k
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
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 
                (3.15) 
 
where Avw is the adjacent matrix as defined in Equation (3.1). kv (kw) is the degree of 
node v (w), and it is the number of edges connecting to node v (w). 
1
2
vwvw
m A=   
is the total number of edges in a network. δ(a,b) is the Kronecker delta, and Cv (Cw) 
represents the community to which node v (w) belongs. If node v and node w are in 
the same community, (C ,C ) 1v w = . Otherwise, (C ,C ) 0v w = . 
 
Table 3.1 Several definitions of distance-based similarity 
Type Expression 
Euclidean distance ( )
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n
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=
= −
 
Manhattan distance 
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n
M
vw k k
k
d v w
=
= −
 
Chebychev distance 
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The main idea of modularity-based algorithms is to maximise the value of 
modularity, and most of these algorithms combines heuristics in community detection 
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process. In 2001, based on genetic algorithm, Boettcher and Percus proposed a 
extremal optimisation to solve hard optimisation problem by maximising modularity 
[57]. In [58], based on spectral information, eigenvalues and eigenvectors of 
modularity matrix were optimised. Newman proposed a greedy optimisation, which 
was an agglomerative algorithm by merging nodes to larger communities according to 
the increase of modularity or less reduction of modularity [56]. Modularity-based 
algorithms provide good ways to compare different partitioning results, and they are 
effective to solve NP-hard (non-deterministic polynomial hard) community detection 
problems [59]. Comparing to the other modularity-based algorithms, greedy 
optimisation method has a specific feature, which refers to detecting optimal solutions 
for a variety number of communities, so flexible solutions can be provided. 
Although many algorithms are applied to detect communities in complex networks, 
most of them are based on pure topological analysis, which means either the analysis 
of geodesic distance between nodes or density distribution of physical connection is 
considered. For electrical networks, straight application of pure topological analysis 
cannot reflect characteristics of electrical networks. It is necessary to consider specific 
electrical characteristics, i.e. distance and capacity, to detect communities (VMs) in 
CDNs. Based on the theories discussed in this section, a hierarchical partitioning 
method for CDNs is proposed and explained in Chapter 4. 
 
3.2 A Review of Optimisation Technologies 
Optimisation is a practical mathematical tool that is widely used to obtain optimal 
solutions in many areas, such as mechanics, civil engineering, control engineering, and 
electrical engineering. Defining objective functions is an important step for any 
optimisation problem. Accordingly, optimisation can be seen as a process of 
minimising or maximising objective functions, and related objective functions are 
called loss/cost functions (minimization) or utility/fitness functions (maximisation). 
Taking loss functions as examples, an optimisation problem can be expressed as 
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( ) 0g x =                           (3.17) 
( ) 0h x                            (3.18) 
 
where f(x) is the objective function, and it can have single or multiple objectives. x is 
a decision (control) variable, and it is possible solutions belonging to Ω. Ω is called 
searching space or choice set. g(x) and h(x) are equality and inequality constraints. All 
candidate solutions of optimisation must satisfy these constraints.  
The problem formulation for optimisation is based on following steps [60]. 
 Choosing variables; 
 Formulating constraints and variable limits; 
 Formulating objective functions; 
 Choosing algorithms to solve optimisation problems; and 
 Solving problems to get optimal solutions. 
Based on different optimisation mechanisms, there are a number of algorithms 
which can be used to solve optimisation problems, and different algorithms are only 
suitable to solve certain problems. Optimisation algorithms are always classified to 
three categories, and they are analytical methods, numerical methods and heuristic 
methods. To find a suitable optimisation algorithm to determine optimal allocation of 
DGs in the two-phase strategy, a review of related algorithms is given in this section.  
 
3.2.1 Analytical Methods 
In general, analytical methods are based on mathematical analysis, and they are 
applied to solve the problems with assumed conditions. Analytical methods are 
classified into two categories [60]. One is to verify candidate solutions to see if they 
can meet specific conditions. The other one is to find optimal solutions based on 
derived equations which are satisfied with optimality criteria. Compared to the other 
two kinds of optimisation methods (numerical methods and heuristic methods), the 
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optimisation process of analytical method is simpler, so it is easy to apply this kind of 
methods to solve problems if the problems have candidate solutions or optimal 
equations can be derived. The computation time of analytical methods is commonly 
less than other optimisation methods [61]. However, by using analytical methods, 
results obtained are not necessarily optimal. In addition, they are not general methods 
as they are only effective to solve certain problems. It has some limitations to solve 
more complex optimisation problems. 
 
3.2.2 Numerical Methods 
Numerical method is a kind of searching method. Taking the optimisation problem 
with lost functions as an example, general optimisation process of numerical methods 
can be summarised as [60]:  
Step 1: Based on either random or common sense, an initial trial solution is selected, 
then the objective function is evaluated.  
Step 2: According to certain movement principle, the second trial solution is 
obtained, and then the objective function is evaluated again.  
Step 3: If the objective function in step 2 is smaller than that in step 1, a new 
movement is made.  
Step 4: Repeat the process of step 2 and step 3 until a solution with the minimum 
objective function is found. 
Gradient search is one kind of numerical methods. According to opposite searching 
mechanisms, gradient search is classified to gradient descent and gradient ascent. 
Gradient descent is to find the local minimum while gradient ascent is to find the local 
maximum. Assuming F(x) is a multi-objective function, gradient descent can be 
explained by  
 
( )1n n nx x F x+ = −                       (3.19) 
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where ( )nF x−  represents that the direction of search is in the negative direction of 
gradient. γ is the step size. Selecting a reasonable step size is very important. If step 
size is too large, it will lead to an iterative too fast and the optimal solution may be 
missed. If step size is too small, iterative time becomes very slow. Determining the 
direction of movement, and new trial solutions are two important issues for gradient 
search. A disadvantage of gradient search is that it is not convergent for the network 
with few number of nodes [62].  
Linear programming is another kind of numerical method, and it is used to solve 
linear objectives with linear equality and linear inequality constraints. It is to find the 
point with a minimum or maximum objective in the feasible region of a convex 
polytope. Linear programming is suitable to solve complex problems, but some errors 
may occur during the process of linearization since linearization results are 
approximate values but not exact values. Moreover, this kind of methods are only 
effective to deal with the problems with linear objectives and constraints. To optimise 
the problems with non-linear objectives and constraints, applying non-linear 
programming is an effective method. Although non-linear programming can solve 
non-linear optimisation problems, the computation time of some problems is very long 
due to numerous number of variables [63].  
Dynamic programming was first introduced by Richard Bellman in the 1950s. It is 
used to solve problems with dynamic nature. Using this kind of method, a complicated 
problem is divided to many inner smaller problems, and these smaller problems are 
recursive. Other numerical algorithms, such as sequential quadratic programming [64] 
and ordinal optimisation [65], are also applied to solve optimisation problems. 
Compared to analytical algorithms, numerical algorithms are based on numerical 
calculation but not mathematical analysis. They are more complicated, and more 
computation time is needed due to searching process is needed. Thanks to the 
development of computer technologies, it makes numerical methods efficient and 
feasible. However, it also has several limitations. Numerical methods may only find 
local optima but not global optimal results. Another drawback is that the feasibility of 
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dynamic programming has an important premise, which means that a clear objective 
function must be given. It is inefficient to solve some real-world problems as it is 
impossible to generate explicit objective functions in some cases [60]. 
 
3.2.3 Heuristic Methods 
Comparing to analytical and numerical methods, heuristic-based methods provide 
possible ways to solve more complex and large-scale problems, which are impossible 
to be solved by using the technologies mentioned above. It is a kind of ‘trial-and-error’ 
method, which is to find optimal results by trials and errors, so it cannot guarantee to 
get the best solution, but it provides an effective and fast way to find a satisfactory 
solution. Until now, many heuristic methods are proposed and widely used to solve 
optimisation problems in different aspects, and most of these methods are named after 
the mechanism of related algorithms, which are based on animals’ or humans’ 
behaviors. In this subsection, some popular heuristic algorithms are introduced. 
Harmony search is a metaheuristic method, which simulates the improvisation of 
jazz musicians. This optimisation algorithm was proposed by Zong Woo Geem in 2001 
[66]. It is to find a perfect harmony (the optimal result) based on aesthetic standards 
(objective functions) from various combination of pitches (variables). The 
optimisation process of harmony search includes four steps: 
Step 1: Initialize harmony memory (HM) which contains a given number of possible 
solutions. 
Step 2: Based on harmony memory considering rate and pitch adjusting rate, a new 
harmony is generated. (Harmony memory considering rate is the probability of 
choosing a member from present harmony memory and pitch adjusting rate is the 
mutation rate of the chosen member.) 
Step 3: Update harmony memory. If the new harmony formed in step 2 is better than 
the worst harmony in HM, it will replace the worst one. Otherwise, it is eliminated.  
Step 4: Repeat the procedure of step 2 and step 3 until a termination criterion is met. 
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Particle swarm optimisation is inspired by behaviours of a bird flock or fish school 
in nature. It was proposed by Kennedy and Eberhart in 1995 [67]. This method is to 
guide particles (candidate solutions) to move towards the best position in searching 
space based on position and velocity. New velocity v’i and new position x’i are 
expressed as 
 
( ) ( )' * *1 2i i i i iv v a x g b x x = + − + −                (3.20) 
'
i i ix x v= +                          (3.21) 
 
where vi and xi is the velocity and position of particle i. g* is the current global best of 
all particles, and xi* is the individual best solution of particle i obtained so far. ɛ1 and 
ɛ2 are acceleration random vectors, which pull particles toward the best solution. a and 
b are called learning factors, which are constant. As particles are closer to optima, the 
motion and randomness of a and b decrease [68].  
It can be found that there are two important parameters in this algorithm, i.e. global 
best g* and local best known xi*. Both of them guide particles approach the best 
solutions. Besides, there is another key parameter, the maximum velocity vmax, which 
limits the variation of vi’ and it should be carefully selected. If vmax is too big, 
optimisation will converge too quickly. The optimal solution may be missed. If vmax is 
too small, optimisation will converge too slowly due to huge searching space. It leads 
to a long computing time. 
Artificial bee colony was proposed by Karaboga in 2005 [69]. It is inspired by the 
foraging behavior of honey bees. There are three roles in this method: employed bees, 
onlookers and scouts. Employed bees are responsible for looking for food sources 
(candidate solutions). According to information of nectar (fitness) from employed bees, 
onlookers choose a food source. The food source with high quality has a big chance to 
be selected by onlookers. When the food resource found by employed bees is 
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abandoned, employed bees become scouts, then scouts begin to explore and search for 
new food sources. 
The procedure of artificial bee colony can be explained as: Firstly, generating initial 
population with N food sources. N is swarm size. Based on memories, each employed 
bee goes to food sources and chooses the closest food source, then it sends this message 
to onlookers through dancing. Secondly, each onlooker selects a food source and goes 
to that source. Thirdly, neighborhood food sources vik are found according to previous 
memories,  
 
( )-ik ik ik ik mkv z z z= +                      (3.22) 
 
where zik is the ith solution of the swarm with a dimension of D.  1,2,...,m N , and 
 1, 2,...,k D  are two random selected indexes, and m must be different from i. zm is 
a randomly selected solution. ik is a random number within [-1,1]. When solutions 
approach to optimal solutions, the difference between zik and zmk becomes smaller. 
Accordingly, the step length of search decreases. 
Fourthly, onlooker bees evaluate nectar amount of food sources, and then select food 
sources which need to be abandoned. The abandoned food sources are selected based 
on the value of pi, and pi is defined as 
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where fi is the fitness of solution i, N is the total number of food sources, which is equal 
to the number of employed bees. 
Fifthly, some employed bees become scouts, and they start to find new sources to 
replace the ith solution according to 
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( ) ( )0,1 -ik k k kx lb rand ub lb= +                 (3.24) 
where lbk and ubk are lower and upper boundaries of kth dimension. Based on the 
normal distribution, rand (0,1) is a random number between [0,1]. 
Sixthly, update the best solution obtained so far. The process except initialization is 
repeated until a terminating condition is met. 
Genetic algorithm (GA) is another popular heuristic method, and it is based on 
evolutionary of natural selection and genetics [70]. In GA, each possible solution is 
named as a chromosome. Each variable is a gene of the chromosome. The number of 
genes is always equal to the number of variables. There are several steps for 
implementation of GA. Firstly, initial population is generated, which refers to 
randomly generating a number of chromosomes (the number of chromosomes is 
always 30 or 100), the number of chromosomes is called population size in GA. 
Secondly, calculating fitness for each chromosome. Thirdly, a new population, which 
is named as offspring population is generated based on selection, crossover and 
mutation operators. There are many ways to implement these three operators. 
Generally, the chromosome with a better fitness has higher probability to be selected 
in selection operator. The chromosome diversity increases in crossover and mutation 
operators, but crossover and mutation do not happen for each chromosome. Distinct 
settings of crossover and mutation rates are defined as follows [71]: 
 For a small population size, such as 30, crossover and mutation rates can be set 
to 0.9 and 0.01 respectively; 
 For a large population size, such as 100, crossover and mutation rates can be set 
to 0.6 and 0.001 respectively.  
All these steps discussed above can be seen as an iteration, and it is called a 
generation in GA. This process is repeated until a terminating condition is reached. 
Common terminating conditions include: computation time limits, the maximum 
generation number, fitness criteria and so on [71]. 
Comparing to numerical methods, GA has many advantages: 
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 It is more efficient as it can search multiple points in parallel instead of one 
point; 
 It has a greater probability to find the local optimal result due to the randomness 
of initial population and the diversity of population during searching process; 
 It is more versatile, which means it can be applied to solve many kinds of 
complex optimisation problems, especially for the problems which do not have 
full information of objective functions, as it only uses fitness information to 
measure the performance without derivatives or other information in searching 
process. 
 It uses probabilistic transition instead of deterministic rules, the search is 
multidirectional and there is no unified connection between generations. Base 
on crossover and mutation in searching process, random transition is used as a 
tool to ensure improvement among iterations.  
 It expresses variable sets as fixed-length chromosomes and it works in coded 
form instead of solving parameters, so it has good operability for solving 
different problems.  
To solve the DG allocation problem with many variables and complicated objective 
functions, GA is a good candidate method. Although GA is easy to be implemented as 
it has inherent parallelism, it also has several drawbacks. For example, the execution 
time of GA is very long, but for DG planning, this issue is not very important. Although 
it cannot guarantee to find the local best solution but it tends to converge towards good 
regions with high fitness [60]. It is found that GA is one of the most popular 
optimisation methods for DG allocation [61]. Moreover, some studies state that the 
population-based heuristic algorithms, such as GA, are more efficient for solving 
multiobjective and multimodal problems due to parallel searching characteristics [68]. 
Suitable algorithms are very important tools to solve optimisation problems as they 
affect the efficiency of calculation as well as the effectiveness and accuracy of 
solutions. As discussed at the beginning of this section, in addition to optimisation 
algorithms, variables selection, constraint setting and objective formulation are also 
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vital steps in the optimisation, but these steps should be chosen and set according to 
specific optimisation problems. The problem formulation for DG allocation is detailed 
discussed in Chapter 5. 
 
3.3 Summary 
To solve the two-phase strategy proposed in Chapter 2, a review of related 
techniques is discussed in this chapter, including complex network theories and 
optimisation methodologies. 
Complex network theories are applied to analyse many networks by simplifying 
networks to a number of nodes connecting with edges. For most of complex networks, 
topological information or weight distribution is used to describe characteristics of 
networks. However, these representations cannot reflect special characteristics of 
electrical networks. For electrical networks, both distance and capacity should be 
considered as weight. By analysing different concepts which have been used to 
describe distance and capacity respectively, the definition of net-ability gives a good 
way to express the relationship between equivalent impedance (distance) and power 
transmission capacity (capacity) in electrical networks, which is the basic idea to 
define ECS in Chapter 4. To find a suitable method to determine boundaries of VMs, 
a variety of community detection methods are introduced. Comparing to partitional 
clustering and hierarchical clustering methods, modularity-based methods, especially 
the greedy optimisation method proposed by Newman, are more effective to partition 
electrical networks and give accurate and flexible solutions. 
Optimisation technologies are popular tools to find the optimal solutions according 
to specific objective functions. To select a suitable optimisation method to solve DG 
allocation problem, three kinds of optimisation algorithms are discussed, including 
analytical methods, numerical methods and heuristic methods. Among these three 
kinds of algorithms, heuristic algorithms are more effective than the other two kinds 
of algorithms considering the scale and complexity of optimisation problems in 
electrical networks. Among heuristic algorithms, GA is one of the most popular 
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methods, and it has inherent parallelism based on efficient parallel searching. What is 
more, crossover and mutation operators can guarantee the variety and improvement of 
solutions in optimisation process. Based on GA, an optimisation method for optimising 
DG allocation is explained in Chapter 5.
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Chapter 4 
Hierarchical Partitioning of Virtual Microgrids 
Based on Structure Information 
 
4.1 Introduction 
To develop CDNs to SDNs, constructing VMs is a good way to integrate DGs and 
improve the flexibility and efficiency of power systems. According to the two-phase 
strategy which is proposed in Section 2.3.3, phase 1 is to partition CDNs, and 
determine VM boundaries. Therefore, selecting a suitable partitioning method for 
CDNs is very important. 
Community detection technologies in complex networks can be applied to partition 
electrical networks, and Section 3.1 reviewed many methods for community detection. 
Some partitioning methods are also proposed to partition distribution networks, which 
is discussed in Section 4.2. Although many partitioning methods are proposed to 
partition electrical networks, until now, there is no widely accepted standard 
approaches for partitioning and operation of VMs. Based on partitioning methods for 
community detection, in this chapter, a structural and hierarchical partitioning method 
is proposed. By using this partitioning method, not only boundaries for VMs but also 
dynamic boundaries can be detected.  
 
4.2 Partitioning Methods for Distribution Networks 
To upgrade CDNs and improve the function of distribution networks, several 
partitioning methods for distribution networks have been proposed. An optimal 
construction was proposed in [72], this construction was based on minimising power 
imbalance between generations and loads by considering the probabilistic nature of 
DGs, distributed energy storage resources (DGRs), and distributed reactive sources. 
Besides these factors, in [30], the reliability and supply-security were also taken into 
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consideration to optimise the construction of distribution networks. Using non-
dominated genetic algorithm-Ⅱ , Haddadian and Noroozian presented a two-step 
partitioning method [26]. Firstly, energy storage devices were used to determine 
boundaries of multi-microgrids, and then operation quality was tested by considering 
several technical indices, including adequacy, efficiency, voltage and reliability. 
Buayai, Ongsakul and Mithulananthan [73] proposed a two-stage multi-objective 
partitioning method. The optimal detection of partitioned units was based on analysing 
the loss sensitivity factor firstly, and then optimising the size and location of DGs by 
Pareto-based non-dominated sorting genetic algorithm II. Kirthiga et al. in [74] 
introduced a method to develop autonomous microgrids based on particle swarm 
optimisation and genetic algorithm. In this method, the location and size of DGs were 
determined firstly, then virtual boundaries of microgrids were identified by the analysis 
of power flow. In order to improve self-adequacy of distribution networks, dynamic 
boundaries of microgrids were used as variables in [75]. In this paradigm, the size and 
location of DGs were given, and dynamic boundaries of microgrids were determined 
based on the transmission lines with the lightest power flow according to different 
scenarios. 
The main function of conventional distribution networks is to distribute electrical 
power to customers, therefore, for most of existing distribution networks, there is no 
resource allocation of DGs. Although there are many partitioning methods which are 
already proposed for partitioning distribution networks [26], [30], [72]–[75], in these 
models, resource allocation of DGs is assumed to be given, and these methods are 
based on analysing operating states. In fact, besides resource allocation, another 
important factor which determines operating states is network structure. In addition, 
special characteristics of VMs are also very important for constructing VMs. For 
example, VMs are self-sufficient and autonomous systems. Therefore, VMs should 
have some features from the structural point of view, which refers to dense electrical 
connection inside their own systems while relatively sparse electrical connection 
between VMs. This feature can also meet the goal of power transmission, which refers 
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to transmitting the maximum power with the least losses. What is more, for CDNs, 
network structure is already formed, and it is unlikely to be changed much, but 
resource allocation of DGs is an evolutionary process. Hence, it is more reasonable to 
partition VMs based on the analysis of inherent characteristics of network structure, 
and it is more feasible to upgrade CDNs in which resource allocation of DGs is not 
performed yet. Therefore, rather than analysing operating states based on given 
resource allocation, network structural characteristics are used to identify boundaries 
of VMs in phase 1. ECS is defined to describe structural characteristics and identify 
boundaries of VMs. Based on partitioned networks, in the next chapter, the 
optimisation method of DG allocation for phase 2 is discussed. 
 
4.3 Electrical Coupling Strength 
As the partition based on structural characteristics is more reasonable and 
meaningful, it is necessary to find a suitable way to describe structural characteristics 
and electrical connection of distribution networks in terms of following three problems. 
 In complex networks, adjacent matrix is used to describe the characteristics of 
connection. But for distribution networks, what quantities should be considered 
for the definition of weight index? 
 If the number of quantities for weight index is more than one, how to define the 
composite weight index? 
 To incorporate the characteristics of electrical networks where power flows 
through different routes between two buses, how to describe and define the 
equivalent weight index? 
In following parts, these problems are discussed and solved one by one. 
 
 In complex networks, adjacent matrix is used to describe the characteristics of 
connection. But for distribution networks, what quantities should be considered 
for the definition of weight index? 
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As discussed in Section 3.1, for many complex networks, community detection 
methods are always based on topological analysis. It is not reasonable to straight apply 
these methods to partition distribution networks. For distribution networks, both 
electrical distance and transmission capacity should be important quantities to define 
the weight index. The smaller electrical distance is, the less voltage drop and power 
losses are. The larger transmission capacity is, the more power lines can transmit. 
Therefore, the definition of weight index should be based on these two quantities, i.e. 
electric distance and transmission capacity, to realise the goal to transmit the maximum 
power with the least losses. 
 
 If the number of quantities for weight index is more than one, how to define the 
composite weight index? 
So far, most of weight indexes in complex networks usually consider one quantity, 
for example the interpersonal relationship in social networks, the energy between 
predators and preys in food chain networks [45]. However, for the partition of 
distribution networks, two quantities should be taken into account at the same time.  
As introduced in Section 3.1.1, net-ability provides a good way to describe the 
inversely proportional relationship between capacity and distance. The bigger the 
capacity is and the smaller the distance is, the electrical connection is stronger. 
However, it only considers the paths between generation nodes and load nodes. For 
most of CDNs without DG allocation, all nodes can be seen as candidate nodes for DG 
installation. What is more, the scale difference between these two quantities should be 
considered as it may result in the value of electrical connection being only sensitive to 
Cdg or Zdg. Therefore, considering the electrical connection between any pair of nodes, 
these two quantities are redefined by normalising their values based on average, 
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where Cvw is transmission capacity between any two nodes, i.e. node v and node w. 
Z’vw is the electrical distance between node v and node w, and Yvw is the reciprocal of 
Z’vw. C   and Y   are average values of the total transmission capacity and total 
electrical distance in the same network. B refers to all the buses in the network.  
In order to obtain different partitioning results according to different purposes and 
improve the flexibility of upgrading strategies, the weight proportions of the two 
quantities can be changeable, thus, the composite weight index vwE  is defined as 
 
      , Bvw vw vwE Y j C v w = +                   (4.3) 
 
where α and β are proportion coefficients, and 1 + = . B is the set of nodes. The 
relationship for different values in this equation can be clearly seen in Fig. 4.1, which 
is similar to the relationship of impedance, resistance and reactance.  
 
0
vwYvwY
vwC
vwC
vwE
 
Fig. 4.1  The relationship of different values in the composite weight index. 
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Fig. 4.2  A simple distribution network. 
 
 To incorporate the characteristics of electrical networks where power flows 
through different routes between two buses, how to describe and define the 
equivalent weight index? 
In complex networks, sometimes, it is necessary to analyse weighted networks, but 
only directly connected lines are considered [45], [76]. It is different from distribution 
networks due to specific electrical characteristics. For distribution networks, the power 
flows on not only directly connected transmission lines but also indirectly connected 
transmission lines. Taking the network shown in Fig. 4.2 as an example, the numbers 
on transmission lines are impedance values. Assuming transmission capacity for all 
lines are identical, if certain amount of power is injected from bus 2 and it withdraws 
from bus 4, the power will not only flow on the directly connected transmission line 
l2-4 but also on the indirectly connected lines l2-3 and l3-4. Consider the impact from l2-
3 and l3-4, it can be easily seen that the parallel impedance between bus 2 and bus 4 
(
0.6*(0.2 0.4)
0.3
0.6 (0.2 0.4)
+
=
+ +
) is smaller than the impedance directly connecting bus 2 and 
bus 4 (0.6), so the value of ECS between bus 2 and bus 4 is bigger than that just 
considering directly connecting line l2-4. It has a great impact on the evaluation of 
electrical connection between these two buses. Therefore, when calculating the 
composite weight index between any two buses, all possible lines for power 
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transmission should be considered, so it is better to use equivalent values of electrical 
distance Z’vw and transmission capacity Cvw. 
In electrical theories, equivalent impedance is an importance concept which can be 
used to measure the impedance between any two buses, including all transmission lines 
no matter they are directly connected or indirectly connected. Some studies use this 
concept to represent electrical distance [41], [77].  
Imaging there are n buses in an electrical network, the network can be expressed as 
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where 1 2 n, , , , , , ,v wU U U U U  are node voltage; 11 12, , nnZ Z Z  are elements in 
the impedance matrix. 1 2, , , , , , ,v w nI I I I I  are injection current at nodes. 
If one unit of current is injected at node v and withdraws from node w, Equation 
(4.4) can be updated to  
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The equivalent impedance between node v and node w Z’vw can be derived from 
Equation (4.5)  
' 2vw vv ww vwZ Z Z Z= + −                    (4.6) 
Therefore, for a given electrical network, the equivalent impedance between any 
two nodes can be calculated. In this thesis, equivalent impedance is used to represent 
equivalent electrical distance between nodes. 
d
gC  
As discussed in Section 3.1.1, real power transmission capacity 
d
gC  is a good way 
to represent the capacity between any two nodes, however, it only considers the power 
transmission between generator nodes and load nodes. If ignoring bus types, which 
means any bus can be either a generator node or a load node, for any pair of nodes in 
a network, 
d
gC  can be updated to 
 
maxmin ,      , B, L
l
vw l
vw
p
C v w l
f
 
 =  
 
 
                (4.7) 
 
where L is the set of lines. max
lp  is the transmission limit on line l. 
l
vwf  is the power 
change on line l when a unit of power is injected to node v and withdraws from node 
w, and it can be calculated based on Power Transfer Distribution Factors (PTDF), 
which is a NL×NB matrix and measures the sensitivity of power change on lines when 
a unit of power is injected to a couple of buses and withdraws from the reference bus. 
Thus, each element flv in the PTDF means the power change on line l when a unit 
power is injected to bus v and withdraws from the reference bus. 
l
vwf   can be 
expressed as [48] 
 
,       lvw lv lwf f f l L= −                       (4.8) 
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Based on the discussion above, ECS matrix is defined to describe electrical 
connection from the structural point of view, and the element in the ECS matrix 
E
vwA  
is expressed as 
 
E
vw vwA E=                            (4.9) 
 
4.4 Partitioning Based on Electrical Modularity 
As discussion in Section 3.1.2, the buses within VMs have stronger electrical 
connection from the structural perspective, which is similar to structural characteristics 
of communities. Considering the merits of modularity-based community detection 
methods, in this chapter, Newman Fast Algorithm (the greedy optimisation method) 
which is based on modularity [56] is chosen to solve VM partitioning. Modularity is 
further improved by proposing the electrical modularity which is more suitable for 
distribution networks. 
 
4.4.1 Electrical Modularity 
For community detection in complex networks, Newman proposed to use 
modularity to judge the quality of partitioning [76]. If modularity is bigger, it means 
the nodes which are in the same community are densely connected with each other, 
while the nodes which are in different communities have sparse connection with each 
other. Therefore, the bigger the modularity is, the better the partition is. The definition 
of modularity Q is defined in Equation (3.15). However, this modularity index can 
only be applied to unweighted networks, and it is unsuitable for partitioning weighted 
distribution networks. In [45], Newman proposed an algorithm for weighted network, 
but it is not suitable for describing the electrical characteristics as discussed in Section 
4.3. Therefore, according to the definition of ECS and modularity, electrical 
modularity Qe is proposed to judge the partitioning quality of CDNs, and it is expressed 
as 
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where 
E
vA  is defined as the ECS degree of bus v, and it is equal to the sum of ECS 
connecting to bus v. Similarly, 
E
wA  is the ECS degree of bus w. M is the sum of ECS 
in the whole distribution network. 
The meaning of electrical modularity can be explained as: for a given network G, if 
one unit of ECS is randomly taken from it, the probability of this unit of ECS 
connecting between bus v and bus w can be explained by considering the following 
two events: 
(1) One side of the unit of ECS is connected with bus v. 
(2) The other side of this unit of ECS is connected with bus w. 
The probability for event (1) should be 
2
E
vA
M
. As in the given network G, the ECS 
E
vwA  between bus v and bus w is already known, so event (2) is not independent from 
event (1). When event (1) is true, the probability of event (2) is 
E
vw
E
v
A
A
. Therefore, the 
probability of the selected unit of ECS connecting bus v and bus w is equal to 
2 2
E E E
v vw vw
E
v
A A A
M A M
 = . 
Similarly, imaging there is a benchmark network R. In this network, the number of 
buses, ECS degree and total ECS are exactly the same with those in G, however, the 
distribution of ECS is random. If one unit of ECS is randomly taken from this network, 
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the probability of event (1) is also equal to 
2
E
vA
M
. However, as the distribution of ECS 
is random, event (2) and event (1) are independent, so the probability of event (2) is 
2
E
wA
M
. Therefore, the probability for the selected unit of ECS connecting bus v and bus 
w is 
2 2
E E
v wA A
M M
 . 
Consequently, according to the definition in Equation (4.10), the electrical 
modularity is based on calculating the probability difference of the randomly selected 
units of ECS between the given network G and the benchmark network R. The stronger 
the electrical connection between nodes is, the higher the probability in the given 
network G is compared to the corresponding probability in the benchmark network R 
(the bigger the probability difference Qe is). Therefore, the optimal partitioning can be 
determined by seeking the partitioning results with the maximum Qe. In the following 
section, a detailed explanation for bus grouping is given. 
 
4.4.2 Hierarchical Partitioning for Boundary Detection 
As discussed in Section 4.4.1, although Newman Fast Algorithm is popular, it is not 
suitable for partitioning distribution networks considering electrical characteristics, so 
Equation (3.15) is developed to Equation (4.10). According to main steps of the 
partitioning method proposed in [76], partitioning process is improved by replacing 
modularity Q by electrical modularity Qe, and it is more suitable for partitioning 
electrical networks. The overall partitioning process is shown in Fig. 4.3. In the 
updated algorithm, one step (the last step) is added to determine dynamic boundaries 
in order to maintain self-adequacy, detailed characteristics of dynamic boundaries are 
discussed in [75]. According to practical engineering conditions and constraints, a 
possible acceptable range of VM number is assumed to be the value between Na and 
Nb (1 < Na < Nb < N), N is a variable number being the VM number in each step, and  
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Generate initial partition with  N=NB 
VMs and calculate electrical 
modularity Qe1
Group two VMs randomly, and calculate 
the variation of electrical modularity 
ΔQe=Qe1-Qe2 for all merging cases
N=1?
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Obtain partition with 1 VM and 
calculate electrical modularity
End
Analyze all possible combinations of 
VMs corresponding to the VM number 
less than NS, determine dynamic 
boundaries based on results with high Qe
Select the merging with maximum ΔQe 
as the partitioning result for (N-1) VMs. 
Calculate the electrical modularity and 
update the value N=N-1
Yes
Compare partition results and get the 
result corresponding to maximum  Qe (NS 
VMs) between Na and Nb, identify 
boundaries for VMs
 
Fig. 4.3  The partitioning process based on electrical modularity. 
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NB is the total bus number in a distribution network. Qe is calculated based on Equation 
(4.10). 
 
4.5 Results and Discussions 
In this section, the hierarchical partitioning method based on electrical modularity 
is applied to several networks, including IEEE 33-bus distribution network [35], 94-
node Portuguese distribution network [78] and PG&E 69-bus distribution network [36], 
in MATLAB based on Octave toolbox [79]. Here, the weight proportions for electrical 
distance and transmission capacity (α and β) are equal to 0.5, and the calculation of 
electrical distance is on the basis of reactance but ignore resistance as resistance is 
much less than reactance for transmission lines. For each distribution network, power 
limit of all transmission lines is assumed to be the same, which is a common 
assumption for real distribution networks. 
 
 
Fig. 4.4  The value of electrical modularity with different numbers of VMs in IEEE 33-bus 
distribution network. 
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4.5.1 IEEE 33-bus Distribution Network 
Before applying the partitioning method to IEEE 33-bus distribution network, ECS 
is calculated using Equation (4.9). After that, electrical modularity is calculated for all 
possible numbers of VMs as shown in Fig. 4.4. From Fig. 4.4, it can be seen that the 
electrical modularity reaches to its maximum value (0.1841) when the number of VMs 
is equal to 7. It is regarded as the best partition result, and this result is used to 
determine boundaries of VMs as shown in Fig. 4.5 (a). 
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(b) 
Fig. 4.5  Partitioning results of IEEE 33-bus distribution network. (a) Results based on the 
hierarchical partitioning method (Qe = 0.1841); (b) Results based on the partitioning method in [26] 
(Qe = 0.1519). 
 
Power transmission should happen on transmission lines with strong electrical 
connection in order to reduce losses and improve efficiency. Because the maximum 
power limit of transmission lines is same, so electrical connection is mainly 
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determined by reactance, and transmission lines with big reactance should be 
determined as boundaries. Comparing partitioning results based on the hierarchical 
partitioning method in this chapter with that using the partitioning method in [26], 
several boundary differences of VMs can be seen clearly. Taking l19-20 which is the 
boundary between VM1 and VM2 as an example, it is a line with big reactance (0.0112) 
and small ECS value, so l19-20 is reasonable to be identified as the boundary between 
VM1 and VM2, but l19-20 is not determined as the boundary in Fig. 4.5 (b). Other 
boundary differences can be found near VM5 and VM6. l9-10 and l12-13 are boundaries 
in Fig. 4.5 (a) while l11-12 and l14-15 are boundaries in Fig. 4.5 (b). Comparing the 
reactance value of these lines, the reactance of l9-10 (0.0061) and l12-13 (0.0095) is 
obviously bigger than that of l11-12 (0.0010) and l14-15 (0.0043), and the ECS of l9-10 and 
l12-13 is smaller than that of l11-12 and l14-15. Finally, the quality of the partition is 
analysed by comparing the value of electrical modularity. After calculation, the 
electrical modularity in Fig. 4.5 (a) is 0.1841 while the electrical modularity in Fig. 
4.5 (b) is 0.1519, so it can be concluded that the partitioning result based on 
hierarchical partitioning method is more reasonable from structural point of view. 
 
Table 4.1 Data of IEEE 33-bus distribution network 
From Bus To Bus 
Reactance  
(p.u.) 
ECS 
19 20 0.0112 0.8146 
9 10 0.0061 1.2796 
11 12 0.0010 7.0582 
12 13 0.0095 0.9053 
14 15 0.0043 1.7309 
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Fig. 4.6  The value of electrical modularity with different numbers of VMs in 94-nodes 
Portuguese distribution network. 
 
4.5.2 94-node Portuguese Distribution Network 
The partitioning method is also applied to 94-node Portuguese distribution network, 
and Fig. 4.6 shows electrical modularity with different VM numbers in the whole 
partitioning process. It can be seen that the maximum Qe is obtained when there are 4 
communities, and corresponding VM boundaries are drawn in Fig. 4.7 (a). Fig. 4.7 (b) 
shows another partitioning result which is based on the analysis of operating states, 
including power flow, voltage, etc. [26]. Taking the longest line from node 1 to node 
33 as an example, the difference between these two results is analysed. The reactance 
and ECS on VM boundaries are listed in Table 4.2. In Fig. 4.7 (a), l9-10, l10-11 and l17-18 
are determined as boundary lines, while in Fig. 4.7 (b), l11-12, l18-19, l24-25 and l26-27 are 
boundary lines. It can be found that the boundaries in Fig 4.7 (a) have smaller ECS 
values (1.4550, 0.9188 and 1.7035) compared to those in Fig. 4.7 (b) (6.2647, 5.4775, 
4.4861 and 6.1212). Considering the characteristic of electrical connection, it is better 
to determine the lines with a weak connection (small ECS values) as boundaries. What 
is more, the electrical modularity in Fig. 4.7 (b) is 0.1458, which is lower than that in 
Fig. 4.7 (a) (0.1875). Hence, the partitioning result in Fig. 4.7 (a) can better reflect 
structural characteristics of the network. 
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(b) 
Fig. 4.7  Partitioning results of 94-node Portuguese distribution network. (a) Results based on the 
hierarchical partitioning method (Qe = 0.1875); (b) Results based on the partitioning method in [26] 
(Qe = 0.1458). 
 
As discussed in Section 4.2, there are two goals for power transmission. One goal 
is to transmit electrical power with the least losses, which is mainly determined by 
electrical distance. The other goal is to transmit as much power as possible, which is 
mainly determined by transmission capacity. To analyse the impact of transmission 
capacity on ECS values and partitioning results, the transmission limit on l7-8 is 
changed from 990 kVA to 9.9 kVA. Corresponding results are shown in Fig. 4.8 and 
Fig. 4.9. Due to the reduction of transmit limit, the ECS on l7-8 changes from 2.3852 
to 2.3323. As the electrical connection between node 7 and node 8 becomes weaker, 
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l7-8 is detected as a boundary as shown in Fig. 4.9. It can be found that the maximum 
Qe is 0.1946 with 6 VMs in this case. As mentioned before, the definition of ECS 
considers the electrical connection between any pair of nodes, so the change of 
transmit limit affects the ECS not only on l7-8 but also on other lines with one side 
connected to node 7 and node 8. ECS variation is presented in Fig. 4.10. That is the 
reason why there are many boundary changes in Fig. 4.9. It can be seen that not only 
the value of electrical distance but also the value of transmission capacity affect 
partitioning results. 
 
Fig. 4.8  The value of electrical modularity in 94-nodes Portuguese distribution network with 
different transmission limit on l7-8. 
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Fig. 4.9  Partitioning results of 94-node Portuguese distribution network with different transmission 
limit on l7-8. 
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(a) 
 
(b) 
Fig. 4.10  The variation of ECS with different transmission limit on l7-8. (a) ECS of lines with the 
other side connecting to bus 7; (b) ECS of lines with the other side connecting to bus 8. 
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Table 4.2 Data of 94-nodes Portuguese distribution network 
From Bus To Bus 
Reactance  
(p.u.) 
ECS 
9 10 0.0038 1.4550 
10 11 0.0067 0.9188 
11 12 0.0008 6.2647 
17 18 0.0032 1.7035 
18 19 0.0009 5.4775 
24 25 0.0012 4.4861 
26 27 0.0008 6.1212 
 
 
Fig. 4.11  The value of electrical modularity with different numbers of VMs in PG&E 69-bus 
distribution network. 
 
4.5.3 PG&E 69-bus Distribution Network 
Table 4.3 presents the value of electrical modularity with different number of VMs 
for PG&E 69-bus distribution network. Comparing to the electrical modularity shown 
in Fig. 4.4, it can be seen that the curve in Fig. 4.11 is slighter and most of electrical 
modularity in Fig. 4.11 is bigger especially when the number of VMs varies from 3 to 
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57. Therefore, by using this kind of hierarchical method, it is easier to find out which 
network has a stronger community structure. 
 
Table 4.3 Electrical modularity of PG&E 69-bus distribution network 
No. of VMs Qe No. of VMs Qe No. of VMs Qe 
1 0 24 0.2826 47 0.2704 
2 0.2201 25 0.2819 48 0.27 
3 0.277 26 0.281 49 0.2696 
4 0.279 27 0.2784 50 0.2674 
5 0.2826 28 0.278 51 0.2659 
6 0.2991 29 0.2777 52 0.2642 
7 0.2784 30 0.2759 53 0.2636 
8 0.2715 31 0.2757 54 0.2629 
9 0.2806 32 0.2756 55 0.2621 
10 0.2869 33 0.2754 56 0.2613 
11 0.2885 34 0.2751 57 0.2604 
12 0.2849 35 0.2746 58 0.2584 
13 0.2854 36 0.2745 59 0.2563 
14 0.2841 37 0.2739 60 0.2513 
15 0.2856 38 0.2738 61 0.2469 
16 0.2874 39 0.2736 62 0.2357 
17 0.2882 40 0.2729 63 0.1822 
18 0.2864 41 0.2728 64 0.1577 
19 0.2856 42 0.2726 65 0.1255 
20 0.284 43 0.2724 66 0.08782 
21 0.2839 44 0.2721 67 0.05564 
22 0.2832 45 0.2711 68 0.019 
23 0.2833 46 0.2708 69 -0.02367 
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(b) 
Fig. 4.12  Partitioning results of PG&E 69-bus distribution network. (a) The results based on the 
hierarchical partitioning method (Qe = 0.2991); (b)The results based on analysis of operating states 
in [72] (Qe = 0.0726). 
 
The partitioning result with the maximum electrical modularity (0.2991) is selected 
to determine VM boundaries of this distribution network, and this result is compared 
with the partition result based on operating states in [72]. Green lines in Fig. 4.12 (a) 
are boundaries of VMs based on structural analysis while blue lines in Fig. 4.12 (b) 
are boundaries of VMs based on operating states. Comparing the data of Fig. 4.12 (a) 
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and Fig. 4.12 (b) as shown in Table 4.4, it can be easily found that the reactance of l6-
7 (0.0121) and l9-10 (0.0169) is bigger than that of l8-9 (0.0016) and l10-11 (0.0039) while 
the ECS on l6-7 and l9-10 is larger, so it is reasonable to select l6-7 and l9-10 as boundaries 
for this area as shown in Fig. 4.12 (a). For bottom lines in this network, since the 
reactance on l62-63 (0.0001) is very small, it is unsuitable to select this line as a 
boundary in Fig. 4.12 (b). What is more, in general, as the electrical modularity in Fig. 
4.12 (a) is 0.2991, which is larger than that in Fig. 4.12 (b) (the electrical modularity 
is 0.0726), so the partitioning result in Fig. 4.12 (a) is more reasonable for this 
distribution network. 
 
Table 4.4 Data of PG&E 69-bus distribution network 
From Bus To Bus 
Reactance  
(p.u.) 
ECS 
6 7 0.0121 0.7692 
8 9 0.0016 4.5473 
9 10 0.0169 0.6524 
10 11 0.0039 1.8997 
62 63 0.0001 54.0234 
 
If the design requirement is that electrical modularity should be no smaller than 0.28, 
and the results of Qe = 0.2854 (VM No. = 13) is used to determine VM boundaries as 
the dashed green lines presented in Fig. 4.12 (a). It can be found that there are 5 
possible combinations to determine dynamic boundaries (when VM No. is 5, 9, 10, 11, 
12 as shown in Table 4.3). Here, the partitioning result with 9 VMs is selected as an 
example to explain dynamic boundaries. In Fig. 4.13 (a), the VMs that are filled with 
the same color represent combined results. One possible operating scheme with 
dynamic boundaries in [75] are also shown in Fig. 4.13 (b). 
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(b) 
Fig. 4.13  Possible dynamic boundaries of PG&E 69-bus distribution network. (a) Dynamic 
boundaries based on hierarchical partitioning method (Qe = 0.2806); (b) Dynamic boundaries based 
on analysis of operating states in [75] (Qe = 0.2379). 
 
In Fig. 4.13 (b), the determination of dynamic boundaries is based on transmission 
lines with the lightest power flow in different operating states, and resource 
allocation of DGs in this network is given, but the resource allocation of this network 
is not in accord with electrical connection in the network structure, and the location 
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of dynamic boundaries does not fit naturally structural characteristics. This can be 
verified by the comparison of electrical modularity. Generally, the electrical 
modularity in Fig. 4.13 (b) (0.2379) is lower than that in Fig. 4.13 (a) (0.2806). 
Hence, it is more reasonable to design the resource allocation after structural 
analysis. What is more, as discussed before, the resource allocation of DGs for real 
distribution networks is not determined and performed yet, so it is unreasonable to 
analyse a network based on assumed conditions of DG allocation. In Fig. 4.13 (b), 
it can be found that there are many VMs contain very little number of buses, 
especially for bus 16, there is only one bus in this VM if it is not combined with 
other VMs. It is not reasonable for the operation in real cases. On the contrary, if the 
partition is based on structural analysis in this chapter, these problems can be solved. 
Therefore, the identification scheme in this chapter is a good choice for the 
application to real power grids, and more optional schemes for the determination of 
dynamic boundaries can be provided, so operating modes of upgraded distribution 
networks can be more various and flexible. 
 
4.6 Summary 
As the boundary identification of VMs is a fundamental and important step for 
upgrading CDNs, in this chapter, a hierarchical partitioning method is proposed, and 
this method is based on ECS which is defined as a composite weighted factor for the 
analysis of electrical connection. Then electrical modularity based on ECS is proposed 
and it is used to identify the quality of partitioning results. Through analysing the 
results for three real distribution networks, it can be concluded that ECS can describe 
structural characteristics of distribution networks very well, and the partitioning 
method based on electrical modularity can provide better choices to determine 
boundaries of VMs. As it is a kind of hierarchical partitioning method, it can not only 
identify boundaries of VMs but also provide more choices for dynamic boundaries. It 
is reasonable and feasible to apply this method to real power grids. 
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In Chapter 5, based on the partitioned distribution network obtained, the resource 
allocation of DGs is optimized. The partitioning result is used as a constraint, and it is 
an important part in the objective function.
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Chapter 5 
Optimal Allocation of Distributed Generation for 
Partitioned Distribution Networks 
 
5.1 Introduction 
With the enhancement of DG technologies, high penetration of DGs to distribution 
networks becomes a trend in the future vision of power grids. However, there is almost 
no DG in CDNs. If DG integration is not preplanned well, it may lead to disordered 
and inefficient in future distribution networks, and it may conflict with the 
characteristics of SDNs. Therefore, reasonable placement of DGs is an important issue. 
At the same time, the lack of DGs in CDNs provides a good opportunity to optimise 
DG allocation. 
Currently, DG allocation is a popular topic, and a number of studies have proposed 
different methods to deal with this problem. El-Khattam et al. in [80] introduced a new 
heuristic approach to optimise the location and capacity of DGs by considering 
different scenarios of peak demands and market prices. In this model, distribution 
companies were owners and operators in distribution networks. They purchased power 
from genco or electricity markets. In addition to location and capacity of DGs, in [81], 
the location of remote controllable switches was also considered as a variable. With 
the consideration of controllable switches, faulted areas were isolated and the power 
supply for other parts of the network were restored. Naderi et al. [82] proposed a 
dynamic method for DG allocation by determining the best installation time in addition 
to equipment type, location and capacity. The optimisation target was to minimise 
various kinds of costs, and the growth of load demand was considered in a N-level 
load duration curve. In [83], a nonlinear bi-level programming was proposed to 
optimise the location and contract pricing of DGs. In this model, two decision-making 
agents were considered, namely, DG owners and distribution companies. For DG 
owners, location and contract price of DGs were optimised with the aim to maximise 
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their profits from selling energy to distribution companies. For distribution companies, 
the quantity of energy required was optimised with the aim to minimise costs. In these 
models, only dispatchable DGs, such as natural gas generators [80], [82], micro 
turbines [81] were considered, but other DGs with renewable resources were not 
considered, such as wind turbine generators, solar power generators. Due to the 
stochastic nature of these renewable resources, they cannot provide constant power, 
which makes the optimisation of DG allocation become more complex.  
As renewable resources are clean and sustainable, based on establishing DG models 
with renewable sources, several methods for DG allocation are proposed. Atwa and 
El-Saadany [84] proposed a generation-load model for optimising the allocation of 
wind turbine generators. In this model, customers were owners of wind turbine 
generators, and Rayleigh probability density function (PDF) and IEEE-RTS (Institute 
of electrical and electronics engineers - Request to send) were used to generate the 
data of wind speed and load variation respectively. Beta distribution and Rayliegh 
distribution were used to estimate solar irradiance and wind speed, and a probabilistic 
planning techniques was presented in [85]. With the consideration of both dispatchable 
and non-dispatchable DGs, the optimal allocation of DGs proposed in [86] was based 
on new indices which were related to voltage and current controllability. Location and 
capacity of DGs were decided by using Tabu Search and probabilistic power flow. To 
find optimal contract price, capacity and location of DGs, Kalkhambkar et al. [87] 
proposed a joint optimal allocation method for minimising the cost of distribution 
companies while ensuring the benefit of DG owners. In these models, either one or 
several kinds of renewable-based DGs were considered, but DG allocation was based 
on candidate buses, so the number and location of DGs were limited to a certain range. 
Although many methods have been proposed to optimise DG allocation, most of 
them are based on a unique monopoly control unit by centralized decision-making and 
hierarchical control. They may not be fully appropriate with consideration of trend in 
fully decentralised control for future SDNs. In this chapter, based on the operating 
mechanism of VMs, a bi-level method for DG allocation is put forward. The 
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partitioning results obtained in Chapter 4 are important constraints in the optimisation, 
and both structure characteristics and operating states are considered for DG allocation. 
The feasibility of this method is tested by applying it to PG&E 69-bus distribution 
network. 
 
5.2 Bi-level Optimisation Method 
For most of the studies related to DG allocation, economic and technical issues are 
always considered in the optimization. Since these two issues are very different in 
scales and units, many studies only consider one of them as an optimisation target. 
However, considering the long-term development of electrical networks, both 
economic and technical issues are important for saving costs and improving the 
performance of power systems.  
In this chapter, a bi-level optimization method consisting of an outer optimisation 
and an inner optimisation is proposed. The relationship between them can be seen from 
Fig. 5.1. An important feature of this method is that the solutions achieved by outer 
optimisation rely on the results of inner optimisation. On the one hand, possible 
solutions (variables) are generated in the outer optimisation, and the optimal operating 
states of each possible solution are determined through the optimisation in inner 
optimisation. On the other hand, the optimal solutions in outer optimisation are 
determined based on the result of optimal operating states from inner optimisation.  
As shown in Fig. 5.1, technical objectives are considered in the outer optimisation 
while economic objectives are considered in the inner optimisation. Since power 
systems will finally develop to decentralised systems, in the outer optimisation, the 
optimal DG allocation (DG type, DG location, DG number and DG capacity) is 
determined with the aim to realise the self-sufficient function of VMs by minimising 
the power flow on boundaries, which is the long-term goal for planning. As discussed 
in Chapter 4, the determination of VM boundaries is based on structural information. 
By minimising power flow on boundaries, the function of VMs can be further 
optimised with the consideration of operating states. In addition, power loss 
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minimization is also considered in the outer optimisation as it is an important index to 
measure the operating performance of systems. In the inner optimisation, optimal 
operating states of systems are determined by minimising operating costs of networks, 
which enhance the ability of active energy management of SDNs. An effective way to 
solve this optimisation problem is by means of AC optimal power flow. Moreover, 
since operating costs of renewable DGs are always cheaper than DGs with other 
resources, minimization of operating costs also contributes to increasing the 
deployment of renewable DGs. Accordingly, the outer optimisation considers the long-
term goal of planning, and the inner optimisation is to enhance the performance of 
operation. By applying this method, the optimal plan of DG allocation can be 
determined by optimising both economic and technical objectives.  
 
Outer optimisation
 Minimize: Boundary flow
                   Power losses
 Determine:
DG type
DG location
DG capacity
DG number
Inner Optimisation
 Minimize: Operating cost
 Determine: DG output
     
    
Power flow distribution
 
Fig. 5.1  Bi-level optimization method. 
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The bi-level optimisation method is designed for VM operators, who are responsible 
for managing the operation of distribution networks. In the following sections, specific 
technologies which are applied to solve this bi-level optimisation method are explained. 
 
5.3 Modelling of Distributed Generators, Loads and Operating 
Scenarios 
Although high penetration of renewable DGs are expected, some types of renewable 
DGs, such as wind turbine generators and solar power generators, are non-dispatchable 
DGs, they cannot provide stable power. In order to ensure stable power supply in 
networks, especially when VMs operate in islanding mode, not only non-dispatchable 
DGs but also dispatchable DGs (such as biomass generators, steam turbines) should 
be considered. Meanwhile, the stochastic nature of non-dispatchable DGs and loads 
should also be taken into account. In this section, the modeling of loads and DGs, 
including dispatchable DGs and non-dispatchable DGs, is explained. Based on these 
models, operating scenarios and relevant probabilities are summarised. 
 
5.3.1 Modelling of Dispatchable DGs 
As the power generated by dispatchable DGs can be adjusted, so in this chapter, 
output power of dispatchable DGs are fully controllable within its capacity limit [30], 
[72]. 
 
5.3.2 Modelling of Non-dispatchable DGs 
Wind turbine generators are popular renewable-based DGs, and some methods have 
been proposed to optimise the allocation of wind turbine generators. Considering the 
intermittent nature of wind turbine generators, most of the modeling of wind turbine 
generators is based on PDFs [84], [88]. In this chapter, wind turbines generators are 
regarded as non-dispatchable DGs. Based on the historical data of wind speed, the 
output power of wind turbine generators Pw can be calculated according to [89] 
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where ρ is the air density, Rtr is the radius of turbine rotors, v is the wind speed, Cp(a,b) 
is the conversion coefficient of wind energy, a is the tip speed ratio and b is the pitch 
angle, wr is the rotor speed of turbine rotors. 
Then per unit output power of wind turbine generators is generated by using Johnson 
SB PDF. Johnson SB PDF f1(x1) can be expressed as [75] 
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where δ and γ are shape parameters; ζ is the location parameter; λ is the scale parameter. 
 
Table 5.1 Parameters of Johnson SB PDF for wind turbine generators 
Scenario 
(Seasons) 
W1 
(Spring) 
W2 
(Fall) 
W3 
(Summer) 
W4 
(Winter) 
γ 0.40832 0.1866 0.48423 -0.0199 
δ 0.46673 0.49059 0.55561 0.48906 
λ 0.97881 0.98015 0.97956 0.95746 
ζ -0.0765 -0.00616 -0.00874 0.005568 
Probability 1/4 1/4 1/4 1/4 
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As wind speed has seasonal characteristics, four scenarios are considered 
accordingly, and parameters of Johnson SB PDF [75] with relevant probability of 
different seasons are listed in Table 5.1. With assumption of same duration for each 
season, the probability of each season is 1/4. 
 
5.3.3 Modelling of Loads 
Similarly, based on historical data of load, Weibull PDF f2(x2) is applied to generate 
load model, and it can be written as [90] 
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where α is the shape parameter; β is the scale parameter; γ is the location parameter. 
 
Table 5.2 Parameters of Weibull PDF for loads 
Season Scenario α β γ Probability 
Spring 
L1 (Weekend) 2.4226 0.09934 -0.08812 5/28 
L2 (Weekday) 1.7979 0.05353 -0.04758 1/14 
Fall 
L3 (Weekend) 5.247 0.22676 -0.20872 5/28 
L4 (Weekday) 5.1698 0.16188 -0.14876 1/14 
Summer 
L5 (Weekend) 8.2088 0.21547 -0.20307 5/28 
L6 (Weekday) 17.046 0.29313 -0.28402 1/14 
Winter 
L7 (Weekend) 8.2088 0.21547 -0.20307 5/28 
L8 (Weekday) 17.046 0.29313 -0.28402 1/14 
 
Based on the load data of IEEE-RTS in [91], not only the difference in seasons but 
also the difference between weekday and weekend are considered to generate load data. 
Therefore, 8 scenarios are considered. For each scenario, Weibull PDF represents the 
deviation of actual load data from mean load values. Parameters of Weibull PDF [90] 
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and probability are listed in Table 5.2. Assuming that in each week, there are 5 
weekdays and 2 weekends, for each season, the probability of weekday is 1/4 × 2/7 = 
1/14 while the probability of weekend is 1/4 × 5/7 = 5/28. 
 
Table 5.3 Operating scenarios and probabilities 
Scenario Wind Load 
Probability 
(Tm) 
1 
Spring 
Weekday 
W1 
L1 5/28 
2 Weekend L2 1/14 
3 
Fall 
Weekday 
W2 
L3 5/28 
4 Weekend L4 1/14 
5 
Summer 
Weekday 
W3 
L5 5/28 
6 Weekend L6 1/14 
7 
Winter 
Weekday 
W4 
L7 5/28 
8 Weekend L8 1/14 
 
5.3.4 Operating Scenarios 
With the stochastic models of DGs and loads mentioned, in this chapter, one year is 
divided to 4 seasons including 5 weekdays and 2 days of weekend in each week. 
Therefore, 8 scenarios are considered (4 seasons/year * 7 days/season) as shown in 
Table 5.3. 
 
5.4 Problem Formulation 
In this chapter, two types of DGs are considered, i.e. dispatchable DGs and non-
dispatchable DGs. As discussed in Section 5.2, the optimisation of DG allocation is 
based on a bi-level optimisation method. For the outer optimisation, the optimal 
allocation of DG type, DG location, DG number and DG size are determined by 
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minimising power losses and power flow on VM boundaries. The objective function 
of outer optimisation OFouter can be written as 
 
( ), ,
1
 
scN
outer boundaries m loss m m
m
OF P P T
=
= +                    (5.6) 
 
where Nsc is the total scenario number. Pboundaries,m is the total active power on all VM 
boundaries in scenario m. Plosses,m is the total power losses in scenario m. Tm is 
probability of scenario m.  
For the inner optimisation, operating states of each sampling points are optimised, 
which refers to determining the optimal output of DGs of sampling points by 
minimising operating and maintenance costs. The objective function of the inner 
optimisation OFinner can be expressed as 
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where Nb is the total bus number. Costnd_DG and Costd_DG are operating and 
maintenance costs of non-dispatchable DGs and dispatchable DGs respectively. 
_ ,nd DG i
realPower  and 
_ ,d DG i
realPower  are the real output power of non-dispatchable DGs and 
dispatchable DGs on bus i. If there is no corresponding DGs on bus i, 
_ ,
0
nd DG i
realPower = , 
and 
_ ,
0
d DG i
realPower = . 
In the optimisation process of DG allocation, some assumptions and constraints 
should be considered to ensure the stable operation of electrical networks. In practice 
of engineering, investment in planning is often limited by actual conditions and design 
targets. So this limitation is approximately modeled as a constraint of total capacity in 
the whole network: 
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where CDG,i is the DG capacity on bus i. If there is no DG on bus i, CDG,i = 0. R is the 
total DG capacity limitation. 
As most of renewable DGs are non-dispatchable due to their stochastic nature, in 
this chapter, non-dispatchable DGs are used to represent renewable DGs. Although 
high penetration level of non-dispatchable DGs can bring many benefits to power 
systems, so far, there is no solution which can be widely used by the industry to deal 
with the impact of these DGs on system stability. This is why dispatchable DGs are 
indispensable. In the case of ensuring that sensitive loads are reliably supplied, to 
increase the penetration level of non-dispatchable DGs, the capacity of non-
dispatchable DGs is set to be bigger than a certain percentage of the total DG capacity. 
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where Cnd_DG,i is the non-dispatchable DG capacity on bus i. If there is no DG on bus 
i, Cnd_DG,i = 0. W% is proportional coefficient. Ctot_DG is the total DG capacity, 
including the capacity of dispatchable and non-dispatchable DGs. 
Similar to normal microgrids, VMs also have two operating modes, i.e. grid-
connected mode and islanding mode. To guarantee power supply to sensitive loads in 
islanding mode, the total capacity of dispatchable DGs in each VM should be larger 
than the total peak value of sensitive loads: 
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where NbVM is the total bus number in any VM, Cd_DG,j is the capacity of dispatchable 
DGs on bus j. If there is no dispatchable DG on bus j, Cd_DG,j = 0. K% is the 
proportional coefficient, which is the percentage of peak sensitive loads to the total 
peak loads. Ctot_L,j is the total load in a VM. 
Constraints in power flow calculation: 
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where PDG,i and QDG,i are active and reactive DG output power on bus i. Pload,i and 
Qload,i are active and reactive loads on bus i. Vi and Vk are voltage on bus i and bus k. 
Gik and Bik are real and imaginary parts of the ith row and kth column in the admittance 
matrix. θik is the voltage phase angle difference, and θik = θi - θk. 
Assuming bus 1 is the slack bus, the voltage Vm,1 and angle δm,1 on the slack bus are 
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                           (5.12) 
Bus voltage limitation Vm,i:  
 
 min max, ,    1, 2,3,...,i m i i bV V V i N                    (5.13) 
 
where Vimin and Vimax are the minimum and maximum voltage limitation on bus i. 
Feeder power flow limitation Pik:  
 
 max    , 1, 2,3,...,ik ik bP P i k N                    (5.14) 
 
where Pikmax is the maximum power flow limitation on bus i. 
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Start
Input data: the distribution network 
structure, virtual microgrid boundaries,  
and probability density function (PDF) of 
non-dispatchable DGs and loads
Randomly generate the initial population，
N=1
S=1
Based on PDF, obtain the sampling points 
of non-dispatchable DGs and loads using 
MCS-SRS method
Using the optimal power flow calculation 
method, obtain the optimal operating 
states, including boundary flow, power 
losses 
M=1
M = Mmax?
No
Yes
Calculate the mean value of boundary 
power flow, power losses corresponding to 
Mmax sampling points
S = Smax?
Yes
Calculate individual fitness values
Generate the new population after 
selection, crossover, mutation process
N = Nmax?
No
Yes
M=M+1
No
S=S+1
N=N+1
Output optimal 
solutions
End
Outer Optimisation 
Inner Optimisation 
 
Fig. 5.2  Flowchart of the optimisation for DG allocation. 
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5.5 Optimisation Algorithm 
With large-scale decision variables and their complex relations, the outer planning 
optimization is performed by Genetic Algorithm (GA). With given allocation of DGs 
from outer planning decision, the inner operating optimization can be implemented as 
a probabilistic optimal power flow (POPF) model to determine output power of all 
DGs. The flow chart of the optimization algorithm is shown in Fig. 5.2. N is the total 
iteration number, S is the total number of scenarios and M is the number of sampling 
points for MCS.  
 
5.5.1 Genetic Algorithm 
To solve the optimisation problem in the outer optimisation, genetic algorithm is 
applied, and the optimisation process of GA is discussed in Section 3.2.3. As four 
variables are considered, including DG location, DG number, DG type and DG 
capacity, normally, several genes should be used to represent these variables. However, 
considering scale differences of these variables, in this chapter, three matrices are used 
to represent each chromosome. 
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where TyDG,i is the type of DG on bus i. Three numbers are used to indicate the type 
and presence of DGs, 
 
,
0        There is no DG allocated on bus i
1        Dispatchable DG is allocated on bus i
2        Non-dispatchable DG is allocated on bus i
yDG iT


= 


      (5.16) 
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therefore, three variables are considered in the first matrix in Equation (5.15), 
including DG number, DG location and DG type. The capacity of dispatchable DGs 
and non-dispatchable DGs are generated in the other two matrices in Equation (5.15). 
Based on Equation (5.15) and Equation (5.16), the initial population can be obtained. 
According to the basic process of GA, including crossover, mutation and selection, 
optimal results for DG allocation can be obtained. 
 
5.5.2 Probabilistic Optimal Power Flow (POPF) 
The aim of inner optimisation is to obtain optimal operating states for all scenarios 
generated by the outer optimisation. Based on generator output capacities and load 
data, the deterministic power flow calculation is a basic and important tool to analyse 
operating states of electrical networks, but it lacks the ability to analyse the networks 
with stochastic DGs and variable loads. In 1974, Borkowska first proposed the concept 
of probabilistic power flow (PPF) and mathematical models to solve the power flow 
with the consideration of data uncertainty [92]. Since then, many papers were 
published on this topic [93]–[97]. Generally, Monte Carlo Simulation (MCS) methods, 
analytical methods, and approximate methods are three main kinds of PPF methods. 
Among these methods, the MCS based on simple random sampling (MCS-SRS) is one 
of the most popular and effective PPF methods. It is based on repeating deterministic 
power flow calculations of sampling points which is randomly selected according to 
PDFs. As MCS-SRS can provide reliable and accurate results if enough sample points 
are selected, it is often used to verify the accuracy of other methods [93], [95], [97]. In 
this chapter, MCS-SRS method is applied to generate sampling points of non-
dispatchable DGs and loads according to relevant PDFs, and it is assumed that the 
selected points of non-dispatchable DGs represent the maximum power they can 
generate.  
To generate M sampling points, a bounded transformation from the common 
distribution to specific PDF distribution is needed. Based on the parameters in Table 
5.1 and Table 5.2, taking one sampling point as an example, bounded transformations 
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for Johnson SB PDF distribution and Weibull PDF distribution are explained as 
follows [75]: 
 
(1) For Johnson SB PDF, 3 steps are required for the bounded transformation, 
Step 1: Generating a random value R according to normal distribution on [0,1]; 
Step 2: Calculate 
R
E e 
−
= ; 
Step 3: Based on 
1
E
x
E
 
 
= +  
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 , calculating the value x which conforms to 
Johnson SB PDF.  
 
(2) For Weibull PDF, 2 steps are required for the bounded transformation, 
Step 1: Generating a random value R according to uniform distribution on [0,1]; 
Step 2: Based on ( )( )
1
ln 1x R =  + − − , calculating the value x which conforms 
to Weibull PDF.  
 
Based on MCS-SRS method and bounded transformation, for each scenario, M 
sampling points are obtained, including load demands and the maximum power of non-
dispatchable DGs. Using optimal power flow calculations, operating states of each 
sampling point can be optimised. Since MATPOWER is a popular tool for optimal 
power flow calculation, it is used to determine the optimal output of DGs (including 
dispatchable and non-dispatchable DGs) by minimising the objective function in 
Equation (5.7). As both MCS-SRS method and optimal power flow calculation are 
applied to determine the optimal operating states, it is a kind of POPF method. By 
using POPF method, according to different scenarios, VM operators can actively 
manage power generation and distribution to realise economic operation. 
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5.6 Results and Discussions 
In this section, PG&E 69-bus distribution network is selected as the test system to 
verify the feasibility of the proposed method. The network data can be found in [98], 
including impedance of lines and loads. MATLAB is used to calculate results. 
 
5.6.1 Results without DG Allocation 
Based on the partitioning results in Fig. 4.12 (a), it is assumed that node 1 is 
connected to the main grid, thus creating a new boundary l1-2 as shown in Fig. 5.3. 
Hence, there are totally 6 boundaries, and they are l1-2, l3-28, l3-59, l6-7, l9-10, l16-17. In this 
subsection, it is assumed that all electrical power is supplied by the main grid, and 
there is no DG allocated in this network, which is equivalent to the conventional way 
of power supply in power systems. Based on the load model discussed in Section 5.3.3, 
MCS is used to generate sampling points of loads, and the classic Newton Raphson 
Algorithm [99] is used to calculate power losses of the network. Total power losses 
without DG deployment are 0.0514 kW. 
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Fig. 5.3  Partitioned results of PG&E 69-bus distribution network. 
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5.6.2 Optimal DG Allocation Results to Minimise Power Losses without VMs 
In this section, the proposed DG allocation method is applied to PG&E 69-bus 
distribution network. Two types of DGs, i.e. wind turbine generators and biomass 
generators, are considered, representing non-dispatchable and dispatchable DGs, 
respectively. It is assumed that all buses can be selected as possible location of DGs. 
The total capacity limitation of DG allocation R is set to 4000 kW, which is a bit larger 
than the total peak demand (3802.2 kW) in the network considering stochastic 
characteristics of non-dispatchable DGs. In each VM, it is assumed that sensitive loads 
account for 30% (which is the value of K in Equation (5.10)) of the total load demand. 
The proportional coefficient W is set to 60% to increase the penetration of DGs with 
renewable resources. Considering different design requirements, these parameters can 
be changed to different values. The capacities for all DGs can be selected from 4 
discrete numbers with a step of 50 kW, and candidate capacities are 50 kW, 100 kW, 
150 kW, 200 kW. The parameter settings for optimization are shown in Table 5.4. The 
maintenance and operating costs of wind turbine generators and biomass generators 
are 0.01 $/kWh and 0.025 $/kWh [100]. 
 
Table 5.4 Parameter settings for optimisation 
Population size Mutation rate Crossover rate Iteration Sampling points 
100 0.6 0.001 50 1000 
 
In many studies of DG allocation, minimising power losses is considered as the 
main objective. Considering the stochastic nature of non-dispatchable DGs and loads, 
the objective function of minimising power losses OFL can be expressed as 
 
,
1
 
scN
L loss m m
m
OF P T
=
=                        (5.17) 
 
In this case, DG allocation results with the objective only to minimise power losses 
are obtained. Optimisation results are shown in Fig. 5.4, in which W stands for wind 
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turbine generators and G stands for biomass generators. Detailed capacity of wind 
turbine generators and biomass generators is shown in Table 5.5 and Table 5.6 
respectively. Comparing to the result without DG allocation, power losses reduce a lot 
from 0.0514 kW to 0.003 kW. 
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Fig. 5.4  DG allocation results with the objective to minimise power losses. 
 
Table 5.5 The capacity of wind turbine generators with the objective to minimise power losses 
Location (bus No.) 6 8 9 14 15 19 
Capacity (kW) 100 100 100 50 100 200 
Location (bus No.) 22 26 27 35 36 37 
Capacity (kW) 50 200 50 100 150 150 
Location (bus No.) 38 42 45 52 54 57 
Capacity (kW) 50 50 100 100 50 100 
Location (bus No.) 59 60 62 63 65 66 
Capacity (kW) 100 50 100 100 100 100 
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Table 5.6 The capacity of biomass generators with the objective to minimise power losses 
Location  
(bus No.) 
2 7 11 17 23 32 39 41 
Capacity (kW) 50 150 50 50 100 50 100 50 
Location  
(bus No.) 
43 47 48 49 50 51 53 58 
Capacity (kW) 100 50 150 150 50 200 150 100 
 
 
Fig. 5.5  A comparison of peak sensitive loads and total capacity of biomass generators with the 
objective to minimise power losses. 
 
In this case, the optimization is based on minimising power losses but ignore future 
decentralized control vision of power systems. If this distribution network will be 
upgraded to VMs in the future based on the proposed method in this chapter, this 
optimisation result is not appropriate since it cannot guarantee the power supply when 
VMs operate in islanding mode. A comparison between peak sensitive loads and 
biomass generators in VMs can be found in Fig. 5.5. As non-dispatchable DGs (wind 
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turbine generators) cannot always provide constant power, therefore, it is necessary to 
configure a sufficient amount of dispatchable DGs (biomass generators) to ensure the 
power supply to sensitive loads when VMs operate in islanding modes. However, as it 
is shown in Fig. 5.5, the total capacity of biomass generators in VM1 and VM6 is not 
big enough to supply sensitive loads. There is even no biomass generator deployed in 
VM6. Therefore, it is necessary to consider the future vision and change of power 
networks in the optimization process of DG allocation. 
 
5.6.3 Optimal DG Allocation Results with active energy management by VMs 
With the consideration of VM construction, in this section, the proposed bi-level 
optimization method is applied to PG&E 69-bus distribution network with the same 
settings as listed in Table 5.4. In this case, the optimization is based on minimising 
power losses and power flow on VM boundaries as defined in Equation (5.6) and 
Equation (5.7).  
 
 
Fig. 5.6  The most fitness value of objectives for different iterations. 
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Fig. 5.7  DG allocation results with the consideration of VMs. 
 
 
Fig. 5.8  A comparison of power flow on VM boundaries. 
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Table 5.7 The capacity of wind turbine generators with the consideration of VMs 
Location (bus No.) 2 3 6 8 10 11 
Capacity (kW) 150 50 100 100 200 150 
Location (bus No.) 13 15 20 35 37 38 
Capacity (kW) 50 50 50 100 50 150 
Location (bus No.) 41 42 43 44 47 48 
Capacity (kW) 100 150 100 150 150 50 
Location (bus No.) 52 53 58 63 66  
Capacity (kW) 50 150 150 50 100  
 
Table 5.8 The capacity of biomass generators with the consideration of VMs 
Location (bus No.) 7 9 18 27 32 36 39 
 Capacity (kW) 100 150 150 50 50 200 150 
Location (bus No.) 46 49 50 56 59 69  
 Capacity (kW) 150 150 50 150 50 150  
 
Fig. 5.6 shows the change of the most fitness objective in the optimization process, 
and it can be seen that as the number of iteration increases, the most fitness value 
continues decreasing, and finally, the curve converges to 0.3578 kW. The optimal DG 
allocation result is shown in Fig. 5.7, and the capacity of wind turbine generators and 
biomass generators is listed in Table 5.7 and Table 5.8 independently. The total 
capacity of DGs, including wind turbine generators and biomass generators, is 3950 
kW, which do not exceed the total DG limitation (4000 kW). According to the data in 
Table 5.7, the total capacity of wind turbine generators is 2400 kW, so the ratio of the 
capacity of wind turbine generators to the total DG capacity is 60.76%, which is 
consistent with the constraint in Equation (5.9) as it is bigger than the setting value 
(60%). Due to another objective is considered, the power losses (0.0093 kW) in this 
case is not as low as that (0.003 kW) with the objective only to minimise power losses, 
but power losses in this case are much less than those (0.0514 kW) without DG 
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allocation. To enhance the ability of self-sufficient of VMs, minimizing power flow on 
VM boundaries is an important objective in outer optimisation. As shown in Fig. 5.8, 
the power flow on all boundaries is lower than that in Section 5.6.2 (with the only 
objective to minimize power losses). What is more, due to the consideration of possible 
VM construction in the future, it can be found from Fig. 5.9 that the capacity of 
biomass generators is bigger than the sensitive loads in every VM, hence, the power 
supply of sensitive loads can be guaranteed even in islanding mode. Therefore, by 
applying the proposed DG allocation method, the performance of the network is 
improved, and this DG allocation result can adapt to the future vision of power systems 
considering decentralised control systems. 
 
 
Fig. 5.9  A comparison of peak sensitive loads and total capacity of biomass generators with the 
consideration of VMs. 
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5.7 Summary 
To adapt to the future vision of power systems, such as high penetration of DGs, 
decentralised control, in this chapter, a bi-level optimisation method consisting of an 
outer optimisation and an inner optimisation is proposed to optimise the DG allocation 
in distribution networks. Based on the partitioning results in Chapter 4, the inner 
optimisation is to enhance the ability of active energy management by optimising 
operation states of systems. The outer optimisation considers the long-term goal for 
planning by minimising power losses and power flow on VM boundaries. Both 
dispatchable and non-dispatchable DGs are considered, and the stochastic nature of 
non-dispatchable DGs and loads is taken into consideration by using corresponding 
PDFs. The feasibility of the proposed method is verified by applying it to PG&E 69-
bus distribution network. Comparing to the original distribution network without DG 
allocation, power losses reduce much with active energy management by DGs. In 
addition, comparing to the DG allocation results with the objective only to minimize 
power losses without VMs, the method proposed in this chapter can improve the 
flexibility and security of SDNs as it is adaptable to developing trends of future power 
systems. 
Considering similarities between microgrids and VMs, in the next chapter, a control 
and protection scheme for microgrids is introduced with the aim to study operating 
issues of VMs. 
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Chapter 6  
Control and Protection Schemes from Normal 
Microgrids to VMs 
 
6.1 Introduction 
Although constructing VMs can provide more flexible operating modes, it also 
causes some problems due to the conflict with existing network configurations. In 
conventional power systems, fault current is unidirectional and decreases along feeders. 
The existence of many smaller DG units in VMs increases the possibility of incidents, 
and these incidents may have more chances, and places, to happen, but they are smaller 
and local impact [20]. Due to multi-source structure, conventional protection schemes 
are ineffective in VMs because short-circuit capacity is enlarged and current paths 
become even reverse. Considering the wide use of inverters to DGs, fault current is 
limited to 2 times of rated current, which is much lower than the fault current with 
conventional protection schemes. In addition, VMs show distinct fault characteristics 
in different operating modes. Furthermore, VMs are open to new DGs due to plug-
and-play features. Besides, dynamic output characteristics of DGs are unpredictable. 
All these add the difficulty in control and protection of VMs.  
Currently, VM is still a new concept, and very few studies are directly focus on the 
research of control and protection schemes of VMs. As the configuration of VMs is 
similar with microgrids, such as multi-source structure, control and protection of 
microgrids have great potential to be applied to VM systems. So far, many methods 
are proposed to ensure normal operation of microgrids. In the control of microgrids, 
the concept of peer-to-peer is used to ensure no critical components are specified such 
as master controllers or central storage units [101]. In microgrids, different modes such 
as grid-connected mode and islanding mode are included, thus, different control 
strategies such as P-Q control and V-f control are used respectively [102]. The impact 
of operation mode transitions on critical loads and DGs was discussed in [103]. 
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However, conventional methods for distribution networks show poor flexibility and 
expansibility in microgrid control, the worst result is system collapse, and similar 
problems also exist in VMs. 
For the protection of microgrids, extra devices or components such as fault current 
limiters (FCLs) are commonly used. For instance, Static Series Compensators (SSC) 
were inserted in the main grid side so overcurrent relays could detect the decreased 
fault current for both grid-connected and islanding modes [104]. Energy storage 
devices were used to facilitate the fault current detection especially in islanding mode 
[105]. Considering the coordination problems between fuses and reclosers in 
microgrids, a microprocessor based recloser was applied [106]. Fault current limiters 
(FCLs) were connected in series with DGs to restrict fault current [107], [108]. 
Furthermore, the effects of different arrangements of superconducting fault current 
limiters (SFCLs) on different fault scenarios in microgrids were analysed [109]. 
However, additional components are required, which add system costs. 
Although many new devices are designed and proposed to improve protection 
performance of microgrids, currently, these devices are not commercially available in 
real cases [110]. It should be a possible and effective way to use traditional protection 
devices, such as directional overcurrent, distance and differential relays, to protect the 
networks with DGs if they can show good performance. Therefore, several methods 
focus on analysing fault characteristics of fault current in microgrids and modifying 
conventional protection schemes. In [111], phase faults in lines, adjacent lines and 
branch lines were analysed and summarised. The characteristics of fault current of 
DGs controlled by P-Q and V-f for different modes were presented in [112]. Baran and 
El-Markabi in [113] introduced an adaptive overcurrent protection for distribution 
feeders by changing the pickup current of relays. By using a new digital relay with 
communication channels, Bui et al. [114] designed a fast-scalable-adaptable protection 
algorithm to improve the reliability and adaptability of microgrids. However, these 
methods are complicated in practical implementation since new functions or relay 
improvements are required.  
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In [115], [116], current components were analysed to separate fault current by 
traditional overcurrent protection. However, this method was ineffective for 
symmetrical faults. A comparison of directional overcurrent protection with distance 
protection was conducted in [117]. The research indicated that directional overcurrent 
protection was preferred since fault current entering feeders and leaving feeders was 
easily detected and compared. A microgrid system was simulated by using differential 
relays with either grid-connected or islanding modes for single phase to ground faults 
[118]. However, the performance of this method for other kinds of faults was not 
discussed. 
Based on control and protection technologies in microgrids, in this chapter, the 
feasibility of a hybrid control and protection scheme is proposed and tested. This 
scheme can be applied to ensure the normal and healthy operation of a microgrid 
system. A discussion of possibilities and issues for applying this scheme to VMs is 
given in Section 6.5. 
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Fig. 6.1  A simple microgrid system. 
 
6.2 Microgrid Control 
A microgrid system is shown in Fig. 6.1, which includes two DGs and three loads 
in this system. This microgrid system can be connected or disconnected from the main 
grid by changing the state of PCC (Point of Common Couple), and SS (static switch) 
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is used to change the operating mode of microgrids smoothly. Parameters of this 
system is presented in Table 6.1. 
 
Table 6.1 Parameter settings of the microgrid 
Component Main grid Transformer Load 1 
Data 10 kV 
25 MVA 
10 kV / 0.4 kV 
0.18 MW +  
j0.06 MVar 
Component Load 2 Load 3  
Data 
0.06 MW + 
j0.0195 MVar 
0.06 MW + 
j0.0195 MVar 
 
 
In this microgrid system, DG1 is a solar power generator, and DG2 is a micro gas 
turbine generator. The power generated by solar power generators can be expressed as 
[85] 
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where Tc and TA are cell temperature and ambient temperature; sa is the solar irradiance; 
Top is the normal operating temperature of cells; Isc is the short circuit current; Voc is 
the open circuit voltage; Ki and Kv are current and voltage temperature coefficients; 
Vmppt and Imppt are the voltage and current at the maximum power point; N is the cell 
number per module. 
In this chapter, the solar power generator is controlled by maximum power point 
tracking (MPPT), then it is connected in series with a battery. Therefore, output power 
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of the solar power generator can be stored in the battery. Both output power of the solar 
power generator and the micro gas turbine generator is controllable. 
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Fig. 6.2  P-Q control in microgrids. 
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Fig. 6.3  V-f control in microgrids. 
 
6.2.1 P-Q and V-f Control Strategies 
In grid-connected mode, two DGs are controlled by P-Q control method, so active 
power and reactive power of DGs keeps constant in steady states. Voltage and 
frequency of systems are regulated by the main grid. When a fault is detected in the 
main grid, the operation mode of this microgrid is changed to islanding mode. In this 
case, DG2 is still controlled by P-Q method to keep the power balance between 
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generation and loads, but the control method of DG1 is switched to V-f control in order 
to maintain the stability of voltage and frequency in the microgrid. Detailed control 
principles of P-Q control and V-f control are illustrated in Fig. 6.2 and Fig. 6.3 
respectively. Fig. 6.4 shows the flow chart of control and protection for the whole 
system. 
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Fig. 6.4  Flow chart of control and protection for the microgrid. 
 
As shown in Fig. 6.2, P-Q control strategy relies on calculating reference current 
and then regulating current to control inverters through pulse-width modulation (PWM) 
signals. Reference current is obtained from dividing reference active power and 
reactive power (Pref, Qref) by actual voltage (u). Comparing to P-Q control, V-f control 
is more complicated because more PI controllers are required in outer voltage loop and 
inner current loop (which is called a dual-loop controller). A block diagram of the dual-
loop controller is shown in Fig. 6.5. In Fig.6.5, udref and uqref are reference input voltage 
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in d axis and q axis. ud and uq are actual voltage in d axis and q axis. kp and ki are 
proportional gain and integral time constant respectively. ω is angular frequency. Lf 
and Cf are the inductance and capacitance of RLC filter. ild and ilq are actual current of 
the grid side in d axis and q axis. id and iq are actual current of the inverter side in d 
axis and q axis. ildref and ilqref are reference output current of voltage loop controller in 
d axis and q axis. uidref and uiqref are output of current loop controller in d axis and q 
axis. 
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Fig. 6.5  Block diagram of a dual-loop controller. 
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Fig. 6.6  Circuit diagram of a microgrid in islanding mode. 
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6.2.2 Small-signal Stability Analysis 
Comparing to grid-connected mode, microgrids are more likely to loss stability in 
islanding mode as it cannot get the support from the main grid. In this section, small-
signal stability of the microgrid is analyzed, including output harmonics of inverters 
and filters. A circuit diagram of the microgrid in islanding mode is shown in Fig. 6.6. 
In this case, load 1 is separated from the network for simplification. 
 
6.2.2.1 Small-signal Modelling for Dual-loop Controller 
In order to analyse the stability of V-f control strategy and select suitable parameters 
for PI controllers, small-signal model of the inverter for DG1 is established after 
converting original data to d axis and q axis through Park transform. For the dual-loop 
controller of V-f control strategy in Fig.6.5, to simplify the expression of small-signal 
equations, φd, φq, μd, μq are defined as 
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then control equations of the dual-loop controller can be expressed as 
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The small-signal state equations of dual-loop controller by adding small signal 
perturbations are 
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where dq  means column vector 
T
  d q     . Coefficients in Equation (6.4) are 
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The output equations of dual-loop controller are 
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Coefficients in Equation (6.5) are 
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6.2.2.2 Small-signal Modelling for RLC filter 
In addition to inverters, DGs are connected to the main grid via RLC filters and 
transmission lines. According to Fig. 6.6, following equations can be derived: 
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The small-signal state equation of RLC filter and transmission lines is 
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Table 6.2 Control parameters of inverters 
V-f control P-Q control 
kp1 ki1 kp2 ki2 kp ki 
1 0.04 1 0.04 20 0.001 
 
6.2.2.3 Eigenvalues and stability analysis 
Based on the state equations of dual-loop controller and RLC filter aforementioned, 
five pairs eigenvalues of the state matrix can be obtained according to the data in Table 
6.2 and Table 6.3. When kp varies from 0.01 to 100, and the other control parameters 
are constant, the most representative root locus of this system is shown in Fig. 6.7. It 
can be seen that real part of the eigenvalue decreases until kp is equal to 1, then real 
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part of the eigenvalue increases. Hence, the damping of this system reaches to the 
maximum value when kp is 1. At this point, system stability is the best. 
 
Table 6.3 System parameters in static state operation 
Component Ud (V) Uq (V) Id 
(A) 
Iq 
(A) 
Ild  
(A) 
Ilq  
(A) 
Cf  
(mF) 
Lf  
(mH) 
ω 
(A) 
Data 328 0 125 15 125 20 1.5 0.6 377 
 
 
Fig. 6.7  The root locus of the inverter under different proportional gain (kp) values. 
 
 
Fig. 6.8  The root locus of the inverter under different integral time constant (ki) values. 
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When ki changes from 0.0001 to 1, and the other control parameters are invariable, 
Fig. 6.8 shows the root locus for one pair of eigenvalues. It can be found that the real 
part of the eigenvalue reduces with the increasing of ki, so the system is stable. 
By analysing the root locus of each eigenvalue, the most suitable kp and ki are 
selected. Similarly, the stability and small signal model of the inverter under P-Q 
control strategy is performed and parameters are listed in Table 6.2. 
 
6.3 Hybrid Protection Scheme 
In Fig. 6.1, two kinds of loads are considered in the microgrid system: non-sensitive 
load in feeder 1 and sensitive loads in feeder 2 and 3. Because power flow through the 
feeders without DGs is unidirectional, so inverse-time overcurrent protection is 
applied to feeder 1 which contains non-sensitive loads [119]. However, for feeder 2 
and feeder 3, inverse-time overcurrent protection cannot be used because the power 
flow on these two feeders are bi-directional. Therefore, biased differential protection 
is used, which relies on measuring electrical variables on two ends. The principles of 
these two kinds of protection methods are discussed below. 
 
6.3.1 Inverse-time Overcurrent Protection 
Inverse-time overcurrent protection is based on measuring fault current through 
relays. If fault current is bigger than setting values, relays will operate to trip related 
circuit breakers [120]. Tripping time has an inversely proportional relationship with 
fault current. For bigger fault current, relays operate more quickly [121]. The property 
of inverse-time overcurrent protection is illustrated in Fig. 6.9 (a), and time-current 
equations are 
 
( )
1
trip D P
A
t I T B K
M
 
= + + 
− 
                   (6.8) 
( )
2
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r
reset D
t
t I T
M

−


=  
 
                     (6.9) 
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where ttrip is the operating time of tripping; treset represents the operating time of 
resetting; tr is the reset time when current is zero; TD represents time dial options; M 
represents the ratio of actual current to rated current; A, B, K, p are time constant values 
according to operation characteristics. 
 
Current
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(a) (b) 
Fig. 6.9  Characteristics of different protection methods. (a) Inverse-time overcurrent protection; 
(b) Biased differential protection. 
 
6.3.2. Biased Differential Protection 
Basic principles of biased differential protection are to compare directional current 
of two terminals on lines. There are two cases which refer to the fault in a feeder or 
out of a feeder, as illustrated in Fig. 6.10. Assuming that the current flows from a bus 
to the circuit line is positive, and the current goes from a circuit line to buses is negative. 
Accordingly, if a fault happens between bus 1 and bus 2, the total directional current 
will be the sum of I1 (positive) and I2 (positive) as illustrated in Fig. 6.10 (a). So relays 
send tripping signals to corresponding circuit breakers for the purpose of protecting 
electrical equipment. If a fault is not in the area between bus 1 and bus 2 as shown in 
Fig. 6.10 (b), the direction of fault current is opposite (I1 is positive and I2 is negative), 
so the total current in the faulted point is equal to zero. Differential protection does not 
operate for this case. 
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(a) (b) 
Fig. 6.10  Two cases of biased differential protection. (a) Case one: fault between two feeders; (b) 
Case two: fault out of the zone between two feeders. 
 
Based on the principle of differential protection, biased differential protection is 
used for DGs in feeder 2 and 3. Fig. 6.9 (b) shows the characteristics of this strategy. 
Firstly, differential current and biased current are calculated based on measured data 
from current transformers (CTs). Once the point (Ibias, Idiff) is in the trip area, relays 
will operate to isolate faults. The trip and no trip areas are divided by different slopes 
(K1 and K2). The expressions for differential and bias current are 
 
1 2diffI I I= +                          (6.10) 
1 2
2
bias
I I
I
+
=                          (6.11) 
 
where I1 and I2 are the secondary side current of CTs. 
The characteristics of biased differential protection can be expressed as 
 
If 2bias sI I , 1 1diff bias SI K I I  +                (6.12) 
If 2bias sI I , ( )2 1 2 2 1diff bias S SI K I K K I I  − −  +         (6.13) 
 
where K1 and K2 are restraint coefficients. IS1 is the minimum pickup current of relays. 
IS2 is the minimum brake current. 
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6.3.3 Parameter Setting for Relays 
By using Fast Fourier transform (FFT) in MATLAB, simulation results obtained 
from Power Systems Computer Aided Design (PSCAD) in time domain can be 
transformed to that in frequency domain. Therefore, the features of fault current are 
obtained easily, and then parameters of overcurrent and differential relays can be set 
based on calculation results.  
 
 
(a) 
 
(b) 
Fig. 6.11  Amplitude and phase values of DG1 side fault current in the frequency domain under 
fault 2. (a) The amplitude value; (b) The phase value.  
 
Frequency = 60 
Phase = -1.2967 
 
Frequency = 60 
Amplitude = 1.308 
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Taking the single phase to ground fault in grid-connected mode (fault 2) as an 
example, amplitude and phase values of DG1 side fault current which is converted by 
FFT algorithm is presented in Fig. 6.11. Based on Equation (6.10) and Equation (6.11), 
differential and biased current can be calculated 
 
2 3 1.3080 1.2967 3.2882 1.0189 5.1466diff CT CTI I I j j kA= + = − + − =   (6.14) 
( )2 3
1
2
bias CT CTI I I=  +  
( )
1
1.3080 1.2967 3.2882 1.0189 2.6421
2
j j kA=  − + − =        (6.15) 
 
Table 6.4 Fault current in frequency domain 
Fault 
conditions 
Grid-connected mode Islanding mode 
Single phase to 
ground fault 
Three phase fault 
Single phase to 
ground fault 
Three phase fault 
IDG Igrid IDG Igrid IDG Igrid IDG Igrid 
Amplitude 
(kA) 
1.3080 3.2882 0.4824 31.3746 0.2235 1.6280 0.1484 1.0469 
Phase (rad) -1.2967 -1.0189 0.03754 -0.06779 0.6963 0.5941 0.7212 1.3501 
 
Table 6.5 The values of differential current and bias current 
Fault 
conditions 
Grid-connected mode Islanding mode 
Single phase to 
ground fault 
Three phase 
fault 
Single phase to 
ground fault 
Three phase fault 
Idiff (kA) 5.1466 31.8570 2.2568 2.3914 
Ibias (kA) 2.6421 15.9293 1.2322 1.2224 
 
The other fault current values in the frequency domain under different operating 
modes and fault types are presented in Table 6.4. Table 6.5 shows all calculation results 
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of differential and bias current. Then these calculation results can be labelled on the 
characteristic curve of biased differential protection as shown in Fig. 6.12, and these 
faulted points should in the trip area for the purpose of opening corresponding circuit 
breakers to isolate all kinds of faults.  
 
1
2
3
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5
0
0.5 1 1.5 2 2.5
Idiff 
(kA)
Ibias 
(kA)
K1
K2
Trip
No Trip
(2.6421,5.1466)
3
6
(1.2322,2.2568)
(1.2224,2.3914)
 
Fig. 6.12  Characteristic curve of biased differential protection for the simulation model. 
 
According to [122], the percentage bias setting of biased differential protection is 
0.3-0.8 in the general case, and it is recommended to keep the percentage bias setting 
bigger than 0.5. However, the percentage bias setting should rely on real operating data 
of devices, and malfunction should also be taken into account in real power systems. 
Therefore, percentage bias settings depend more on real operating conditions of 
systems, and it is easy to be reset by applying microcomputer protection. As there is 
no principle for the parameter settings of biased differential protection in microgrid 
systems, so in this chapter, percentage bias settings for K1 and K2 are set to 0.5 and 1.5 
respectively in order to ensure the reliable operating of circuit breakers for different 
fault types. Finally, operation equations of biased differential protection are 
determined as 
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When 2biasI kA , 0.5 0.05diff biasI I  +             (6.16) 
When 2biasI kA , 1.5 1.95diff biasI I  −             (6.17) 
 
For inverse-time overcurrent protection, FFT can also be used for transforming fault 
current from time domain to frequency domain. Therefore, the pickup current of 
overcurrent relays is easy to obtain, and the other fixed parameter settings for 
overcurrent relay are shown in Table 6.6. 
 
Table 6.6 Parameters of inverse-time overcurrent protection and biased differential protection 
Component 
Inverse-time overcurrent protection 
Biased differential 
protection 
A B K P tr q TD IS1 K1 IS2 K2 
Data 0.0104 0.0226 0 0.02 1.08 2 0.1 0.05 0.5 2 1.5 
 
6.4 Simulation Analysis 
In this section, different kinds of faults are tested in the microgrid model to evaluate 
the validity of the proposed protection scheme. One is single phase to ground fault, 
which is the most common fault in electrical power systems. The other one is three 
phase fault, which represents the most serious fault in microgrids. For each kind of 
fault, three fault scenarios are defined. Fault 1 and fault 2 are applied to feeder 1 
(without DG) and feeder 2 (with DG1) independently in grid-connected mode, while 
fault 3 occurs on feeder 3 (with DG2) in islanding mode as shown in Fig. 6.1. Table 
6.6 lists main parameters of inverse-time overcurrent protection and biased differential 
protection. 
The working process of the proposed protection scheme is illustrated in Fig. 6.4. 
When the microgrid operates in grid-connected mode, all three feeders are connected 
to the main grid. If a fault happens on feeder 1, it should be detected by inverse-time 
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overcurrent protection, then the circuit breaker on feeder 1 (BRK1) should open to 
isolate this fault after receiving tripping signals from the relay. Biased differential 
protection is used to protect feeder 2, so BRK2 and BRK3 will operate if a fault 
happens on feeder 2. Firstly, the differential current and biased current are calculated 
based on fault current from CT2 and CT3. Secondly, relays send tripping signals to 
BRK2 and BRK3 if the point (Ibias, Idiff) is in the trip area. After that, the fault is able 
to be isolated from the system by opening BRK2 and BRK3. Because the duration 
time of fault is 0.5 s, so all circuit breakers which open in fault conditions reclose again 
after 0.5 s, then the system can recover to normal operating condition. The protection 
process of feeder 3 in islanding mode is similar to that of feeder 2 in grid-connected 
mode. The only difference is that BRK4 and BRK5 are responsible for protecting 
feeder 3.  
The simulation model of the microgrid and related protection scheme are established 
in PSCAD and presented in Fig. 6.13. Four cases are discussed and main simulation 
results for different fault types and operating modes are illustrated. 
 
6.4.1 Single Phase to Ground Fault in Grid-connected Mode 
To check the validity of the protection scheme when the microgrid operates in grid-
connected mode, phase C to ground fault is applied to feeder 1 and feeder 2 
respectively. Because there is no sensitive load, and the power flow on feeder 1 is 
unidirectional, so inverse-time overcurrent protection is applied on feeder 1. Fig. 6.14 
shows phase C current of feeder 1. It can be seen that phase C current becomes high 
suddenly when the fault happens at 1.5 s, and this fault only lasts for few seconds 
before it is cleared by BRK1 on feeder 1. The state change of BRK1 can be seen from 
Fig. 6.15. It changes from 0 to 1 when fault 1 happens, and BRK1 recloses again at 2 
s after the fault is isolated from the system, so the system operates healthily after 2 s. 
Therefore, inverse-time overcurrent protection scheme is able to detect the fault in 
feeder 1, and related circuit breakers can operate to isolate this fault. 
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(a) 
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(b) 
Fig. 6.13  Simulation model in PSCAD. (a) Microgrid model; (b) Protection model. 
115 
 
 
Fig. 6.14  Simulated current of phase C in feeder 1 under phase C to ground fault (fault 1). 
 
 
Fig. 6.15  State change of the circuit breaker in feeder 1 under phase C to ground fault (fault 1). 
 
Biased differential protection is used to protect sensitive loads on feeder 2 against 
fault 2. This protection scheme is based on calculating differential current and biased 
current, and these values are obtained from CT2 and CT3 which measure the current 
in DG side and the grid side. Simulation curves of phase C current in DG1 side and 
the grid side are presented in Fig. 6.16. It shows that both the current of phase C in 
DG1 side and the grid side increases rapidly at 2 s when single phase C to ground fault 
116 
 
happens. Fault current from the grid side is much larger than that from DG1 side. To 
ensure the power supply of the other parts in this system, biased differential protection 
detects this fault, and sends tripping signals to circuit breakers (BRK2 and BRK3) 
which are located on both sides of the fault point. Because fault 2 lasts for 0.5 s, so 
BRK2 and BRK3 reclose at 2.5 s, then current goes back to the normal value. 
 
 
(a) 
 
(b) 
Fig. 6.16  Simulated current of phase C in feeder 2 under phase C to ground fault (fault 2). (a) The 
current in DG1 side; (b) The current in the grid side. 
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(a) 
 
(b) 
Fig. 6.17  Simulated voltage of phase C in feeder 2 under three phase fault (fault 2). (a) Voltage 
variation during fault 2; (b) Voltage variation after isolating fault 2. 
 
6.4.2 Three phase fault in Grid-connected mode 
Simulation results of three phase fault on feeder 1 are similar to that of phase C to 
ground fault except for larger fault current. Inverse-time overcurrent protection is able 
to detect and isolate three phase fault on feeder 1 without sensitive loads. When three 
phase fault (fault 2) happens on feeder 2, the voltage of DG1 side (the blue line) and 
the grid side (the green line) are shown in Fig. 6.17. Both the voltage of DG1 side and 
the grid side oscillates when fault 2 occurs at 2 s, then fault 2 is detected by biased 
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differential protection, and related circuit breakers open to clear the fault, so the 
voltage of DG1 side becomes zero, while voltage of the grid side is stable after 
oscillation. At about 2.5 s, BRK2 and BRK 3 close again, and the voltage of DG1 side 
is equal to the voltage of the grid side after synchronization process. Because DG1 is 
controlled by P-Q method, so active power and reactive power of DG1 remain constant 
(0.04 MW and 0.01 MVar) as shown in Fig. 6.18. Therefore, it is concluded that the 
control strategy and protection scheme are effective in grid-connected mode. 
 
(a) 
 
(b) 
Fig. 6.18  Simulated active power and reactive power in DG1 side and the grid side under three 
phase fault (fault 2). (a) Active power; (b) Reactive power. 
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(a) 
 
(b) 
Fig. 6.19  Phase C current in feeder 3 under phase C to ground fault (fault 3). (a) Current in the 
grid side; (b) Current in DG2 side. 
 
6.4.3 Single Phase to Ground Fault in Islanding Mode 
For the purpose of ensuring the power supply of some sensitive loads, the operating 
mode of the microgrid will change to islanding mode if a fault happens in the main 
grid. On this occasion, PCC and SS open, and load 1 is separated from the network. In 
order to regulate the voltage and frequency of the microgrid, the control strategy of 
DG1 changes from P-Q control to V-f control, while DG2 is still regulated by P-Q 
control method. Because load 2 and load 3 are sensitive loads, and the power flow on 
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these two feeders is bidirectional, so feeder 2 and feeder 3 are protected by biased 
differential protection. 
Fig. 6.19 shows the current of phase C in the whole simulation process when phase 
C to ground fault (fault 3) occurs on feeder 3. The microgrid operates in grid-connected 
mode before the microgrid is disconnected from the main grid at 1 s, and phase C 
current becomes stable after oscillation. Then fault 3 happens at 2 s, and the current on 
two sides of the fault point goes up immediately. Based on calculating differential and 
biased current from DG2 side and the grid side, it can be found that this fault current 
is in the trip area, so relays send tripping signals to related circuit breakers. The states 
of BRK4 and BRK5 change from 0 to 1 at 2 s, and the current of phase C both in DG2 
side and the grid side reduces to 0 at the same time, so the single phase to ground fault 
can be separated from the network successfully by applying biased differential 
protection. The islanding microgrid can return to the normal condition slowly after 2.5 
s. 
 
6.4.4 Three Phase Fault in Islanding Mode 
Compared to phase C current when single phase to ground fault happens on feeder 
3, phase C current is much bigger when three phase fault occurs on feeder 3. Biased 
differential protection is able to detect this fault, and tripping signals are sent to circuit 
breakers on DG2 side (BRK5) and the grid side (BRK4), so fault 3 is able to be isolated 
when the microgrid operates in islanding mode whether it is single phase to ground or 
three phase fault. 
Since the microgrid operates in islanding mode, so it loses the support of voltage 
and frequency from the main grid. In this case, V-f control takes the place of main grid 
to regulate voltage and frequency in the microgrid. Because the stable operating of 
microgrids is very important, so load variation cases are added in this part in order to 
verify the effectiveness of the control strategy. Fig. 6.20 to Fig. 6.22 show detailed 
simulation results when the system operates in different situations. 
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(a) 
 
(b) 
Fig. 6.20  Active power and reactive power in DG2 side and the grid side under three phase fault 
(fault 3). (a) The active power; (b) The reactive power. 
 
Active and reactive power variation under different situations can be founded in Fig. 
6.20. Before 1 s, the microgrid operates in grid-connected mode with a voltage ramp 
up time of 0.1 s, and total load demands of load 2 and load 3 are 0.12 MW + j0.039 
MVar. The microgrid is separated from the main grid at 1 s, then it operates in islanding 
mode. After that, the active power of load 2 increases to 0.08 MW at 2 s, and load 3 
remains constant. Because DG2 is controlled by P-Q method, and it outputs 
unchangeable power, so the output power of DG1 goes up to meet the increased load 
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demands. Meanwhile, the voltage and frequency of the microgrid system can keep 
stable under the V-f control applied in DG1 as shown in Fig. 6.21 and Fig. 6.22. Three 
phase fault occurs on feeder 3 at 3 s, so voltage drops a lot, and the output power from 
DG2 becomes zero. Then the fault is cleared by biased differential protection, and 
related circuit breakers on feeder 3 close again after 0.5 s. The root mean square (RMS) 
value of voltage can recover to 0.4 kV after oscillation. At 4.5 s, load 3 reduces from 
0.06 MW + j0.0195 MVar to 0.02 MW + j0.0005 MVar, and the output power of DG1 
decreases at the same time.  
 
 
Fig. 6.21  Voltage of microgrid in islanding mode. 
 
 
Fig. 6.22  Frequency of microgrid in islanding mode. 
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As shown in Fig. 6.21 and Fig. 6.22, in the whole simulation process, the voltage 
and frequency of the microgrid can recover to the normal value even under the most 
serious three phase fault. The fluctuation of voltage and frequency is tiny under load 
variation conditions. DG2 is controlled by P-Q method, so the output power from DG2 
is constant when the microgrid operates in normal cases. Therefore, it can be concluded 
that the proposed control strategy and protection scheme is able to ensure the stability 
of the microgrid system. 
 
6.5 Extending the Proposed Schemes to VMs 
By analysing the simulation results of different operating modes and fault types in 
Section 6.4, it can be found that the proposed scheme is effective to microgrids. In this 
section, the feasibility of applying these technologies to VMs is discussed. 
From the control point of view, since the future control mode of electrical networks 
will finally transfer from centralised control to decentralised control, the operating 
ability of VMs in islanding mode is very important, which is similar to a microgrid 
when it operates in islanding mode. As the scale of a VM is much smaller than the 
entire power system, so ensuring the stability of voltage and frequency for a small VM 
system in islanding mode is a challengeable problem. The popular V-f control strategy 
can provide a choice to ensure that the voltage and frequency are within their limit 
range in this case. If V-f control is applied to VMs, for each VM, at least one 
dispatchable DG should have the electronic device with V-f control. For the other DGs 
in a VM, in order to meet the power supply requirements of loads, a constant output 
of active power and reactive power is needed, so P-Q control is suitable. Considering 
the stochastic nature of non-dispatchable DGs, energy storage devices are essential to 
be applied to compensate for the output of DGs. In some emergency conditions, when 
two or several VMs need to be connected together, power exchange happens among 
these VMs. The settings of electronic devices in these VMs should be adjusted 
automatically according to new operating requirements, such as updated load demands. 
Moreover, for different VMs, setting values of voltage and frequency should be the 
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same to ensure the synchronization of operating states in the case of combined 
operation of VMs. 
From the protection point of view, as discussed in Section 6.1, fault current variation 
and the appearance of bi-directional power flow are two issues. Similar to microgrids, 
for a VM operating in islanding mode, the direction and value of fault current should 
be able to be detected by biased differential protection scheme based on appropriate 
setting values, and inverse-time overcurrent protection can be used to the feeders 
without DGs due to unidirectional power flow. For each VM, the settings of related 
relays can be determined based on the analysis of fault current for different fault types. 
It makes the situation become more complicated when a VM need to run in combined 
mode by making connection with other VMs because new fault current may be very 
different compared to the previous one, which may cause some relays not to work 
properly. Therefore, some principles should be made to adjust relay settings according 
to different operating modes simultaneously. Although constructing VMs make 
contribute to a more reliable and flexible network, various operating modes also bring 
many challenges, therefore, a more comprehensive scheme including backup 
protection should be made to improve the reliability of the protection. 
 
6.6 Summary 
This chapter is to explore the control and protection issues of VMs from the 
operation point of view. Since there are few studies focusing on this aspect, due to the 
similarities between VMs and microgrids, a hybrid control and protection scheme for 
microgrids is proposed and analysed in this chapter. 
In the proposed control strategy, DGs are regulated by P-Q control and V-f control 
in different operating modes. Inverse-time overcurrent protection and biased 
differential protection are used to protect different kinds of feeders. The feeders with 
non-sensitive load is protected by inverse-time overcurrent protection, while the 
feeders with DGs are protected by biased differential protection. From the simulation 
results, it can be seen that this protection scheme is able to protect these two kinds of 
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feeders both in grid-connected and islanding modes, and the stability of the microgrid 
can be guaranteed under the proposed control strategy whether the fault type is single 
phase to ground fault or three phase fault. 
The feasibility of applying this scheme to VMs is also discussed. For a VM operates 
in islanding mode, the proposed control techniques, such as P-Q control, V-f control, 
inverse-time overcurrent protection and biased differential protection, are suitable for 
VMs. However, many issues are still needed to be considered, such as automatic 
setting of related devices according to different operating conditions. For example, 
when VMs operate in combined mode, it is more complicated for both control and 
protection. Therefore, a more comprehensive study should be carried out in the future 
to improve the performance of SDNs.  
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Chapter 7  
Conclusions and Future Work 
 
7.1 Conclusions 
It is widely agreed that the integration of DGs to distribution networks is helpful to 
solve the issues in traditional power systems. So it is necessary to design a planning to 
construct SDNs with integration of DGs. Unlike passive planning methods which are 
used by most of studies based on conventional control and operating mechanisms of 
CDNs, in this thesis, a three-layer active planning for upgrading CDNs to SDNs is 
proposed by considering both current structure of CDNs and future decentralised 
vision of SDNs. VMs are basic units to realise decentralised control, and they are self-
sufficient and autonomous systems. Active energy management ability of SDNs is 
considered as an important function in the three-layer active planning. The three-layer 
active planning consists of physical system layer, cyber system layer and 
socioeconomic system layer. Cyber system layer is the intermediate between physical 
system layer and socioeconomic system layer, and it is responsible for collecting and 
analysing the data from physical system layer and sending control commands to 
socioeconomic system layer for transaction decision making. 
The most important part of the three-layer active planning is physical system layer, 
which affects the topology and function of other two layers. Hence, a two-phase 
strategy is put forward to develop physical system layer. Phase 1 is to determine 
boundaries of VMs by partitioning CDNs. Based on the partitioning results in phase 1, 
phase 2 is to optimise the DG allocation in VMs. 
 
7.1.1 A Hierarchical Partitioning Method for CDNs 
Operating states of power systems depend on three factors, i.e. DG allocation, load 
distribution and network structure. For most of CDNs, DG allocation is not performed 
yet, and it should be an evolutionary process to integrate DGs to distribution networks. 
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Load distribution may be changed since load demands are increasing. Compared to 
DG allocation and load distribution, network structure is already formed, and it is 
unlikely to be changed much. Therefore, to determine VM boundaries in phase 1, a 
partitioning method based on structural information is proposed, which is different 
from most of existing studies based on operating states analysis with the assumption 
of DG allocation results. Considering specific characteristics of electrical networks, 
distance and capacity are two important items to describe structural characteristics of 
electrical networks. Based on equivalent impedance (distance) and power transmission 
capacity (capacity), ECS is defined as a composite weight index to measure electrical 
connection in distribution networks. Since VMs in distribution networks are similar to 
communities in complex networks, a modularity-based community detection method, 
Newman Fast algorithm, is applied to partition CDNs by upgrading modularity to 
electrical modularity which is used to judge the quality of partitioning results in CDNs. 
According to the simulation analysis of three distribution networks in Section 4.5, 
major findings are summarized as follows: 
 ECS can reflect structural characteristics of distribution networks very well, and 
electrical modularity is effective to be used to determine optimal partitioning 
results, since transmission lines with big impedance are detected as VM 
boundaries, which indicates weak electrical connection (small ECS values).  
 Comparing to other partitioning results based on operating states analysis, the 
partitioning results using proposed hierarchical partitioning method have bigger 
values of electrical modularity, so the partitioning results using hierarchical 
partitioning method are more adaptive considering structural characteristics of 
distribution networks.  
 By applying the proposed hierarchical partitioning method, the strength of 
community structure for different networks can be seen. If the curve of 
modularity for different number of VMs is slighter, the network has a stronger 
community structure. See Section 4.5.3 for more details. 
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 Dynamic boundaries of SDNs can be determined based on hierarchical 
partitioning method, which can provide some optional schemes for VMs when 
VMs are required to operate with connection to other VMs. So operating modes 
of SDNs are more various and flexible. 
 
7.1.2 A Bi-level Optimisation Method for DG Allocation 
Considering different objective functions, many methods are proposed to optimise 
DG allocation. However, most of these methods are assessed based on a unique 
monopoly control unit by centralised decision-making and hierarchical control. They 
may not be fully appropriate with consideration of trend in fully decentralised control 
for future SDNs. Based on the partitioning results in phase 1, a bi-level optimisation 
method consisting of an outer optimisation and an inner optimisation is introduced to 
find the optimal DG allocation of VMs in phase 2. The main goal of this bi-level 
optimisation is to maximise the capabilities of active energy management in system 
operation. In the outer planning optimization, it is to determine the optimal DG 
allocation (DG type, location, number and capacity) with the aim to realise autonomy 
of VMs by minimising the power flow on boundaries and total power losses. In the 
inner optimisation, active energy management is performed by adjusting output power 
of DGs to minimize generation costs. GA is applied as a main algorithm in the outer 
optimisation while POPF is used in the inner optimisation. The effectiveness of this 
optimisation method is verified by analysing the results for three cases, i.e. original 
networks without DG allocation (case 1), minimising power losses without VMs (case 
2), maximizing the ability of active energy management with VMs (case 3). Major 
findings are summarized as follows: 
 The proposed bi-level optimisation method can be convergent to find optimal 
results for DG allocation. 
 The total power losses of case 3 decrease by 82% approximately compared with 
case 1, which enhance the power transmission efficiency of the network.  
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 Comparing to the results in case 2, the power supply of insensitive loads in all 
VMs can be guaranteed by considering the minimum capacity constraints of 
controllable DGs in case 3. In addition, the power flow on all VM boundaries 
in case 3 is smaller than that in case 2. Hence, the autonomous ability of VMs 
is improved. 
 
7.1.3 Control and Protection Schemes from Microgrids to VMs 
The two-phase strategy focuses on planning issues of SDNs, including 
determination of VM boundaries and DG allocation. In addition to these issues, due to 
the integration of DGs, several operating issues arise, such as bi-directional power 
flow and fault current variation, and they affect the normal operation of CDNs. Since 
there are almost no studies which directly focus on the protection and control issues of 
VMs, a hybrid control and protection scheme for microgrids is introduced considering 
similarities between VMs and microgrids. P-Q and V-f control strategies are applied 
to inverters of DGs in grid-connected mode and islanding mode. Inverse-time 
overcurrent protection is employed on feeders without DG allocation while biased 
differential protection are assigned to feeders with DGs. The proposed scheme is tested 
on a microgrid model, simulations results of two fault types (the most common single 
phase to ground fault and the most serious three phase fault) in different operating 
modes (grid-connected mode and islanding mode) are obtained. Based on the 
simulation results in Section 6.4, major findings are concluded as follows: 
 P-Q control can ensure DGs to output constant active power and reactive 
power corresponding to setting values in both grid-connected mode and 
islanding mode. It is effective to adjust the output power of DGs in the case of 
load variation. 
 In islanding mode, V-f control on DGs can adjust voltage and frequency to 
setting values before and after occurrence of different fault types and in load 
variation cases to ensure the stability of the microgrid. 
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 Different fault types can be detected and isolated by related protection 
methods effectively and accurately, and the microgrid can recover to normal 
operation after fault clearance. 
 The proposed control and protection method can be applied to VMs, but more 
exploration is required since the operation of VMs is more complicated due to 
flexible structure. 
 
7.2 Future Work 
In this thesis, all work is carried out based on the proposed active planning 
framework for upgrading CDNs to SDNs. Based on the current results in this thesis, 
future work can be carried out in the following aspects: 
 In this thesis, dispatchable and non-dispatchable DGs are considered as main 
devices for DG allocation. In the future, many other devices, such as energy 
storage devices and electric vehicles, will heavily integrate into power systems. 
Taking energy storage devices as an example, they can compensate for the 
intermittent output caused by non-dispatchable DGs, but their charging and 
discharging behaviour affect the stable operation of power systems. Therefore, 
it is more meaningful to consider other kinds of devices in optimisation, but it 
will obviously make the planning for SDNs become more complex. 
 According to the definition of microgrids, a microgrid has a clearly defined 
boundary, and it acts as a single controllable entity. Commonly, a microgrid is 
connected to the main grid through the PPC. As a VM has some similarities 
with a microgrid, in this thesis, possible issues and solutions for VMs are 
discussed, and they are based on methodologies in microgrids. However, a 
network with VMs is more complex than a microgrid system. Taking the 
number of connecting points as an example, for a microgrid system, there is 
only one connection point, i.e. the PCC, to the other parts of the network. 
However, for a SDN consisting of VMs, there are many boundaries, so it has 
multiple connecting points with the other part of the network. What is more, a 
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single VM system may exchange power with many other VMs and the main 
grid at the same time. Therefore, more work should be done to realise and 
improve the functions of VM systems. 
 In this thesis, methodologies for constructing the physical system layer of SDNs 
is proposed. According to the proposed active planning framework in Chapter 
2, future research can focus on the development and construction of cyber 
system layer and socioeconomic system layer to fully realise the function of 
SDNs.
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