Introduction
Ungulate populations worldwide are heavily managed, and have been for quite some time. Whitetailed deer, for example, once abundant in North America, were extirpated in many areas in the early twentieth century due to commercial hunting [18] . Strict hunting limitations, habitat modifications, and the extirpation of natural predators led to a surge in deer populations throughout the continent [17] . Management of deer populations has turned from concern for their survival to concern about their overabundance, as negative ecological impacts of deer overabundance become more and more clear [4] . Other ungulate species also experienced major growth in population numbers in the past century. Moose, for example, were introduced in Newfoundland in the early twentieth century, and have now become so numerous that they constitute a major traffic hazard with nearly 5500 collisions in the six-year period 1988-1994 [11] . At the same time, there are positive economic impacts since large moose and other ungulate populations attract (trophy) hunters and support tourism. (1) where s X denotes the survival probability of an individual of type X during the winter, σ X is the probability to survive hunting by humans, and p is percentage of females among the newborns. The function R = R(z) denotes the density-dependent per capita reproductive rate, i.e. the average number of offspring per pregnant female. We assume that R is a monotone decreasing function of the argument z = Y + F + M or, more generally, some linear combination of all the different types. Examples include
see [14] , where r = R(0) is the maximum reproductive rate, occuring at low density. The function B = B(y) describes how reproduction might be limited by difficulties of finding a mate. We assume that 0 ≤ B ≤ 1 is an increasing function of the fraction of adult male to female individuals who survive hunting, i.e. 
The negative exponential form has been used previously by Nilsen et al. [14] . The parameter g describes the strength of reproductive limitation due to gender imbalance: the higher g the stronger the impact on future offspring.
Steady states
Note that the model is formally not defined for M = F = 0, since the fraction M/F appears in the function B. However, since the function B is bounded, the product BF still approaches zero as F approaches zero. Hence, we still have (0, 0, 0) as a steady state. We cannot, however, linearize at this steady state since the derivative of the first equation with respect to F is not defined there. For the non-zero steady state we obtain the expressions
which we use to reduce the first equation of system (1) to the single equation
The value of l here is given by
If the argument of the function R is some linear combination of the number of individuals in the three compartments, then the value of l changes accordingly. Since the steady-state expressions for M * , F * in Equation (4) are both multiples of Y * , the quotient in the argument of the function B is independent of Y * :
Lemma 2.1 System (1) has a unique positive steady state, provided
The steady-state value is given by
with l as in Equation (6) and F * , M * according to Equation (4) . For the two growth functions in Equation (2) the steady-state value Y * is given explicitly as
respectively. If R 0 < 1 then zero is the only steady state.
Proof Assuming positivity, we cancel Y * from Equation (5) . Then the left-hand side is the constant one, whereas the right-hand side is a decreasing function of Y * according to the assumptions on R. Hence, there can be at most one solution. If the value of the right-hand side for Y * = 0 is greater than one, then there exists a solution.
The persistence condition (8) can be interpreted as the number of surviving female offspring that an individual female has over her entire lifetime being larger than one. Indeed, since the annual survival probability of a mature female is s F σ F , the average lifetime of a female is given by s F σ F /(1 − s F σ F ). The constant B * stands for the probability of the female to become pregnant in a given year, ps Y is the probability that the offspring is female and survives to maturity.
Reduction to two equations
In this section, we consider the special case that the survival probabilities for male and female adults are identical, more precisely that s F σ F = s M σ M =: s < 1. Under this assumption, system (1) reduces to a two-dimensional model that can be studied in much detail. Note that deaths from natural causes and from harvesting can still be different between the two sexes.
Lemma 2.2 The plane
is an attracting invariant set of system (1) in the interior of the positive orthant.
Proof The one-dimensional iteration F t+1 = sF t + ps Y Y t with arbitrary, non-negative forcing Y t has the solution
The same expression holds for M t with p replaced by 1 − p. Then since 0 ≤ s < 1, the fraction
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On the invariant set, system (1) can be reduced to the following two equations.
is a parameter. This reduced system is defined everywhere, even at (0, 0) and we can use linear analysis to determine the stability of steady states.
Lemma 2.3
The zero steady state of Equation (13) is stable if
and unstable otherwise.
Proof The Jacobi matrix at (0, 0) is given by
Rearranging the Juri conditions [12] for stability gives Equation (14) .
When inequality (14) is reversed, the reduced system (13) has the unique positive steady state
We discuss the stability of this steady state and possible bifurcations in a series of lemmas. More specifically, we demonstrate that the only bifurcations that can occur are −1 bifurcations, i.e. one expects two-cycles to appear. The Jacobi matrix at the positive steady state is given by
where R, R are evaluated at the steady state. We denote by P (λ) the characteristic polynomial, which is explicitly given by
Lemma 2.4 There are no +1-bifurcations from the positive steady state.
Proof The first Juri condition, P (1) > 0, is satisfied. Independently of parameter values, we have G. Giordano and F. Lutscher Proof This time, we check the second Juri condition, P (−1) > 0, the violation of which indicates a Flip bifurcation [12] . After some algebra, one finds P (−1) > 0 if and only if
Case 1 R(z) = r exp(−z/K) We have R −1 (z) = K ln(r/z) and R = −R/K. Hence the function R cancels from inequality (20) , as does K. We are left with the stability condition
Increasing r, we decrease the right-hand side to zero so that the inequality is violated. The steady state is unstable for
Case 2 (20), we obtain the stability condition
Replacing R and Y * by their explicit expressions, we simplify this expression to
If the fraction on the right-hand side is greater than one, then the condition is always satisfied. If the fraction is less than one, for example, for small values of s, then we obtain the critical value of r for stability to be
as long as the latter expression is positive. If this condition is violated, we expect a Flip bifurcation. In comparison with the stability condition (22) above, we note that r 2 ≥ r 1 since Proof We show that the determinant of the Jacobi matrix (17) is negative which implies that the eigenvalues are real. The determinant is given by
Substituting pss YB R = 1 − s from Equation (5), we obtain
By assumption, R < 0 and s Y < s so that the determinant is negative.
Lemma 2.7 The positive steady state (16) cannot undergo a Neimark-Sacker bifurcation if
Proof The third Juri condition requires det(J ) < 1 for stability. We show that if det(J ) > 1, then both eigenvalues are real, and therefore no complex conjugate eigenvalues with modulus greater than unity can exist. We only need to consider the case s Y > s.
Using the relation R = −R/K, we find that det(J ) > 1 is equivalent to
Rearranging, we find the equivalent condition
If we can show that
then we see that the right-hand side of Equation (29) is greater than the right-hand side of Equation (21). Therefore, if det(J ) > 1 then P (−1) < 0, so that both roots of the characteristic equation are negative. To see that Equation (30) is correct, we cross-multiply and rearrange to obtain
which is always true.
Case 2 R(z) = r/(1 + (z/K))
Starting with expression (27) for the determinant, we calculate that det(J ) > 1 is equivalent to
where the latter inequality results from the same estimate as in Case 1 (see Equation (30) above). Inequality (32) implies that P (−1) < 0, see Equation (24), which in turn means that the two roots of the characteristic polynomial are real.
Biological implications and observations
The dynamics for the reduced sex-and stage-structured model can be determined in quite some detail. Several results merit some discussion. First, while a stage-or age-structured model in general can support cyclic population dynamics [2] , our simple model with two sexes and two age-classes does not. Second, an unstructured population model with overcompensatory growth (e.g. Ricker) does give rise to two-cycles via a flip bifurcation [12] , but a model with compensatory growth function (e.g. Beverton-Holt) does not. In our structured model, even the compensatory growth function can give rise to a flip bifurcation and two-cycles (see Case 2 in Lemma 2.5).
However, the value of r for which this bifurcation occurs is much higher than realistic for any species. For example, ifBp = 0.5, then the smallest value for r 1 is around 15. The value for r 2 is, of course, much higher. A similar observation holds for secondary bifurcations. It is known that for the Ricker equation there is a period-doubling cascade to chaos. We numerically tested secondary bifurcations for our model and found that for values of r between 10 4 and 10 5 there is a four-cycle, but such values of r are highly unrealistic for the type of populations we are interested in. 
Population control and harvest bias
In the previous section, we studied analytically the behaviour of the sex-and age-structured population model in its reduced form. In this section, we drop the assumption s M σ M = s F σ F and consider the full model of three compartments numerically. We focus on three wildlife management questions. (i) Under which conditions can a population persist? (ii) How can one control a population and keep it below a certain size? (iii) How can one optimally harvest the population?
The two parameters of interest in this section are the survival probabilities of hunting by humans σ M , σ F . For the other parameters, we found possible values and ranges in the literature. We used data for moose populations in Sweden, adapted from [14] . According to Nilsen et al., survival of moose is quite high (≥90%) up to an age of 15 years, but then drops considerably (∼50%), for both males and females. If we choose s F in the interval [0.9, 0.95], we obtain an average lifetime between nine and 19 years, which seems to agree with the observation that individuals have a high mortality after the age of 15. We chose s F = s M = 0.92 and s Y = 0.9 in simulations.
Nilsen et al. [14] use the sex-ratio of 0.5 for newborns without any reference to data. Since offspring sex ratios are often biased towards females in ungulate populations, we chose p = 0.7. The sex-ratio limitation on reproduction is small according to [14] , who choose g = 0.1, as we did. As for the maximal reproductive rate, Moose can have twin offspring if conditions are optimal, but have only single or no offspring under harsher conditions. Nilsen et al. [14] choose values between 0.8 and 1.3, depending on age class. We take an overall r = 1.2, which may be a slight overestimation. The value of K gives the population size at which the actual number of offspring is half the maximum number of offspring. This value obviously depends on the size and quality of the habitat considered. We considered K = 1000, which is lower than the value from [14] . Our results do not change qualitatively for different values of K, but the precise quantities, of course, do. We use the rational function R(z) = r(1 + z/K) −1 for all plots, but the results for the exponential function are qualitatively similar.
Population persistence
The population can persist if Y * > 0. The persistence boundary is then given by R 0 = 1 or, in terms of the model parameters,
with the notation from Equation (4). Increasing any of the parameter values except for p, g will increase the likelihood of population persistence. An increase in g decreases the chance of the population to persist. Whether an increase in p increases or decreases R 0 depends on the values of the other parameters. In Figure 1 , we illustrate how the persistence boundary is affected by the parameters p, g. We see that for large values of σ M , increasing the offspring sex-ratio p increases the likelihood of persistence, but for small values of σ M it decreases this likelihood. As g decreases, the persistence boundary becomes less and less sensitive to changes in σ M and more sensitive to changes in σ F .
Population control
When ungulate populations damage agricultural land or nature reserves, population control becomes desirable. Trophy hunting (males with large antlers) can generate revenue for the managing authority. Female harvesting may be costly for some species and regions (e.g. deer [3] ) but need not be in general. We investigate which combinations of male versus female harvesting lead to a given population control. We first determine the steady-state value of the total population Y * + F * + M * in the absence of hunting. Then we determine the survival rates σ M,F necessary for the population to be controlled down to 10% of the value without harvesting. The percentage harvested is 1 − σ F,M for the two sexes. We plot the level curves for different parameter values in Figure 2 . We see that the pattern is very similar to the pattern obtained for population persistence. If we increase r or any of the natural survival parameters, the required percentage harvested increases. The interesting parameters are again p and g. As we increase the offspring sex-ratio, p, the curve shifts so that a higher percentage of females have to be harvested and a lower percentage of males. When the mating limitation g increases, then a higher percentage of males has to be removed in order to control the population. The major difference to the persistence condition in Figure 1 is that for high values of g, the curve drops below the curve for low values of g. Hence for high values of g more females and fewer males need to be removed from the population.
Optimal harvesting
Increasing the hunting rate will increase the percentage harvested, but it will also decrease the total population at steady state. If we are less concerned about population control but rather focused on maximizing harvest yield, then intermediate hunting rates are best. Since the hunting rates of males and females are 1 − σ M , 1 − σ F , respectively, the total harvest at the positive steady state is
We illustrate the level sets of H in Figure 3 . 
Including a predator
We now extend model (1) to include a natural predator. In this section, we assume that the predator kills only young individuals. This assumption is most appropriate for moose since adult moose can usually defend themselves against wolves.
We denote by W t the density of the predator in year t. Then the model equations read
where f (W ) is the probability that a young individual escapes predation and β is the conversion efficiency of the wolf. We assumed also that there is no hunting of the natural predator by humans, although such a term would be easy to incorporate. The function f is a decreasing function with f (0) = 1, for example,
In particular, we set f (0) = −α. The negative exponential corresponds to a random searching behaviour of the predator, whereas the rational function describes non-random searching [9] . From the discussion above, we have the trivial and the semi-trivial steady state (0, 0, 0, 0) and (Y * , F * , M * , 0). We linearize the equation for the predator at the semi-trivial state to find conditions under which the predator can invade the system. A positive steady state (Ŷ ,F ,M,Ŵ ) for the four-dimensional system can be found by substituting the expressionŝ
into the first equation in Equation (35). Then, we obtain a single implicit equation forŴ , namely
whereẑ
Note that the expression of B * here is the same as for the system without predator (7). In general, there is no explicit solution of Equation (39).
Lemma 3.2 Consider the function f (W ) = 1/(1 + αW ). Then system (35) has a unique positive steady state if and only if inequality (37) is violated.
Proof The derivative of the function G in Equation (39) is given by
For the function f (W ) = 1/(1 + αW ), we observe
With this simplification, we obtain the expression
Hence,ẑ (W ) > 0. Since, by assumption, R , f < 0, we see that G is a monotone decreasing function. Therefore, we obtain a unique solution of Equation (39) provided G(0) > 1, which is equivalent to
Since R is monotone decreasing, R −1 is also monotone decreasing and therefore, we obtain the condition 1 − sW αβ
Using the definition of Y * from Equations (6) and (9), we see that Equation (45) is equivalent to the reversal of Equation (37).
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For fixed f (W ) = 1/(1 + αW ), uniqueness of the positive steady state is guaranteed for all decreasing functions R in the previous lemma. If we specify in addition the growth function R(z) = r(1 + z/K) −1 we can explicitly compute the steady-state values. Equation (39) turns into the quadratic equation:
whereK = Kαβ/(1 − s W ). We can solve the quadratic to get the positive solution
If the right-hand side is greater than unity, then we get the positive solution asŴ = (L − 1)/α. It is not too hard to check that L > 1 if and only condition (37) is violated. Hence, there is a positive steady state if and only if the semi-trivial state is unstable.
Lemma 3.3 Consider the function f (W ) = exp(−αW ). Then system (35) has a positive steady state if inequality (37) is violated.
Proof For large values of W the functionẑ(W ) defined in Equation (40) 
Application of L'Hôpital's rule shows that
Substituting Equation (49) into Equation (48), we obtain the reverse inequality from Equation (37).
The preceding lemma does not give uniqueness of positive solutions, nor does it state that there are no positive solutions when condition (37) is satisfied. We show that, indeed, neither is true.
Lemma 3.4 (1) Let f (W ) = exp(−αW ). Then the functionẑ(W ) is decreasing for small W,
provided
Proof Both claims result from repeated application of L'Hôpital's rule.
System (35) can exhibit bi-stability and a saddle-node bifurcation if G (0) > 0. Bi-stability is illustrated in Figure 4 , where we plot the functions G(W ) and W t in the region of bi-stability. There are two solutions to G(W ) = 1. The smaller of the two is W = 10. Then we solve the system numerically with two different initial values: W 0 =Ŵ 1 ± 1, whereŴ 1 is the smaller Figure 4 . When the function G(W ) from Equation (39) is not monotone, bi-stability can result. The first plot shows the function G, the second plot shows the dynamics of W t for two initial conditions. Parameters are:
The condition in Lemma 3.4 is satisfied so that the function G is not monotone. The corresponding steady-state values of W are given by W 1 = 10, W 2 = 92.2, as indicated by the dashed lines. For initial values of W 1 ± 1, the solutions to system (35) approach zero in one case and W 2 in the other. of the two solutions, i.e. G(Ŵ j ) = 1, for j = 1, 2 andŴ 1 <Ŵ 2 . In Figure 5 , we plot the bifurcation diagram using K as a bifurcation parameter. For the other parameter values, see figure caption.
Reduction to three equations
Just like in the case without predator, Equation (35) On the invariant manifold, the system is described by the following equations
In the special case of R(z) = r/(1 + z/K) and f (W ) = 1/(1 + αW ), we obtain the explicit solutionŶ
and
whereK is given as in Equation (46) and R 0 in Equation (8) .
The linearization of the three-dimensional system is given by the matrix
Even though the matrix simplifies somewhat if we specify the functions R(z) = r/(1 + z/K) and f (W ) = 1/(1 + αW ) as above, an explicit calculation of the stability conditions for the positive steady state is not feasible. Instead, we relied on intensive numerical calculations and systematically searched for stability and bifurcations. We chose (large) intervals around the parameter values from [14] as discussed in Section 2.3. For the parameters related to the wolf, we used the publicly available data set for the populations on Isle Royale (www.isleroyalewolf.org). For the wolf survival rate, we found the mean and standard deviation for the Isle Royale data to be [0.59, 0.92]. From this, we chose s W = 0.7. The parameter α is often called the 'area of discovery' [12] . If we assume that the number of encounters between wolves and prey are proportional to the product of their numbers, and if we assume that each encounter leads to the death of the prey, then we can estimate α by dividing the total number of deaths by the product of the number of 
Population control and harvest bias
In this section, we explore some implications of managing wildlife populations in the presence of a predator. Depending on the situation, several potentially conflicting goals of management might appear as outlined in the introduction and in Section 2.3. The presence of a predator raises new challenges, such as the decrease in yield due to the predator and the risk of extinction of the predator. We give an example as to how the results in the previous sections can be used to address these questions. In particular, we make use of the explicit formulas for the steady-state values and of the fact that in all cases observed, the dynamics approached a steady state rather than consumer-resource cycles or more complicated dynamic behaviour. We assume that there is a total effort, E T , (resources, finances) to be used for population harvesting. This total effort is split between harvesting of the male and the female population,
where the percentage of effort for male harvesting is denoted by . Furthermore, we assume that harvesting effort translates into individual survival according to
where γ X is the effort needed to reduce the probability of survival to 50%. First we consider the growth function R(z) = r(1 + z/K) −1 and the predation function f (W ) = (1 + αW ) −1 to be the rational functions as in the previous section. In Figure 6 , we plot the yield in the absence of the predator
and the yield in the presence of the predator,Ŝ, where we replace M * , F * in S * byM,F as a function of total effort. Obviously, the yield in the presence of the predator is smaller than in its absence. In the absence of the predator, the maximum sustainable yield is reached at some level E * T . In the presence of the predator, the yield is an increasing function until a threshold E * * T at which the predator becomes extinct. We explore how these thresholds and the maximum sustainable yield depend on parameters. We denote the maximum sustainable yield in the absence of the predator by H * . We observed the following patterns. As we increase the fraction of effort spent on hunting males, , the values of H * , E *
T and E * * T all decrease (all other parameters being equal). When the offspring sex ratio increases so that relatively more females are born, then H * , E *
T and E * * T all increase. As the sex-ratio limitation g increases, all three values, H * , E *
T and E * * T , decrease. In addition, the difference between yield with and without predator decreases. In fact, for large values of g, we might have E * * T < E * T . Typically, one tries to maximize the net gain rather than sustainable yield. The net gain obviously depends on market value. Hence, for a given market value of unit yield, ρ, one maximizes ρS * − E T or ρŜ − E T . Depending on the market value, the net gain in the presence of the predator may be highest at intermediate values E T < E * * T . In particular, harvesting levels in the presence of the predator stay well below the critical threshold where the predator would go extinct Figure 6 . The locations of two maxima at D * , D * * have the same dependencies on the parameters , p, g as the values for E * T , E * * T above. In addition, they are decreasing functions of ρ. When the functions R(z) and f (W ) are chosen to be negative exponential functions, then we observed the appearance of a saddle-node bifurcation and multiple stable steady states. In that case, it is much more difficult to set and/or enforce harvest levels that allow the predator population to remain in the system. We briefly illustrate this case in Figure 7 . The yield in the presence of the predator increases until the predator goes extinct, at which point the yield jumps to a much higher level. For simplicity, only harvesting of males is considered.
Discussion
We considered a discrete-time model for a sex-and age-structured population under pressure from harvesting and/or a dynamic predator. We considered a minimal model in the sense that the population is split into only two age groups and only the mature group is split into male and female. While our model is probably too crude to be applied directly to particular management issues, it allows to explore many effects that an unstructured population model cannot incorporate, e.g. mate limitation or offspring sex-ratio. The advantage over more detailed models is that our model is analytically tractable. Even though the model contains four equations and several nonlinearities, we are able to explicitly solve for steady states. These explicit expressions allow for very fast and efficient exploration of parameter dependencies.
We found several surprising results about the dynamics of our model. Most notably, there are no consumer-resource cycles, even though such cycles often appear in much simpler models [12] . It seems that having the reproductive age-class protected from predation has a huge stabilizing effect on the dynamics.
Also somewhat surprising is the appearance of a flip bifurcation of the model without predation and with compensatory dynamics. One of the hallmarks in the study of unstructured models in discrete time is the difference between compensatory dynamics [1] that converge to a steady state and overcompensatory dynamics [15] that shows a period doubling cascade to chaotic dynamics. Our analysis shows that this difference in qualitative behaviour might disappear when structured populations are considered. However, even in our model, it seems that the overcompensatory growth function is 'more likely' to lead to instability than the compensatory function, in terms of parameter values. For a detailed review of various forms of density-dependence in mammals, and their effects on stability, see Fowler [6] .
Finally, the emergence of an Allee effect in the model is somewhat unexpected as neither the functional response of the predator nor the growth function of the prey in and of themselves would suggest such an effect. The mechanism for the appearance of the predator extinction threshold lies in the age structure of the prey population (cf. section 3.6 in [5] ). At the predator-free equilibrium, the proportion of prey available to the predator is too small for a small number of predators to survive. A larger introduction of predators leads to a change in the age-structure of the prey so that more prey is in the available age category, and the predator can establish itself in the system.
