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Introduction générale
Le système de soins actuel souffre d’un manque d’interaction et de cohérence stimulant ainsi
la réflexion logistique dans les hôpitaux. Dans ce contexte, cette logistique hospitalière doit co-
ordonner efficacement une multitude de flux de ce système. Néanmoins, les pics d’activité et les
engorgements des services sont sources de tensions difficile voire impossible à maitriser. Ils sont
liés aux flux des patients et aux flux des processus de soins. Les tensions aux urgences cause de
multiples problèmes pour les patients et le personnel médical, notamment des temps d’attente plus
longs, une déviation accrue des ambulances, une durée de séjour plus longue, une augmentation
des erreurs médicales, une mortalité accrue des patients et un préjudice accru aux hôpitaux en
raison des pertes financières. En effet, l’état de tension au sein des établissements de santé peut
être décrit par des indicateurs liés à des facteurs internes tels que l’augmentation du nombre de
patients ; l’augmentation de la complexité des cas ; le manque de structure de soins en dehors des
heures ouvrables ; le manque de lits ; la multiplication des tests diagnostiques, le temps d’attente
des patients, etc. Les indicateurs les plus expressifs peuvent être identifiés par des praticiens
expérimentés mais l’imprécision des données nécessite souvent la mise en œuvre de systèmes
de fouille et d’extraction des connaissances à partir de données distribuées, imprécises et impar-
faites afin de permettre l’identification d’indicateurs fiables qui sont utiles pour la prise de décision.
Les systèmes de santé sont donc sous pression pour améliorer les performances en termes de
service et de rentabilité. En plus de l’amélioration des processus de prise en charge des patients, les
défis concernent également les différentes activités de soutien telles que la gestion des différents
flux logistiques. Il est cependant démontré que les innovations logistiques basées sur des techniques
d’intelligence artificielle peuvent offrir un potentiel significatif d’amélioration des performances
dans le secteur de la santé. L’objectif principal est d’assurer une meilleure prise en charge pour
les patients. La mise en place des nouvelles technologies de l’information et de la communication
(NTIC), l’informatisation des données et un système logistique approprié garantissent des meilleurs
indicateurs de performance et des bonnes pratiques au niveau des services de soins. Les NTIC
s’inscrivent dans un champ de recherche qui se dégage de l’utilisation de capteurs, la technologie
RFID, la technologie réalité augmentée et d’autres dispositifs pour améliorer la logistique hospita-
lière dans le but ultime de réduire les temps d’hospitalisation, améliorer la prestation de soins aux
patients, assurer de meilleures conditions de travail pour le personnel, etc. Cependant, l’utilisation
des NTIC dans le domaine de la santé présente de nombreux défis. Toute technologie utilisée dans
1
2 Introduction générale
le domaine de la santé doit garantir la sécurité des patients et la confidentialité des données, ce qui
doit être la base du développement des systèmes logistiques impliquant les NTIC.
Par conséquent, la mise en œuvre de soins d’urgence de qualité englobe l’ensemble des res-
sources de l’infrastructure constituées des différentes entités en interaction. L’amélioration de
l’efficacité du parcours du patient nécessite l’optimisation de la logistique intra-service (urgences)
et inter-services qu’ils soient ou non au sein de la même structure hospitalière. Le patient qui
arrive aux urgences est priorisé en fonction de son niveau de gravité, ce qui détermine son temps
d’attente prévisionnel (par exemple : AVC récent : 20 minutes, douleur thoracique : 60 minutes,
entorse de cheville : 2 heures). Une fois le patient pris en charge, son parcours peut requérir un
plateau technique et/ou des avis spécialisés dont le service dispose ou pas. Le patient doit donc
être géré en interne ou en interaction avec d’autres services le plus efficacement possible. A la fin
de la prise en charge, le patient est orienté le plus rapidement possible vers son domicile ou vers
une autre structure de soins.
Les dysfonctionnements observés à l’heure actuelle dans les services hospitaliers sont dûs
en grande partie à une gestion des flux patients inefficace. Pour corriger cette situation, il faut
envisager des restructurations en temps réel qui se traduiront en interne par une meilleure mutuali-
sation des ressources notamment au niveau des disponibilités du personnel soignant, disponibilités
des lits, plateaux techniques, moyens de transport, etc. Or, les professionnels de santé ne sont ni
préparés ni formés pour résoudre de tels problèmes ; Il apparaît qu’ils sont démunis en métho-
dologies et outils d’aide à la décision et de pilotage adaptés aux exigences qu’impliquent ces
modes de fonctionnement futurs.
Au niveau scientifique, la mise en œuvre des méthodes d’optimisation et d’outils d’aide à
la décision (SAD) deviennent nécessaires pour une meilleure gestion des flux et des ressources
liées aux urgences hospitalières. Ce SAD doit permettre de résoudre d’une part, les problèmes
au niveau dimensionnement et configuration et d’autre part les problèmes de planification, d’or-
donnancement et de pilotage. La difficulté majeure est liée à la prise en compte de grand nombre
de scénarios (incertitude quant à la nature et au volume de l’activité de soins) et notamment au
nombre important de critères de performances devant être améliorés (temps d’attente, qualité de
soins, confort du personnel médical, coûts, etc.).
Cette thèse a pour but de contribuer à l’étude et au développement d’une méthode d’ordonnan-
cement à horizon glissant des tâches de soins à compétences multiples en utilisant un algorithme
mémétique. Grâce à un modèle de chromosome en hypercube nous avons intégré les quatre aspects
importants liés à un service d’urgence : le patient, le personnel médical, le temps et l’espace. Pour
assurer un meilleur suivi du parcours patient, nous avons développé un module d’orchestration
dynamique qui permet de piloter un workflow patient en cours d’exécution.
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Le présent travail est organisé en 5 chapitres comme suit :
1. Le premier chapitre est consacré à l’étude des systèmes hospitaliers et les services des
urgences (SU). Dans cette partie, les différentes étapes de la logistique hospitalière sont
décrites en détaillant le système hospitalier français et les SU correspondants. Ceci nous
amène à spécifier notre problématique et le terrain d’expérimentation qui est le SUA (service
des urgences adultes) du CHRU de Lille.
2. Le deuxième chapitre présente un état de l’art sur les modèles, méthodes et outils utilisés
en santé et surtout dans la logistique hospitalière pour gérer les patients. Ainsi que les
indicateurs de performances clés qu’il faut améliorer pour optimiser la prise en charge des
patients.
3. Nous présentons, dans le troisième chapitre, une étude et une mise en œuvre d’un workflow
collaboratif pour modéliser le parcours patient au sein du SUA. Nous montrons ensuite
l’établissement des différents modèles workflow pour représenter les différentes unités des
SUA ainsi que les différents processus du parcours patient.
4. Dans le quatrième chapitre, nous proposons des approches efficaces pour construire un or-
donnancement à horizon glissant des tâches de soins à compétences multiples en utilisant un
algorithme mémétique. Nous proposons également des approches pour la mise en place d’une
orchestration dynamique du workflow patient à base d’agents en optimisant les indicateurs
de performances en cours d’exécution.
5. Le cinquième chapitre est consacré aux résultats des simulations des différents modèles
construits tout au long de ce mémoire en utilisant des données réelles issues du SUA. Nous
commençons par analyser ces données pour identifier l’évolution des indicateurs de perfor-
mances et des critères à optimiser au sein du SUA. Ensuite, nous présentons les résultats de
l’ordonnancement et de l’orchestration dynamique du workflow.
6. Une conclusion générale et des perspectives ainsi qu’une liste des références bibliographique
termineront ce mémoire de thèse.
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Chapitre1
Les systèmes hospitaliers : des systèmes
caractérisés par la tension
1.1 Introduction
Aujourd’hui, la logistique hospitalière change avec l’évolution démographique, socio-économique
et réglementaire à cause notamment des nouvelles organisations et de nouveaux modes d’évalua-
tion. Ainsi, la prise de conscience de l’enjeu majeur que représentent la gestion des systèmes de
production de soins et la maîtrise des différents flux hospitaliers sont de plus en plus fortes. Dans
ce contexte le défi à relever pour les autorités des structures des soins est de rendre l’accès aux
soins primaires en France fiable et attractive. Cette situation est due à un déphasage entre la vitesse
de l’activité offerte et l’évolution de missions, à une organisation interne et/ou externe mal adaptée,
aux contraintes et à une mauvaise gestion des flux patients. Par conséquent, les professionnels de
santé sont de plus en plus conscients de la nécessité de développer leur système hospitalier afin
d’utiliser leurs ressources le plus efficacement possible et améliorer ainsi non seulement la qualité
des soins aux patients mais aussi minimiser les dépenses de santé.
Dans ce chapitre, nous présentons le système de santé en France, avec un focus sur l’étude
et l’évaluation des tensions dans les hôpitaux, et notamment dans les services des urgences. De
nos jours, l’anticipation et la gestion des tensions deviennent un enjeu majeur afin de trouver des
solutions efficaces permettant d’améliorer la prise en charge des patients
1.2 Le système de soins en France
Le système de soins en France est basé sur une approche bismarckienne qui garantit, la sépara-
tion entre la prestation et le financement des services de santé, le contrôle de la qualité de soins et
le suivi de leurs coûts de la part des financeurs, la couverture de la totalité de la population par
l’assurance maladie obligatoire et finalement la liberté de choix des assureurs complémentaires.
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En contrepartie, cette approche rend le système fortement dépendant aux bases de revenus qui
sont issus de la cotisation de la population active, ainsi le nombre important et la diversité des
programmes d’assurance compliquent la mise en place d’une politique de santé.
Le secteur hospitalier français est un paysage varié qui représente une cohabitation des struc-
tures de trois types de statuts juridiques. Ces statuts ont des modes d’organisation et de gestion, de
financement et de régulation, de participation aux missions de service public très différents. De
même pour les statuts de ses personnels, ils sont très hétérogènes. Le secteur hospitalier a comme
mission de satisfaire les demandes des patients, tout en assurant des soins adaptés et de qualité au
meilleur coût (coût/efficacité optimale) [Jacobzone, 1995]. Les établissements de santé doivent
donc répondre simultanément à des besoins divers, compte tenu de leurs disciplines spécifiques,
leur personnel médical et non médical, etc.
Selon le ministère de solidarités et de santé [Les établissements de santé - édition 2017 - Minis-
tère des Solidarités et de la Santé 2018], en 2015, plus de 3000 établissements de santé français
assurent le diagnostic, le surveillance et le traitement des malades. Ces établissements de santé
offrent des soins avec ou sans hébergement. Les soins sans hébergement, sont les soins de courte
durée, effectués dans le cadre d’un traitement de soins et de surveillances continus (cure médicale,
convalescence,etc). Les soins avec hébergement sont les soins de longue durée, effectués pour des
personnes dont l’état nécessite des traitements et une surveillance médicale constants. En revanche,
la liste de missions de ce système de santé est loin d’être exhaustive. En effet, il doit participer ; à
des actions médico-sociales, à la lutte contre l’exclusion sociale, à veiller à la sécurité sanitaire des
soins et collaborer au dispositif de vigilance sanitaire des pays, concourir à la recherche médicale,
à la formation des différents personnels médicaux, ainsi qu’aux actions de médecine préventive
et d’éducation à la santé. La multiplicité des missions divulguées au système hospitalier est donc
impressionnante.
Ce système socio-sanitaire est un système complexe, vu qu’il est à l’intersection de 3 différents
phénomènes (politique, économique et social). Une part de cette complexité est due à la forte
progression des dépenses de santé. Par exemple en 2014, les dépenses en santé en France se sont
élevées à 12% de PIB (Produit Intérieur Brut) contre 9,5% en 2000. Ce montant place la France
parmi les pays de l’OCDE (organisation de coopération et de développement économiques) qui y
consacrent la plus grande part de sa richesse nationale, mais moins que les Etats-Unis, la Suisse et
les Pays-Bas.
En outre, au cours de ces dernières décennies, l’augmentation des dépenses en santé est due aux
deux principaux facteurs, qui sont, le vieillissement de la population et la dépendance généralisée
d’avancées technologiques coûteuses dans les pratiques médicales [White, 2007]. Ces facteurs
ont entrainé et vont encore entrainer une augmentation des coûts dans les années à venir. Par
conséquent, et en raison de l’augmentation des pathologies chroniques, les structures hospitalières
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s’efforcent à améliorer en profondeur leurs modes d’intervention et leur organisation [Boulet,
2000], [Ghanes, 2016], [Ben Othman, 2015].
1.2.1 Organisation et acteurs institutionnels du système de santé
Le système de santé français se base sur plusieurs structures telles que les structures sanitaires
qui sont dédiées pour la prise en charge hospitalière, les structures médico-sociales et sociales
qui sont dédiées pour les patients fragiles (âgés ou handicapés) et les structures ambulatoires qui
sont dédiées pour les soins de ville. Cette organisation qualifie le système hospitalier français
comme un système d’excellence reconnu au niveau international [Admin, 2016], [Ben Othman,
2015] dû à l’implication quotidienne de ses professionnels médicaux, paramédicaux, techniques,
administratifs, sociaux et à leurs volontés à innover.
Ce système de santé est au premier rang piloté par les pouvoirs publics, c’est le ministère de
la santé et des affaires sociales qui assure la cohérence de la prise en charge des patients et des
résidents. Au deuxième rang, c’est l’assurance maladie qui couvre le risque maladie et assure le
remboursement des dépenses de santé. En effet, L’État intervient directement dans le financement
et l’organisation de l’offre sanitaire et médico-sociale. Pour y parvenir, le ministère s’appuie sur
les agences sanitaires, opérateurs publics dont ils assurent la tutelle ainsi que sur des partenaires
indépendants tel que la haute autorité de santé (HAS). L’État assure non seulement la supervision
de l’ensemble des établissements de soins et d’accompagnement et la formation des professionnels
de santé, mais il garantit aussi le soutien financier aux établissements sanitaires et médico-sociaux,
il fixe les tarifs de prestation pour maîtriser les coûts de soins afin de respecter les objectifs de
dépenses nationales.
Au niveau régional, les agences régionales de santé (ARS) veillent à garantir une gestion
cohérente des ressources pour permettre un accès égal pour tous les patients ainsi qu’à une prise en
charge continue, de qualité et sécurisée. En complémentarité avec les ARS, les directions régionales
de la jeunesse, des sports et de la cohésion sociale (SDJSCS) protègent l’accès au service pour la
population la plus vulnérable. Les politiques de sécurité sociale y participent également, via les
caisses primaires d’assurance maladie (CPAM) et les caisses d’assurance retraite de la santé au
travail (CARSAT). Au niveau local, ce sont les structures, les établissements et les professionnels de
santé qui s’organisent pour offrir une prise en charge organisée. Ceci est expliqué en premier lieu
par les soins chez les médecins généralistes qui peuvent orienter ses patients en deuxième lieu vers
un médecin spécialiste ou vers un établissement adapté. Cette organisation est conditionnée par
une coordination des soins entre les différents acteurs (médecin de ville et hôpital). Au niveau plus
proche, il est fortement difficile de savoir qui est le responsable du bon (ou mauvais) fonctionnement
d’un établissement de santé. En effet, le directeur de l’hôpital ne fait qu’exécuter les décisions
ministérielles, alors que le maire préside le conseil d’administration de l’établissement sans en
être le financeur ni même le véritable décideur. L’agence régionale d’hospitalisation (ARH), est
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souvent court-circuitée par des décisions politiques (le maintien de maternités ou le refus de fusion
d’établissements proches). Ce qui est en contradiction totale avec les principes d’amélioration de la
qualité du service rendu.
1.2.2 Politique budgétaire
Annuellement, le parlement vote la loi de financement de la sécurité sociale (LFSS). Cette
loi fixe l’objectif national des dépenses d’assurance maladie (ONDAM), qui inclut les soins de
différents types. Plusieurs acteurs financent donc ces dépenses dont, l’État, la sécurité sociale,
les collectivités locales, les ménages et les organismes de protection complémentaire (mutuelles,
sociétés d’assurances, institutions de prévoyance).
Depuis ces deux dernière décennies, l’État français cherche à maîtriser efficacement ses dépenses
dans les établissements de santé. En effet, des importantes réformes structurelles et conceptuelles
ont été réalisées. En 1996, il y a eu la création de la LFSS et de l’ONDAM. Suivie en 2004, par la
création de la réforme du financement des établissements hospitaliers appelée T2A (tarification
à l’activité), en plus de la dotation de financement des missions d’intérêt général et d’aide à la
contractualisation (MIGAC) qui inclue les missions d’enseignement, de recherche, de référence
et d’innovation (MERRI) et finalement la loi hôpital, patient, santé, territoire (HPST) en 2009.
Celles-ci ont significativement impacté les modalités d’attribution des financements publics et
modifié l’environnement de la santé dans une logique incitative, visant à mobiliser la compétitivité
de tous les acteurs de soins. En 2016, il y a eu la suppression de la part fixe des MERRI qui a conduit
à une redistribution budgétaire. La distribution de ces fonds aux établissements de santé s’effectue
par l’ARS et leurs redistributions au niveau interne sont réalisées par la direction d’établissements
[Wiernik et al., 2018].
La haute qualité des services de soins, la couverture universelle de la population par l’assurance
maladie obligatoire et complémentaire et le remboursement quasi complet des médicaments
présentent les principaux avantages du système de soins français. Néanmoins, les dépenses de soins
et de bien médicaux de système de santé pèsent de plus en plus sur le PIB de l’État. Les auteurs
dans [Hopp et al., 2012] confirment que l’hôpital occupe un pourcentage important des dépenses
totales de santé. En 2017, et selon le ministère des solidarités et de la santé [Les dépenses de santè en
2017 - Résultats des comptes de la santè - èdition 2018 - Ministére des Solidaritès et de la Santè 2018]
ces dépenses se sont évaluées à 199.3 milliards d’euros. Bien que la France consacre 11.5% de son
PIB pour la santé publique, son système de soin actuel est face au problème de déséquilibre entre
la vitesse de la richesse nationale et l’augmentation du volume de soins demandés. Du fait que,
le taux de croissance de la consommation de soins et de biens médicaux atteint le 2.3% en 2016,
évoluant ainsi plus vite que le PIB 1.6% 1. Et ce depuis la hausse de l’année 2006, où les dépenses
en soins médicaux ont passé de 8.30% à 8.90% en 2014, cette augmentation est due à la baisse
1. https ://drees.solidarites-sante.gouv.fr/etudes-et-statistiques/publications/panoramas-de-la-drees/article/les-
depenses-de-sante-en-2016-resultats-des-comptes-de-la-sante-edition-2017
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Figure 1.1 – Le système de soins Français : un modèle mixte
importante de PIB en 2009.
1.2.3 Réglementation et planification
Le système de santé Français est une organisation mixte qui repose sur plusieurs principes
fondamentaux tels que les régimes sociaux liés à une activité professionnelle et en même temps à
vocation à couvrir les risques de santé pour l’ensemble de la population. Grâce à la généralisation
de l’assurance maladie, le système garantit l’accès aux soins pour la totalité de la population. La
figure 1.1 résume le fonctionnement de ce système.
Dans leurs fonctionnements quotidiens, les établissements de soins ne peuvent pas tout faire
seuls. En conséquence, ils sont fortement encouragés à coordonner et partager leurs activités avec
d’autres structures et acteurs intervenant dans le domaine de la santé tels que les fournisseurs de
soins (les hôpitaux et les professionnels de la santé), l’État (le ministère des affaires sociales, de la
santé et des droits des femmes et le ministère des finances et des comptes publics) et l’assurance
maladie. Le fonctionnement global du système de santé français repose donc sur le partage des
compétences entre les différents établissements de soins.
Ces échanges aboutissent à des arrêtés administratifs et des lois adoptées par le Parlement. Par
exemple : le 21 juillet 2009 la loi hôpital, patient, santé et territoires (HPST) avec la sécurité et la
qualité des soins deviennent une mission qui s’impose à tous les établissements de santé. En effet
une nouvelle gouvernance de la qualité et de la sécurité des soins est mise en place, confiant un
rôle pilote à la commission médicale des établissements publics et à la conférence médicale des
établissements privés.
Le contrôle de ces réglementations est fait tous les quatre ans par la haute autorité de santé
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(HAS), qui assure la certification des établissements et valide des référentiels de bonne pratique
[Ben Othman, 2015]. Néanmoins, il n’existe pas de processus de re-certification ou de re-licence
officiel pour les professionnels de la santé [Mossialos et al., 2004]. Bien que les structures de
soins (publics, privés) bénéficient d’une certaine autonomie de fonctionnement, le système reste
fortement encadré et piloté par l’État. Le rôle de l’État dans la réglementation et la planification
devient donc de plus en plus crucial. Dans ce contexte et depuis quelques années, l’organisation et
la gestion du système de santé cherchent à se déconcentrer. C’est-à-dire accorder les responsabilités
au niveau territorial et plus particulièrement à l’échelon de la région. Comme l’indique la loi HPST :
« facilité l’accès aux soins et l’accès à l’information, décloisonner les soins de ville et ceux dispensés à
l’hôpital afin de simplifier le parcours de santé des patients et développer la qualité et la sécurité du
système de santé. ». En effet, les ARS ont pour mission d’assurer au niveau régional, un pilotage
unifié du système de santé dans l’objectif de mieux répondre aux besoins des patients par une
approche globale et cohérente du parcours de soins. La création des ARS est réalisée dans un
contexte de profonde réorganisation de l’État au niveau territorial.
1.2.4 Les dysfonctionnements liés à l’insuffisance des moyens
Selon le dernier sondage effectué au ministère de la solidarité et de la santé [Les établissements
de santé - édition 2017 - Ministère des Solidarités et de la Santé 2018], en 2015, en France métropoli-
taine, dans les DROM (y compris Myotte) et dans le service de santé des armées (SSA), il existe
au total plus de 3000 établissements de santé pour répondre à l’ensemble de demande des soins.
Disposant de 408000 lits d’hospitalisation à temps complet (hospitalisation de plus de 24h), repré-
sentant une diminution de 60000 lits d’hospitalisation en douze ans. En revanche, les capacités
en hospitalisation à temps partiel (Hospitalisation de moins de 24h) se sont développées pour
atteindre 73000 place en 2015, représentant une hausse de 23000 au cours de la même période.
Cette hausse est due à l’innovation en matière de technologies médicales et médicamenteuses.
Ce qui a transformé les modes de prise en charge à la faveur de l’hospitalisation à temps partiel
(figure 1.2). Depuis, un nombre croissant d’activité est effectué en dehors du cadre traditionnel
de l’hospitalisation à temps complet (interventions chirurgicales, exploration à temps complet, etc.).
Selon la même étude, le nombre d’emplois médicaux (hors sages-femmes) dans les établisse-
ments de santé en France (y compris DROM et SSA) s’établit à 189000, dont 115000 salariés, 41000
praticiens libéraux et 33000 internes et assimilés. Ces nombres ont augmenté de 1,1% par rapport
à 2014. Le nombre de postes salariés, qui représente 7 postes sur 10 hors internes, est stable entre
2014 et 2015. En revanche, le nombre de praticiens libéraux est en augmentation. En effet deux
tiers des emplois médicaux relèvent des hôpitaux publics, 21% des cliniques privées et 11% des éta-
blissements privés à but non lucratif. En conséquence, la ressource humaine dans l’organisation du
travail et le fonctionnement des services de santé présentent un levier incontournable du système
de santé. Dans ce contexte, le secteur hospitalier français présente un paysage diversifié. Il fait
cohabiter des établissements de trois types de statut juridique combinant des modes très différents
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Figure 1.2 – Mutation de type d’hospitalisation vers l’hospitalisation partielle plutôt que de l’hospitalisation
complète [Les établissements de santé - édition 2017 - Ministère des Solidarités et de la Santé 2018]
d’organisation et de gestion, de financement et de régulation, de participation aux missions de
service public. Les statuts des personnels travaillant dans ces établissements sont également très
variés. En effet, selon la profession exercée et le statut de l’établissement, les uns sont salariés à
temps plein ou partiel, les autres sont des libéraux, rémunérés à l’acte directement par le patient
(ou sa caisse d’assurance maladie). En outre les hôpitaux locaux de statut public peuvent appeler
certains médecins libéraux et les payés ensuite à l’acte.
Ces chiffres confirment la capacité de la France à offrir un haut niveau de service et de ressource.
Néanmoins, l’accessibilité spatiale, au regard des distances et temps d’accès aux soins en ville et à
l’hôpital représente un problème central dans le monde hospitalier. Dans ce contexte, plusieurs
études montrent clairement que la distribution des ressources médicales influence l’état de santé
des populations comme dans [Guttmann, Shipman et al., 2010], [Boukus et al., 2009]. Ceci est
expliqué par le fait que les professionnels indépendants sont libres de choisir leur lieu d’exercice
[Sorenson, 2009]. En France, il existe quatre catégories principales d’hôpitaux : les hôpitaux
généraux, les hôpitaux régionaux, les hôpitaux locaux et les hôpitaux psychiatriques. Cependant,
les ressources humaines et matérielles varient fortement en fonction de la grandeur d’hôpital et de
ses services de soins.
Les médicaments en France sont distribués par les pharmaciens indépendants, alors que le
prix des médicaments est fixé administrativement par le comité économique des produits de santé
(CEPS). Ce dernier est un organisme placé sous l’autorité des ministères chargés de la santé et de
l’économie. Le CEPS a pour mission de fixer les prix des médicaments qui seront pris en charge
par l’assurance maladie obligatoirement.
1.2.5 L’évaluation du système hospitalier
L’évaluation de l’état de santé du peuple dans un pays est mesurée à base de 3 principaux
composants : la santé mentale et physique de la population, l’infrastructure des établissements de
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soins et la disponibilité des traitements de prévention. Dans ce contexte, le système hospitalier
français est toujours classé parmi les meilleurs dans le monde, grâce à la qualité des services offerts
ainsi qu’à l’évolution constante de l’espérance de vie dans le pays qui est de 83 ans. Néanmoins,
selon les dernières études, ce système n’est classé que le 18ème sur /19 pays 2. Ce qui explique
l’existence des insuffisances relatives à un ensemble de contraintes internes et externes.
Le système hospitalier d’aujourd’hui doit donc s’adapter en permanence aux mutations rapides
de la technologie ainsi qu’aux nouveaux besoins des malades. Néanmoins, ces derniers expriment
de nouvelles demandes et sont de plus en plus exigeants à l’égard de la médecine. Par conséquent,
le rapport soignants/soignés est modifié pour exercer une forte pression sur les praticiens. Afin
de faire face à ces contraintes, le système hospitalier doit proposer une prise en charge basée sur
l’information, l’amélioration de toutes les activités de l’hospitalisation (accueil, hôtellerie, respect
de la vie privée, soins. . . ). Néanmoins, ceci n’est possible que lors de l’existence d’une bonne
coordination entre les différentes activités du système.
1.3 Les structures des urgences dans le monde et spécifiquement en
France
Les services des urgences (SU) ont été reconnus pour la première fois au 20ème siècle [B. J. Zink,
2006]. Le système des SU est commun partout dans le monde (Chine, France, Canada, USA. . . ). Il
fournit des soins de santé primaires aux patients dont les maladies ou les symptômes nécessitent
une intervention immédiate. En France, selon l’article R6123-3 du code de la Santé Publique, un
SU est un service d’accueil et de traitement qui doit accueillir sans sélection, vingt-quatre heures
sur vingt-quatre, tous les jours de l’année, toute personne se présentant en situation d’urgence, y
compris psychiatrique, et la prendre en charge, notamment en cas de détresse et d’urgence vitale.
Ces SU s’organisent aujourd’hui afin de permettre l’accès aux soins pour tous, en permanence et
en proximité des patients. En effet, les systèmes des urgences représentent le pilier principal du
système de santé et ils sont constamment dans une démarche d’amélioration continue de la qualité
des soins.
Dans le cadre de l’organisation et de l’aide médicale d’urgence, les SU font partie d’un réseau
de coordination entre les différents acteurs impliqués dans la prise en charge des patients, tel
que le service d’aide médicale urgente (SAMU). Ce service fournit des soins médicaux actifs en
dehors des hôpitaux, il intervient pour la prise en charge préhospitalière, c’est-à-dire la prise
en charge en amont d’un transfert à un établissement de santé. Il est représenté par un centre
d’appels qui a pour mission de répondre 24h/24h, par des spécialistes de soins, aux besoin de
la population. Le SAMU est également chargé du transport des patients vers un établissement
de soins approprié, généralement un service d’urgence dans un hôpital, où le patient sera pris
2. https ://www.businessinsider.fr/meilleurs-systemes-sante-prosperity-index-2018
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Figure 1.3 – Evolution du nombre de passages annuels aux urgences depuis 1996 [Les établissements de santé -
édition 2017 - Ministère des Solidarités et de la Santé 2018]
en charge. Avant d’effectuer le transport de patient, le SAMU doit assurer la disponibilité des
moyens d’hospitalisation, publics ou privés, adaptés à l’état de ce même patient. Pour accomplir
ses missions, le SAMU peut faire intervenir d’autres structures 3 telles que : les structures mobiles
d’urgence et de réanimation (SMUR), les services départementaux d’incendie et de secours, le
transport sanitaire, les médecins et paramédicaux libéraux. Par conséquence, le SU est à la croisée
des chemins entre les hôpitaux et les systèmes médicaux d’urgence, et intervient directement dans
la sécurité des patients et de la santé publique. Néanmoins, le nombre de passages aux urgences ne
cesse de croître (figure 1.3) alors que le nombre et la capacité de ces services sont en diminution
[Harrison et al., 2011],[Abo-Hamad et al., 2013b]. Ce phénomène est apparu partout dans le
monde, par exemple aux Etats Unis, le nombre annuel des visites aux urgences, entre 1995 et
2010 a augmenté de 34%, tandis que le nombre des unités de soins a diminué de 11% au cours
de la même période [Hsia et al., 2011]. En France, et selon le rapport publié par le ministère de
la santé [Les établissements de santé - édition 2017 - Ministère des Solidarités et de la Santé 2018], 21
millions patients ont été enregistrés en 2016 dans les différentes structures publiques et/ou privées
d’urgence, contre 10.1 million passages en 1996. Pendant cette période, il y a eu une augmentation
régulière de 3,5% par an en moyenne. Ces chiffres alertent d’un véritable problème auquel le SU
est confronté, c’est l’engorgement des urgences ou encore appeler la tension dans les SU. Cette
tension est explicitement due aux manques de moyens tel que :
• La pénurie de médecins urgentistes dans les établissements isolés géographiquement ;
• Les fermetures de lits ; en 2016, les établissements de santé comptent 404.000 lits à temps
complet, soit 64.000 lits de moins qu’en 2003, alors qu’en séjour de courte durée la fermeture
de lits s’est effectuée à un rythme assez régulier (-26,000 lits en treize ans)
En revanche, les causes de la tension sont encore plus complexes et difficiles à énumérer sans la
mise en places des outils d’identifications. En effet, quelles sont les causes latentes de la tension
3. la participation de ces structures privées est sous la responsabilité du SAMU, elle est déterminée par des conven-
tions bien structurées
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dans les SU ?
En France, il existe environ 650 SU implantés dans les hôpitaux publics et les cliniques. Or le
fait qu’ils sont à la croisée des chemins entre les hôpitaux et les systèmes médicaux d’urgence, et
en raison du vieillissement de la population, les SU sont exposés de plus en plus aux problèmes
d’engorgement. Ce qui explique l’existence d’une corrélation directe entre l’augmentation croissante
de l’activité de soins de SU et le vieillissement de la population [George et al., 2006]. Par conséquent,
au cours de ces deux dernières décennies les différents SU dans le monde subissent des pressions
afin de résoudre le problème de la tension. En effet, plusieurs recherches scientifiques ont cherché
à résoudre cette problématique, en soulignant que plus de la moitié des SU dans le monde ne
disposent pas des capacités suffisantes pour maintenir le flux des patients dans des conditions
optimales et sans délais d’attente excessif [Pateron, 2013],[Barish et al., 2012]. En raison de
ce déséquilibre entre la demande de soins des patients et l’offre proposée, les urgences font
actuellement face à un problème mondial récurent qui est la tension.
1.4 Problème majeur : la tension dans les SU
1.4.1 Définitions de la tension
La tension dans les urgences est un problème mondial. Ce phénomène est à l’origine de diffé-
rentes problématiques [Paul et al., 2010], [Salway et al., 2017] tels que, la présence d’un nombre
excessif de patients dans les SU, les longs délais de séjours et de temps d’attente du patient, la
réalisation des traitements de soins dans les couloirs. La tension réduit la disponibilité du personnel
et des ressources matérielles qui, par conséquent, détériorent la qualité des soins ([Bernstein et al.,
2009], [Pines, Pollack et al., 2009]) et diminuent la satisfaction des patients [Bair et al., 2010]
[Pines, Iyer et al., 2008] qui peuvent abandonner [Liao et al., 2002]. Elle entraîne également le
stress des patients qui provoque la violence physique et verbale envers les personnels des ur-
gences. Ainsi, la tension est liée à l’augmentation des erreurs médicales et des taux de mortalité
[Sprivulis et al., 2006], [Carmen et al., 2014], et aux coûts inutilement élevés [Trzeciak et al.,
2003], [Kuo et al., 2012] et implique aussi les détournements des ambulances [Paul et al., 2010],
[Solberg et al., 2003]. Par conséquent, la résolution de ce problème est devenue la préoccupa-
tion centrale pour les administrateurs et les experts de la santé ainsi que les politiciens et les
médias [Salway et al., 2017]. Par conséquent, ce problème présente un défi critique pour les pra-
ticiens des soins d’urgence et les chercheurs scientifiques de différents domaines [Hopp et al., 2012].
Dans ce contexte, la majorité des pays développés se sont intéressés au développement de
leur système hospitalier afin d’anticiper les situations de tension et d’améliorer la qualité des
soins prodigués aux patients, en tenant compte de la demande croissante, des coûts d’exploita-
tion élevés combinés à des contraintes budgétaires [Carmen et al., 2014], [Abo-Hamad et al., 2013b].
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Dans la littérature, les chercheurs ont donné plusieurs définitions au phénomène de la ten-
sion, néanmoins aucun consensus réel sur une définition précise n’a été trouvé. Dans [Hwang et
Concato, 2004] les auteurs ont expliqué que la tension a été définie en 23 différentes définitions.
Ces définitions sont basées sur les facteurs externes et internes du système hospitalier. Puis en
2006, le collège américan des médecins urgentistes (American College of Emergency Physicians
(ACEP)) l’a suggéré comme une situation qui se produit lorsque le besoin en soins dépasse le
nombre de ressources disponibles dans le SU, dans l’hôpital ou dans les deux [Ann Emerg, 2006].
Cependant, cette définition ne comprend pas tous les aspects du phénomène, car elle néglige
l’horizon temporel alors que les effets négatifs de la tension dans les SU sont proportionnels à son
extension dans le temps. Récemment, les travaux établis par le projet ANR HOST (2012-2015) 4
ont donné une définition précise de l’état de tension dans les services d’urgence en expliquant que :
« un état de tension dans le SU est un déséquilibre entre le flux de charge des soins et la capacité
de prise en charge sur une durée suffisante pouvant entraîner des conséquences néfastes au bon
fonctionnement » [Chandoul, 2015]. En outre, le projet HOST a élaboré un SAD (système d’aide à
la décision) pour anticiper la tension dans le Service des Urgence Pédiatrique.
En France, la situation de tension dans les SU touche de nombreux établissements sur tout le
territoire. Selon les chiffres fournis par le ministère de la santé (le 16 mars 2017), 97 hôpitaux sur
les 650 (publics et privés) ont activé le plan « hôpital en tension ». Cela signifie que ces services sont
en difficulté critique pour accomplir leur mission, qui est de prendre en charge les patients urgents.
Selon l’association SAMU-Urgences de France, cette situation est à l’origine de 9% du taux de
mortalité pour les patients dont l’état non urgent et 30% pour les patients urgents 5. Par exemple,
à Rennes une femme de 60 ans est morte d’un arrêt cardiaque sur le brancard où elle attendait
d’être auscultée aux urgences de l’hôpital 6. À Lille également, et selon les médecins urgentistes
un homme est mort dans la salle d’attente de SU où il attendait dans les unité d’hospitalisation
à courte durée alors qu’il devait être traité dans les unités d’hospitalisation à longues durées.
Ces deux exemples sont pas uniques. La surpopulation aux Urgences a donc non seulement une
incidence sur la satisfaction des patients, mais aussi augmente le risque de décès et de réadmissions
à l’hôpital.
1.4.2 Les causes de la tension
En plus de l’inadéquation des ressources dans les SU par rapport aux besoins des patients
(cf.4.1), les soins offerts sont majoritairement des soins imprévus [Salway et al., 2017]. En effet, ce
n’est pas surprenant que des problèmes de capacité se produisent. Par conséquent, les chercheurs
ont affecté la situation de tension dans les SU à l’incapacité d’optimiser les flux, ce qui est incontes-
tablement vrai. Néanmoins il est important d’expliquer et souligner de plus près les vraies causes
4. http://www.agence-nationale-recherche.fr/?Projet=ANR-11-TECS-0010
5. https://www.francetvinfo.fr/sante/politique-de-sante/urgences_2666266.html
6. https ://www.francebleu.fr/infos/sante-sciences/rennes-une-femme-de-60-ans-decede-aux-urgences-du-chu-
1521047573
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de ce phénomène.
1.4.2.1 Causes internes
La distinction de la signification de la tension dans le SU par rapport aux autres unités hospi-
talières est essentielle. En effet, les unités d’hospitalisation sont dites en situation de tension ou
incapables d’accueillir de nouveaux patients que lorsque tous leurs lits sont occupés. Alors que les
SU sont dites en situation de tension que lorsque toutes leurs chambres, leurs civières de couloir
et leurs chaises sont pleines. Il existe donc un contraste frappant du sens de situation de tension
dans les SU et hors SU. En outre, dans les SU, il faut distinguer la situation de la tension causée par
l’épidémie de grippe de celle causée par une mal organisation des services.
Dans ce contexte, plusieurs facteurs internes sont à l’origine de la situation de tension dans les
SU tels que l’augmentation du nombre de patients ; l’augmentation de la complexité des cas ; le
manque de structure de soins en dehors des heures ouvrables ; le manque de lits ; la multiplication
des tests de diagnostics, le temps d’attente des patients, les professionnels de santé qui sont dé-
munis en méthodologies et outils d’aide à la décision et de pilotage adaptés aux exigences de leur
environnement, etc. En effet, les praticiens expérimentés peuvent identifier les indicateurs les plus
expressifs mais ceci reste incertain en raison de l’imprécision des données. Ce qui nécessite souvent
la mise en œuvre de systèmes de fouille et d’extraction des connaissances à partir de données
distribuées, imprécises et imparfaites afin de permettre l’identification d’indicateurs fiables qui
sont utiles pour la prise de décision.
1.4.2.2 Causes externes
Les dysfonctionnements régulièrement dénoncés résultent moins de l’organisation propre des
SU que de leur positionnement original. En effet, entre une médecine de ville imparfaite en amont
c’est-à-dire le manque de coordination entre les médecins traitants et les médecins spécialistes
(qui provoque actuellement des retards dans la prescription d’un médicament, un retard dans la
réalisation d’un bilan biologique, etc.) et les lits d’hospitalisation surchargés causés par la rigidité
hospitalière en aval, les urgences ne peuvent être qu’en situation de tension. En conséquence,
les SU ne sont pas en cause en tant que tels, par contre ils représentent un miroir affichant des
dysfonctionnements de l’ensemble du système de santé
Dans ce contexte, l’entrée des flux massifs des patients est connue en tant que principale cause
du surpeuplement des urgences. En effet, dans la littérature plusieurs chercheurs ont montré
l’existence d’une corrélation directe et forte entre le nombre d’admissions dans le service des
urgences et la situation de tension [Salway et al., 2017], [Guttman et al., 2011]. Ce problème est
dû au fait que les malades ne connaissent pas assez leur système de santé et ne savent réellement
1.5. La contribution de système d’information à la performance du SU 17
pas quoi faire ou à qui s’adresser lors d’un problème de santé imprévu. Pour ces raisons la majorité
des patients qui engorgent le SU ont un degré de gravité assez faible. En outre, les suppressions
successives de lits d’hôpitaux en raison purement économique (cf.4.2), ont un impact direct sur la
saturation des SU. Néanmoins, et malgré la conscience des autorités de soins que la majorité des
admissions aux SU s’effectuent l’après-midi et le soir dans la plupart des SU, les SU continuent de
fonctionner avec un squelette d’équipage en soirées, nuits et week-end [Salway et al., 2017].
Pour faire face à cette situation, en Alsace, l’ARS a demandé aux patients (qui sont de plus
en plus vieux et avec des pathologies et des maladies chroniques plus avancées) d’appeler le SOS
médecins ou leur médecin traitant avant de se rendre aux urgences. Néanmoins, cette solution ne
répond pas aux attentes et aux besoins des patients qui ont besoin d’être accueillis et transférés
rapidement aux unités d’hospitalisations spécialisées afin d’être pris en charge.
1.5 La contribution de système d’information à la performance du SU
Pour faire face aux problèmes de tension dans l’organisation hospitalière, notamment dans les
SU. Les responsables de soins commencent à gérer l’hôpital comme une véritable entreprise. Ils
s’intéressent de plus en plus à gérer les différents flux d’activités (physiques, financiers, informa-
tions) pour anticiper les besoins des patients. Ceci est réellement très complexe vu que l’heure
d’arrivée des patients est totalement stochastique et que leurs pathologies étant impossibles à
prévoir car elles évoluent d’une maniéré non linéaire en fonction du temps. Dans ce contexte,
les chercheurs depuis quelques années examinent l’intégration des concepts et des outils utili-
sés dans le domaine entrepreneurial au domaine des services [Hassan, 2006], [Chabrol et al.,
2006], [Savage, 2017]. Le système hospitalier subit donc une mutation de fonctionnement. Néan-
moins, l’application de ces solutions qui ont été développées dans d’autres milieux ne peut se
faire automatiquement dans le milieu de la santé, en raison de manque de compatibilité ou de
pertinence. C’est pourquoi, le bon fonctionnement de cette application est basé sur le choix des
méthodes appliquées. L’objectif est donc de trouver la meilleure méthode ou la meilleure com-
position de méthodes et la conjuguer aux problèmes qui sont mis en question dans le service étudié.
Dans l’objectif de bien gérer les urgences ainsi que de satisfaire les différentes attentes (staffmé-
dical, patients et tutelle de santé) il faut concevoir et développer des algorithmiques pour prendre
des décisions et des actions bien coordonnées. Avoir une technologie de l’information efficace peut
évidemment améliorer le rendement des urgences. Néanmoins, ceci ne peut être concrétisé que sous
une méthode de planification efficace. Dans ce contexte, les nouvelles technologies de l’information
et de la communication (NTIC) présentent un vecteur incontournable pour la mise en œuvre d’une
pratique d’ingénierie de la santé. Ces NTIC sont à l’origine d’une bonne/mauvaise qualité des
services apportés aux patients. Elles sont présentes dans les différents niveaux du système de santé.
En effet, les systèmes d’informations hospitaliers sont conçus pour établir des outils interactifs
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et coopératifs, facilitant la réalisation des tâches des différents personnel médical. Ces systèmes
d’informations doivent assurer l’accès et la diffusion optimisée des informations nécessaires au
bon acteur du système. Ils concernent les informations relatives aux patients (avis de consultation
médicale, résultats des examens biologiques, etc.), aux disponibilités de moyen (lits, rendez-vous,
médicaments). Ces systèmes sont complexes et basés sur les technologies interopérables (Internet,
Wifi, Web-service, etc.). Leur conception et leur mise en œuvre nécessitent forcément une forte
collaboration entre les professionnels de soins et les industriels. Bien qu’il existe actuellement des
systèmes de pilotage distribués pour la gestion des réseaux de soins (les workflows adaptatifs, les
plateformes d’intermédiation, les interfaces nomades) pour concrétiser la gestion prévisionnelle et
le pilotage en temps réel. L’évolution de la technologie de l’information reste lente en France. Ceci
s’est amélioré durant ces dernières années, grâce à la mise en place de la facturation électronique
ainsi que les dossiers électroniques des patients.
Aux urgences, la transmission des informations est très importante, non seulement pour dimi-
nuer les risques et les erreurs médicales, mais aussi pour que les personnels puissent partager les
bonnes informations, afin d’y agir rapidement et efficacement. Or, les hôpitaux français d’aujour-
d’hui ne possèdent pas un véritable système d’informations qui englobe les différentes contraintes
du bon fonctionnement. Par exemple, parmi le système d’information utilisé dans les SU des
établissements de santé français il y a ResUrgence. Il est publié par la société Berger-Levrault et
il est aussi le système d’informations utilisé dans le service des urgences d’étude de cette thèse.
Le logiciel ResUrgence présente un dossier patient Web qui a pour objectif d’enregistrer l’heure
d’arrivée et de départ des patients, les classes de priorité et le type de pathologie du patient.
Néanmoins, les tâches de traitement et le séquençage réels ne sont pas stockés dans le système
ResUrgence. Ce logiciel est utilisé également comme un tableau de bord des lits. Néanmoins, il n’y
a pas de personnel dédié à l’inventaire de ces lits afin de transmettre rapidement les informations.
Ceci peut être donc handicapant lors d’un besoin immédiat. Ainsi, il existe très peu de tableaux de
bord de lits disponibles dans l’ensemble du territoire. Ce qui limite ainsi la flexibilité du système
ainsi que les échanges inter-hospitaliers. Par exemple, lors d’un transfert du patient il faut que le
SU s’assure que l’établissement d’accueil ait des lits disponibles. En effet, la mise en œuvre de ces
tableaux de bord sur l’ensemble du territoire va faciliter le fonctionnement du système hospitalier
notamment lors des périodes de tension qui sont de plus en plus fréquentes sur l’année. Pour ces
raisons le plan « hôpital en tension » a était créé.
1.6 La logistique hospitalière
Au sein de la communauté de la logistique (transport, industrie, distribution, etc.), la logistique
hospitalière a longtemps été négligée. En effet, avant les années 70, les personnels soignants étaient
affectés pour faire de la logistique sans aucune formation ni dans le domaine de la planification ni
dans les domaines d’approvisionnements et de la gestion du matériel [Hassan, 2006]. Or, l’hôpital
doit gérer différents flux tels que, les flux hôteliers (repas et linges), les flux pharmaceutiques
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Figure 1.4 – Les coûts de la logistique hospitalière [G. Chow, 1994]
(risque de rupture de stock), les flux physiques (patients, personnel médical, matériel de soins) afin
d’offrir une qualité constante des soins. Dans ce contexte, [G. Chow, 1994] explique l’importance
des activités logistiques au milieu hospitalier par la présentation d’une estimation du poids de la lo-
gistique hospitalière sur le budget total d’un établissement de santé (figure 1.4). Montrant ainsi que
46% du budget total de santé sont consacrés aux activités logistiques (achats, réapprovisionnement
des services). Ce pourcentage inclut les coûts de gestion du matériel dans des unités de soins, les
coûts d’achat des différents produits (équipements, aliments, etc.) et les coûts de gestion associés à
l’achat de ces produits. Cette liste n’est pas exhaustive mais elle montre la diversité des activités
administrés par les services logistiques des hôpitaux. Sur la base de la figure 1.4 nous pouvons
conclure que les activités logistiques ne sont pas seulement présentes dans tous les services de soins
mais aussi elles sont couteuses et il est primordiale de les améliorer d’une maniérer significative.
La spécificité de la logistique hospitalière par rapport à la logistique industrielle réside d’une
part dans son mode de fonctionnement qui est continu (24h/24h et 7js/7js) tout en veillant à
accorder un haut niveau de sécurité, d’hygiène et de traçabilité aux patients (figure 1.5). d’autre
part, l’existence des contraintes financières rigides. par exemple, en cas de dysfonctionnement (ou
panne), il est extrêmement difficile d’avoir recours à un prestataire extérieur qui palliera momenta-
nément le problème à cause des contraintes de procédures de l’achat publics, contrairement au
mode de fonctionnement dans l’industrie.
La logistique hospitalière est intégrée donc dans des environnements de soins complexes carac-
térisés par des processus uniques et interdépendants englobant plusieurs unités organisationnelles.
En outre et selon [Aronsson H. et al., 2011] et [Kannampallil T.G. et al., 2011] les processus de
soins sont majoritairement imprévisibles et cette imprévisibilité est spécifique au contexte de soins.
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Figure 1.5 – La logistique hospitalière
Cette spécificité rend non seulement la standardisation de processus difficile [Helfert, 2009] mais
aussi implique la difficulté d’appliquer une approche orientée processus en santé [Aronsson H.
et al., 2011]. Dans la littérature plusieurs approches ont été appliquées afin d’améliorer la logistique
hospitalière tels que le (business process reengineering)[Kumar A., 2008], l’analyse comparative
[Aptel O. et al., 2009], ainsi que la technologie de l’identification par radio-fréquence (RFID) et les
codes à barres [Chircu A. et al., 2014], [Romero A., 2015], [Anand A., 2013]. Ces deux dernières
approches permettent la circulation et le suivi de l’information au sein du réseau logistique. Par
conséquent, et afin d’améliorer la logistique hospitalière, il est primordial de mettre en place une
stratégie permettant de transmettre les informations appropriées aux niveaux nécessaires tout en
tenant compte de l’ensemble des flux. Ceci n’est possible que par la mise en œuvre d’un système
d’information global couvrant la totalité du réseau logistique. En effet, depuis ces deux dernières
décennies, l’hôpital commence petit à petit à s’ouvrir à son environnement, et valorise ainsi ses
activités logistiques, afin de faire face à la complexité de ses missions. Cette complexité est due
d’une part à la diversité des acteurs impliqués dans son réseau logistique et d’autre part à la
nécessité d’intégrer les principes de réduction de dépense et de qualité des soins dans son mode de
fonctionnement. En effet, l’importance de la logistique doit être reconnue dans les établissements
de soins [Ralston P.M. et al., 2013]. Néanmoins, il est important de comprendre qu’au sein d’un tel
système toutes modifications apportées affectent forcement d’autres parties de ce même système.
Ce qui rend les hôpitaux d’aujourd’hui les lieux de transformations/mutations en excellence.
Compte tenu de l’importance de la logistique hospitalière (LH) dans l’amélioration de la qualité
de soins, plusieurs chercheurs se sont intéressés pour lui attribuer une définition. Par exemple, dans
[Costin, 2010] les auteurs ont expliqué que la LH consiste à diriger les patients, les produits, les
services, et les informations du fournisseur au destinataire. Les auteurs dans [Sampieri et al., 2000]
présentent la LH comme une maîtrise des flux physiques et de la trajectoire des patients par les flux
d’information. Ce qui souligne ainsi l’importance et la spécificité des flux de patients. Selon [Lan-
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dry et al., 2001] la LH est présentée comme un ensemble d’activités de conception, de planification
et d’exécution permettant l’achat, la gestion des stocks et le réapprovisionnement des biens et des
services entourant la prestation de services médicaux aux patients. Ces définitions confirment que
la LH est cruciale au sein du système hospitalier car elle peut conditionner l’exécution de chaque
prestation, qu’elles soient médicales, soignantes, pharmaceutiques, hôtelières, administratives, etc.
Sans l’application de la LH la sécurité du malade et la continuité de la qualité de service offert
sera immaîtrisable. Dans ce contexte, la définition qui englobe toutes les activités de la logistique
hospitalière est donnée par [Costin, 2010] : « la logistique hospitalière s’inscrit dans la dynamique
de la recherche de la performance globale où les activités sont organisées et structurées dans le but
de la satisfaction des patients en termes de qualité, quantité, délai, sécurité et au moindre coûts.».
En se basant sur cette dernière définition, nous pouvons conclure que l’ensemble des activités de la
LH s’orchestrent par les flux d’informations entre les différents acteurs de la chaîne logistique et
surgissent sur les flux financiers.
Dans cette thèse nous nous intéressons particulièrement à l’organisation et l’optimisation des
flux patient. Le but est d’étudier et de développer la modélisation, l’optimisation et la mise en
œuvre d’un système d’aide à la décision (SAD) non seulement pour maîtriser et anticiper la tension
mais aussi pour améliorer la prise en charge des patients. Ce SAD sera déployé dans les services
des urgences adultes « SUA » du centre hospitalier régional universitaire « CHRU » de Lille.
1.7 Problématique
Suite aux mutations actuelles du secteur de soins, les établissements de santé endure de plus en
plus d’un manque d’interaction et de cohérence stimulant la réflexion logistique dans les hôpitaux.
En effet, la logistique hospitalière peut offrir d’importantes améliorations en termes d’optimisation
de la prise en charge et de maîtrise des coûts. L’application réelle de la logistique au milieu hospita-
lier est une opération extrêmement minutieuse et complexe pour les logisticiens. Une partie de
cette complexité est due au fait que les différents acteurs du secteur hospitalier (les organismes
gouvernementaux, les compagnies d’assurances, les organisations professionnelles et les patients)
peuvent juger et surveiller directement et indirectement le travail des acteurs de soins. Dans ce
contexte, les acteurs du secteur hospitalier et des filières de soins doivent maîtriser efficacement
les problèmes liés aux flux des processus (i.e., patients, informations, équipements et financier),
à la restructuration qui se traduit en interne par la mutualisation des ressources, les plateaux
techniques, etc. Or, les professionnels de santé ne sont ni préparés ni formés pour résoudre de tels
problèmes. Il apparaît qu’ils sont démunis en méthodologies et outils d’aide à la décision et de
pilotage adaptés aux exigences qu’impliquent leurs modes de fonctionnement futurs.
Notre domaine d’application est le SUA du CHRU de Lille. Ce SUA, comme la majorité des SU
en France, est un service caractérisé particulièrement par la tension et de longs délais d’attente
(plus de 10 heures). Ces longs délais d’attente peuvent mettre la vie des patients en danger.
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Les tensions aux urgences cause donc une multitude de problèmes pour les patients et le person-
nel médical, notamment les temps d’attente excessif, une longue durée de séjour, une augmentation
des erreurs médicales, une mortalité accrue des patients et un préjudice accru aux hôpitaux en
raison des pertes financières, etc. En outre, ce phénomène touche en premier lieu les urgences.
Néanmoins, il se propage rapidement dans les autres services de l’hôpital. Il est important donc
de mettre en place des mesures visant à maîtriser le processus de gestion des urgences afin de
sécuriser et améliorer la qualité de soins prodigués aux patients. Pour faire face à ce phénomène
de la tension, le CHRU de Lille a déjà collaboré avec les chercheurs du projet ANR-HOST 7 (hô-
pital, optimisation, Simulation et évitement de la tension) qui a été appliqué pour les services
des urgences pédiatriques. En ce qui nous concerne, dans cette thèse, nous sommes intéressés à
élaborer un système d’aide à la décision afin d’anticiper la tension dans le SUA de CHRU de Lille.
En effet, nos travaux de recherche présentent une suite du projet ANR-HOST dans le sens où nous
traitons également le problème de la tension qui est aussi fréquent mais plus complexe dans le SUA.
La coopération avec le CHRU de Lille durant ces 3 ans de thèse, nous a amené à l’élaboration et
la mise en oeuvre d’un système d’aide à la décision (SAD) pour améliorer la prise en charge des
patients aussi bien en mode de fonctionnement normal qu’en mode tension. Ce SAD permet de
résoudre d’une part, les problèmes au niveau dimensionnement et configuration et d’autre part les
problèmes de planification, d’ordonnancement et de pilotage tout en établissant un lien direct en
temps réel entre les performances requises sur le terrain et les actions afin de diminuer l’impact de
la tension.
1.8 Conclusion
Dans ce chapitre, nous avons décrit le système de santé en France notamment les SU, et
spécifiquement les SUA qui représentent le terrain d’expérimentation de notre étude. Nous avons
expliqué également la complexité de la gestion de ces établissements. Cette complexité est due
en grande partie à la rigidité de l’organisation des établissements de soins qui sont de nature
très diverses. En suite, nous avons cerné le problème de la tension dans les SU en France, tout en
montrant l’importance d’appliquer les approches de la logistique hospitalière, non seulement pour
déterminer les zones de dysfonctionnement au sein de la chaîne logistique du SU, mais aussi pour
anticiper les situations de la tension. Dans la suite de cette thèse, chaque chapitre comprendra une
analyse détaillée, spécifique et répondra à des objectifs concrets et distincts afin de résoudre notre
problématique.
7. http://www.agence-nationale-recherche.fr/?Projet=ANR-11-TECS-0010
Chapitre2
Approches et outils de modélisation et
d’optimisation utilisés pour la résolution
de problèmes liés aux systèmes
logistiques : Etat de l’art en santé
2.1 Introduction
Les systèmes logistiques en transport, en production, en entrepôts et en santé ont tous plu-
sieurs aspects en communs. En effet, ils ont tous besoin d’outils de modélisation, d’optimisation,
de simulation et d’évaluation pour améliorer leurs performances. Dans ce contexte, plusieurs
dispositifs ont été adoptés dans le système hospitalier afin de résoudre des problèmes de nature
variées dans des services différents [Esdar et al., 2017], [Chen et al., 2014], [Deen, 2015]. En
environnement incertain et avec des critères conflictuels, ces systèmes logistiques ont également
besoin d’outils d’aide à la décision. Les paragraphes suivants présentent des différents modèles
et méthodes d’optimisation dont certains méritent d’être étudiés, améliorés, innovés afin de les
adapter au système logistique dans le domaine de la santé et plus particulièrement les urgences
hospitalières, objet de cette thèse.
2.2 Méthodes de modélisation
La modélisation est la représentation d’un système par le biais d’un modèle pour comprendre
son fonctionnement. Ce modèle est la représentation graphique (simplifiée) du mode de fonction-
nement réel de ce système. Il consiste en la compréhension des causes d’un phénomène anormal
par la détermination du dysfonctionnement local. Dans ce cadre, le choix de la méthode utilisée
dans une étude, dépend fortement de la nature du service hospitalier concerné.
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Les avantages de l’UML Les inconvénients de l’UML
- Langage formel, stable et normalisé, qui offre
une bonne précision ;
- Support de communication performant, per-
mettant de cadrer l’analyse et la compréhen-
sion des représentations abstraites complexes ;
- Polyvalent et souple ce qui le rend un langage
universel.
- Mise en pratique risquée car la modélisation
est totalement libre et les outils sont variés ;
- Il doit être spécifié pour être utilisé dans un
cadre précis sans risque d’erreur.
Table 2.1 – Les avantages et les inconvénients de l’UML
Dans cette section, nous présentons les méthodes de modélisation les plus efficaces pour la
logistique des services des urgences.
2.2.1 Modélisation UML (Unified Modelling Language)
L’UML est un langage de modélisation qui permet de documenter et de spécifier graphiquement
tous les aspects des systèmes logiciels (tels que les applications informatiques ou les structures de
données) et non logiciels tels que les activités d’un domaine spécifique (mécanique, biologie, etc.).
Ce langage de modélisation est fondé pour unifier en une seule notation les meilleures caractéris-
tiques des différents langages de modélisation orientée objet, notamment OMT (object modeling
Technique) de James Rumbaugh, OOSE (object oriented software engineering) de Ivar Jacobson et la
méthode de Grady Booch. En effet, le modèle graphique de l’UML est basé sur deux principales
notions :
• La modélisation de la situation réelle (dans un environnement quelconque) au moyen de
l’approche orientée objet.
• La construction des digrammes pour aider à l’analyse et la conception des systèmes. Ces
diagrammes permettant de représenter les aspects statiques et dynamiques du système
concerné.
Les différents diagrammes UML offrent plusieurs vues d’un système logiciel ou non logiciel en
développement. Ces diagrammes sont interdépendants, ce qui exige la parfaite cohérence entre
eux. Néanmoins, il est indispensable de corriger systématiquement les incohérences [Spanoudakis
et al., 2001]. Par ailleurs, l’UML permet de définir et de visualiser une solution sous forme d’un
modèle, comme un support de communication à l’aide de diagrammes graphiques. C’est dans
cette optique que ce langage est devenu la référence en termes de modélisation objet [Augusto,
2008]. Dans le domaine de la santé, l’UML est utilisé par plusieurs chercheurs tels que [Vasilakis
et al., 2005], [Staccini et al., 2001]. Par exemple, les auteurs dans [Staccini et al., 2001] ont crée un
modèle UML de données consacré à plusieurs processus hospitaliers, notamment pour le processus
de transfusion sanguine. Ces auteurs ont proposé une méthodologie qui agence les besoins des
patients en utilisant une analyse orientée processus. Le tableau 2.1 résume les avantages et les
inconvénients de l’UML.
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2.2.2 Modélisation Workflow
Le workflow, en français le flux du travail ou gestion électronique des processus métier (PM), corres-
pond généralement à la modélisation et à la mise en œuvre des processus métiers. La majorité des
définitions existantes sont issues de la coalition de management de workflow (WfMC). La WfMC a
été fondée en 1993 par un regroupement d’industries de l’informatique, de chercheurs et d’utilisa-
teurs, associées à l’essor du développement des modèles Workflow. Cette coalition a pour but de
promouvoir les Workflow et d’établir les standards pour les Workflow management system (WfMS),
elle a en particulier publié un glossaire de référence contenant les terminologies employées dans
ce domaine. Ces standards servent notamment à résoudre les problèmes d’interopérabilité entre
systèmes Workflow mais également à définir les caractéristiques fondamentales de ces systèmes.
Les documents publiés par la WfMC, qui couvrent plusieurs aspects, peuvent être considérés
comme des références en la matière. Par conséquent, le Workflow est la représentation d’une suite
de tâches ou des opérations effectuées par une personne, un groupe de personnes ou un organisme.
Le terme flux renvoie au passage du produit, du document, de l’information d’une étape à une autre.
Pour résumer, la gestion d’un processus permet d’attribuer au bon moment et à chaque acteur
les tâches dont il est responsable et de mettre à disposition les applications, les outils et les
informations nécessaires pour la réalisation de ces tâches. Dans le contexte d’acteurs humains, le
workflow permet de décharger ces acteurs de certaines tâches administratives de gestion, en leur
laissant la possibilité de se concentrer sur les contenus techniques des tâches en rapport avec leurs
compétences. De plus, le workflow donne la possibilité d’effectuer une activité de monitoring sur
le déroulement des workflows.
Le workflow a pour objectifs :
• La modélisation et la gestion informatique de l’ensemble des tâches à accomplir par les
différents acteurs impliqués ;
• Fournir à chaque acteur, les informations nécessaires pour la réalisation de chacune de ses
tâches (date et heure, durée, ressources nécessaires, commentaires, etc.).
• Recevoir de la part de chaque acteur, les informations générées à la suite de la réalisation de
chacune de ses tâches au profit de la bonne exécution du processus global.
D’ailleurs, le Workflow a été adoptée dans le domaine de la santé avec un grand succès [Salway
et al., 2017], [Salmon et al., 2018], [Esdar et al., 2017], [Hossain, 2017]. Une étude de cette utilisa-
tion est détaillée dans la section.3.2.
Le BPMN : le standard de modélisation des processus workflow Aujourd’hui le workflow
est de plus en plus utilisé pour modéliser et simuler des phénomènes scientifiques. Dans ce
cadre, Le langage graphique utilisé est inspiré de l’UML. Ce langage est connu sous le nom de
BPMN 1 « Business Process Modeling Notation » dont les composants de base sont : les activités,
les événements, les transitions et les branchements conditionnels.
1. http://www.bpmn.org
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Bonita Bizagi
Système d’expoitation Unix, Linux, Windows, Mac Os Unix, Linux, Windows
Pour qui Les entreprise de plus de 500 em-
ployés de divers secteurs (fiances,
santé, télécommunications, gou-
vernement)
Les grandes entreprise de tous les
secteurs (soins de santé, services
financiers, etc)
Pateforme - Mobile
Fonctionnalité gestion de déploiement -
Table 2.2 – Tableau de comparaison entre les outils BPM
Plusieurs recherches ont été réalisées afin d’expliquer les méthodes et les outils de modélisation
et d’optimisation d’un système hospitalier notamment dans les services des Urgences (SU) [Jun
et al., 1999], [Fone et al., 2003], [Daknou, 2011]. Ces recherches ont démontré que la modélisation
permet d’identifier les mécanismes qui lient les phénomènes à leurs causes en se référant à la
réalité [Aggleton et al., 2002]. Néanmoins, le choix de la méthode et de l’outil de modélisation
appropriés se fait en fonction de la complexité du système étudié et des objectifs recherchés. Dans
ce contexte, plusieurs outils workflow existent [Liu et al., 2011]. Les plus connus sont Bonita et
Bizagi (tableau 2.2)
2.2.3 Les systèmes Multi-Agents (SMA)
2.2.3.1 Définitions et concepts
Un SMA est un ensemble d’entités autonomes, rationnelles et interactives appelées agents. Un
agent est une entité logicielle pouvant jouer un ou plusieurs rôles ayant un ou plusieurs comporte-
ments. Il peut représenter un être humain (agent médical, par exemple), un robot (agent mobile) ou
encore un agent virtuel (programme informatique). Un agent a un état interne qui évolue dans le
temps en fonction de son raisonnement interne et de ses interactions avec son environnement conte-
nant d’autres agents ou objets passifs [Macal et al., 2005]. L’environnement peut être le monde
réel ou bien un univers virtuel modélisé de manière informatique. Les SMA sont proposés comme
un paradigme innovant de conception pour concevoir, analyser et mettre en œuvre des systèmes
informatiques complexes. Ils sont destinés à opérer dans des contextes dynamiques, distribués,
imprévisibles. Ils sont situés à l’intersection entre l’intelligence artificielle (IA) et les systèmes
distribués, d’où l’intelligence artificielle distribuée (IAD). Donc un SMA, permet la représentation
décentralisée d’un système grâce aux agents [Ferber, 1999]. Il est également capable d’une part, de
simuler les phénomènes complexes ou de résoudre un problème de manière distribuée, et d’autre
part, de contribuer à la réduction de la complexité de la modélisation classique [Bousquet et al.,
2002].
Selon l’étude de [Wooldridge et al., 1995], les principales propriétés des agents sont la réacti-
vité (l’agent est capable de réagir avec l’évolution de son environnement), la proactivité (l’agent
peut prendre des initiatives pour accomplir ses propres buts), la sociabilité (l’agent peut agir et
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Figure 2.1 – Interaction de l’agent avec l’environnement [Afoutni, 2015]
échanger des informations avec les autres acteurs de son environnement), l’autonomie, l’adapta-
bilité (apprentissage) et la mobilité. concernant la sociabilité de l’agent, ce dernier ne peut pas
contrôler l’intégralité de son environnement car il a une vision limitée de celui-ci. D’où l’utilité de
coopérer avec les différents acteurs de son environnent. La figure 2.1 montre l’interaction d’un
agent avec son environnement grâce à ses propres éléments d’interactions (capteur, perception,
action).
IL existe trois types d’agents [Kaddoussi, 2012]
• Agent réactif : un agent est réactif quand il réagit aux changements de son environnement
par une action programmée. L’exemple le plus célèbre est celui de la fourmilière [Drogoul,
2000] ;
• Agent cognitif : il possède une mémoire et une connaissance propre de son environnement,
des autres agents, ce qui lui permet de gérer ses interactions avec l’environnement et avec les
autres agents. L’architecture agents cognitifs la plus connue est l’architecture BDI (Believes,
Desires, Intentions) [Rao et al., 2000] ;
• Agent hybride : c’est la possibilité de combiner les deux premier types d’agents.
Le comportement d’un agent dépend non seulement de ses mécanismes internes mais aussi
de son interaction avec l’environnement [Teahan, 2010]. Il existe plusieurs types de formes d’in-
teraction [Zgaya, 2007]. Les plus connues sont : la coopération, la collaboration et la négociation
(cas de conflit). Une interaction entre deux agents est représentée généralement sous forme de
séquences de messages utilisant un langage graphique tel que le langage UML (Unified Modeling
Language) et le langage SySML (Systems Modeling Language), qui est une version avancée du
langage UML, plus spécifique pour les applications d’ingénierie des systèmes. Les agents coopèrent
lorsqu’ils sont collectivement motivés à atteindre le même objectif (agents non antagonistes). Dans
ce cas, les agents ne sont pas en situation de concurrence, ils essaient donc de s’adapter entre
eux sans se déranger. Pour coopérer, les agents travaillent ensemble pour partager les tâches et
les ressources disponibles. La collaboration est donc une méthode de coopération qui permet la
division du travail. La négociation correspond au cas où chaque agent est motivé individuellement
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pour atteindre son propre objectif, malgré ceux des autres agents, tout en essayant de préserver
une convergence rapide du système (agents antagonistes).
Nous pouvons conclure donc, qu’un SMA est un ensemble d’agents partageant un environne-
ment commun, dans lequel chaque agent a ses propres caractéristiques. Ce dernier est en relation
organisée avec les autres agents du système ainsi qu’avec son environnement. Par exemple, l’ap-
proche VOYELLES dans [Pierre-Michel, 2001] est basée sur le fait que les SMA sont fondés sur
quatre principaux aspects qui sont ; l’agent (les caractéristiques internes de chaque agent), l’environ-
nement (où les agents interagissent et évoluent), l’interaction (les moyens permettant l’interaction
entre les agents) et l’organisation (les moyens permettant la structuration de l’ensemble des entités).
Concernant l’environnement agent, les auteurs dans [Russell et al., 2016] expliquent qu’ils peuvent
être de natures différentes :
• L’environnement accessible/non accessible : un agent a une connaissance complète de l’état
d’un environnement accessible. Néanmoins, dans la plupart des environnements réels, les
agents n’ont qu’une connaissance partielle de leur environnement ;
• L’environnement déterministe/non déterministe : le prochain état d’un environnement déter-
ministe est établi par l’état courant de ce dernier et par l’action de l’agent ;
• L’environnement statique/dynamique : un environnement statique est caractérisé par un état
qui ne change pas au cours du temps.
• L’environnement discret/continu : un environnement est discret si l’agent a un ensemble
d’actions et de perceptions fixe et fini.
Un environnement d’agent est donc complexe lorsqu’il est inaccessible, non-déterministe,
dynamique et continu. Par conséquent, les principales conditions pour lesquelles l’adoption de
l’approche agent peut être intéressante ; c’est quand le domaine d’application est géographiquement
distribué, ou bien quand une partie du système en question appartient à un environnent dynamique,
ou encore quand les sous-ensembles du système doivent interagir entre eux de manière efficace.
C’est le cas des systèmes hospitaliers que nous pouvons classer comme étant un environnement
complexe puisqu’il est à la fois inaccessible, non-déterministe, dynamique et continu [Daknou,
2011], [Zgaya et Hammadi, 2016]. L’approche SMA a été également utilisée pour résoudre des
problèmes dans d’autre domaines tels que le transport [Dotoli et al., 2013], [Hammadi et al., 2013],
[Scheltes et al., 2017], la gestion de crise [Kaddouci et al., 2009], [Kaddouci et al., 2010]. Par
exemple, dans [Garćıa-Magariño et al., 2008], les auteurs présentent un modèle d’organisation
orienté agent pour la gestion de crise optimisant les ressources humaines. Les auteurs précisent que
le système a été mis en œuvre par la méthodologie INGENIAS dons l’objectif principal d’INGENIAS
est de permettre une transition efficace de la spécification au code et de permettre à différents
paramètres de tester le système à faible coût. Dans [Schoenharl, 2006], les auteurs proposent le
système WIPER, basé sur une approche multi-agent, qui détecte les urgences et évalue les actions
possibles liées à l’urgence. WIPER est conçu comme un système utilisant des services Web reposant
sur une architecture orientée service.
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2.2.3.2 Les systèmes Multi-Agents dans le domaine de la santé
Dans la littérature, plusieurs études scientifiques ont adapté l’approche agent pour modéliser
et simuler des systèmes hospitaliers dynamiques telles que dans [Hancock et al., 1979]. En
effet, des recherches récentes soulignent de plus en plus le potentiel de l’approche agent dans le
domaine de la santé et notamment dans le service des urgences [Günal et al., 2010], [Stainsby
et al., 2009]. Les techniques de modélisation à base d’agents selon [Cabrera et al., 2012] sont plus
avantageuses lorsqu’elles sont appliquées à des systèmes humains dans lesquels les individus sont
dotés de comportements complexes et stochastiques avec des interactions hétérogènes et complexes.
Néanmoins, l’approche agent n’est pas seulement utilisée pour modéliser les systèmes complexes,
elle est également utilisée pour les optimiser et les ordonnancer. Par exemple, dans [Gatta et al.,
2018] les auteurs présentent un système d’aide à la décision médicale au profit d’un centre de
cancer du rectum. Il s’agit d’un SMA, capable de gérer l’ensemble du processus de radiomique 2.
En effet, à partir des images médicales, le système peut extraire un ensemble de caractéristiques
à analyser afin de générer un modèle prédictif optimisé. Dans [Fdez-Olivares et al., 2018], les
auteurs proposent un cadre de planification multi-agent pour la conciliation automatique de
directives cliniques traitant à la fois des interactions médicales et les préférences des patients.
Dans [Falcionelli et al., 2018], les auteurs utilisent l’approche agent pour élaborer un système
de santé personnel adapté au suivi des patients diabétiques de premier niveau. Chacune de ces
trois dernières références est le résultat d’un effort et d’une coopération internationale entre des
chercheurs de différentes institutions avec des établissements de soins dans des pays différents.
Ce qui souligne le besoin et l’importance de la mise en œuvre d’un tel système pour résoudre les
problèmes logistiques en milieu hospitalier. En outre, plusieurs autres études ont utilisé l’approche
agent dans les systèmes de soins à des fin multiples et différentes telles que dans [Feng et al., 2017],
[S. B. Othman, Zgaya et al., 2017], [Calvaresi et al., 2019], ect.
2.3 Méthodes d’optimisation
2.3.1 Définitions et concepts
Dans cette section, nous présentons les différents concepts d’optimisation notamment l’op-
timisation au profit de la logistique hospitalière. Cette optimisation est souvent employée pour
la mise en place de solutions permettant de fluidifier les différents flux physiques du système
(eg. les patients). Dans ce cadre, optimiser permet non seulement de mobiliser et de coordonner
les différents services, mais aussi de manager au mieux la gestion des ressources humaines et
matérielles en fonction des besoins. Dans ce cadre, l’optimisation est employée au profit de la
décision. Nous parlons donc des systèmes d’aide à la décision (SAD) dans lesquels des algorithmes
d’optimisation sont intégrés. En effet, toute prise de décision repose sur un modèle formel ou non,
explicite ou non. Par exemple, le médecin qui propose une thérapie ou un manager qui choisit
2. C’est une étude basée sur l’analyse des caractéristiques extraites des images médicales, utilisées pour des objectifs
prédictifs.
30 CHAPITRE 2. Approches et outils de modélisation et d’optimisation : Etat de l’art en santé
Figure 2.2 – La classification des méthodes d’optimisation générale [Collette et al., 2011]
une stratégie. Ils font tous des hypothèses justifiées par des observations, circonscrivent le champ
des actions possibles et évaluent les conséquences des actions sur des critères. Dans ce contexte,
plusieurs recherches ont été faites autour de la résolution de ces problèmes. Ces recherches n’ont
toujours pas abouti à des algorithmes polynomiaux permettant de résoudre ce type de problème
en un temps raisonnable. La classe des problèmes d’optimisation est déterminée en fonction des
algorithmes utilisés pour leur résolution [Garey et al., 1979]. Un problème de décision peut être
indécidable s’il n’existe aucun programme informatique qui permet de le résoudre. Il peut être
aussi décidable lorsqu’il est considéré comme non traitable en pratique pour des raisons de trop
grande complexité de calcul. D’où, la théorie de la complexité des algorithmes [Cornuéjols, 1996].
Par ailleurs, il existe deux types de problèmes d’optimisation (figure 2.2) [Collette et al., 2011] :
les problèmes d’optimisation à variables continues comme les problèmes d’optimisation linéaire, et les
problèmes d’optimisation combinatoire comme le problème du voyageur de commerce ou encore le
problème du sac à dos [Barichard et al., 2002]. Dans ce contexte, il est indispensable de choisir la
méthode d’optimisation adéquate pour un problème donnée.
— Problème d’optimisation continue : Les problèmes d’optimisation à variable continue sont
des problèmes pour lesquels il n’existe pas actuellement un algorithme permettant de repérer
l’optimum global en un temps imparti. Dans ce domaine, il existe plusieurs méthodes
classiques connues sous le nom de l’Optimisation Globale (OG). Ces méthode sont souvent
inefficaces si la fonction objective ne possède pas une propriété structurelle, telle que la
convexité. Une fonction f est dite convexe si :
∀x,y,z ∈ R,x < y < z→ f (y)− f (x)
y − x ≤
f (z)− f (y)
z − y (2.1)
Selon la figure 2.2 il existe deux classes de problème d’optimisation continue ; le cas linéaire
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et le cas non linéaire. Ce dernier fait partie de l’optimisation difficile.
— Problème d’optimisation combinatoire : Mathématiquement, un problème d’optimisation
combinatoire est défini comme la recherche de l’optimum (minimum ou maximum) d’une
fonction objectif f donnée. Il consiste à détecter les meilleures valeurs des variables de déci-
sion selon la fonction objectif f , en tenant compte d’un ensemble des contraintes [Pardalos
et al., 2002].
Comme les problèmes d’optimisation dépendent absolument de la nature des variables
continues ou discrètes. Dans le dernier cas, le problème est considéré comme un Problème
d’Optimisation Combinatoire (POC) [Papadimitriou et al., 1998]. Tous les POC sont des
problèmes à complexités exponentielle dits « NP-difficiles » c’est-à-dire dont la résolution
exacte n’est pas possible en un temps de calcul proportionnel à Nn, où N exprime le nombre
de paramètres inconnus du problème, et n est un entier tels que le problème de coloration de
graphe et le problème de routage de véhicules. Généralement lorsque nous avons un POC
nous avons tendance à nous référer aux méthodes approchées, dans ce cas, le choix sera donc
entre une heuristique entièrement dédiée au problème considéré ou une méta-heuristique.
2.3.1.1 Optimisation mono-objectif
Un problème d’optimisation mono-objectif repose sur une seule fonction objectif qui fournit la
meilleure solution possible, avec éventuellement un certain nombre de contraintes d’égalité ou/et
d’inégalité [Zidani, 2013]. 
minf (x)
hj(x) = 0, j = 1,2, ...m
gi(x) ≤ 0, i = 1,2, ...,n
xk ≤ x ≤ xl
(2.2)
Où x ∈ Rn est un vecteur de variable de décision, h1,h2...hm et g1...gn sont les fonctions de
contraintes d’égalité et d’inégalité, xk et xl représentent respectivement la borne inférieure et
supérieure du domaine de recherche.
2.3.1.2 Optimisation multi-objectif
La majorité des problèmes d’optimisation évoqués dans la littérature sont des problèmes d’opti-
misation multi-objectif (POM) [Basseur, 2005], [Roudenko, 2004], [S. B. Othman, Hammadi et al.,
2015]. Ces POM contiennent plusieurs objectifs avec généralement un ensemble de critères contra-
dictoires à satisfaire. L’objectif des POM est non seulement d’arriver à optimiser simultanément
plusieurs composantes de la fonction objectif mais aussi de trouver les meilleures solutions dans
un ensemble de solutions possibles. Ces solutions sont appelées des solutions Pareto optimales car
elles ne sont dominées par aucune autre solution possible satisfaisant les contraintes du problème
d’optimisation [Niu et al., 2018]. Le choix d’une solution dans l’ensemble des meilleures solutions
possible exige une connaissance du problème traité nécessitant l’avis d’un expert.
32 CHAPITRE 2. Approches et outils de modélisation et d’optimisation : Etat de l’art en santé

min f = (f1(x), f2(x), ..., fn(x))
gi(x) ≤ 0, i = 1,2, ...,n
hj(x) = 0, j = 1,2, ...,m
xk ≤ x ≤ xl
x ∈ R
(2.3)
Avec :
n : nombre de fonctions objectif, n ≥ 2.
x : (x1,x2, ...xm) est les variables de décision
f : ensemble des critères à optimiser
2.3.2 Méthodes de résolution des problèmes d’optimisation
Les algorithmes utilisés dans la littérature pour l’optimisation des systèmes hospitaliers font
souvent appel à des méthodes approchées [Hassan, 2006]. Néanmoins, l’utilisation d’une technique
de prétraitement peut être utile pour réduire la taille d’un problème afin de simplifier le processus
de résolution.
2.3.2.1 Méthodes exactes
Ces méthodes garantissent la solution optimale globale d’un POC pour une instance de taille
finie en un temps de calcul limité [Puchinger et al., 2005]. Par contre, ces méthodes ne permettent
pas de trouver la solution optimale d’un POC en un temps raisonnable pour des instances de
grande taille.
1. La méthode de séparation et d’évaluation progressive « Branch and Bound » : cet algo-
rithme, plus connu sous le nom de Branch and Bound en anglais, est une méthodologie
fondamentale utilisée pour produire des solutions exactes, afin de résoudre les problèmes
d’optimisation NP-difficile [Morrison, Jacobson et al., 2016] . Cette méthode a été utilisée
pour le problème d’équilibrage de la ligne d’assemblage qui est un problème NP-complet
[Morrison, Sewell et al., 2014]. La méthode Branch and Bound est basée sur deux étapes
(figure 2.3), une étape de séparation et une étape d’évaluation : La séparation permet de
diviser l’ensemble des solutions réalisables en des sous-ensembles et l’évaluation sert à borner
l’intervalle de recherche, filtrer puis effacer les sous-ensembles qui ne comportent pas de
solution optimale.
2. La méthode de coupes Planes « Cutting Plane » : cette méthode a été produite par [Schri-
jver, 1986]. Elle est utilisée pour résoudre les problèmes d’optimisation linéaire (min{f x :
Ax ≥ b,x ∈ R}). Pour qu’un POC de grande taille tienne dans un solveur de programmation
linéaire, il faut éliminer la plupart des contraintes puis résoudre le problème relaxé. La
solution optimale appartient à l’ensemble de solutions réalisables de cette relaxation.
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Figure 2.3 – Méthode de Branch and Bound
3. La méthode Branch and Cut : Les deux méthodes précédentes « Branch and Bound » et «
Cutting Plane » sont peu performantes face à certains problèmes NP-difficiles. Par conséquent,
la méthode « Branch and Cut » combine les efforts de l’algorithme Branch and Bound et la
méthode Cutting Plane. En effet, pour résoudre un programme linéaire en nombre entier,
cette méthode commence par résoudre une relaxation du problème, ensuite elle applique la
méthode des coupes plane sur la solution trouvée. Néanmoins, si elle n’arrive pas à donner
une solution entière alors le problème est divisé en plusieurs sous-problèmes qui seront
résolus de la même façon.
4. La méthode de génération de colonnes : l’idée centrale de cette méthode est basée sur le
fait que toutes les variables d’un programme linéaire ne sont pas forcément utiles pour
atteindre l’optimalité. L’objectif est de résoudre un problème de petite taille avec un ensemble
limité de variables (ou colonnes). Le problème original et le problème réduit sont nommés
respectivement problème maître et problème restreint. La résolution du problème restreint
est moins complexe, néanmoins, si l’ensemble de ces variables ne comportent pas celles
qui garantissent la solution optimale du problème maître, il faut enrichir les variables du
problème restreint afin d’atteindre la solution optimale du problème maître. Cette méthode
peut être combinée avec la méthode Branche-and-Bound afin de résoudre un programme
linéaire en nombres entiers.
2.3.2.2 Méthodes approchées
Les méthodes approchées permettent de résoudre des problèmes de grandes tailles. Les solu-
tions trouvées sont souvent des solutions de bonne qualité mais pas forcément optimales. Nous
pouvons classer ces méthodes en deux classes : les Heuristiques et les Méta-heuristiques.
• Les Heuristiques : Ces méthodes ne garantissent pas la solution optimale globale mais
peuvent trouver une approximation de l’optimum. Dans le cas d’une minimisation monocri-
tère, la valeur du critère attribuée à chaque solution est inférieure à αC∗ avec α une constante
connue tel que α ≥ 1 et C∗ la valeur du critère de la solution optimale. Cette approche est
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Figure 2.4 – L’encadrement de la solution dans l’algorithme d’approximation
appelée α-approximation. L’optimum de la solution trouvée par l’algorithme est placé entre
C∗ et αC∗. Alors l’approximation est plus efficace quand α est proche de 1 (figure 2.4). Il
existe deux catégories d’heuristiques :
— Méthodes constructives : permettent de générer des solutions à partir d’une solution
initiale en insérant petit à petit des éléments jusqu’à ce qu’une solution complète soit
obtenue ;
— Méthodes de fouilles locales : commencent avec une solution initialement complète puis
de manière répétitive essaient d’améliorer cette solution en explorant son voisinage.
• les Méta-Heuristiques : une heuristique est toujours spécifique à un problème donné tandis
qu’une méta-heuristique est un schéma algorithmique applicable à différents problèmes
d’optimisation. Ces algorithmes sont plus complexes qu’une simple heuristique. Ils utilisent
des processus aléatoires et itératifs afin de regrouper de l’information faisant face à l’explosion
combinatoire. Ces méta-heuristiques sont inspirées des systèmes naturels dans différents
domaines comme [Gendreau et al., 2010] : la biologie (algorithme génétiques, recherche
tabou), l’éthologie (algorithme de colonies de fourmis) et la physique (recuit simulé).
1. Les Algorithmes Génétiques (AG) : ce sont des algorithmes parallèles d’optimisation
stochastique basés sur le mécanisme de la sélection naturelle. Ils ont été largement
utilisés dans de nombreux domaines de l’informatique. John Holland était le premier
à les utiliser pour des problèmes d’optimisation [Holland, 1975], ensuite les travaux
de David Goldberg ont contribué à les enrichir et les faire évoluer [Goldberg, 1989].
Les AGs sont des algorithmes fondés sur des mécanismes de la sélection naturelle et
de la génétique en respectant les phénomènes d’hérédité et la loi de survie énoncée
par Darwin. Selon ces principes, les individus les mieux adaptés au milieu survivent
et par conséquent peuvent donner une descendance. Les AGs ont pour but d’optimiser
une fonction prédéfinie par l’utilisateur appelée critère ou fonction coût (fitness en
anglais). Pour ce faire, l’algorithme travaille en parallèle sur une population de points
candidats appelés individus ou chromosomes. Un chromosome est une représentation
ou un codage (eg. chaîne, matrice) pour une solution d’un problème. Il est constitué d’un
ensemble d’éléments appelés gènes, pouvant prendre plusieurs valeurs appelées allèles
appartenant à un alphabet non nécessairement numérique. Le but est de rechercher la
combinaison optimale de ces éléments qui donne lieu à un optimum. Dans ce contexte,
le chromosome peut représenter implicitement des solutions nécessitant une procédure
de décodage afin de récupérer une solution réalisable. À chaque itération ou génération,
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nouvelle population est créée avec le même nombre d’individus. La première phase est
le codage des solutions. Ensuite, à partir d’une première population de chromosomes de
taille fixe, créée soit d’une manière aléatoire, soit par des heuristiques, les AGs génèrent
de nouveaux individus de telle sorte qu’ils soient plus performants que leurs prédéces-
seurs. Le processus d’amélioration s’effectue par l’utilisation d’opérateurs génétiques
qui sont la sélection, le croisement et la mutation.
2. Les Algorithmes mémétiques (AM) : les AG et les AM sont les algorithmes les plus
connu pour résoudre efficacement les problèmes d’optimisation difficiles [Ferrante
et al., 2012]. En effet, les AM reprennent le principe de l’AG (sélection, croisement et
mutation) en y ajoutant une recherche locale pour améliorer les nouvelles solutions.
En effet, un AM utilise l’opérateur de croisement de l’AG pour examiner des régions
prometteuses de l’espace de recherche, ensuite la recherche locale vient pour renforcer
la recherche autour de ces régions. Un chromosome référence généralement une solution
unique, mais il peut aussi être associé à un voisinage de solutions.
3. La Recherche Tabou (RT) : c’est une méthode inspirée de la biologie, introduite par
Glover [Holland, 1975]. La RT a prouvé son efficacité pour la résolution des problèmes
d’optimisation difficiles. L’idée est de partir d’une solution initiale s dans un ensemble
de solutions locales S, du sous-ensemble de solutions N (s) appartenant au voisinage
S. Par l’intermédiaire de la fonction d’évaluation, la solution qui améliore la valeur
de la fonction objectif f est choisie à partir de l’ensemble de solutions N (s). En outre,
l’algorithme peut accepter des solutions qui n’améliorent pas toujours la fonction objectif
courante, il est important ainsi de mettre en place une liste tabou T de longueur Z. Cette
liste T contenant les Z dernières solutions trouvées afin de garantir le non multiplication
des solutions qui existent déjà dans la liste tabou. Cependant, la sélection de la prochaine
solution se fait sur un ensemble de solutions voisines au-delà des éléments existant
dans cette liste. Lorsque le nombre Z est atteint, chaque nouvelle solution sélectionnée
remplace la plus ancienne dans la liste. Cependant, au lieu que la liste tabou garde en
mémoire les solutions trouvées, elle peut garder les mouvements permettant d’atteindre
ces solutions pour plus d’efficacité. Finalement, et pour arrêter la recherche tabou, il
existe deux méthodes : fixer un nombre maximum d’itérations comme le critère d’arrêt,
ou bien fixer un temps limite après lequel la recherche doit s’arrêter.
4. Le Recuit Simulé (RS) : cette méthode a été introduite par [Kirkpatrick et al., 1983].
Elle démarre par une solution s générée de manière stochastique, une énergie initial E
et une température T généralement élevée. Dans chaque itération, la solution courante
subit des changements pour atteindre une nouvelle solution s1 :
— Si la nouvelle solution est meilleure que la solution initiale f (s1) < f (s) et elle permet
à la fois d’améliorer la fonction objectif f et diminue l’énergie du système alors cette
solution est acceptée.
— Si la solution est moins bonne que l’ancienne, celle-ci sera acceptée et calculée avec
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la probabilité de distribution de Boltzmann : e − f (s1)−f (s)T
5. Les algorithmes de Colonies de Fourmis (ACF) : cette méta-heuristique est inspirée
des comportements des fourmis [Colorni et al., 1992]. Ces algorithmes sont utilisés pour
résoudre les problèmes d’optimisation combinatoires comme, le problème de voyageur
de commerce [Dorigo et al., 1996], permettant de trouver des solutions approchées.
Le principe de cette méthode est le suivant : un problème d’optimisation devient un
problème de recherche de plus court chemin sur un graphe. Les fourmis constituent
avec la même proportion des solutions en circulant sur la piste graphique, et choisissent
par la suite les chemins contenant les plus fortes concentrations de phéromones grâce à
leurs récepteurs.
2.3.3 Optimisation en santé
Aujourd’hui, le principal problème d’optimisation qui préoccupe les scientifiques et les médias
c’est la gestion de la situation de tension dans les services des urgences (SU) [Salway et al., 2017].
Cette situation est due principalement à une organisation interne mal adaptée aux contraintes, aux
changements des missions et à la gestion des flux patients. Par conséquent, la mise en place de
systèmes stratégiques, tactiques, opérationnels et de contrôle, est un atout incontournable pour le
développement du système hospitalier en général et des SU en particulier. Néanmoins, une mise
en œuvre efficiente de ces systèmes exige l’adoption d’approches innovantes et scientifiquement
adéquates pour gérer efficacement le réseau logistique hospitalier.
La gestion de la situation de tension dans les SU fait actuellement l’objet d’une analyse ap-
profondie au niveau mondial [Richardson et al., 2001], [Luscombe et al., 2016]. Ce problème a
fait l’objet de nombreuses recherches, notamment dans les pays développés [Bair et al., 2010],
[Sprivulis et al., 2006]. Le phénomène de tension est à l’origine de diverses difficultés pouvant
être mesurées avec des indicateurs de performance tels que notamment l’augmentation du temps
d’attente, la multiplication des erreurs médicales, les longues durées de séjours, etc [Paul et al.,
2010], [Salway et al., 2017]. La disponibilité des ressources humaines et matérielles est donc
limitée, ce qui détériore non seulement la qualité des soins [Bernstein et al., 2009] mais aussi la
satisfaction des patients qui peuvent partir sans être traités [Bair et al., 2010], [Liao et al., 2002].
Les indicateurs les plus significatifs peuvent être identifiés par des praticiens expérimentés mais
l’imprécision des données nécessite souvent la mise en œuvre de systèmes de fouille et d’extraction
des connaissances sachant que ces données peuvent être distribuées, imprécises et imparfaites.
L’objectif est d’identifier des indicateurs fiables et utiles pour la prise de décision. En conséquence,
la résolution du problème de tension est devenue une préoccupation majeure pour les adminis-
trateurs et les experts de la santé, ainsi que pour les responsables politiques et les médias. Dans
ce contexte, la plupart des pays développés sont intéressés par le développement de leur système
hospitalier afin d’anticiper les situations de surpeuplement des urgences. L’objectif est d’améliorer
la qualité des soins prodigués aux patients, en tenant compte de la demande croissante des soins et
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des coûts de fonctionnement élevés associés à des contraintes budgétaires [Richardson et al., 2001].
Par ailleurs, les travaux scientifiques étudiant cette problématique ont adopter diverses approches
et outils de résolutions [D. Huang et al., 2018], [Svirsko et al., 2019], [Nahhas et al., 2017]. Dans
la suite, nous présentons les SU ainsi que leurs fonctionnements et leurs caractéristiques tout en
s’inspirant de différentes études scientifiques réalisées et de notre propre expérience.
2.3.3.1 Contraintes liées à la nature des SU
Les SU ont été reconnus pour la première fois au 20e siècle [B. J. M. Zink, 2005]. Ce système
est utilisé par tous les pays (Chine, France, Tunisie, USA. . . ) et fournit des soins primaires aux
patients dont les maladies ou les symptômes nécessitent une intervention immédiate. Ce qui rend
la maîtrise de la situation très compliquée lorsque le flux des patients est important pendant un
laps de temps court. Réduire cette complexité représente un atout principal au bon fonctionnement
du service. Dans ce contexte, il est primordial de comprendre les raisons sous-jacentes de cette
situation de tension. Par conséquent, plusieurs chercheurs accordent une grande attention à ce
problème. Par exemple, les auteurs dans [Salway et al., 2017], [Hwang et Concato, 2004] et
[Moskop et al., 2018] proposent une étude des causes et des impacts négatifs de la situation de
tension dans les SU. Néanmoins, il est extrêmement difficile de définir les causes réelles de cette
situation, dans la mesure où ces causes dépendent non seulement de plusieurs indicateurs, mais
également de la position urbaine de SU. À cet égard, la majorité de ces études sont limitées comme
le montrent les auteurs dans [Ajmi et al., 2018], [B. Onggo et al., 2017] et [Wang et al., 2015]. En
effet, il est important d’élaborer des objectifs spécifiques pour chaque type de SU afin d’offrir des
solutions efficaces et d’obtenir de bon résultat.
2.3.3.2 Contraintes liées aux personnels de soin
Aujourd’hui, les SU font face au problème de pénurie de différents types de ressources, en
raison de la rareté de certaines et/ou de la non disponibilités des autres (cf.4.1). En outre, avec
la longévité actuelle, les ressources médicales deviendront insuffisantes, ce qui augmentera le
temps d’attente des patients et la durée de leurs séjours, engendrant ainsi un coût conséquent
pour le système de santé [Patrick et al., 2008]. Ces services sont donc confrontés à des demandes
contrastées aux quelles les professionnels de santé ne sont ni préparés ni formés pour les résoudre.
Il apparaît qu’ils sont démunis en méthodologies et outils d’aide à la décision et de pilotage adaptés
aux exigences qu’impliquent leurs modes de fonctionnement futurs. Il faut donc apprendre à
répartir efficacement les ressources et les services médicaux disponibles [Beliën, 2007]. Ce qui
crée le besoin de sélectionner la meilleure stratégie d’admission des patients [Nezamoddini et al.,
2016]. Dans ce contexte, il faut non seulement pendre en considération l’ensemble de contraintes à
respecter (les compétences médicales, les charges prévisionnelle, la réglementation de travail, etc.)
mais aussi optimiser l’ensemble des tâches de soins à effectuer par les ressources disponibles et
avec des performances pouvant être variables. Confirmant ainsi le besoin de la mise en œuvre d’un
système d’aide à la décision au profit du personnel médical et des patients [Marcon et al., 2008].
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Dans la littérature, les problèmes d’affectation et de planification des ressources ont initia-
lement été évoqués dans l’industrie [Edie, 1954], ensuite ces problèmes ont été abordés dans le
domaine de la santé [Moz et al., 2007], [Trilling, 2006]. Par conséquent, différents modèles de
simulation ont été développés pour modéliser les besoins en termes de capacité dans les SU [Paul
et al., 2010], [Hoot et al., 2008]. Les auteurs dans [Komashie et al., 2005] ont prouvé qu’une
allocation appropriée d’infirmiers et de médecins peut réduire les temps d’attente aux urgences
jusqu’à 20%. En effet, l’affectation des ressources a une influence directe sur le débit du système
et le taux d’admission des patients [Duguay et al., 2007]. Les auteurs dans [Cabrera et al., 2012]
ont réalisé une simulation à base d’agents permettant de trouver la meilleure combinaison de
ressources en fonction des compétences médicales. Ainsi le point commun entre toutes les études
liées à l’optimisation des ressources dans les SU est la gestion du niveau élevé d’incertitude de la
demande [Chetouane et al., 2012]. Dans ce contexte, plusieurs approches ont été utilisées. Par
exemple, les auteurs dans [Hosseini et al., 2013] ont intégré un système expert flou avec une
simulation à événements discrets afin de déterminer la configuration optimale et la meilleure
affectation des ressources. Les auteurs dans [Yeh et al., 2007] ont mis en place un algorithme
génétique permettant de trouver la meilleure affectation possible des ressources. En effet, dans les
SU, tous les patients partagent les mêmes ressources et chaque tâche de soins nécessite un temps
qui varie en fonction du niveau de gravité de l’état du patient. Dans ce cadre, la simulation est
l’une des méthodes les plus utilisées permettant de saisir les effets de l’incertitude au niveau du
système. Le but est d’étudier et d’analyser les différentes combinaisons possibles d’affectation des
ressources [Kaushal et al., 2015]. D’ailleurs, il existe d’autres méthodes permettant de résoudre
des problèmes similaires [Soni, 2014] comme la théorie de la file d’attente et la programmation en
nombres entiers. Le problème de planification dans les établissements de santé en général et dans
les urgences en particulier devient donc de plus en plus complexe. Cela est dû au degré élevé de
dépendance entre tous les services du système et aussi parce que l’environnement en lui même est
stochastique, ce qui complique la mise en œuvre d’une pré-planification des ressources.
Pour conclure, la complexité de l’affectation des ressources médicales est due au contexte
dynamique, distribué et imprévisible du milieu hospitalier. Par conséquent, la résolution de ce
problème d’affectation se fait en deux phases complémentaires qui sont : l’affectation efficace
des tâches de soins aux ressources appropriées et le séquencement rationnel de ces tâches en
considérant forcément l’ensemble des contraintes de précédence et des ressources. Néanmoins, ce
n’est que récemment que la notion du degré de compétence d’une ressource médicale est considérée
dans la littérature [Doan et al., 2019]. En outre, plusieurs autres critères doivent être pris en compte
pour la résolution de ce problème impliquant la nécessité de l’adoption d’une programmation
multicritère. Ces méthodes de programmation multicritère doivent également améliorer l’ensemble
des indicateurs de performance dans les SU tels que le temps d’attente des patients, la durée de
séjour des patients, le nombre d’abandons, etc.
2.3. Méthodes d’optimisation 39
2.3.3.3 Facteurs à améliorer pour l’efficacité opérationnelle du SU
Le positionnement des SU au sein du système hospitalier rend la maîtrise de ses différents flux
logistiques complexe. En effet, les SU accueillent 24h/24h des personnes qui ont pris la décision de
venir tout seul ou qui sont envoyées par d’autres organismes de santé. Le manque d’un consensus
commun pour la définition d’un patient urgent complique encore plus la tâche pour les logisticiens
(par exemple ; un patient est urgent pour un médecin peut ne pas l’être pour un autre médecin).
Dans ce contexte, il est important de souligner quelques facteurs à améliorer afin de rendre le
fonctionnement au sein des SU plus performant :
• Le parcours patient : l’amélioration du parcours patient dans les SU peut impacter positive-
ment le fonctionnement au sein du service. C’est pourquoi plusieurs études scientifiques ont
adopté ce type de stratégie. Par exemple, dans [Garrett et al., 2018] les auteurs montrent
que la mise en place d’un modèle de flux vertical peut améliorer l’efficacité du SU ainsi que la
satisfaction des patients. Dans [McGuire, 1994], les auteurs ont créé des voies pour les soins
externes afin d’accélérer la prise en charge des patients ayant des opérations de soins non
urgentes. Cette technique a été produite plusieurs fois depuis, surtout que 85% des patients
aux urgences n’ont pas le statut urgent [Wiler, Christopher et al., 2010], [Walley, 2003].
• Association des compétences aux tâches : il est primordial d’affecter chaque membre du
personnel médical aux tâches de soins adaptées à ses compétences ainsi qu’au niveau de son
expérience. L’idée est d’exploiter au mieux les compétences afin de les associer aux bonnes
tâches. Ceci peut impliquer des améliorations efficaces au fonctionnement du SU [M. et al.,
2006].
• L’optimisation par limiter les gaspillages (Lean Healthcare) : le Lean est connu principalement
dans le domaine industriel. Cette méthode vise à reconfigurer les processus organisationnels
afin de minimiser le gaspillages, assurer une meilleure productivité basée sur l’utilisation
d’outils et de techniques d’analyse et la création d’une culture de l’amélioration continue
[Womack et al., 1996]. Néanmoins, depuis quelques années, cette méthode a été adoptée dans
le domaine de la santé [Radnor et al., 2012]. Cette utilisation a impliqué la suppression des
processus répétitifs et inutiles tels que les multiples enregistrements des patients à chaque
fois qu’ils changent d’emplacement, la non synchronisation des processus de décharge qui
provoque de longues durées de séjours pour les patients [Or et al., 2010]. Dans [Radnor
et al., 2012], les auteurs montrent que 51% des références se sont basées sur l’application du
lean Healthcare dans les services de santé.
2.3.3.4 L’ordonnancement en temps réel
L’évaluation du système hospitalier doit être faite sur un ensemble d’indicateurs de performance,
qui doivent appuyer et renforcer le système d’aide à la décision mis en œuvre en faveur des
fournisseurs de soins. Le meilleur moyen d’utiliser efficacement ces indicateurs est de mesurer
le gap entre leurs évolutions de références et leurs évolutions en temps réel. Dans ce contexte,
des méthodes d’orchestration de processus organisationnels (workflow) ont été utilisés dans la
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littérature [F. Ajmi, S. B. Othman et al., 2018]. Le but est de ré-ordonnancer en temps réel et
continuellement la planification en fonction de la situation réelle au SU. Dans les études de [Hoot
et al., 2008] et [Wang et al., 2015], les auteurs se sont appuyés sur une analyse en temps réel
définissant un seuil de surpopulation dans le SU. Au-dessus de ce seuil, une alarme est déclenchée
pour éveiller le mode d’urgence, afin de gérer efficacement la situation de crise. Cette méthode est
basée sur des données du SU en question, permettant d’observer de manière dynamique différents
indicateurs de performance (IP), tels que la durée de séjour des patients, les patients qui partent
sans être vus par un médecin, le niveau d’occupation des lits disponibles, etc. Dans ce contexte, les
méthodes d’optimisation en temps réel ont été développées afin de prendre des décisions proches
de l’optimum, en particulier lorsqu’un événement imprévu se produit dans le système [F. Ajmi,
S. B. Othman et al., 2018]. C’est une approche adéquate pour le problème d’optimisation des
soins, en particulier dans les SU, en raison de l’arrivée aléatoire des patients. La plupart des études
récentes utilisent ces approches. Par exemple, dans [Riet et al., 2015] et [Samudra et al., 2016]
les auteurs présentent une revue de la littérature sur l’utilisation de la recherche opérationnelle
pour la planification et l’ordonnancement des salles d’opération. Les auteurs dans [D.-N. Pham
et al., 2008] ont développé une perspective générale pour le problème du ré-ordonnancement par
le développement de la formulation mathématique classique de l’ordonnancement job-shop, ce qui
a réduit la durée des opérations de chirurgie. Les auteurs dans [Erdem et al., 2012] ont développé
un modèle de programmation linéaire et un algorithme génétique afin de minimiser les coûts
engendrés par les perturbations des arrivées aléatoires des patients. Ils prennent en compte le
coût du report ou de la préparation, et le coût du refus d’un patient. Un autre exemple est fourni
dans [Stuart et al., 2012] : les auteurs ont re-ordonnancé la séquence de l’unité chirurgicale afin
d’incorporer les nouveaux patients en modélisant un problème d’ordonnancement mono-machine
avec des dates d’échéance. Il existe également plusieurs approches pour le ré-ordonnancement en
temps réel, telles que la planification, le ré-ordonnancement partiel et la régénération complète
[Vieira et al., 2003].
2.4 Les indicateurs de performance clés (IPC)
Par ailleurs, un ou plusieurs IPC détériorés peuvent être à l’origine d’une situation de tension
dans les SU. Pour améliorer ces IPC, il est primordial de savoir comment les mesurer et les analyser
correctement. En conséquence, les IPC les plus mentionnés dans la littérature sont la durée totale
du séjour, le temps d’attente primaire (c’est le temps d’attente avant la première prise en charge par
un médecin), le détournement d’ambulance, le taux d’abandons (ce sont les patients qui partent
sans être vus par un médecin), etc. Ces indicateurs de performance sont fortement corrélés à la
situation de tension et aux mécontentement des patients.
Dans les SU, chacune de ces métriques mesure une valeur spécifiques [Hwang, McCarthy et al.,
2011] et présente à la fois des avantages et des inconvénients. Certaines reflètent l’efficacité ou
l’efficience des prestations de soins offertes telles que la durée totale du séjours, d’autres reflètent
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les délais telles que les différents temps d’attente dans le processus de soins, d’autres reflètent
encore la sécurité des patients telles que le taux de mortalité [Khalifa et al., 2015]. Néanmoins,
pour le choix des IPC les plus appropriés, il n’existe pas actuellement un vrai consensus, ni dans
la littérature ni par les praticiens. En revanche, il existe des échelles fréquemment utilisées telles
que l’échelle Likert qui est une échelle de 7 points [Nicolau Gozalbo et al., 2017] ou encore le
processus Delphi [M. M. Madsen et al., 2016] qui est une échelle de 6 points. Ce dernier processus
permet la sélection des indicateurs de qualité grâce à la coopération des experts de santé. Encore
une fois, il n’y a pas de consensus sur la meilleure échelle utilisée [Gracht, 2012], [M. M. Madsen
et al., 2016].
L’idée d’enquêter sur les IPC les plus utilisés pour mesurer les performances des urgences, est
notamment adoptée dans la majorité des pays de l’organisation de coopération et de développement
économiques (OCDE). Par exemple, au Royaume-Uni, l’utilisation des IPC est appliquée dans
l’ensemble des services de santé tels que dans le service de santé mentale [Dodd, 2011], les SU,
le service de traitement du cancer [Li et al., 2019]. Dans [Sorup C. M. et al., 2013], les auteurs
présentent une revue qui décrit l’utilisation de plusieurs mesures de SU dans le système hospitalier
au Danemark. Les auteurs dans [M. Madsen et al., 2015] présentent une revue qui identifie au
moins 202 indicateurs dans 127 différents articles incluant les principales typologies : satisfaction,
processus, structure et résultat. Dans [Welch S. et al., 2006] et [Welch, Asplin et al., 2011], les
auteurs présentent un état de l’art sur les métriques utilisées pour mesurer les performances des
systèmes hospitaliers.
Dans cette section, nous déterminons la pertinence de chaque métrique afin d’enrichir à notre
tour la littérature et aider ainsi les chercheurs à sélectionner les indicateurs qui correspondent le
mieux à leur problématique. Pour la réalisation de cette partie, nous nous somme basés sur une
méthode d’enquête qualitatives grâce aux plusieurs entretiens avec le staffmédical ainsi que sur
une palette de travaux de recherche (à partir de l’année 2000). Cette étude vise à analyser les IPC
pour fournir à la direction du Service d’urgence adulte (SUA) de CHRU de Lille des informations
d’appui afin qu’elle puisse prendre des décisions stratégiques. Les indicateurs de performance
clés (IPC) sont utilisés pour mesurer et évaluer les effets de certains changements dans le SU
[Abo-Hamad et al., 2013a], [Duguay et al., 2007]. En effet, il est crucial de présenter chaque IPC à
part entière en soulignant son principal objectif. Par conséquent, nous synthétisons à partir d’une
palette de travaux de recherches, les avantages et les inconvénients de chaque IPC, la méthodologie
utilisée et les résultats trouvées.
2.4.1 La durée totale du séjour (DTS)
La DTS, plus connue dans la littérature par Length of stay [T. Ruohonen et al., 2006], [Komashie
et al., 2005] représente la période passée par le patient dans le service, depuis son entrée jusqu’à
sa sortie du système des urgences. C’est la métrique qui mesure la durée totale passée par le
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patient dans le SU. Néanmoins, cette durée est fortement corrélée avec l’état de gravité du patient.
Aujourd’hui, dans quelques pays le seuil de la DTS est fixé. Par exemple au Royaume-Uni, ils
exigent que dans un délai de 4 heures, plus de 90% des patients doivent être libérés ou transférés
dans une autre unité d’hospitalisation [Mayhew et al., 2008], [Izady et al., 2012]. Également, ce
concept est utilisé au Canada avec quelques différences. Par exemple, pour les patients dont l’état
de gravité est supérieur à 4 (tableau 2.5), leur DTS ne doit pas dépasser les 4h, et pour les patients
dont l’état de gravité est inférieur à 4, ces derniers doivent être vus dans les 6h. En revanche, la
détermination d’un seuil de la DTS oblige le personnel soignant à libérer leurs patients avant
cette plage horaire. Ce qui peut provoquer des dégradations dans le processus de traitement, une
mauvaise qualité du service, une déformation de l’identité clinique et des inconvénients néfastes
sur la sécurité des patients [Orr, 2008], [Mortimore et al., 2007].
La DTS concerne l’ensemble des étapes du parcours patient depuis son enregistrement jusqu’à
sa sortie ou son transfert [Kolker, 2008]. Il n’est donc ni simple ni facile de déterminer le niveau
local de dysfonctionnement du système à l’aide de cet indicateur. En outre, la DTS dépend égale-
ment d’un ensemble de facteurs externes que le SU ne peut contrôler [Pines, Decker et al., 2012],
tels que le flux d’arrivée des patients, leurs états de gravité, la disponibilité des lits d’aval, etc. Les
auteurs dans [LaCalle et al., 2010], [Freitas et al., 2012] expliquent qu’un taux faible d’incidents
graves peut provoquer un impact néfaste sur la valeur moyenne de la DTS. Dans ce contexte, de
nombreux travaux de recherche se sont concentrés sur l’amélioration des performances du SU
en termes de la DTS, en utilisant différentes méthodes quantitatives telles que l’analyse de file
d’attente, la programmation mathématique, la programmation dynamique et la simulation.
Dans [Khalifa et al., 2015], les auteurs utilisent des méthodes d’enquêtes quantitatives. Ils
se sont basés sur les entretiens semi-structurés avec des cadres supérieurs ainsi que des chefs de
services hospitaliers et des professionnels de performances. Ce qui a conduit à l’identification de
cinquante-huit indicateurs de performances clés, classés en dix catégories, ceci est approuvé par
la direction du service étudié. Les auteurs dans [Miller, Ferrin et Messer, 2004] ont également
utilisé une méthode quantitative basée sur la coopération du personnel soignant. Ils ont identifié
trois IPC, tels que la DTS, le taux d’occupation des lits et l’heure de déviation. Néanmoins, cette
méthode reste limitée, car, elle est manuelle et dépend fortement de la participation du personnel
médical et de leur expérience personnelle.
Dans [Welch, Augustine et al., 2012], les auteurs ont effectué une étude d’analyse rétrospec-
tive des données dans un SU, plus une analyse comparative entre plusieurs SU. Leur principal
objectif est de mesurer la performance du SU par rapport à la taille et aux caractéristiques de
fonctionnement. Enfin, ils ont conclu que plus le SU est grand en taille plus la DTS est longue,
et ils confirment également l’existence d’une corrélation forte entre le degré de l’état de gravité
du patient et la dégradation de la performance au sein d’un SU. Pour améliorer la performance
des SU au Canada (Colombie-Britannique), un programme de rémunération à la performance (ED
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pay for Performance : EDP4P) a été mis en place en 2007 afin d’encourager financièrement les
hôpitaux à réduire la DTS des patients aux urgences [Cheng et al., 2013]. Néanmoins, il est difficile
de juger un tel programme en raison des vastes différences entre les SU (taille, type de prestations
offertes, etc.). En effet, il est important de développer des objectifs locaux et spécifiques pour
chaque type de SU afin d’offrir des solutions plus efficaces. Dans ce contexte, les auteurs dans [Amir
et al., 2016] ont abordé une approche permettant d’optimiser les examens des patients dans un
SU. L’idée est de libérer rapidement le plus de patients possible vers d’autres services hospitaliers,
afin de respecter une contrainte maximale (fixe ou dynamique) de la DTS. Pour l’extension du
problème de planification, les auteurs ont proposé un algorithme de programmation dynamique
afin d’incorporer une incertitude réele (telle que l’évolution de l’état de santé du patient) ainsi
qu’une méthode de simulation dédiée pour le triage des patients en temps réel. Cette méthode
réduit le temps d’attente des patients néanmoins, elle ne peut être efficace que pour un petit
nombre de patients. Le choix de l’utilisation des méthodes d’optimisation et de simulation par
plusieurs chercheurs affirme qu’en agissant directement sur le temps d’attente global de patients,
la durée du travail du personnel, le taux d’utilisation des blocs, la planifications des examens des
services, des améliorations indirectes à la DTS peuvent être effectuées [Chaabane et al., 2003],
[Amir et al., 2016], [Al-Refaie et al., 2014], [Li et al., 2019]. Ces techniques ont montré que le
passage d’un système mutualisé à un système dédié peut réduire la DTS à environ 9% [Song et al.,
2013].
2.4.2 Le temps d’attente primaire (TAP)
Le TAP présente le temps d’attente du patient depuis son arrivée aux SU jusqu’à sa première
consultation par un médecin. Cet indicateur est également appelée Door-to-doctor time [Bove et al.,
2017], ou temps avant médecin [Burström et al., 2012], temps avant le premier traitement [Chonde
et al., 2013] ou encore temps d’attente [Oredsson et al., 2011], [Ahmed et al., 2009]. Néanmoins, la
dernière nomination peut engendrer des confusions, en raison de l’existence de plusieurs types
d’attente au sein du parcours des patients avant et après la première consultation (figure 2.5).
Néanmoins, cet indicateur est comme la DTS, il est fortement corrélé avec l’état de gravité du
patient. En effet, les patients qui ont un niveau d’état de gravité non élevé ont une probabilité
faible d’être envoyés pour faire des examens complémentaire [Robinson, 2013], ce qui implique
que leur TAP moyen est analogue à leur DTS moyen. Pour ce type de patients, ces deux indicateurs
peuvent être appliqués indifféremment. En revanche, pour les patients urgents, le personnel de
soins doit intervenir rapidement afin de minimiser le taux de mortalité qui est particulièrement
lié au TAP [Guttmann, Schull et al., 2011]. Le TAP est donc l’un des indicateurs de performance
le plus significatif pour les patients urgents, bien qu’il ne détermine qu’une partie du parcours
des patients dans le SU ignorant ainsi les différentes autres étapes de ce parcours complexe. La
figure 2.5 montre un exemple expliquant comment le temps d’attente est discrétisé par plusieurs
temps d’attente intermédiaires dans le SUA. Par ailleurs, la satisfaction des patients est fortement
corrélée à la rapidité des soins ainsi qu’au temps passé avec le médecin [Wiler, Gentle et al., 2010].
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Dans ce contexte, il existe le concept de triage en fonction de la gravité du patient afin de cerner
cet indicateur. Ce concept est utilisée par tout dans le monde [Azadeh et al., 2014], [Elalouf et al.,
2015], mais avec quelques spécifications à chaque pays, par exemple :
En Amérique : l’échelle (emergency severity index) ESI est un score en 5 niveaux élaboré par
l’agence de recherche et de qualité pour les soins de santé américaine (Agency for healthcare
Research and Quality) [Sfmu, 2013]. Le tableau 2.3 explique cette échelle.
À Manchester : l’échelle informatisée de triage appelée « Manchester triage Scale » (MTS), élaborée
en 1996 [Sfmu, 2013] est détaillée dans le tableau 2.4.
Au Canada : l’échelle informatisée du triage appelée « Canadian Emergency Department Triage
and Acuity Scale » (CTAS) a été mise en place en 1998 et largement adaptée dans les SU [Sfmu,
2013]. L’échelle canadienne de triage et de gravité des services d’urgence est détaillée dans le
tableau 2.5.
En France : l’échelle informatisée du triage appelée la Classification Clinique des Malades des
Urgences « CCMU » composée des classes montrées dans le tableau 2.6 [Sfmu, 2013].
Ce concept classe les patients selon la gravité de leur état de santé et définit pour chaque classe
une norme de début de traitement. Ils spécifient également une limite de temps et une probabilité
de conformité correspondante pour chaque niveau de gravité, de sorte qu’il ait au moins un certain
taux de probabilité pour qu’un patient d’un niveau de gravité donné commence son traitement
dans les bons délais [Li et al., 2019]. Les auteurs dans [Ribeiro et al., 2016] utilisent la simulation à
événements discrets (SED) afin d’évaluer l’impact des différents facteurs sur le TAP dans un SU
d’un hôpital privé au Brésil. Leur analyse est basée sur un test d’influence de TAP en fonction
de trois facteurs qui sont la modalité de triage (triage des adultes et enfants séparé), un nombre
prédéfini des patients par heure et par médecin (un objectif fixé à 3 patients par heure) et une
augmentation du nombre des médecins. Les résultats montrent que la combinaison de ces trois
facteurs peuvent réduire le TAP de 23.4 minutes. En effet, l’utilisation de la SED aide à prévoir
l’impact du changement de structure, du personnel et de processus dans les SU, ainsi qu’à la prise
de décision par les responsables de santé. Dans [Lin et al., 2014], les auteurs utilisent un modèle
de file d’attente pour influencer positivement le TAP. Ils ont conclu également qu’il est préférable
d’augmenter le nombre des ressources médicales dans les structures d’aval plutôt que dans les SU.
d’autres études similaires utilisent la simulation pour étudier et améliorer le TAP telles que dans
[Cooke et al., 2002], [Subash et al., 2004] et [Burström et al., 2012].
2.4.3 Les abandons des SU (ASU)
Le ASU, plus connu dans la littérature par Left without being seen [Vanbrabant et al., 2019],
représente les patients qui ont abandonné les SU en attendant leur première consultation avec un
médecin urgentiste jugeant ainsi que leur temps d’attente est considérablement long par rapport
à leur attente psychologique. Prouvant ainsi que les patients sous-estiment souvent leur temps
d’attente réel [Batt et al., 2015]. Les patients peuvent abandonner les SU à chaque étape de leur
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ESI 1 Patient avec instabilité importante, doit être immé-
diatement pris en charge par un médecin, nécessite
souvent une intervention pour être stabilisé.
Ce niveau représente 2% des patients et 73% des
patients sont hospitalisés.
ESI 2 Patient potentiellement instable, doit être pris en
charge par un médecin dans un délai inférieur à 10
minutes, nécessite souvent des examens complémen-
taires biologique et d’imagerie, un traitement et une
hospitalisation.
Ce niveau présente 22% des patients et 54% des
patients sont hospitalisés.
ESI 3 Patient stable, doit être pris en charge par un méde-
cin dans un délai inférieur à 30 minutes, nécessite
souvent des examens complémentaires biologique et
d’imagerie.
Ce niveau représente 39% des patients et 24% des
patients sont hospitalisés
ESI 4 Patient stable, peut ne pas être pris en charge ra-
pidement par un médecin, nécessite peu d’examen
complémentaire et doit normalement sortir en ex-
terne
Ce niveau représente 27% des patients et 2% des
patients sont hospitalisés
ESI 5 Patient stable, peut ne pas être pris en charge ra-
pidement par un médecin, nécessite peu d’examen
complémentaire et doit normalement sortir en ex-
terne
Ce niveau représente 10% des patients qui ne pré-
sente pas d’indication à être hospitalisés
Table 2.3 – Niveaux emergency severity index (ESI)
Niveau MTS Prise en charge Délai recommandé
MTS 1 immédiate 0 Minute
MTS 2 Très urgente 10 Minutes
MTS 3 urgente 60 Minutes
MTS 4 standard 120 Minutes
MTS 5 Non urgente 240 Minutes
Table 2.4 – Manchester triage scale (MTS)
Niveau de CTAS Niveau d’urgence temps d’attente limite Niveau de conformité%
1 Réanimation immédiat 98
2 Très urgent 15 Minutes 95
3 Urgent 30 Minutes 90
4 Moins urgent 60 Minutes 85
5 Non urgent 120 Minutes 80
Table 2.5 – L’échelle canadienne de triage et de gravité des services d’urgence
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Classification Définition
CCMU P Patient présentant un problème psychologique et/ou psychiatrique dominant
en l’absence de toute pathologie somatique instable associée.
CCMU 1 État clinique jugé stable. Abstention d’acte complémentaire diagnostique ou
thérapeutique c’est à dire examen clinique simple (exemple : angine, malaise
non symptomatique, plaie sans suture, otite, etc.).
CCMU 2 État lésionnel et/ou pronostic fonctionnel stable. Décision d’acte complémen-
taire diagnostique (prise de sang, radiographie conventionnelle) ou thérapeu-
tique (suture, réduction) à réaliser par le SMUR ou un SU (exemple : hypoten-
sion, entorse, plaie simple à suturer, fracture fermée, etc.).
CCMU 3 État lésionnel et/ou pronostic fonctionnel jugé pouvant s’aggraver aux urgences
ou durant l’intervention SMUR, sans mise en jeu du pronostic vital (exemple :
Malaise mal étiqueté, angor, douleur thoracique, respiratoire ou circulatoire,
AVC, fracture ouverte, etc.).
CCMU 4 Situation pathologique engageant le pronostic vital sans gestes de réanimation
immédiates.
CCMU 5 Pronostic vital engagé. Prise en charge comportant la pratique immédiate de
manœuvres de réanimation.
CCMU D Patient déjà décédé à l’arrivée du SMUR ou du SU. Pas de réanimation entre-
prise.
Table 2.6 – La Classification clinique des maladies aux urgences "CCMU"
Figure 2.5 – Parcours de la prise en charge du patient dans le SUA.
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processus de soins, provoquant ainsi des risques pour leur sécurité et des pertes financières pour
le système de soin [Geiderman et al., 2015]. Par conséquent, le ASU est fortement corrélé avec
le temps d’attente global dans les SU [Carmen et al., 2014]. En effet, pour réduire les ASU, il est
impératif de prendre en charge rapidement les patients impliquant ainsi une diminution de TAP
[Batt et al., 2015].
Par ailleurs, cet indicateur n’est pas significatif dans les mesures de performance des SU, en
raison de sa forte variabilité en fonction du niveau de triage, de la localisation géographique du
service (l’accès aux différentes structures de soins), les niveaux sociaux, l’âge du patient, etc. En
outre, il est extrêmement difficile de mésuser le taux exact de ASU, car il est souvent lié à des
données censurées ou manquantes [Batt et al., 2015], telles que le temps exacte d’abandon. Ce
temps n’est jamais donné parce que le personnel de soin ne sont pas capables de déterminer le
moment exact de cet abandon. De plus, le nombre de ASU est minimal par rapport au nombre
total des patients aux urgences. En raison de ses inconvénients, le ASU est rarement utilisé comme
seul indicateur de performance clé dans les études de simulation. En revanche, 12% des études
scientifiques l’ont inclus [Vanbrabant et al., 2019], généralement avec les indicateurs de mesures
liés au temps [Crawford et al., 2014], ou liés au budget [Pines, Batt et al., 2011].
2.4.4 La réorientation des ambulances (RA)
Dans la littérature, la RA est plutôt connue par Ambulance diversion [Schull et al., 2003],
désigne la réorientation d’une ambulance d’un SU à un autre SU voisin jugé moins encombré
avec des lits disponibles et des compétences médicales adéquates avec la pathologie du patient.
En effet, le SU encombré annonce son état de tension au service d’aide médicale urgente (SAMU)
afin d’orienter les ambulances à d’autres SU moins encombré. Cette technique nécessite une
coordination efficace entre les différents SU d’une région, afin de garantir un certain équilibre
entre la capacité et la demande de soin [Do et al., 2013]. En revanche, les causes fréquentes de
détournement des ambulances sont généralement l’indisponibilité des lits, l’absence de ressources
médicales adaptées (neurochirurgiens, IRM, etc.), un nombre de patients élevé, etc [Allon et al.,
2013]. Dans [Burt et al., 2006], les auteurs révèlent que 44.9% des SU aux États-Unis subissent une
période de détournement d’ambulance. Dans la littérature, les chercheurs utilisent des approches
différentes pour cerner cet indicateur. Par exemple, la stratégie coopérative basée sur le modèle de
file d’attente ou encore sur les chaînes de Markov, la simulation et la théorie des jeux [Hagtvedt
et al., 2009], [Allon et al., 2013].
2.4.5 Autres IPC
Dans la littérature, les IPC les plus utilisés sont ceux cités auparavant. En effet, bien qu’il
existe une forte corrélation entre ces indicateurs et la situation de tension au sein d’un SU, il
est extrêmement difficile de déterminer l’existence d’une tension dans les SU à base d’un seul
indicateur. En outre, l’amélioration de ces IPC n’implique pas automatiquement une amélioration
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significative de la situation de tension puisqu’un IPC pourrait être améliorer au détriment d’un
autre. Par conséquent, il existe des scores multidimensionnels pour mesurer le niveau de tension
dans un SU. Les plus connus sont l’échelle nationale de surpopulation des urgences [Weiss, Ernst,
Derlet et al., 2005] et l’indice de travail des urgences [Weiss, Ernst et Nick, 2006]. Néanmoins,
c’est la première échelle qui est la plus utilisée dans les systèmes hospitaliers. C’est un outil simple,
il est calculé grâce à un modèle de régression linéaire combinant plusieurs critères (temps d’attente,
nombre total de patients, nombre de lits, etc.) avec le niveau de tension évalué par le personnel de
soins [Weiss, Ernst, Derlet et al., 2005]. En effet, le seuil de la tension est fixé à 100, c’est à dire
que si le score de cette échelle est à 100 le SU est donc en situation de tension [Weng et al., 2011].
2.4.6 Combinaison entre IPC
Suite à notre étude, nous pouvons conclure que chaque indicateur offre des informations parti-
culières et limitées sur les performances, impliquant ainsi l’impossibilité pour chacun d’entre eux
de déterminer seul, significativement l’état d’un système. Par conséquent, la combinaison entre ces
indicateurs parait pertinente [Jemai et al., 2015], [Saghafian, Austin et al., 2015]. En effet, dans la
littérature, les chercheurs utilisent les IPC de deux manières différentes. Il y a ceux qui utilisent
les IPC afin de mesurer et évaluer les effets des changements dans les SU (étude de simulation)
[Abo-Hamad et al., 2013b]. Par exemple, dans [Kelen et al., 2001], les auteurs expliquent que grâce
à la mise en œuvre d’une unité de soins de courte durée pour les patients urgents le TAP a baissé
de 5% et la RA a été réduite d’environ 4 heures/100 patients. Cette unité sert à évaluer et traiter
les patients urgents. Le deuxième type d’étude est celui qui insère les IPC au centre de leur modèle
d’optimisation (déclaré dans la fonction objectif) [Saghafian, Hopp et al., 2012]. Néanmoins, la
réelle combinaison de ces IPC n’existe que dans le deuxième type d’études. Par exemple, pour le
problème décisionnel dans [J. Huang et al., 2015], les auteurs cherchent à sélectionner parmi les
patients ceux qui sont en attente primaire et ceux qui sont en attente secondaire (ceux qui ont déjà
été vus par un médecin). Pour résoudre leur problème, les auteurs prouvent qu’une politique de
seuil pour la sélection entre ce deux types de patients est asymptotiquement optimale.
Dans la littérature, les indicateurs qui reviennent le plus souvent sont la DTS et le TAP. Néan-
moins, dans la pratique, c’est la DTS qui est le plus utilisé car il est simple à observer et à calculer
par le personnel de soin. En revanche, comme mentionné auparavant, cet indicateur ne peut
pas déterminer seul, significativement l’état du système. En outre, la DTS dépend fortement des
caractéristiques du patient (âge, type de pathologie, niveau de gravité) ce qui nécessite une grande
précaution lors d’une comparaison des performances basée sur cet indicateur entre deux systèmes
différents [Olshaker et al., 2006]. En effet, le TAP reste l’un des paramètres les plus significatifs
en raison de sa corrélation directe avec le taux de mortalité ainsi qu’à la satisfaction des patients.
Néanmoins, cet indicateur ne prend en considération qu’une partie du processus global du parcours
patient. Par ailleurs, le TAP est un élément clé pour les ASU notamment pour les patients non
urgents. Les ASU et la RA ont aussi été le sujet des études plus au moins approfondies, mais pas
2.5. Positionnement 49
Références Méthodologie
[Salway et al., 2017], [Hwang et Concato,
2004], [Moskop et al., 2018]
Revue sur les problèmes de tension et l’appli-
cation d’une analyse comparative
[Bair et al., 2010], [Hoot et al., 2008], [Koma-
shie et al., 2005]
Simulation à événements discrets
[Paul et al., 2010], [Chetouane et al., 2012],
[Hoot et al., 2008]
Simulation
[Erdem et al., 2012] Optimisation exacte et heuristique
[Cabrera et al., 2012], [Kaushal et al., 2015] Système muli agent
[Hosseini et al., 2013] Système expert flou avec simulation à événe-
ments discrets
[Yeh et al., 2007], [Erdem et al., 2012] Simulation et algorithme génétique
[F. Ajmi, S. B. Othman et al., 2018], [D.-N.
Pham et al., 2008]
Optimisation en temps réel
[Abo-Hamad et al., 2013b], [Hoot et al., 2008] Simulation pour mesurer les IPC (DTS, TAP)
Table 2.7 – Résumé des articles clés discutés dans cet état de l’art
autant que la DTS et le TAP. En raison de leur grande dépendance de paramètres propres au patient
ainsi qu’à l’établissement de soin étudié.
Un résumé des articles clés discutés dans cet état de l’art, seulement ceux appliqués dans les
SU, est présenté dans le tableau 2.7.
2.5 Positionnement
Dans la littérature, plusieurs travaux de recherche proposent des approches et des modèles afin
de gérer les flux patients par les simulations et les analyses des bases de données. La technique
de Simulation à Evénements Discret (SED) est utilisée pour identifier les goulets d’étranglement,
aider les décideurs à prendre des décisions efficaces et prévoir les indicateurs de performance sous
certaines contraintes et conditions spécifiques. En effet, les SU utilisent fréquemment les SED pour
prévoir les situations de tension. Dans [Miller, Ferrin et Szymanski, 2003] les auteurs proposent
des scénarios de simulation pour améliorer la durée de séjour du patient dans le SU en montrant
les changements requis dans les processus. Dans [Blasak et al., 2003], les auteurs présentent une
autre étude basée sur la SED des flux patients afin d’améliorer la durée de séjour dans le SU. Cette
étude tient en compte de l’impact des autres unités hospitalières sur le SU.
D’autres travaux de recherche portent sur l’optimisation des processus de santé. Par exemple,
dans [Podgorelec et al., 2001] les auteurs proposent un système basé sur une approche d’algo-
rithmes évolutifs qui minimise la durée du processus de diagnostics, en choisissant l’équipement
le plus fiable. Les auteurs dans [Demeester et al., 2010] proposent un algorithme de recherche
tabou hybride pour le problème de l’admission des patients afin de trouver la meilleure attribution
possible des lits de l’unité appropriée, en équilibrant le nombre de patients dans les différentes
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unités de l’hôpital.
Cependant, la programmation stochastique pour l’optimisation des processus de santé n’est pas
suffisante pour trouver des solutions efficaces dans le temps alloué [Powell et al., 2005] en raison
de leur aspect très dynamique. Dans ce contexte, la programmation dynamique (PD) fournit la
technique appropriée pour concevoir les résultats de la planification en stratégies réactives pour
un contrôle effectif en temps réel [Barto et al., 1995]. Min et Yih [Min et al., 2010] abordent un
problème de planification dans une installation chirurgicale sous contraintes de capacité limitée
en utilisant la PD stochastique et en tenant compte de la priorité des patients. La PD stochastique
consiste à résoudre un problème multi-période qui implique l’incertitude, en le décomposant
temporairement en sous-problèmes plus petits de manière coordonnée, puis en résolvant les sous-
problèmes, du plus petit au plus grand en stockant les résultats intermédiaires [Zéphyr et al., 2017].
Dans le contexte de la PD stochastique, les Processus de Décision de Markov (PDM) proposent
généralement la décomposition d’un problème en plusieurs sous-problèmes afin qu’un ensemble
d’états puisse représenter les différentes configurations du système [Puterman, 2014]. L’aspect de
l’incertitude est modélisé par une fonction de distribution, qui décrit la probabilité d’atteindre un
état à partir d’un autre pour chaque action. Le PDM présente un inconvénient majeur : la nécessité
et le besoin d’intégrer dans la loi de probabilité toutes les informations recueillies depuis le début
du processus, ce qui n’est généralement pas possible. La PD peut être utilisée en temps réel si
l’ensemble du processus et les événements correspondants sont connus [Han et al., 2004].
Les approches d’optimisation en temps réel ont été développées afin de prendre des décisions
rapides en gardant une solution globale appropriée, surtout lorsqu’un événement inattendu se
produit dans le système. Cette approche est adéquate pour un problème d’optimisation de soins,
en particulier dans le SU où les patients arrivent aléatoirement. Un état de l’art concernant les
méthodes d’optimisation en temps réel est présenté dans [Jaillet et al., 2010] ; le temps de résolu-
tion est le critère le plus important pour ces méthodes. Par exemple, l’optimisation du planning
de rendez-vous en radiothérapie présente une difficulté majeure en raison de l’incertitude, qui
est aussi la principale caractéristique de l’arrivée des patients. Dans ce contexte, la majorité des
chercheurs proposent généralement une approche d’ordonnancement prévisionnel hors ligne, mais
les solutions proposées peuvent exploser les échéances (délais) et les coûts. Dans [Erdogan et al.,
2015], les auteurs proposent une approche en temps réel afin de calculer le meilleur rendez-vous
pour chaque arrivée de patient avec une taille du problème limitée (10 patients). Dans [Saure
et al., 2012], les auteurs proposent des processus de décision Markoviens pour résoudre le même
problème. Ils obtiennent une solution appropriée pour plusieurs instances générées de manière
aléatoire. Mais ils ne tiennent pas compte de toutes les informations générées depuis le début du
processus de résolution. Dans le SU, la prise en compte de toutes les informations entrantes est
importante pour optimiser le parcours patient en temps réel, en particulier lors d’une situation
de tension. Il est bien connu que la situation de tension détériore les indicateurs de performance
2.6. Conclusion 51
hospitalières dans le monde entier, en particulier les temps d’attente.
Dans [Alexandrou et al., 2011], les auteurs présentent un système innovant de technologie de
l’information qui fournit une solution en temps réel pour gérer le parcours de soins du patient. Ce
système prend en compte les événements clés, les tests cliniques et les évaluations afin de produire
les meilleurs résultats, tout en respectant les limites des ressources disponibles pour un cas spéci-
fique de soins. Les parcours de soins impliquent l’utilisation des équipes à compétences multiples
pour mettre en place les directives cliniques afin de réduire le temps d’attente des patients, les
aspects d’incertitude et donc maximiser l’utilisation des ressources. Bien que ces points ne soient
pas traditionnellement intégrés dans les architectures informatiques, de nombreuses propositions
pour les formaliser apparaissent récemment [Crocker et al., 2007].
En effet, les travaux de recherche dans cette thèse ont pour but d’étudier et de développer la
modélisation, l’optimisation et la mise en œuvre d’un Système d’Aide à la Décision (SAD) non
seulement pour maîtriser et anticiper la tension mais aussi pour améliorer la prise en charge des
patients. Dans ce SAD, nous avons développé une approche dynamique innovante afin d’ordonnan-
cer efficacement les patients. Cette approche est basée sur deux processus complémentaires. Le
premier processus est l’ordonnancement. Il concerne la planification de tous les patients du SU en
utilisant un algorithme mémétique (AM) minimisant une fonction objectif globale composée de
plusieurs critères. Chaque critère correspond à un IPC. Le second processus est l’orchestration,
utilisant un système multi-agent pour orchestrer de manière dynamique la planification du patient
(défini par le premier processus) afin d’améliorer certains indicateurs de performance en temps
réel en tenant compte de la disponibilité et des compétences du personnel médical.
2.6 Conclusion
Dans ce chapitre, nous avons montré que les établissements de soins et notamment les SU
font face aux problèmes de modélisation et d’optimisation de leur organisation. L’étude révèle
l’importance de la mise en œuvre des méthodes de modélisation et d’ordonnancement en temps
réel afin d’améliorer significativement l’ensemble des IPC du système. Dans le chapitre suivant,
nous détaillons la modélisation Workflow du SUA (terrain d’expérimentation) afin d’identifier les
points de dysfonctionnement ainsi que leurs causes. Ensuite, dans le chapitre 4 nous présentons la
mise en œuvre du SAD dotée de notre approche de résolution.
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Chapitre3
Modélisation du parcours patient au SUA :
vers un Workflow collaboratif d’exécution
3.1 Introduction
Dans ce chapitre, nous présentons tout d’abord le workflow du parcours patient dans sa
globalité. Puis, en examinant le détail du mode de fonctionnements du SUA du CHRU de Lille, nous
proposons une modélisation fine de ce parcours. Cette modélisation est établie non seulement pour
étudier minutieusement les différents dysfonctionnements du parcours patient, mais aussi pour
identifier les IPC pertinents qui impactent le plus souvent la tension au sein du SUA. Enfin, nous
démontrons l’intérêt d’une modélisation complémentaire muti-agent permettant d’ordonnancer
et d’orchestrer le workflow en cours d’exécution, et vue l’importance du SMA dans la gestion du
workflow, nous en consacrons une étude détaillée dans le chapitre 4.
3.2 Les principes généraux du workflow et sa mise en œuvre en santé
Le workflow est la modélisation informatique des différents flux d’un processus au sein d’un
système (cf.2.2.2). Il est utilisé pour permettre l’accélération des échanges entre les différents
acteurs impliqués dans un processus. Le moteur du workflow permet d’exécuter les différentes
tâches d’un processus en intégrant les données nécessaires à leur bon fonctionnement. En d’autres
termes, chaque acteur récupère la bonne information au bon moment et injecte dans le système les
informations générées suite à l’exécution de ses tâches. Les données sont soit volatiles (durée de vie
limitée à l’exécution du processus) soit stockées dans une base de données (BDD), accessibles via
une connexion sécurisée (figure 3.1). En d’autres terms, le moteur du workflow permet à un acteur
d’accéder non seulement aux tâches à faire mais aussi aux informations associées. Une fois que cet
acteur exécute une tâche demandée et la déclare comme terminée, le moteur du workflow notifie
la fin de l’exécution de cette tâche et prévient le prochain acteur de début de la tâche suivante
dans le processus. Le workflow est donc un outil de transfert et de transmission, ayant pour intérêt
53
54 CHAPITRE 3. Modélisation du parcours patient au SUA
Figure 3.1 – Processus de gestion du Workflow.
principal de réduire le temps passé à l’échange des dossiers ainsi que le temps passé à regrouper
les informations de traitement.
Le Workflow a apporté quelques fonctionnalités complémentaires telles que la gestion des
formulaires électroniques, la gestion du cycle de vie des contenus et le suivi des dossiers en cours
par les responsables de l’activité métier. La figure 3.1 résume les étapes principales pour la gestion
d’un workflow qui sont :
• La création du processus avec un langage graphique de modélisation comme le BPMN [Basu
et al., 2002] (cf. 2.2.2).
• Le contrôle et la mise en œuvre de ce processus : cette étape est basée sur la création de
plusieurs instances du modèle workflow. L’exécution de ces instances est réalisée à l’aide
des données et des ressources adéquates [Stormer, 2003]. Pour ce faire, il faut déclarer un
ensemble de variables afin d’identifier les tâches exécutées des tâches non exécutées ainsi
que les résultats obtenus [Kamath, 1999]. L’étape d’exécution du modèle est réalisée grâce
au moteur workflow ainsi qu’à l’utilisation des applications informatiques, des interfaces
homme-machine et des ressources disponibles. Ce processus est acheminé d’un support
informatique à un autre afin que chaque acteur exécute sa propre tâche, tout en respectant la
relation de précédence entre les tâches [Zheng et al., 2010].
3.2.1 L’utilisation du workflow dans le domaine de la santé
L’utilisation du workflow en santé commence à avoir de l’ampleur, dans [Hales et al., 1991]
les auteurs présentent le workflow comme suit :"Le management d’un workflow est réalisé par
un système proactif pour la gestion d’une série de tâches qui sont transmises aux participants
appropriés dans le bon ordre et qui sont complétées dans des temps données. . . ". Cette définition
met en exergue les termes fondamentaux suivants :
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• Un système proactif : c’est un système qui génère et satisfait des objectifs, contrairement à
un système réactif. Son comportement n’est pas seulement conditionné par des évènements,
mais aussi par des considérations internes au système ;
• Les participants appropriés : sont les acteurs ou les ressources qui peuvent être aussi bien
que des personnes que d’entités logicielles ;
• Le bon ordre : les tâches peuvent être liées entre elles par des contraintes de précédence.
Autrement dit, une tâche doit débuter (ou finir) avant le commencement de la tâche suivante.
Cette définition du workflow a été mise en application dans le système hospitalier avec succès.
D’où la multiplication des travaux de recherche dans ce domaine [Salway et al., 2017], [Salmon
et al., 2018]. En effet, le workflow est souvent utilisé pour modéliser et déterminer les difficultés de
la prise en charge des patients dans les différents services. L’utilisation de ce paradigme a apporté
des améliorations des performances dans les services [Deelman et al., 2009]. Cet outil est utilisé
par plusieurs chercheurs tels que : les auteurs dans [Bricon-Souf et al., 1999] ont testé les activités
d’un service des urgences ; les travaux de [Komashie et al., 2005] permettent aux responsables
de détecter les causes latentes des temps d’attente excessifs ; dans [Lee et al., 2010], les auteurs
ont analysé les flux patients et les temps de débit ; les auteurs dans [Aalst et al., 2003] proposent
une extraction du flux de travail afin de faciliter sa conception ; Les auteurs dans [Esdar et al.,
2017] utilisent le flux de travail pour modéliser la logistique des informations cliniques en visant à
décrire et à expliquer divers phénomènes de fourniture d’information. Le but de cette dernière
étude est de mener des processus cliniques.
Par ailleurs, les difficultés actuelles des services des urgences sont plus liées aux exigences des
patients qui cherchent toujours à avoir un traitement rapide et de qualité ainsi qu’au vieillissement
accrue de la population [Chinoisi et al., 2012]. Ainsi, l’augmentation des flux patients présente
une contrainte d’efficacité de la prise en charge rapide de ces derniers. En effet, les scientifique
d’aujourd’hui font face au problème de fournir un système de santé efficace pour le patient tout en
assurant sa continuité et son évolutions pour les prochaines générations [Chen et al., 2014], [J. et al.,
2013], [Hossain, 2017]. Par conséquent, les nouvelles approches tentent sans cesse de modéliser et
d’optimiser simultanément ces parcours de soins en utilisant des techniques de planification et de
workflow intégrées dans le même système [Meli et al., 2014]. En conséquence, la mise en œuvre
d’une stratégie pour optimiser les ressources humaines et techniques tout en maîtrisant les coûts
présente un besoin universel dans le secteur de la santé [Taylor et al., 2007].
3.2.2 Les avantages de l’automatisation des processus en santé
L’utilisation des outils informatiques dans le domaine de la santé permet aux services de
soins d’améliorer continuellement leurs qualités de soins prodigués aux patients. Néanmoins,
la disponibilité et l’accessibilité d’un grand volume de données et l’incorporation de ces outils
et logiciels informatiques divers créent de nouvelles exigences à la gestion de la collaboration
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entre les différents services du système hospitalier. Dans ce contexte, le workflow en santé permet
non seulement de modéliser et de gérer les différentes activités médicale et/ou administratives
mais aussi d’assurer la parfaite interconnexion des différentes tâches des processus de soins. Ces
tâches sont réparties convenablement entre le différents membres du personnel soignant grâce aux
systèmes d’informations et aux bases de données intégrées. En effet, la mise en œuvre d’un système
de gestion du workflow en santé peut améliorer les IPC du service récepteur de ce système. Par
exemple :
• Rend le service plus efficace : du point de vue de l’élimination des tâches répétitives ;
• Pouvoir contrôler les flux : une meilleure gestion du processus de soins grâce aux outils de
collaboration standardisés.
• parcours patient rationnel : diminuer le stress du personnel soignant et du patient, ce qui
améliore la qualité du service offert ;
• parcours soignant rationnel : simplification du processus de travail grâce à une vue orientée
sur les flux.
Ces points impliquent directement les avantages suivants :
• La flexibilité : grâce au contrôle du processus, il est possible de le modifier dynamiquement
en faveurs de patient ;
• L’optimisation : l’ordre des tâches peut être calculé algorithmiquement, impliquant ainsi des
améliorations certaines par rapport aux solutions informelles ;
• La sécurité : pour chaque acteur de soins, les droits et les privilèges pour réaliser une action
du processus sont prédéterminés de manière précise.
En effet, et grâce à ces précieux avantages, l’utilisation du workflow pour gérer les processus de
soins est essentielle dans les systèmes de santé. Cette utilisation permet de réformer les services de
soins en subissant une évolution informatique qui est en constante croissance depuis cette dernière
décennie. Cette évolution informatique touche notamment la gestion de la chaîne logistique, la
coopération inter-hôpital et les services de sous-traitance.
3.2.3 Le schéma classique du workflow
Un workflow peut être composé d’un ensemble de processus interdépendants. Un processus
est composé par un ensemble d’activités inter-reliées par plusieurs transitions. Dans ce contexte,
le tableau 3.1 présente les importants types de conditions et d’acheminement de ces transitions.
Par ailleurs, la modélisation d’un workflow nécessite un langage graphique comme le standard
BPMN « Business Process Modeling Notation » (cf.2.2.2). Le BPMN intègre quatre composants
graphiques de base : les activités, les événements, les transitions et les branchements conditionnels.
Néanmoins, le BPMN présente des limites que nous présentons dans la section suivante.
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La jonction
la jointure de plusieurs
fils de contrôle à un ins-
tant donnée
L’itération
c’est l’action de répéter
une même séquence de
processus
La pré-condition
c’est la condition de dé-
marrage de l’exécution
des opérations dans un
processus
La post-condition
c’est le contrôle expli-
cite de l’ordre de la fin
d’exécution des opéra-
tions dans le processus
L’acheminement paral-
lèle
un ensemble de proces-
sus peut être exécuté pa-
rallèlement
L’acheminement sé-
quentiel
un ensemble de proces-
sus peut être exécuté sé-
quentiellement
Le branchement mul-
tiple
le fil de contrôle est découpé en plusieurs fils parallèles
Le branchement condi-
tionnel
orientation de plusieurs flux activités afin d’exécuter un fil de contrôle
Le rendez-vous la convergence de plusieurs fils de contrôle
La Transition
passage d’une étape à
une autres grâce aux
conditions de transi-
tions
Table 3.1 – Les types des conditions et d’acheminement de transition du workflow
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3.3 Les limites du BPMN
Bien que le BPMN présente plusieurs avantages (cf. 2.2.2), il présente également un certain
nombre de limitations. En effet, les outils de modélisation utilisant le BPMN permettent rarement
de simuler les modèles élaborés (par exemple Bizagi, Bonitasoft version.4). Cela implique que la
simulation d’un modèle de processus n’est pas toujours possible directement suite à sa modélisation,
mais plutôt, après sa transformation en langage propre à un logiciel de simulation. En effet, la
transformation manuelle d’un modèle de processus à un modèle de simulation provoque quelques
problèmes tels que la nécessité d’une grande connaissance en langage de simulation afin de pouvoir
le transformer. Cette transformation est un processus long et engendre facilement des erreurs
humaines. Dans ce cas, pour modéliser un processus nous somme contraints à maîtriser au moins
deux langages (un language de modélisation de processus métier et un language de simulation).
Par ailleurs, un diagramme BPMN ne fournit pas une représentation visuelle de certains éléments
couramment utilisés dans un modèle de simulation tels que les files d’attente et les ressources.
Donc, le BPMN présente certaines limites pour modéliser des processus complexes, notamment la
capacité de représenter des files d’attente et des points de décision basés sur des données. Dans la
littérature, deux travaux intéressants permettent de contrecarrer ces limitations :
• un modèle conceptuel correspondant à une extension du BPMN (BPMN4SIM) basé sur une
architecture dirigée par des modèles [B. S. S. Onggo et al., 2018] ;
• un modèle conceptuel correspondant à une architecture multi-agent dans laquelle chaque
agent dispose d’informations en temps réel sur le patient, telle que l’évolution de l’état du
patient pour orchestrer le flux de travail [Ben Othman et al., 2016]
Dans nos travaux de recherche, nous avons choisi d’adopter la deuxième option, en raison de la
possibilité de combiner la modélisation et l’optimisation en utilisant des techniques de planification
et de workflow intégrées dans le même système. Par conséquent, il est nécessaire de présenter les
aspects du workflow collaboratif.
3.4 Approche collaborative du workflow
La notion de la collaboration a montré ses avantages dans divers domaines tels que les réseaux so-
ciaux, la sous-traitance, les situations de crise, les collaborations professionnelles [Barthe-Delanoë,
2013]. Ce qui incite les organismes de santé, les personnels soignants ainsi que les systèmes connec-
tables (appareils, capteurs) à collaborer ensemble afin de faire face à l’environnement stochastique
des systèmes de soins. En effet, les hôpitaux d’aujourd’hui cherchent à devenir un vaste réseau de
personnes et d’appareils qui exécutent conjointement des processus collaboratifs. Dans ce contexte,
nous avons choisi d’opter pour l’approche du workflow collaboratif pour la modélisation de notre
SUA. Notre choix s’explique par la capacité de cette approche à offrir non seulement à l’ensemble
du personnel médical d’intervenir pour valider et/ou modifier l’acheminement du processus de
soins à tout moment mais aussi à rendre ce dernier plus flexible par rapport aux modifications
imprévues. Néanmoins, l’optimisation de l’exécution d’une instance du processus ne peut être
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réalisée à ce stade.
Par ailleurs, l’exécution du workflow collaboratif nécessite quatre étapes principales qui sont ;
la négociation (e.g, chercher une ressource disponible), l’accord (e.g, la ressource valide sa disponi-
bilité), l’allocation (e.g, allouer la ressource pour l’exécution d’une tâche donnée) et la vérification
(e.g, vérifier l’exécution de la tâche). Par conséquent, l’approche du workflow collaboratif en santé
garantit à l’ensemble des acteurs de soins de coopérer pour atteindre un objectif commun.
3.5 Les modes d’exécution des workflows collaboratifs en santé
L’exécution d’un workflow collaboratif nécessite l’implication d’un ensemble d’acteurs afin de
contrôler et de gérer les processus. Cette exécution se fait selon un protocole défini (figure 3.2) :
• Le partage des tâches : un ensemble de personnel soignant peut être alloué à une tâche pour
l’effectuer selon des règles déterminées par le protocole médical. Nous parlons dans ce cas
d’une tâche de soins multi-compétences ;
• L’exécution partagée : les parties du workflow sont distribuées entre le personnel soignant
et peuvent être exécutées en parallèle. Sachant que les acteurs du même processus ne
connaissent pas forcément l’état des instances de workflow de leurs collègues. Cependant, les
interactions entre les instances se font selon un protocole commun;
• Le mode d’exécution : le mode d’exécution pour une instance donnée du workflow correspon-
dant à un seul patient se fait d’une manière séquentielle. Néanmoins, l’ensemble de tâches
correspondant à plusieurs patients peut se faire d’une manière parallèle (e.g. un infirmier
qui prépare un patient et un médecin qui examine le compte-rendu de la prise de sang) ;
• L’exécution hiérarchique : le workflow est distribué hiérarchiquement entre les acteurs de
soins. Par exemple, le médecin peut céder une tâche à un infirmier. Dès que ce dernier effectue
cette tâche, le médecin reprend le contrôle ;
• L’exécution des instances du workflow : l’ensemble des acteurs dispose d’une vue globale du
workflow. Néanmoins, seules les instances des tâches en cours d’exécution sont transférées
aux acteurs du processus par soucis de vérification (compétence par rapport au type de la
tâche) et d’équilibrage de charges.
3.6 Terrain d’expérimentation : le service des urgences adultes (SUA)
Comme nous l’avons déjà évoqué auparavant, le SU est primordial pour la prise en soin des
individus nécessitant une prise en charge immédiate. Néanmoins, ce service endure souvent des
périodes de tension durant lesquelles le personnel doit faire face à une surcharge de travail,
empêchant le bon fonctionnement du service. Ces périodes de tension pouvant apparaître à tout
moment, ce qui montre bien l’enjeu de leur prévision. C’est pour ces raisons que nous cherchons
à élaborer un SAD à partir de la modélisation du flux patient dans le SUA du CHRU de Lille.
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Figure 3.2 – Exécution du workflow collaboratif
Cependant et avant d’élaborer notre modèle, il a fallu étudier plus profondément le SUA de
Jeanne de Flandres ainsi que la complexité de son environnement. L’hôpital Jeanne de Flandres du
CHRU de Lille s’étale sur 17 hectares et regroupe 17 hôpitaux de secteurs différents (maternité,
neurologie. . . ). C’est le troisième plus important centre hospitalier de France après ceux de Paris
et de Lyon. Il comprend plus de 3 000 lits et 16 000 employés (pour le service des urgences
pédiatriques et adultes). Le SUA dispose de matériel de radiologie, d’IRM 1 et d’échographie, 5
salles d’opérations, une salle de réveil et une salle de réanimation chirurgicale. La figure 3.3 décrit
de manière détaillée la structure du SUA du CHRU de Lille qui comprend :
• une entrée ;
• un accueil administratif ;
• une salle d’attente primaire avant le triage ;
• deux box pour le triage ;
• un circuit court (CC) : qui comporte 4 box de consultation, un box de suture, un box de plâtre,
un box d’ORL 2, un box dentiste et une salle d’attente ;
• un circuit long (CL) : constitué de 4 zones (A, B, C, D) chaque zone comporte 7 box pour les
patients sur brancard et un box pour les patients valides. Ce circuit comporte également une
salle d’attente secondaire dédiée pour chaque zone et une salle d’attente secondaire commune
pour toutes ces quatre zones.
Le tableau 3.2 résume les principales ressources humaines du SUA. Cet effectif est généralement
insuffisant, notamment en période de surcharge de travail. Néanmoins, l’augmentation de cet
effectif ne peut être réalisée en raisons purement juridiques et syndicales. Par exemple, les infirmiers
1. Imagerie par résonance magnétique.
2. Oto-rhino-laryngologie
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Figure 3.3 – La structure du SUA du CHRU de LILLE.
Circuit Court Circuit Long
Personnel
1 Médecin 2 Médecins
1 Interne de médecine 3 Internes
1 Interne de Traumato 2 Externes
1 Interne Dentaire 4 Infirmiers
2 Infirmiers
4 aide-soins
2 Hôtesses
Table 3.2 – Les Ressources humaines du SUA
exerçant à l’hôpital ne sont pas autorisés à travailler continuellement tous les soirs entre 18h et
minuit (les périodes pendant lesquelles le nombre d’entrées est élevé).
3.6.1 Étude multidimensionnelle
Nous avons effectué une étude multidimensionnelle qui consiste à examiner des aspects propres
au SUA pouvant influer de manière directe ou indirecte sur notre étude. Ainsi, nous avons identifié
7 dimensions qui nous ont parues pertinentes :
• dimension liée au flux patients : notre principal but est d’optimiser le temps d’attente des
patients au SUA du CHRU de Lille. Pour cela, il est primordial de travailler sur les flux
patients propres au service. Grâce aux multiples visites que nous avons réalisé au SUA, nous
avons constaté que le flux d’arrivée de patients varie en fonction de périodes (e.g. journée,
semaine, mois). Nous avons observé depuis le poste de l’enregistrement des patients (dès
l’accueil du SUA) le nombre de patients entrant. L’enregistrement relève deux types de don-
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nées : les données médicales générales relatives aux patients et les données concernant leurs
pathologies. L’idée est d’étudier et d’analyser leur donnée personnelle (notamment celle de
leurs états de santés) grâce à un modèle workflow immédiatement accessible à l’ensemble du
personnel soignant.
Néanmoins le flux d’arrivée des patients est totalement imprévisible. Il a donc fallu limiter
ce critère aléatoire en se basant sur les connaissances quantitatives et qualitatives du flux
patient pour une meilleure gestion. Cette gestion est au cœur de notre problématique. En
effet, notre objectif est de prouver qu’une bonne gestion de flux de patient permet de réduire
le temps d’attente global dans le service. Notre résolution vise ainsi à modéliser ce parcours
de patients dans le SUA.
• dimension spatiale : Pour que l’optimisation soit efficace, il ne faut pas négliger la distance
parcourue ni par le patient ni par le personnel soignant. Notamment pour la fiabilité de la
simulation. Les distances à inclure sont ; les distances entre le personnel et les patients, les
distances entre les patients et leur lit et les distances du personnel à la source d’information.
• dimension matérielle : le manque de matériel peut influencer l’optimisation du parcours
patients. Il est donc indispensabe de prendre en compte la disponibilité matérielle du SUA
en termes de lits, de matériel médicale spécialisé et de box d’examen.
• dimension technique : il faut sensibiliser le personnel soignant de l’utilité d’un tel système
d’aide à la décision (SAD) et montrer comment il peut améliorer leur condition de travail.
En effet, ce système permet au personnel d’avoir un accès facile et intuitif aux données
en respectant les règles en vigueur en ce qui concerne la sécurité et la confidentialité des
informations.
• dimension économique et financière : Le budget dans le SUA est limité comme dans les
autres services. Ce budget intervient dans la gestion du personnel et du matériel pouvant
entrainer des coûts. En effet, lors d’un manque matériel ou personnel, la prise en charge des
patients est retardée ce qui augmente la tension au sein du service. De même, s’ils sont en
surplus, le budget attribué implique des pertes économiques.
• dimension managériale : Suite au plusieurs visites à l’hôpital, nous avons déterminé 3
principaux acteurs dans le SU en générale et dans le SUA en particulier :
— La direction de l’hôpital : cherche à réduire le budget au maximum et à optimiser la
logistique hospitalière.
— Les praticiens médicaux : possèdent les connaissances nécessaires au soins des patients
et ont souvent besoin de plus de moyens.
— Les patients : veulent être traités le plus rapidement possible et peuvent parfois contester
les décisions du médecin.
En effet les médecins cherchent à convaincre les services d’aval (les unités de soins spécia-
lisées) de leur accorder plus de moyen (lits). L’objectif dans ce chapitre est de fournir une
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modélisation du SUA montrant les tensions engendrées par le manque des moyens logistiques.
Pour ces raisons, il est important de faire intervenir les médecins dès la conception du modèle
pour identifier leur véritable besoin et ainsi éviter de leur fournir un outil qui leur sera
obsolète.
• dimension humaine : l’acteur humain est au centre du système étudié. Il est donc nécessaire
de prendre en compte les interactions (plus ou moins prévisibles) qui en découlent. Il faut
noter à ce stade que nous proposons dans cette thèse un SAD. Donc une réponse d’un acteur
du système peut s’opposer à un fonctionnement optimal du service via un ordonnancement
systématique des patients.
Pour conclure, nous pouvons déterminer que le flux patient dépend de manière directe de dimen-
sions spatiale et matérielle. Concernant les autres dimensions : la dimension économique prime
sur le reste puisque le service doit optimiser son efficacité. La dimension humaine est également
importante pour comprendre les actions des différents individus. C’est dans cette logique qu’appa-
raît la dimension managériale qui permet de hiérarchiser l’influence que peut avoir le médecin sur
la direction et sur les patients. Enfin c’est la dimension technique qui relie tous ces dimensions car
elle permet de les concilier.
3.6.2 Système de gestion au SUA
Actuellement, dans le SUA, il n’existe pas un système fiable permettant d’une part de gérer
d’une manière performante les places disponibles au sein du SUA ainsi que dans les différentes
structures d’aval, notamment dans un contexte où 20% à 25% des patients qu’y sont pris en charge
nécessitent un séjour hospitalier 3 et d’autre part, d’améliorer la qualité de l’information en temps
réel. Nous pouvons prendre les exemples suivants : un lit qui vient d’être libéré par un patient et
que l’infirmier n’a pas mis à jour l’information dans le SI du SU via le logiciel ResUrgence (cf. 1.5),
ou encore les lits faussement libre (box ou chambre non nettoyée après le passage d’un patient)
faute à une surcharge de travail ou un simple oubli.
3.7 Représentation du parcours patient dans le SUA
La figure 3.4 résume le parcours du patient depuis son arrivée dans le SUA jusqu’à sa première
prise en charge. Cette figure montre également que cette prise en charge ne peut être effectuée
qu’après une période d’attente plus ou moins importante, en fonction de l’état d’encombrement
du SUA et de la gravité du cas du patient ( La classification clinique des maladies aux urgences
"CCMU", cf. le tableau 2.6). À l’issue du ce diagnostic médical, le médecin décide de renvoyer le
patient chez lui, de le garder en observation (manque de structures d’aval d’hospitalisation) ou
bien de le réorienter vers une autre structure de soins hors SUA, tout dépend de l’état de gravité de
patient ainsi que les disponibilités des infrastructures de soins.
3. https://drees.solidarites-sante.gouv.fr/etudes-et-statistiques/la-drees/
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Figure 3.4 – Parcours patient dans le SUA
3.8 Workflow collaboratif pour modéliser le parcours patient dans le
SUA
Le workflow collaboratif est une technique qui vise à surveiller et coordonner les activités entre
l’ensemble des acteurs concernés. Ces derniers ont un objectif commun bien définis au sein du
système. Cette technique décrit spécifiquement les interactions entre les activités (tâches) sous
forme d’échange d’informations entre les différents acteurs en produisant à chacun les informations
nécessaires pour l’accomplissement de sa tâche. Elle vérifie le respect des circuits et des modes
de validation et les délais d’exécution de chaque tâche et pour chaque processus. Néanmoins, une
modélisation workflow ne peut être valider et mise en service qu’à la suite d’une simulation et
d’une analyse détaillées des résultats de ce modèle (cf. 3.3). Toutefois, nous proposons dans cette
thèse une modélisation améliorée et enrichie du parcours patient au sein de SUA jouant le rôle d’un
moyen efficace pour gérer les différents flux (matériel, humain) au sein du système. Ce qui garantit
par la suite une meilleure prise en charge du patient, au point de vue temps et qualité, grâce à
la planification des ressources matérielles et humaines du système de soins. Cette étape permet
de formaliser le fonctionnent réel du SUA, d’automatiser certains flux et de cerner ainsi les zones
d’optimisation. Dans ce contexte, la modélisation des processus est un moyen utilisé non seulement
pour la représentation graphique d’une réalité complexe (à l’état initial) sous forme d’un modèle
plus compréhensible à analyser, mais aussi pour identifier les rôles de chaque acteurs du système
ainsi que d’assurer le partage d’informations entre eux. L’idée première du workflow dans notre
travail est donc de lier les processus, les ressources et les applications afin de se recentrer sur la
véritable mise en œuvre des processus avec des scénarios concrets.
3.8.1 L’importance des visites du SUA pour la modélisation
Pour modéliser le SUA, il faut avant tout décrire d’une manière détaillé le parcours patient,
autrement dit il faut connaître les caractéristiques médicales d’un patient afin de construire un
modèle de circuit type pour ce dernier. Pour ce faire, nous avons établi plusieurs visites au sein
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Figure 3.5 – Formulaire d’accueil du SUA.
de notre SUA. Pendant les premières visites du SUA nous avons été guidé par deux médecins
urgentistes. Ces visites nous ont permis de découvrir, d’observer et d’étudier le milieu hospitalier et
les différents circuits du SUA et surtout prendre conscience d’une part, de la diversité des activités
des soins qui en découle et d’autre part, de la complexité du parcours patient. Cette complexité
est due essentiellement aux nombreux circuits du service et à l’incertitude des médecins quant
aux décisions qu’ils doivent prendre concernant chaque patient en fonction de l’évolution de sa
pathologie.
3.8.2 Le choix de l’outil de la modélisation
Le choix de la méthode et de l’outil de la modélisation appropriés se fait en fonction de la
complexité du système étudié et des objectifs recherchés. Prenons l’exemple de l’outil « Bonitasoft
» : il permet de mettre en œuvre le modèle grâce à son moteur intégré, de générer des interfaces au-
tomatiquement afin de permettre aux ressources humaines d’interagir avec le système et connecter
le modèle avec d’autre système externe, plus la possibilité de télécharger l’outil gratuitement sur le
web. Ces multiples avantages du logiciel « Bonitasoft » conviennent à nos besoins de modélisation
des processus de soins du SUA. Ce logiciel permet non seulement de visualiser graphiquement
la parcours patient, mais aussi de valider les conditions logiques de passage entre les différentes
étapes du processus de soins. Ces conditions sont situées aux points de décision des médecins qui
seront connectés à un système d’ordonnancement. Bonitasoft permet de valider le parcours patient
par la génération de formulaires à chaque point de décision du parcours. Le personnel remplit
ces formulaires au fur et à mesure, le formulaire vérifie que ce patient passe bien par les étapes
appropriées. Il facilite donc le passage d’information et la communication entre les acteurs de soins
et les patients, et donc construire ou mettre à jour le dossier patient.
La difficulté de la modélisation réside dans le fait que chaque médecin a une vision différente du
parcours possible d’un patient dans le circuit. En effet, chaque médecin émet ses propres décisions
et possède et visualise les fonctions des salles de manière différente. Dans la suite nous présentons
une modélisation workflow du parcours patient complète et validée par nos partenaires médicaux
au CHRU. Ce modèle est fonctionnel (figures 3.5 et 3.6).
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Figure 3.6 – Formulaire Box d’orientation du SUA.
3.8.3 Modélisation du parcours patient du SUA
La modélisation proposée dans cette section est spécifique au SUA de CHRU de Lille dans
son fonctionnement actuel. Le parcours global et les deux sous processus ont été réalisés avec
les professionnel de la santé. L’idée est de construire un modèle complet et conforme à la réalité.
Par conséquent, il est crucial de schématiser le parcours d’un patient depuis son arrivée au SUA
jusqu’à sa sortie. Néanmoins, pour obtenir la totalité du temps d’attente d’un patient, il faut
intégrer l’ensemble des temps d’attente discret dans son processus de soins. L’ensemble de ce temps
d’attente présente le principal facteur que nous cherchons à diminuer dans cette thèse. Dans notre
modélisation nous prenons en compte également toutes les démarches administratives.
Nous présentons le parcours patient sous forme d’un processus global complété par deux sous
processus [Ajmi et al., 2018] :
• La figure 3.7 explique le processus principal qui décrit d’une manière globale le parcours du
patient au sein du service ;
• Deux sous-processus qui détaillent le fonctionnement au sein des composantes : le circuit
long (CL) et circuit court (CC) présentés respectivement par les figures 3.9 et 3.8.
Le choix de cette décomposition en sous-processus a permis d’alléger le modèle global visuel-
lement en conservant toute la complexité des connexions entre les différentes composantes du
SUA.
3.8.3.1 Modèle global
Le processus global présent dans la figure 3.7, représente le parcours patient depuis son
entrée au SUA jusqu’à sa sortie, donnant une image du fonctionnement du service. Nous pouvons
déterminer que le parcours type d’un patient au sein de SUA se fait par 2 entrées bien distinctes :
• La tâche « Accueil standard » (patient à pied ou patient valide) : représente l’entrée par
laquelle la majorité du patient arrive. Cette entrée est commune à toutes les personnes
entrant au CHRU par les urgences enfant comme adultes ;
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Figure 3.7 – Modèle global du parcours patient dans le SUA
• La tâche « Accueil SAMU » (patient sur brancard ou patient non valide) : représente l’entrée
des patients très urgents qui sont redirigés le plus rapidement possible vers les unités de
soins adaptés à leur besoin dans le SUA.
Ces deux tâches représentent l’accueil administratif où le personnel d’accueil réalise l’enregis-
trement administratif du patient : création de son dossier, enregistrement de son identité et ajout
des informations liées à la sécurité sociale et aux remboursement des soins, etc. Une fois que le
patient est enregistré, il va être orienté vers l’une de ces unités en fonction de la gravité de son état
de santé :
• La tâche « déchocage chirurgical » : elle est dédiée pour traiter les patients très graves qui ne
doivent pas attendre ;
• Le « déchocage médical » : qui est représenté par une fin dans notre modèle, car ces patients
sont traités hors SUA. Son but est de traiter les patients très graves qui ne peuvent pas
attendre.
• La tâche « Attente » : ne concerne que les patients qui ont un état de santé appartenant à
l’intervalle [1,3[ selon l’échelle informatisée du triage CCMU (cf. le tableau 2.6). Ces patients
passant par cette tâche pour une durée variable en fonction de la situation d’encombrement
du service à ce moment-là, avant d’aller au « Box d’orientation » afin de lui attribuer un motif
de recours (c-à-d un CCMU spécifique et le type de maladie). En fonction de la gravité de son
état de santé, un patient va être envoyé soit en CC ou CL (patients sur brancard ou piétons).
Les points précédents représentent le parcours commun des patients dans le SUA. Ensuite, 2 types
de parcours sont distingués en fonction de 2 facteurs : la gravité de l’état de santé du patient
(le patient valide ou non valide) et l’état d’encombrement du service à ce moment-là (attente
possible avant la prise en charge). Ensuite, le patient est orienté ou réorienté vers l’une de ces
unités (certaines entre elles sont représentées par un sous processus dans notre modèle) :
• le sous-processus du « circuit long (CL) » ;
• le sous-processus du « circuit court (CC) » ;
• « Attente 1 CL Brancard » : elle est dédiée aux patients non valides. Ces derniers attendent
d’être accueillis dans le CL après le passage par la zone d’accueil et d’orientation (ZAO).
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A la sortie du CL ou CC le patient peut être soit hospitalisé dans le service des urgences
(activité), soit hors circuit d’urgence (événements de fin).
• Concernant l’hospitalisation dans le SUA, l’équipe soignante doit décider d’orienter le patient
vers l’une des deux zones suivantes :
— zone d’hospitalisation de très courte durée (ZHTCD) : les patients y restent au maximum
6h sous surveillance dans des chambres. La ZHTCD comporte 6 chambres ;
— unité d’hospitalisation de courte durée (UHCD) : les patients y restent en moyenne 24h.
Dédiée pour les patients dont l’état nécessite une réévaluation le lendemain ou une
surveillance de nuit. L’UHCD comporte 18 chambres ;
— zone d’hospitalisation.
• Comme évoqué précédemment, les activités d’hospitalisation hors SUA sont représentées par
des évènements de fin :
— le service post urgence : est géré par les internes et n’accepte que les patients des
urgences. Ce service ne possède que 20 lits et sachant que le SUA hospitalise au moins
50 patients par jours, alors la probabilité d’avoir une tension est forte ;
— le service adaptée/spécialisé : le patient est orienté pour suivre ses traitements dans le
service hospitalier dédié à ses besoins en fonction de sa pathologie ;
— domicile : le patient va rentrer chez lui soit directement après une consultation complète
soit après une hospitalisation d’une durée de moins de 24h ;
— hospitalisation inadaptée : en cas d’encombrement total et pour des raisons de la com-
plexité d’affectation du patient dans un service spécialisé, le patient peut être envoyé
dans un service inadapté.
— hospitalisation hors CHRU : orienter les patients dans un autre hôpital ou clinique à
cause d’un manque des places.
Dans notre modèle, les branchements conditionnels sont décisionnels. Ces décisions sont
exprimées dans le modèle par sept points de synchronisation Dpi (1 ≤ i ≤ 7) (figure 3.7). Ces
branchements graphiques sont utilisés pour contrôler le comportement des flux de séquence dans
un processus. Ils sont détaillés comme suit :
• Dp1 : représente le type d’arrivée du patient : patient valide ou patient urgent (SAMU). Si le
patient est urgent, il va directement à l’accueil SAMU où il va être dirigé soit vers le déchocage
médical ou le déchocage chirurgical. S’il est valide il va directement vers l’accueil standard.
Nous notons ici qu’en cas de non existence des patients urgents, l’accueil SAMU peut servir à
accueillir les patients valides afin de dégorger les flux. Ceci explique le flux vers l’accueil SAMU.
• Dp2 : contrôle l’orientation du patient selon la gravité de son état de santé, soit vers le
déchocage chirurgical ou le déchocage médical ou l’attente si son état le permet.
• Dp3 : ce point est important vu qu’il permet de déterminer le nombre de patients dans le
service qui par la suite vont occuper le CL ou le CC. Il est primordial car il représente le
premier point d’étranglement d’entrée du modèle global.
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Figure 3.8 – Sous-processus circuit court SUA
• Dp5, Dp4 : ces points sont centraux car ils représentent le second point d’étranglement
d’entrée du modèle global. Ils orientent les patients dans les soins appropriés en fonction de
leurs pathologies. La moindre tension au niveau de ces points bloque la suite du processus.
• Dp6 : ce point est essentiel car il représente la sortie de point d’étranglement du modèle
global. Il redirige les patients vers l’une des unités d’hospitalisation dans le service des
urgences.
• Dp7 : ce point est essentiel car il représente également la sortie de point d’étranglement du
modèle global. Il redirige les patients vers l’une des unités d’hospitalisation hors le service
des urgences.
3.8.3.2 Les sous-processus
Pour plus de précision, nous avons intégré des sous-processus dans le modèle global. En effet,
cela permet de détailler une tâche sans trop alourdir le modèle global. Par exemple : le CL contient
4 zones complètes pour les consultations complexes. Les transitions propres à ce circuit peuvent
non seulement surcharger le modèle global si elles apparaissaient dessus, mais aussi compliquer la
compréhension de ce dernier et de la tâche elle-même. Pour ces raisons nous avons élaboré des
sous processus spécifiques : lorsque le patient arrive à cette étape (sous processus), il est envoyé
vers l’entrée du ceci, et lorsqu’il arrive à la fin il est réinjecté dans le processus principal.
Lorsque le patient a un léger problème médical rapide à traiter, il est directement redirigé vers
le circuit court (figure 3.8). Dans ce circuit les praticiens prennent en charge les patients valides de
moins de 65 ans qui n’ont pas besoin de brancard, ni d’analyse biologique poussée. Généralement
le temps de passage moyen dans ce circuit est inférieur à 2h.
Le circuit long (figure 3.9) a pour rôle de traiter les patients qui ont des problèmes de santé
compliqués, et leur prise en charge dure longtemps. Ce circuit est composé de 4 zones ; A, B, C
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Figure 3.9 – Sous-processus circuit long SUA.
et D, d’une salle d’attente commune et des salles d’attente secondaires. Chaque zone A, B, C et D
est munie de 8 box (dont un box est équipé d’un brancard spécifique pour les patients valides, les
autres ne sont pas équipés d’un brancard afin d’accueillir les patients mis déjà sur brancard) et
comporte un médecin, un interne, un infirmier et un aide-soignant. Les patients sont acheminés
dans les différentes zones seulement si certains box sont libres, ce qui évite l’accumulation de
patients dans les zones.
Le modèle montre bien que si le patient est orienté vers le CL, il est orienté alors à une de
ces zones de soins (A, B, C et D). Si la gravité de son état de santé est importante et il est mis sur
brancard il va être examiné dans les box sans brancard, sinon il va être traité dans le box avec
brancard. L’ensemble des points de décision dans le sous processus CL sont :
• Ds1 : permet d’orienter le patient vers la zone où il était envoyé depuis le model global ;
• Ds2,Ds3,Ds4,Ds5 : permet de séparer le parcours des patients valides de celui des patients
sur brancard.
Ces Dsi permettent de contrôler le processus commun des patients dans le CL, à partir de celle-ci
chaque patient va suivre son propre parcours.
• Ds6,Ds11 : permet le contrôle et la différentiation des parcours des patients valides pour le
reste de leurs traitements ;
• Ds7,Ds8,Ds9,Ds10,Ds12 : permet le contrôle et la différentiation des parcours des patients
sur brancard pour le reste de leurs traitements.
La modélisation proposée tient compte de tout type de soins et d’orientation au sein du SUA. Elle
nous donne une cartographie pour n’importe quel parcours patient possible.
Pour que notre modèle reflète une image fiable et semblable à la réalité, nous avons choisi
de représenter l’attente par une activité : (Attente) dans le modèle global, (Attente CC) dans le
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Figure 3.10 – Exemple de transitions
sous-processus du CC et les tâches (salle d’attente assise) et (salle d’attente secondaire A, B, C, et
D) dans le sous-processus du CL.
3.8.3.3 Les modes de transitions entre les tâches
Le logiciel utilisé offre plusieurs moyens pour présenter le passage directe d’une tâche à une
autre ou le passage après un nœud de jonction de flux (où ces flux peuvent se diriger vers des
tâches diverses). Dans notre modélisation, nous utilisons 2 types de transitions : les transitions
conditionnelles et les transitions probabilistes :
• Les transitions conditionnelles reposent sur des variables pour répartir les flux arrivant aux
noeud en fonction de la valeur de ces variables. Ce type de transition offre une garantie
d’exécution pour chaque étape. Par exemple, lorsque un patient urgent arrive aux urgences,
il est automatiquement envoyé vers le décochage chirurgical ou médical selon les besoins
de son état de santé. En même temps, un membre de sa famille (ou un personnel de SAMU)
effectue son enregistrement administratif afin de respecter le protocole d’admission.
• Les transitions probabilistes sont utilisées pour répartir le plus correctement possible le flux
d’entrée des patients entre les différentes tâches. Elles sont appliquées notamment, pour les
patients non urgent, vue la multitude de possibilité de leur orientation. Les pourcentages
attribués sont basés sur une base de données fournie par l’hôpital (BDDH), qui récapitule les
heures d’entrée et de sortie des patients ainsi que leur cause de venue aux SUA durant une
année complète (depuis Juin 2016 jusqu’au Mai 2017).
La figure 3.10, montre un exemple de branchement OU exclusif qui assure l’enregistrement du
patient dès son arrivé au SUA selon son type d’arrivé. Cependant, il ne pourra passer à la tâche
suivante que s’il a bien été enregistré à l’accueil. Ensuite, en se basant sur la BDDH, nous avons
adopté la méthode probabiliste pour rétablir le plus fidèlement possible les flux. Par exemple, les
pourcentage choisis pour le Dp1 sont 30% pour les patients urgents et 70% pour les patients non
urgents.
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3.8.3.4 Les connecteurs
L’outil workflow utilisé (Bonitasoft) offre plusieurs options de connecteurs. Par exemple, les
connecteurs avec les systèmes d’information comme ceux des bases de données, les réseaux sociaux,
etc. Nous avons exploité ces connecteurs pour mettre en place une application qui correspond au
mieux à nos besoins. En effet, les connecteurs utilisés dans notre SAD sont :
• Le connecteur de base de données est relié à notre base de données réel fournie par le SUA.
Le but est double : 1) enregistrer automatiquement le patient dès la validation du formulaire
d’enregistrement et 2) alimenter son dossier numérique au fur et à mesure de la prise en
charge en mettant à jour par exemple en temps réel ses constantes physiologiques.
• Le connecteur mailing, pour envoyer par exemple une copie du dossier patient au patient ou
à son tuteur (à l’adresse électronique donnée au moment de l’enregistrement) dès sa sortie du
SUA.
3.9 Le workflow collaboratif à base d’agents
Les agents sont des entités autonomes qui peuvent avoir des comportements sophistiqués et
flexibles, capables de collaborer ensemble dans un système afin de s’adapter à des environnements
complexes et évolutifs et atteindre ainsi des objectifs communs. La combinaison du SMA avec
un workflow est une approche distribuée d’exécution des instances du workflow qui engageant
des entités coopératives. Cette approches est appelée souvent par SMA pour Workfow. L’utilisation
d’une telle approche dans le SUA offre les avantages suivants :
• une coopération agent au service des patients, c’est-à-dire qu’un agent logiciel peut repré-
senter un agent physique du SUA (médecin) pour garantir une meilleure prise en charge du
patient ;
• la coordination des tâches de soins grâce à un agent coordinateur ;
• la flexibilité de passage des agents d’un point de service à un autre. Par exemple, la migration
d’un agent médecin d’une équipe à une autre au profit d’un patient urgent (caractère mobile
des agents).
En effet, l’application d’une telle approche dans le SUA d’étude permet grâce aux comporte-
ments et aux caractéristique des SMA de générer des meilleures solutions pour les problèmes
d’optimisation rencontrés, tel que le problème de décision concernant la sélection du patient à
prendre en charge parmi les patients en attente lorsqu’ils ont le même degré de CCMU à un instant
donnée.
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3.10 Agents coopérant pour l’exécution des instances du workflow col-
laboratif
Le workflow collaboratif permet de modéliser le déplacement d’un patient (représenté par
un jeton) d’une tâche à une autre dans le processus de soins. En outre, et vu l’imprévisibilité et
l’incertitude de la demande de soins, la gestion dynamique de l’information devient primordiale.
Dans ce cadre, l’adoption de la notion de coalition d’agents est adéquate avec notre besoin. Le but
est de résoudre le problème de planification des tâches de soins, la gestion des ressources et le
contrôle du workflow.
La notion de coalition d’agents correspond à un regroupement temporaire d’agents interactifs.
Chaque agent de cette coalition joue un rôle bien défini dans le processus de soins correspondant à
chaque patient. Ce processus de soins (en cours d’exécution) est représentée par un agent à part
entière.
Les agents d’une coalition doivent collaborer entre eux afin de prendre des bonnes décisions
au profit de la qualité de soins offert aux patients. Cette collaboration est faite grâce au protocole
de négociation bien défini. Ce protocole permet aux agents d’établir des décisions appropriées en
fonction des conditions d’exécution. Par exemple, le choix d’affecter une équipe médicale complète
ou d’un seul personnel soignant. Ce protocole exploite principalement deux bases de connaissance :
• Une base déclarative qui permet la description des objectifs et du contexte de la négocia-
tion. Par exemple, déterminer la pathologie des patients et définir les salles de traitements
adéquates au type de pathologie
• une base de règles de négociation, par exemple, choisir l’affectation des personnel médical
pour offrir une prise en charge de qualité.
L’objectif est de déterminer un protocole de négociation entre les agents d’une même coalition
au profit de l’exécution distribuée d’une instance du wokflow. Pour ce faire, nous présentons une
approche à deux phases pour la gestion du workflow collaboratif :
• Une phase d’ordonnancement et d’affectation des tâches de soins minimisant un ou plusieurs
IPC. Cet ordonnancement sera intégré dans le comportement d’un agent ordonnanceur
(AO) qui va analyser et décrire le schéma de workflow. Ce schéma détermine les propriétés
essentielles satisfaisant l’ensemble de protocoles de soins. Ces protocoles sont fixés auparavant
tels que le nombre et le type de compétences des ressources existantes, les liens de précédence
entre les tâches, liste des tâches à exécuter, etc. Ceci est fait pour cerner chaque exécution.
• Une phase d’orchestration dynamique pilotée par des agents permettant la minimisation des
IPC en cours d’exécution du workflow. Cette orchestration prend en compte non seulement
les contraintes temporelles mais aussi la disponibilité réelle des ressources. À ce niveau,
les tâches de soins sont ordonnancées selon un ordre de priorité calculé dynamiquement à
chaque exécution du workflow en prenant en compte l’évolution de l’état de santé du patient.
74 CHAPITRE 3. Modélisation du parcours patient au SUA
L’avantage principal de cette division est la séparation, dans un même modèle (grâce à la coali-
tion d’agent), de l’ordonnancent des tâches de soins (qui va être attribuée à un agent ordonnanceur
par la suite) et de la phase d’orchestration dynamique (basée sur le protocole d’interaction entre
les agents). Ces deux phases représentent la partie centrale du chapitre 4.
3.11 Les interactions entre les agents pour piloter les instances du work-
flow collaboratif
L’AO est l’agent déclencheur de la négociation entre l’ensemble d’agent concernés. Il englobe
la totalité d’informations sur les patients telles que leurs pathologies et type de soins nécessaire.
Néanmoins, cet agent ignore les informations concernant les ressources à allouer aux tâches de
soins. La négociation est déclenchée grâce à l’envoie d’une requête par l’AO à l’ensemble des agents
représentant le personnel médical qui est censé avoir les compétences médicales les plus adéquates
pour l’exécution des tâches de soins. Dans cette requête, nous spécifions d’une part la date de dispo-
nibilité qui représentent la date au plus tôt où le personnel médical doit être disponible. D’autre
part l’ensemble des tâches de soins à exécuter à un instant t. Chaque membre de cette équipe médicale
analyse la requête et en fonction de sa disponibilité actuelle répond à l’AO. Ce dernier choisit en
fonction des réponses reçues l’équipe médicale la plus adaptée pour les besoins d’un patient donné.
Chaque membre du personnel soignant doit confirmer ou refuser son association à cette équipe
soignante pour un patient donnée. L’AO enregistre l’ensemble d’informations échangées durant
la négociation afin de les exploiter dans une nouvelle négociation au profit d’une modification
d’exécution d’une instance du workflow.
Nous avons un agent AO par coalition pour négocier les ressources en termes de personnel
soignant pour chaque patient sachant que lorsqu’un personnel soignant est alloué à un patient,
cette ressource reste bloquée et inaccessible par les autres agents (AO) (sauf en cas d’extrême
urgence si le besoin est imminent) jusqu’à sa libération (fin du soins d’un patient). Les créneaux
horaires réservés par l’AO pour la réalisation des tâches de soins appartiennent à des plages
horaires bien définies liées aux instances concernées du workflow. Chaque réservation doit contenir
le patient et les priorités des tâches de soins le concernant. À la fin de cette interaction, l’agent
personnel médical sélectionne la tâche de soins du planning pour l’exécuter durant le créneau
horaire réservé. Une fois la tâche en question est exécutée, l’AO continue à piloter le workflow de
la même manière pour las autres tâches de soins suivantes du planning. Néanmoins, l’AO peut ne
pas piloter l’exécution des tâches lorsqu’il est en attente de la date de fin de l’exécution de la tâche
qui précède la tâche en cours.
3.12 Les difficultés d’exécution du workflow collaboratif
La difficulté de l’exécution du workflow collaboratif se situe en deux points :
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• la cohérence globale : l’ensemble des tâches de soins a réalisé pour un patient dans les
différentes structures du SUA sont liées par des contraintes. Afin de respecter ces contraintes,
l’AO doit informer les différentes structures médicales de l’état de santé du patient. Puis,
l’exécution des tâches de soins est faite après la vérification de la disponibilité des ressources
matérielles et humaines appropriées à un instant donné.
• les comportements périodiques répétitifs : durant l’échange d’informations entre les agents
d’une même coalition, l’état de chaque agent est mis à jours en fonction des informations
reçues. Cette mise à jours est essentielle pour la suite de la négociation au sein de la coalition.
Dans ce contexte, et pour faire face à ces problématiques, nous proposons des solutions dans
les paragraphes suivants.
3.12.1 Validation de la cohérence globale
Parmi les problèmes liés au workflow collaboratif est la propagation asynchrone des infor-
mations sur les soins déjà réalisés et les soins à faire pour un patient, tout en tenant compte des
contraintes de précédence. Si nous considérons que la durée de négociation entre l’ensemble des
agents est minime par rapport au créneau horaire disponible, alors les contraintes de précédences
sont forcément respectées, parce que l’information spécifique aux tâches de soins prédécesseurs
(précédent la tâche en cours) est obligatoirement transmise avant le début de l’exécution des tâches
de soins successeurs (suivent la tâche en cours).
Dans ce contexte, la durée d’une négociation agent doit être assez courte pour que l’allocation
des ressources soit cohérente avec leur disponibilité en temps réel. Dans la pratique, la solution
adoptée utilise une heuristique [Ben Othman, 2015].
3.12.2 Les états oscillants du workflow
L’exécution d’une tâche de soins nécessite que chaque AO d’une coalition réserve les ressources
nécessaires et selon la durée totale estimée pour cette tâche. Néanmoins, cette estimation est
fondée fortement sur les probabilités d’exécution des tâches prédécesseurs. Ce qui rend l’état
du système de gestion du workflow oscillant. Par exemple, lorsqu’un AO alloue une ressource
médicale (médecin) pour l’exécution d’une tâche de soins et que les dates estimées d’exécution
de cette tâche sont dépassées, cette ressource devient indisponible pour l’exécution des tâches de
soins successeurs (pour lesquelles ce médecin est alloué). Par conséquent, l’AO administrateur
de cette allocation informe l’ensemble des agents qui ont réservé cette ressource de la nouvelle
indisponibilité. En effet, ces agents recalculent de nouveau les nouvelles dates d’exécution.
Afin d’éviter les états oscillants, nous insérons une variable d’amortissement dans les instances
du workflow pour limiter l’impacte des nouvelles réservations sur l’estimation des disponibilités de
personnel médical et atteindre ainsi une situation stable. Néanmoins, ce phénomène ne garantit pas
forcément une situation stable optimale par rapport à notre objectif multicritère. Dans le chapitre
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4, nous présentons une architecture agent doté de cette approche permettant d’ordonnancer et
d’orchestrer notre workflow collaboratif.
3.13 Gestion de points de décision du Workflow collaboratif
Le schéma du workflow collaboratif proposé dans cette thèse comprend une multitude de
points de décision. Ces points permettent le respect de la précédence des tâches. Ils sont présentés
graphiquement par des losanges (langage BPMN). Après l’exécution d’une tâche de soins, les
points de décision garantissent, en fonction des contraintes, l’orientation du patient vers la suite
de son traitement en considérant l’encombrement du service en question. Néanmoins, lorsque
l’allocation initiale des tâches est attribuée à l’AO (chapitre 4), nous pouvons mentionner deux
types de traitements :
• À chaque achèvement d’une instance du workflow, une nouvelle instance commence. En effet,
chaque fin d’une instance du workflow précède un point de décision ;
• Chaque point de décision peut proposer à l’AO des tâches à exécuter. Puis, c’est la tâche
de soins la plus appropriée qui va être sélectionnée pour être exécutée. Par exemple, si
l’orientation du patient est validée pour qu’il soit traité dans le CC, l’AO n’orchestre que la
branche (transfert CC) du workflow. Néanmoins, et en cas de perturbation d’exécution d’une
instance du workflow, l’AO peut engendrer un traitement d’exception, pendant l’étape en
cours, comme par exemple la bifurcation du flux patient vers d’autres services.
Dans le chapitre 4, une étude détaillée montre que le choix d’une solution dépend fortement
du contexte unique du workflow en traitement.
3.14 Synthèse
L’approche workflow collaboratif que nous avons choisi pour la modélisation du parcours
patient au SUA, est fondée sur la coopération d’entités logicielles munies de capacité d’agir. La
majorité des approches récentes s’oriente de plus en plus vers le concept d’agents mobiles, vue leurs
capacités à transférer les informations nécessaires au profit de l’exécution des tâches. En effet, c’est
la communication entre les agents selon le protocole de négociation proposé et la capacité des agents
à réagir aux changement de leur environnement qui permet d’orchestrer correctement le workflow.
Néanmoins, pour plus de flexibilité et face aux situations imprévues, l’outil de gestion du workflow
doit inclure un module d’ordonnancement des tâches. Quoique la coopération interservices exige
un moteur d’exécution distribué. Dans la littérature, il existe quelques travaux qui traitent le
problème de l’ordonnancement distribué et dynamique [Zhu et al., 2019], [D. Huang et al., 2018],
[C. Pham et al., 2018].
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3.15 Le dynamisme des agents pour le Workflow collaboratif
Les acteurs de l’architecture multi-agent proposée dans cette thèse peuvent avoir différents
types d’activités, en raison de leurs diverses propriétés : coopération, communication, etc. En effet,
pendant que les agents négocient entre eux, d’autres agents peuvent transmettre des instructions,
ou d’autres exécutent des tâches. Il existe 3 type d’activités :
• les activités dites échelonnées, sont caractérisées par le travail en décalage des agents. C’est à
dire qu’un agent est capable de débuter une activité qui peut se chevaucher avec l’activité
qui est en exécution par d’autres agents.
• les activités parallèles, sont définies par le fonctionnement simultané des agents.
• les activités morcelables, sont caractérisées par la possibilité d’arrêter une activité en cours
d’exécution suite à la réception d’une information de mise à jours signalant l’existence d’une
tâche plus urgente à effectuer.
Afin d’identifier le nombre de tâches de soins dirigées par un agent, nous avons fixé deux principaux
objectifs :
• minimiser la dépendance entre les tâches de soins gérées par plusieurs agents. Le but est de
diminuer le nombre de messages échangés (concernant les contraintes de précédences). En
effet, lorsqu’un agent gère une seule tâche, toutes les contraintes de précédence deviennent
des contraintes inter-agents, générant un nombre de message important.
• minimiser la durée globale de l’exécution d’une instance du workflow, par l’exécution en
parallèle des tâches (si possible) et par l’optimisation de l’utilisation des ressources médicales.
Par conséquent, et pour des raisons de cohérence spatio-temporelle, un seul agent (personnel
médical) ne peut pas exécuter simultanément deux tâches différentes. En effet, lorsqu’il
n’existe qu’un seul agent pour la gestion de toutes les tâches de soins, la durée globale de
l’exécution du workflow est égale à la somme de durées de toutes les tâches de soins.
En effet, l’utilisation optimale des ressources médicales et la minimisation du temps global
d’exécution exigent de confier les tâches de soins à plusieurs agents. Le but est d’exécuter de façon
parallèle ces tâches par des ressources médicales différentes et ayant les compétences adéquates. Il
est donc interdit d’exécuter les deux tâches de soins en parallèle par la même ressource médicale.
Le formalisme mathématique de ces contraintes est présenté dans le chapitre 4.
3.16 Identification des IPC pertinents suite au modèle workflow
Le workflow collaboratif proposé dans cette thèse permet d’identifier deux goulets d’étrangle-
ments dans le SUA qui sont :
• à l’entrée du SUA, la zone d’attente primaire pour les patients sur brancards se remplit très
vite car le CL est complet dans la plupart du temps. L’occupation du CL est due au faite que
ces patients ont souvent des pathologies nécessitant un temps de consultation assez lents. ces
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temps de consultations ralentissent l’avancement de la prise en charge des autres patients et
rallongent ainsi l’attente primaire ;
• la sortie du SUA est aussi bloquée lorsqu’il n’y a plus des lits d’aval disponibles du SUA. Les
patients nécessitant une prise en charge plus poussée sont bloqués dans les zones d’attente
secondaires des circuits, en UHCD ou en ZHTCD sachant que ces dernières correspondent à
des zones d’attente tampons entre le SUA et les services spécialisés.
L’ordonnancement et l’orchestration à base d’agents deviennent donc nécessaire pour maîtriser
ces goulets qui représentent des points critiques de décisions. D’où la nécessité de la mise en œuvre
d’un SAD permettant de gérer les flux patients au niveau de ces points.
Ainsi, et afin d’anticiper et d’éviter la situation de tension dans le SUA, les praticiens visent
d’une part, à améliorer les indicateurs de performance du SUA et d’autre part, à effectuer un suivi
en temps réel de certains indicateurs pertinents pour évaluer la situation de tension. En effet, le
SAD que nous proposons dans cette thèse doit faire une comparaison continue entre l’évolution de
référence et l’évolution en temps réel de ces indicateurs. Les praticiens peuvent donc anticiper la
tension en analysant l’écart entre ces deux évolutions. C’est pourquoi, il est important de considérer
en temps réel tous les indicateurs importants afin d’anticiper la tension. Dans la littérature, il existe
plusieurs recherches scientifiques qui ont utilisé les indicateurs pour évaluer la performance dans
les services des urgences. Les IPC le plus évoqués sont détaillés dans la section 2.4. Suite à cette
étude, nous considérons deux catégories d’indicateurs de performance (IPC) au sein du SUA : l’IPC
inter-SUA et l’IPC intra-SUA. Les plus utilisés sont :
• l’IPC inter-SUA
— La réorientation des ambulances (RA) vers des services d’urgence moins surpeuplés
nécessite de disposer des informations appropriées en temps réel sur l’état de tension
des services des urgences voisins. Si ce n’est pas le cas, et si l’ambulance se rend à chaque
fois dans un autre service des urgences surchargé, le patient peut mourir en route dans
l’ambulance (cf.2.4.4).
— La disponibilité des lits dans les services en aval (DLSA) : cet indicateur est essentiel
pour évacuer les flux patients des urgences dans l’unité en aval. Sinon, le temps d’attente
d’un patient pour avoir un lit dans le service en aval encombrera le service des urgences.
Ainsi, son temps d’attente et celui des autres patients augmentent.
— Le transfert de dossier patient (TDP) : Pour assurer la continuité des soins, nous devons
garantir le transfert du bon dossier patient au bon moment vers la bonne unité.
• l’IPC intra-SUA
— Durée total du séjour (DTS) (cf. 2.4.1)
— Le temps d’attente primaire (TAP) (cf. 2.4.2)
— Les abandons des SU (ASU) (cf. 2.4.3)
— Charge de soins restants (CSR) : il s’agit d’un IPC réaliste permettant de distinguer
les types de patients en attente. Il exprime le pourcentage de soins restant pour le
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Figure 3.11 – le parcours patient et sa relation avec les IPC
patient par rapport aux soins totaux. L’attente pour la première consultation (CSR =
100%) diffère de l’attente des résultats d’examens complémentaires (par exemple : IRM,
tomodensitométrie, rayons X, etc. CSR <100%). En effet, il est très intéressant de prendre
d’abord tous les patients dont le CSR est faible afin d’évacuer le flux de patients (quels
que soient les cas d’urgence vitale). Il est donc important de prendre en compte cet IPC
pour la planification.
La figure 3.11 illustre un parcours patient et sa relation avec les IPC.
En tenant compte de l’existence de ces indicateurs et des caractéristiques internes du SUA,
l’analyse et la surveillance de ces indicateurs sont primordiales pour déterminer les situations
de tension au sein du service. Cependant, nous avons choisi de travailler en particulier sur trois
indicateurs de performance qui sont : le temps d’attente cumulé (TAC), la durée totale de séjour
(DTS) et la charge de soins restante du parcours patient (CSR). Ce dernier donne une estimation
sur les activités de soins restantes. L’idée directrice de nos travaux de recherche est de concevoir
un SAD doté d’une architecture informatique de résolution qui permet d’orchestrer le workflow
en cours d’exécution afin d’améliorer les IPC. En effet, dans la littérature, la majorité des travaux
de recherche nationaux et internationaux mentionnés auparavant étudient et développent des
modèles séparés pour représenter les dimensions structurelles, fonctionnelles et comportementales
des systèmes hospitaliers. Dans la suite de cette thèse, nous représentons d’une manière unifiée
ces trois dimensions dans un même schéma. L’idée est d’identifier tous les éléments essentiels
afin de prendre en compte toutes les variables et les paramètres de décision pour l’optimisation
locale, puis globale de la chaîne logistique hospitalière. De nombreux travaux sont apparus dans la
littérature pour l’optimisation de la logistique hospitalière. La plupart d’entre eux n’ont pas utilisé
une stratégie qui lie les mesures des performances aux actions du SAD pour piloter les activités de
soins en temps réel.
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3.17 Conclusion
La notion du workflow pour la gestion des processus de soins a été adoptée dans le domaine de
la santé avec un grand succès. Néanmoins, cette utilisation endure l’échange des différents flux
logistiques inter-hospitaliers. Dans ce chapitre, nous avons montré que l’ensemble des tâches du
workflow est réglementé et doit respecter des contraintes temporelles et de ressources. Ainsi, nous
avons expliqué que la nature distribuée du workflow collaboratif et des évènements imprévisibles
compliquent la maîtrise et la gestion des processus de soins. Par conséquent, et afin de réduire
l’impact des perturbations, la coordination de l’exécution des tâches de soins doit être faite de
manière dynamique.
Dans le chapitre suivant, nous étudions et développons une solution efficace basée sur une
architecture à trois niveaux alliant l’optimisation et les systèmes multi-agents comme approche
appropriée pour assurer l’optimisation collaborative qui génère des bonnes actions à adopter. Ces
actions sont mises à jour par la communication, la coordination et la négociation entre les différents
acteurs (agents) du SUA afin d’améliorer en temps réel les indicateurs de performance.
Chapitre4
Approche d’ordonnancement et
d’orchestration dynamique des tâches de
soins
4.1 Introduction
L’objectif principal de ce chapitre est de réaliser un système d’aide à l’ordonnancement et à
l’orchestration minimisant les effets de la tension au sein du SUA afin d’améliorer la prise en charge
des patients. Néanmoins, la réalisation de cet ordonnancement est complexe vue l’existence de
l’interférence permanente à chaque point de décision du workflow des trois types de patients : les
patients programmés (PP), les patients non programmés (PNP) et les patients urgents non pro-
grammés (PUNP). Dans ce chapitre, nous proposons une architecture de résolution basée sur une
alliance entre les systèmes multi-agents (SMA) et les métaheurstiques (algorithme mémétique). L’ar-
chitecture proposée permet d’une part, de minimiser les effets de cette interférence et d’autre part
de gérer en temps réel les instances workflow du parcours patient afin d’améliorer les indicateurs
de performance en cours d’exécution du workflow. L’utilisation du système multi-agent au sein de
l’architecture de résolution a pour objectif d’assurer la coordination entre le personnel médical
afin de fournir les meilleurs soins aux patients. Pour ce faire nous commençons par établir une
formulation mathématique du problème d’ordonnancement, suivie d’une présentation détaillée
des algorithmes utilisés. Une approche d’orchestration dynamique à base d’agents est proposée
pour améliorer les performances du SUA. l’intérêt de l’orchestration dynamique est d’optimiser les
indicateurs de performance en cours d’exécution du workflow, pour cela nous avons choisi trois
indicateurs : le temps d’attente cumulé (TAC), la durée totale de séjour (DTS) et la charge de soins
restante du parcours patient (CSR).
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4.2 Formulation mathématique du problème d’ordonnancement dans
le SUA
Le workflow collaboratif présenté dans le chapitre précédent possède un moteur d’exécution
distribué. Néanmoins, il ne contient pas un modèle d’ordonnancement des tâches capable de
résoudre les indéterminismes au niveau des points de décisions du workflow. Ce qui justifie le
besoin d’étudier et de développer une méthode d’ordonnancement et d’orchestration qui gère en
temps réel les instances workflow du parcours patient au niveau de tous ces points de décisions
pour fluidifier les flux patients.
Les interférences entre les trois types de patients (PP, PNP, PUNP) nécessitent une articulation
efficace entre eux pour mieux gérer les activités de soins. Par exemple, l’arrivée non planifiée d’un
PUNP perturbe le processus de traitement de soins dans le SUA impliquant un ré-ordonnancement
autour du PP au profit de traitement de ce PUNP. Afin de résoudre ces problèmes, nous avons dé-
veloppé une nouvelle approche de planification dynamique des patients basée sur deux processus
complémentaires. Le premier processus (ordonnancement) concerne la planification des patients
présents dans le SUA en appliquant un algorithme mémétique (AM) minimisant une fonction
objectif globale composée de plusieurs critères. Chaque critère correspondant à un indicateur de
performance spécifique. Le second processus (orchestration) utilise un système multi-agent pour
orchestrer d’une manière dynamique le parcours patient (ordonnancé par le premier processus).
Cette orchestration dynamique est efficace car elle optimise les IPC en cours d’exécution du work-
flow.
Le modèle mathématique (y compris le coût de la pénalité, puis les notations d’ensembles,
d’indices et de paramètres) est détaillé dans la section suivante. Ce modèle est utilisé pour formuler
le problème et évaluer l’ensemble des solutions obtenues par notre approche.
4.2.1 Paramètres et variables de décision
CP : l’ensemble de C patients à traiter, CP = {P1, P2, . . . , PC},
MS : l’ensemble de M membres du personnel médical, MS = {m1,m2, . . . ,mM},
Cs : le nombre de PP dans le SUA,
Cns : le nombre de PNP prévu dans le SUA,
a : indice du membre du personnel médical ma,
CPMa : la charge de travail du personnel médical ma,
CPM : la charge totale de travail du personnel médical,
Ln,a : la compétence du personnel médical ma nécessaire pour traiter le patient n,
tdn : la date d’arrivée du patient n,
T tmxn,o : le temps d’attente théorique maximum pour le patient n de type o,
i, j : indices des lieux de traitement dans le SUA (LSi ,LSj ),
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t : indice du temps,
o : indice de type du patient (1 : PP, 2 : PNP, 3 : PUNP),
S : l’ensemble des lieux dans le SUA ,
H : horizon d’optimisation,
O : l’ensemble de variations de l’état de santé du patient,
αi : coût de l’augmentation d’une unité de capacité de soins dans le lieu i du SUA,
γi ,j : coût du transfert d’un patient du lieu i au lieu j du SUA,
δi ,o : coût de l’attente du patient de type o dans le lieu i du SUA pour une période de temps,
ζi ,o : coût d’une demande de soins non satisfaite du patient de type o dans le lieu i du SUA (aban-
don),
λi,o,t : taux d’arrivée du patient de type o dans le lieu i du SUA à l’instant t,
κa,i : coût de l’augmentation d’une unité de charge de soins du personnel médical ma occupé dans
le lieu i du SUA,
Cnsi,o,t : le nombre estimé de patients non programmés de type o dans le lieu i du SUA à l’instant t,
Gd,n : l’opération de soins d pour le patient n, d ∈ Fn,
Fn : l’ensemble des opérations de soins qu’un patient n doit faire en fonction de sa pathologie,
Pd,n : la durée du traitement théorique de la tâche de soins d pour le patient n,
sd,n : la date de début d’exécution de l’opération Gd,n du patient n,
Xi : Capacité de soins considérée/attribuée pour le lieu i du SUA,
yi,o,t : nombre de patients du type o qui attendent dans le lieu i du SUA à l’instant t,
Ti ,j ,t : nombre de patients envoyés du lieu i du SUA au lieu j du SUA à l’instant t. j peut être un
lieu qui correspond au domicile du patient,
ba,i : nombre du personnel médical ma qui ont une surcharge de travail dans le lieu i du SUA,
Ui,o,t : nombre de patients de type o qui ont abandonné le lieu i du SUA à l’instant t,
CCi,t : charge de soins dans le lieu i du SUA à l’instant t,
NBi,t : nombre total de patients en attente dans le lieu i du SUA à l’instant t,
OPa,n,t : booléen, 1 si le membre du personnel médical ma traite le patient n à l’instant t,
OP da,n,t : booléen, 1 si deux membres du personnel médical ma traitent l’opération d du patient n à
l’instant t,
HP na,b,t1,t2 : booléen, 1 si deux membres du personnel médical ma et mb, traitent le même patient n
dans deux lieux différents du SUA durant deux instants différents t1, t2.
4.2.2 La fonction objectif
FO =Min(
∑
i∈S
αiXi +
∑
i,j∈S
i,j
∑
t∈H
γi,jTi,j,t +
∑
i∈S
∑
o∈O
∑
t∈H
δi,oyi,o,t +
∑
i∈S
∑
a∈M
κa,iba,i +
∑
i∈S
∑
o∈O
∑
t∈H
ζi ,oUi,o,t)
(4.1)
La fonction objectif (Eq. (4.1)) représente la minimisation de plusieurs critères. Le premier
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critère retourne le coût d’augmentation des capacités du lieu i du SUA. Le second critère reflète
le coût de transfert de patient entre les différents lieux du SUA. Le troisième critère reflète les
pénalités liées au temps d’attente des patients. Le quatrième critère est lié au coût de la surcharge
de travail du personnel médical. Le dernier critère reflète les pénalités liées aux patients qui ont
abandonné les lieux du SUA.
Pour traiter ce problème d’optimisation, nous avons décidé d’adopter une approche agrégée
sans chercher à utiliser des pondérations appropriées. Dans les systèmes hospitaliers, notamment
dans les urgences, il est très difficile de définir des poids appropriés pour ces critères. La présente
étude a obtenu des résultats de simulations (chapitre 5) ayant générés certains de ces critères
séparément ou/dans certains cas ensemble. Dans ce qui suit, nous résolvons le problème décrit
ci-dessus en respectant les différentes contraintes.
4.2.3 Les contraintes
L’Eq. (4.2) vérifie que la somme des patients dans le lieu i du SUA à l’instant t ne doit pas
dépasser la capacité du lieu i du SUA.
(Cnsi,o,t +Csi,o,t) ≤ Xi ∀i ∈ S,∀o ∈O,∀t ∈H (4.2)
L’Eq. (4.3) vérifie que le personnel médical ma à l’instant t peut être affecté aux tâches de
soins uniquement pour un seul patient n. Cependant, plusieurs membres du personnel médical
peuvent être attribués pour le traitement du même patient n. L’eq. (4.4) assure cette contrainte
pour plusieurs membres du personnel médical différents.∑
n∈CP
OPa,n,t = 1 ∀a ∈M,∀t ∈H (4.3)
∑
a∈M
OPa,n,t > 1 ∀n ∈ CP ,∀t ∈H (4.4)
L’Eq. (4.5) vérifie l’ordre des opérations effectuées pour le même patient (contrainte de pré-
cédence). L’opération d est le prédécesseur de l’opération d + 1. ∀Gd,n,Gd+1,n deux opérations
successives du patient n.
sd+1,n ≥ sd,n + Pd,n (4.5)
L’Eq. (4.6) vérifie que les opérations d et d′ sont exécutées en parallèle par deux membres
différents du personnel médical ma et mb à l’instant t dans le même créneau horaire. La différence
entre l’Eq. (4.4) et l’Eq. (4.6) c’est que le staff médical dans (Eq. (4.4)) peut seulement donner
ensemble un diagnostic médical pour la pathologie du patient n, tandis que dans l’Eq. (4.6)
plusieurs membres du staffmédical (par exemple, 2 médecinsma etmb) peuvent exécuter plusieurs
tâches de soins (par exemple, deux opérations différentes Gd,n et Gd′ ,n) simultanément pour le
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Figure 4.1 – Vérification des contraintes (4.3), (4.4), (4.5) et (4.6)
Figure 4.2 – La dynamique du flux patient entre les différents lieux du SUA
patient n. La Fig. 4.1 résume la vérification de l’Eq. (4.3), (4.4), (4.5) et (4.6) dans un exemple
simple. 
sd,n = sd′ ,n +∆
OP da,n,t =OP
d′
b,n,t = 1 ∀a,b ∈M, a , b
0 ≤ ∆ ≤ Pd′ ,n
(4.6)
La figure 4.2 exprime qu’à l’instant t, le nombre de patients présents dans un lieu i du SUA
est égal au nombre de patients qui n’ont pas été traités à l’instant t − 1 additionné des patients
qui sont transférés pour être traités dans le lieu i et le nombre de patients non programmés et
non programmés urgent qui sont arrivés au SUA à l’instant t et qui sont affectés au lieu i. À cette
somme, il faut soustraire le nombre de patients qui sont transférés à l’instant t du lieu i vers un
autre lieu du SUA. Ceci montre la difficulté de faire une planification prévisionnelle du SUA en
raison de la nature dynamique du flux patient entre les différents lieux du SUA. Dans la section
suivante, nous présentons une approche d’ordonnancement à horizon glissant qui tient compte de
la dynamique des flux patient entre les différentes périodes de l’horizon considéré.
4.3 Environnement d’ordonnancement à horizon glissant
La figure 4.3 montre l’environnement de planification avec les trois types de patients (PP, PNP,
PUNP).
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Figure 4.3 – Environnement d’ordonnancement [f. Ajmi et al., 2017]
4.3.1 Hypothèses
• Un membre du personnel médical est présent et engagé dans l’horizon de planification du
SUA. Le nombre de patients programmés dans un horizon de planification est Cs, alors que
le nombre attendu de patients non programmés est Cns. Tous les patients non programmés
arrivent aléatoirement aux urgences, puis un temps de consultation théorique doit leur être
attribué au moment de leur arrivée ;
• Le SUA ne ferme jamais. Chaque patient qui arrive devrait être enregistré à la réception
à l’heure d’arrivée (par exemple, tdn pour le patient n). Tous les patients qui arrivent aux
urgences sont acceptés et doivent être traités pendant l’horizon de planification courant ou le
prochain horizon ;
• Un traitement de soins pour un patient correspond à un ensemble d’opérations de soins
à exécuter de façon parallèle ou séquentielle par un ou plusieurs membres du personnel
médical (médecins, infirmiers, internes, etc.).
• Les membres du personnel médical sont organisés en équipes. Chaque équipe contient au
moins un médecin. Certaines équipes comptent des effectifs supplémentaires (infirmiers,
spécialiste, etc.), en fonction de la pathologie du patient.
• L’horizon d’optimisation H commence à l’instant DH et se termine à l’instant FH .
• L’horizon d’optimisation est divisé en plusieurs périodes dont les durées ne sont pas nécessai-
rement équivalentes. Si deux périodes ont la même durée, le nombre et la durée des créneaux
horaires de chaque période peuvent varier. En général, une période contient plusieurs cré-
neaux horaires. Un créneau est attribué à un patient programmé. Chaque période contient
au moins un créneau. La durée d’un créneau de consultation programmée est donnée par
l’heure de début de la période à laquelle il appartient. En effet, si deux créneaux ou plus sont
inclus dans une période, les patients programmés affectés au même créneau ont la même
durée de consultation programmée.
• Vu l’aspect stochastique de la durée de consultation effectuée par le personnel médical, nous
supposons que CT nL,a est la durée moyenne de consultation du membre du personnel médical
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ma ayant les compétences L pour traiter le patient n.
• Lorsque le membre du personnel médical devient disponible, le patient en attente qui a la date
de début de consultation ordonnancée la plus proche est appelé. Si la salle d’attente est pleine
et qu’il n’y a aucune possibilité d’appeler tous les patients dans leur période d’affectation,
les patients restants et les nouveaux arrivées reçoivent un créneau de consultation dans la
prochaine période.
• Dans le SUA, la priorité est donnée aux patients les plus urgents. Ainsi, dès l’arrivée de ces
patients, l’ordonnancement courant est mis à jour.
• Le taux d’admission dans chaque lieu du SUA est fixe alors que le taux de demande de soins
est dynamique et aléatoire.
4.3.2 Mesures de performance
Soit le temps d’attente du patient programmé n (Wsn) est égal à la somme du temps d’attente de
ce patient depuis la date de son enregistrement jusqu’à la date théorique donnée de sa première
prise en charge War et le temps d’attente réel avant la première consultation Wf c, où :
Wsn =Warn +Wf cn (4.7)
Warn =max(0, tsn − tdn) (4.8)
Wf cn =max(0, tf cn − tsn) (4.9)
Où tdn, tsn et tf cn sont respectivement l’heure d’arrivée, l’heure de consultation théorique prévue
et l’heure de première consultation du patient n.
Le temps d’attente du patient non programmé k (Wnsk ) est la somme des temps d’attente de ce
patient depuis la date de son enregistrement jusqu’à la date théorique donnée de sa première prise
en charge WarK et le temps d’attente réel avant la première consultation Wf c, où :
Wnsk =Wark +Wf ck (4.10)
Wark =max(0, tsk − tdk) (4.11)
Wf ck =max(0, tf ck − tsk ) (4.12)
Les deux équations (4.7) et (4.10) sont mathématiquement équivalentes mais sémantiquement
différentes [B. S. Othman et al., 2018]. En fait, la méthode d’ordonnancement mise au point dans
ce chapitre attribue un temps de consultation théorique à chaque patient non programmé dès son
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arrivée, puis le guide vers la salle d’attente. Grâce à l’heure programmée attribuée, War est calculé
pour chaque patient enregistré. L’objectif est de réconforter les patients et de réduire leur stress en
les tenant informés de leur temps d’attente avant la première consultation. Si le premier temps de
consultation est égal à l’heure planifiée, les temps d’attente Wf cn , et Wf ck sont égaux à 0. En cas
de perturbation (manque de personnel médical, dégradation de l’état de santé du patient, etc.),
les temps de consultation sont re-ordonnancés, le premier temps de consultation augmente et le
temps d’attente du patient s’allonge.
Par ailleurs, la plupart des patients préfèrent les consultations des horaires plus tôt (en particu-
lier à leur arrivée). Pour satisfaire ces préférences, le temps d’attente basé sur l’heure d’arrivée War
doit être réduit en affectant le plus rapidement possible le personnel médical disponible doté des
compétences nécessaires demandées.
4.4 Processus d’ordonnancement
L’approche d’ordonnancement dynamique proposée génère, à chaque fois qu’un nouveau
patient arrive au SUA (indépendamment du type de patient ∀o ∈O), une séquence de traitement
de soins adaptée à ses besoins. Ce qui implique une génération de plans d’activités en temps réel
pour chaque membre du personnel médical. Ainsi, une équipe médicale multidisciplinaire est
formée et un rôle de traitement est ensuite attribué à chaque membre de l’équipe dans l’un des
lieux du SUA appartenant à S. Cette planification est mise à jour à chaque fois que le flux d’entrée
du patient change.
Notre approche repose sur deux phases principales et complémentaires ; le processus d’ordon-
nancement et le processus d’orchestration dynamique :
• La phase d’ordonnancement (hors ligne) consiste à ordonnancer l’ensemble des patients
arrivant au SUA dans l’horizon courant. Nous utilisons dans cette phase un algorithme
mémétique d’ordonnancement (AMOR) afin de minimiser le TAC et le CPM.
• La phase d’orchestration dynamique (en ligne) met à jour l’ordonnancement de la première
phase en permutant et/ou en insérant les nouveaux patients (PNP et/ou PUNP) qui arrivent
au SUA. Ce processus basé sur des agents communicants, chaque agent est doté d’un com-
portement spécifique afin de réordonnancer les tâches de soins en améliorant les indicateurs
de performance (IPC) en cours d’exécution du workflow. Ces indicateurs (DTS, TAC, CSR)
ont été choisis auparavant (cf 3.16). Ce processus permet de mieux gérer les interférences
permanentes entre les trois types de patients (PP, PNP et PUNP) qui arrivent au SUA.
4.4.1 Algorithme mémétique d’ordonnancement proposé (AMOR)
Un algorithme mémétique (AM) est une combinaison d’algorithme génétique (AG) et de tech-
nique de recherche locale dans le but d’accélérer la convergence vers une population de bonnes
solutions [Goëffon, 2006]. Dans ce contexte, l’algorithme AMOR doit optimiser le processus de
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Figure 4.4 – Approche d’ordonnancement
traitement du patient, en affectant efficacement l’ensemble de patients au bon personnel médical et
au bon lieu du SUA, tout en minimisant le TAC et CPM. Pour ce faire, deux étapes interdépendantes
doivent être exécutées conjointement : qui sont l’affectation et l’ordonnancement (algorithmes 1 et
2). Dans les paragraphes suivants, nous construirons les différentes étapes de l’algorithme AMOR
proposé afin de fournir une bonne solution d’ordonnancement des patients.
4.4.1.1 Définition du chromosome
Dans son exécution, AMOR traverse différentes phases, et utilise un codage directe des chro-
mosomes. Chaque chromosome est représenté par un hypercube à quatre dimensions dont les axes
sont : personnel médical, patients, temps et lieu du SUA (figure 4.5). L’axe du temps est divisé en
intervalles (des créneaux horaires) de tailles différentes. Comme il a été mentionné précédemment,
l’horizon d’optimisation est divisé en plusieurs périodes de longueurs différentes. Si deux périodes
ont la même longueur, le nombre et la durée des intervalles dans chaque période peuvent différer
sachant que généralement une période contient plusieurs intervalles. L’idée de diviser l’axe du
temps en plusieurs créneaux permet d’attribuer le bon personnel médical au bon patient au bon lieu
du SUA dans un créneau (case) précis appartenant à une période spécifique. Par exemple, comme
le montre la figure 4.6, le personnel médical ma traite le patient n dans le deuxième intervalle de la
période 2, dans le lieu i du SUA. Sur la figure 4.7, nous avons assigné deux membres du personnel
médical ma et mb respectivement aux patients n et k, dans les lieu i et j du SUA dans les périodes 2
et 3. La figure 4.8 illustre plusieurs affectations hypercube de personnel médical, ceci est possible
grâce au modèle choisi du chromosome. Par exemple, le patient n a besoin de deux compétences
différentes pour son traitement, les membres du personnel médical mf et ma sont affectés à la
même période 2 et au même créneau horaire dans le même lieu i du SUA.
4.4.1.2 Construction de la population initiale
L’algorithme AMOR commence par générer une population initiale de solutions viables. Pour
assurer la diversité des solutions, cette population est obtenue en utilisant deux méthodes :
• la première méthode consiste à construire la population initiale (IniP opL) en utilisant un
algorithme de liste qui permet de générer des solutions en appliquant des règles de priorité
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Figure 4.5 – Une représentation d’un hypercube à quatre dimensions
Figure 4.6 – Affectation hypercube d’une seule tâche
Figure 4.7 – Affectation hypercube des tâches séquentielles
Figure 4.8 – Affectation hypercube des tâches multi-compétences
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dynamiques.
• la seconde méthode consiste à générer des solutions viables d’une manière aléatoire pour
construire la population initiale (IniP opR).
L’algorithme 1 est utilisé pour construire la population initiale globale en effectuant une
combinaison linéaire des populations IniP opL et IniP opR afin de générer des solutions diversifiées
permettant d’éviter une convergence prématurée dès le début du processus.
Algorithme 1 : Construction de deux populations initiales IniP opL et IniP opR
input : Fixé NL, la taille de la première population initiale InitP opL
Fixé NR, la taille de la deuxième population IniP opR
output : IniP opL de NL chromosomes générés par l’algorithme de liste
IniP opR de NR chromosomes générés aléatoirement
1 Begin
2 i← 0 ;
3 j← 0 ;
4 IniP opL =∅ ;
5 IniP opR =∅ ;
7 while (i < NL) OU (j < NR) do
8 if i < NL ; then
9 Trouver un hypercube chromosome i viable généré par l’algorithme de liste ;
10 IniP opL = IniP opL∪ {chromosome i} ;
11 i← i + 1 ;
12 end
13 if j < NR then
14 Trouver un hypercube chromosome j viable généré aléatoirement ;
15 IniP opR = IniP opR∪ {chromosome j} ;
16 j← j + 1 ;
17 end
18 end
19 end
4.4.1.3 Opérateur de croisement contrôlé
L’étape de croisement consiste à récupérer deux chromosomes parents, les combiner afin de
produire deux nouveaux chromosomes enfants appelés également progéniture. Dans AMOR, l’opé-
rateur de croisement utilisé nous permet d’avancer ou de reculer l’heure de début d’une tâche
dans le processus de traitement du patient pour un membre du personnel médical donné. Cela ne
change pas l’affectation des patients (quel membre du personnel médical traite quel patient). Seuls
les axes "temps" et "patient" sont considérés.
Exemple d’étape de croisement contrôlé : l’axe du temps est divisé en plusieurs créneaux
(intervalles) de 5 minutes. Chaque intervalle dans l’axe du temps correspond à un booléen, il
est égal à 1 si le patient est affecté à cet emplacement, sinon à 0 (les chromosomes 1 et 2 de la
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Algorithme 2 : AMOR
input : InitP opL, InitP opR, N la taille globale de la population initiale
output : Un ensemble de N solutions
1 Begin
2 Initialization : Algorithme 1
3 Fusion de IniP opL et IniP opR (N hypercubes chromosomes viables)
5 while (un nombre fixe de générations n’est pas atteint) do
6 Évaluer les individus en fonction de TAC et de la CPM ;
7 Sélectionner 2 parents P 1 et P 2 aléatoirement pour la reproduction ;
8 Appliquer un algorithme de croisement contrôlé avec une probabilité pc, afin d’obtenir le
fils1 et le fils2 viables ;
9 Appliquer un algorithme de mutation contrôlé avec une probabilité pm ;
10 Appliquer la méthode de hill-climbing ;
11 Mettre à jour la population en gardant les N meilleurs individus
12 end
13 end
figure 4.9). Le fils1 et le fils2 de la figure 4.9 résultant de l’étape de croisement avec un masque
de codage égal à 01. Ces deux chromosomes fils1 et fils2 sont contrôlés par les deux axes restants
(Lieu du SUA) et (Personnel médical) pour qu’ils soient viables. Par exemple, nous avons besoin
de deux membres du personnel médical différents dans l’intervalle de temps [80,85] pour le
fils1 car le même membre du personnel médical ne peut pas traiter deux patients différents en
même temps (contrainte liée à l’équation. (4.3)). De plus, les patients 1 et 2 du fils2 doivent être
traités également par deux membres du personnel médical dans l’intervalle de temps [65,70].
La figure 4.10 montre un exemple de vérification de la disponibilité de deux axes de ressources
demandées, tout en tenant compte des compétences demandées du personnel médical et du type
de ressources disponibles dans l’un des lieux du SUA. Ce phénomène montre l’intérêt d’utiliser un
chromosome hypercube en quatre dimensions pour vérifier la conformité aux contraintes. Grâce
à la conception des chromosomes et des opérateurs de mutation et de croisement contrôlés nous
n’avons pas besoin d’appliquer un processus de correction.
4.4.1.4 Opérateur de mutation contrôlé
La mutation est une opération qui a besoin d’un seul individu pour évoluer selon un facteur de
probabilité pm. Cet opérateur permet de diversifier la population afin d’éviter une convergence
prématurée de l’algorithme vers un optimum local. Dans notre cas, la mutation vise à modifier
les booléens présents dans nos chromosomes. Tous les chromosomes ne sont pas mutés, nous
choisissons d’une manière aléatoire le chromosome qui sera muté. Si le chromosome est sélectionné,
il passe par les créneaux selon les axes (Personnel médical, Patients, Temps, Lieu du SUA) et change
ses valeurs conformément aux contraintes (cf 4.2.3).
Les cases (créneaux) sont changées aléatoirement. Chaque case a une probabilité prédéterminée
d’être mutée. Si l’emplacement sélectionné doit être changé de 1 à 0, il n’y a pas de conditions
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Figure 4.9 – Exemple de croisement des chromosomes
Figure 4.10 – Exemple d’affectation des tâches de soins hypercube en quatre dimensions conformant aux
contraintes
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Figure 4.11 – Mutation
supplémentaires, un seul patient est traité à un moment donné par un membre du personnel
médical. Si la case choisie doit être changée de 0 à 1, nous devons vérifier que le membre du
personnel médical possède les compétences requises et qu’il est disponible pour traiter le patient
qui se trouve dans cet intervalle. Si la condition est vérifiée, l’emplacement est muté.
Cette première phase de mutation permet ainsi de changer l’affectation du personnel médical
aux patients. Cependant, les durées des processus de traitements du patient peuvent être imprécises
et le traitement est divisé en plusieurs intervalles. Cette mutation est contrôlée par les deux axes
de ressources (Personnel médical et Lieu du SUA), afin de respecter la viabilité de l’ensemble final
des solutions générées.
4.4.1.5 Recherche locale
Nous avons utilisé l’algorithme de hill-climbing comme une méthode de recherche locale. L’idée
est de chercher d’une manière itérative parmi les solutions voisines d’un individu la meilleure
solution. La génération des solutions voisines est effectuée en gardant le même voisinage (le même
axe) et en variant une seule composante à la fois de la solution (changement des coordonnées) ou
en changeant l’axe (changement de voisinage) jusqu’à l’obtention d’un optimum local (algorithme
3).
Algorithme 3 : Recherche locale : algorithme de hill-climbing
input : Solution Sh générée après la mutation
output : Meilleure solution (optimum local)
1 Begin
2 while (optimum local n’est pas atteint) do
3 Sélectionner un axe dans le chromosome hypercube Sh ;
4 Chercher le voisinage de Sh sur cet axe ;
5 Évaluer les solutions voisines ;
6 Sh←meilleur voisin
7 end
8 end
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4.5 Processus d’orchestration dynamique
Le processus d’orchestration dynamique vise à réduire l’impact de l’interférence permanente
entre les 3 types de patients (PP, PNP et PUNP) qui arrivent au SUA. Cette interférence dépend
entre autres de l’aspect stochastiques, de la durée de consultation et du flux d’arrivée totalement
aléatoire des patients, empêchant ainsi toute planification préventive [F. Ajmi, Zgaya et al., 2019].
L’idée directrice de nos travaux de recherches est de développer une architecture d’orches-
tration qui pilote en temps réel le workflow du parcours patient au SUA (cf. 3.8.3), évaluant et
améliorant les IPC pendant l’exécution de chaque instance de ce workflow . Dans cette architecture,
nous utilisons un système multi-agent dans lequel chaque agent a son propre comportement et
peut représenter une fonction logicielle ou un rôle humain tel que celui d’un patient ou celui
d’un membre du personnel médical. Ces agents assurent la communication, la coordination et la
négociation entre eux afin de fournir les meilleurs soins aux patients. Grâce aux comportements
des agents et aux protocoles d’interaction, le système proposé établit un lien direct en temps réel
entre les performances requises (IPC) sur le terrain et les décisions prises afin de réduire l’impact
de la tension.
L’architecture présentée dans la figure 4.12 est composée de 3 niveaux :
• Le 1er niveau (le supérieur) contient des modèles mathématiques (critères, contraintes) et
algorithmiques permettant de caractériser une situation logistique de référence du SUA.
• Le 2e niveau contient un SMA qui analyse la situation réelle du terrain dans le SUA afin d’avoir,
en temps réel, les bonnes informations. En cas de tension, ces agents doivent collaborer et
négocier afin d’atteindre le plus rapidement possible la situation logistique de référence. Ceci
est possible grâce à l’optimisation collaborative entre eux.
• Le 3e niveau représente la situation réelle du terrain du SUA qui est analysée par les agents
du 2e niveau. L’objectif est de réorchestrer le parcours patients représenté par le Workflow en
cours d’exécution.
Cette architecture innovante et générique est basée sur des agents communicants (2e niveau)
représentant les différents acteurs du SUA (3ème niveau) : patients, personnel médical, ect. Les
agents communicants examinent en permanence l’information sur le 3ème niveau en compa-
rant la situation logistique réelle avec la situation logistique de référence. Selon l’écart entre ces
deux situations, les agents doivent adapter leurs comportements et leurs rôles pour atteindre le
fonctionnement normal du SUA le plus rapidement possible.
4.5.1 Système multi-agent (Le 2e niveau de l’architecture)
Dans cette partie, nous présentons les 6 types d’agents principaux du 2e niveau de l’architecture
proposée. La communication entre ces agents est représentée par le diagramme de séquences de la
figure 4.15 :
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Figure 4.12 – L’architecture à trois niveaux proposée
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• L’agent de réception et d’identification (RIA) il a principalement deux comportements
— le comportement d’accueil : permet la gestion de l’arrivée des nouveaux patients par la
création pour chaque patient d’un agent qui va représenter ce patient dans le système.
Ainsi, pour chaque patient n à l’instant t, nous avons un agent patient doté d’un contexte
dynamique représenté par les instances du workflow : l’agent d’instance de workflow
patient PWIAtn.
— Le comportement d’identification : permet d’identifier les pathologies du patient et la
liste des tâches de soins nécessaires. Pour ce faire, le RIA doit être connecté à la base
de données des protocoles médicaux. Toutes les tâches de soins identifiées doivent être
envoyées à l’agent d’ordonnancement et d’orchestration SOA présenté ci-dessous.
• L’agent d’ordonnancement et d’orchestration (SOA) il a pour rôle de calculer régulièrement
l’ordonnancement des patients tout en leur affectant les ressources les plus adéquates. l’or-
donnancement généré est envoyé à tous les agents du personnel médical (MSA) à l’instant
(t). Ainsi, pour chaque PWIAtn, nous devons affecter le membre du personnel médical (a)
MSAtn,a au traitement de soins du patient n à l’instant t. La SOA a deux comportements :
— Le comportement ordonnanceur : grâce à l’intégration de l’algorithme AMOR dans le
comportement de SOA, les tâches de soins sont ordonnancés en fonction des informa-
tions envoyées par le RIA, optimisant les IPC.
— Le comportement orchestrateur : le SOA orchestre et ré-orchestre le workflow du par-
cours patient lorsque des perturbations se produisent dans le SUA, tout en optimisant
les indicateurs de performance lors de l’exécution du workflow. Les informations cor-
respondant aux perturbations sont reçues par l’agent de pilotage (MA). Par exemple :
équipement non disponible, présence d’un patient plus urgent, absence d’un personnel
médical, etc.
• L’agent de pilotage (MA) il contrôle les instances du workflow tout en pilotant leur exécution
en temps réel. Ainsi, il reçoit toutes les informations relatives aux perturbations du PWIAtn
ou du membre du personnel médical correspondant. En outre, le MA vérifie quand les
tâches de soins suivantes doivent être exécutées et quelles informations doivent être reçues
des tâches de soins précédentes. Ainsi, pour un patient n à l’instant t, le MA contrôle le
changement d’états de l’agent : de PWIAtn à PWIA
t+1
n . De plus, lorsque l’état du patient
change (la pathologie évolue), il est nécessaire de retirer, de modifier ou d’ajouter certaines
tâches de soins. Cet agent communique les nouvelles tâches de soins au RIA afin d’identifier
la bonne liste des tâches de soins puis il les communique au SOA;
• L’agent du personnel médical ma pour le patient n à l’instant t : MSAtn,a. Cet agent représente
le membre du personnel médical a qui traite le patient n à l’instant t. Il correspond à un
agent mobile, représentant la mobilité du membre du personnel médical dans le SUA pour
réaliser le traitement du patient ;
• L’agent d’instance du Workflow pour le patient n à l’instant t : PWIAtn cet agent représente
l’évolution dynamique de l’état de santé du patient au fil du temps. Le patient qui arrive
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Figure 4.13 – Exemple d’instance du workflow avec une tâche en cours
Figure 4.14 – Exemple d’une instance du workflow avec une tâche terminée
au SUA déclenche la création de la première instance de son workflow par le RIA pour
l’exécuter à l’instant t0. Chaque instance de workflow comprend une ou plusieurs tâches à
exécuter. La figure 4.13 donne un exemple d’instance avec une tâche en cours. La figure 4.14
donne un autre exemple d’une instance avec une tâche terminée. Le patient est représenté
par un marquage dans le workflow déclenché par l’événement d’arrivée du patient. Ensuite,
le PWIAtn met à jour son environnement : variables, paramètres, IPC, tâches suivantes et
précédentes, etc. Dès que la tâche en cours est terminée (instant t + 1), l’état de l’agent est
modifié. Donc, il bascule vers un nouvel état avec une instance de workflow différente (avec
une nouvelle tâche en cours). Les paramètres d’environnement de PWIAtn sont expliqués
dans la section suivante.
• L’agent qui gère les différents lieux de SUA (ASUA). Chaque lieu du SUA possède un type de
matériel spécifique et contient plusieurs box (n’ayant pas nécessairement le même type de
matériel). Par exemple, toute zone (A,B,C et D), l’IRM, l’unité de soins de courte durée, etc,
représentent un lieu du SUA à part entière. l’ASUA vérifie l’adéquation du type de matériel
du box dans lequel le patient est affecté avec sa pathologie. L’agent ASUA gère les lieux d’une
manière souple au sein de l’architecture proposée. Par exemple, en mode tension si il n’y a
aucun box disponible l’ASUA autorise le traitement de patients dans les couloirs.
4.5.2 Le niveau du SUA (Le 3e niveau de l’architecture)
Ce niveau contient entre autres les instances du workflow qui modélisent les parcours patients
(cf. 3.8.3). Dès que le RIA identifie les pathologies du patient ainsi que la liste des tâches de
soins demandées. Le SOA crée l’agent PWIA correspondant avec un état initial. L’événement de
démarrage du workflow correspondant déclenche le processus, mais le PWIA attend les ordres
d’ordonnancement ou d’orchestration du SOA.
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En effet, les agents communiquent et collaborent entre eux pour atteindre un objectif commun
qui est lutter contre la tension au SUA. l’agent PWIA intègre plusieurs paramètres et des variables
de décisions qui sont définis dans le paragraphe suivant.
4.5.3 Les paramètres d’environnement du PWIA
Toutefois, pour accéder à la variable de décision V de PWIAtn : pour tout instant t et pour tout
patient n, nous utilisons ce symbole (→) : PWIAtn→ V
• PWIAtn→ P at définit la pathologie à traiter du patient n à l’instant t. Néanmoins, la patholo-
gie du patient peut évoluer au cours du temps. Dans ce cas, le MSA envoie au SOA la liste
des nouvelles tâches de soins à effectuer avec les nouvelles contraintes correspondantes. Par
conséquent, le SOA active son rôle d’orchestration afin d’envoyer à la MSAtn,a la nouvelle liste
des tâches à accomplir. Alors le PWIAtn met à jour son état ;
• PWIAtn→ P CT et PWIAtn→NCT représentent respectivement à l’instant t pour le patient
n, la liste ordonnée des tâches de soins déjà effectuées (PCT) et la liste ordonnée des tâches
de soins à faire (NCT).
— PWIAtn→ P CT = null s’il n’y a pas des tâches prédécesseurs. Cette liste est initialement
nulle (à l’arrivée du patient) et au cours du temps augmente en ajoutant par ordre
chaque tâche de soins effectuée. c’est à dire à chaque fois qu’une tâche est terminée, elle
est ajoutée à la fin de cette liste.
— PWIAtn→ NCT = null s’il n’y a pas des tâches successeurs. Cette liste est également
dynamique car l’état de santé du patient évolue au cours du temps. Ainsi, cette liste
augmente ou diminue au cours du temps. Dès que cette liste devient nulle, cela signifie
que le patient est susceptible de subir son dernier traitement avant sa sortie.
• PWIAtn→ ISD et PWIAtn→OSD représentent respectivement à l’instant t et pour le patient
n, les données d’entrée et les données de sortie de l’état de santé de ce patient
— PWIAtn → ISD représente l’ensemble des informations nécessaires à l’exécution de
la tâche de soins en cours PWIAtn. Ces informations peuvent contenir des données
provenant de l’exécution du PWIAt−1n →OSD
— PWIAtn→OSD représente l’ensemble des informations générées à partir de l’exécution
de la tâche de soins en cours PWIAtn. Ces informations peuvent être utilisées pour
l’exécution de PWIAt+1n → ISD
• PWIAtn → P IV représente le vecteur des indicateurs de performance à l’instant t pour
le patient n. Ce vecteur contient une liste de composants dont chacun correspond à une
valeur d’IPC. Ces valeurs sont mises à jour lors de l’exécution du Workflow. Le PWIAtn
vérifie l’évolution de chaque composant du PWIAtn → P IV . S’il détecte un écart entre
l’évolution en temps réel et l’évolution de référence de ces IPC, alors le PWIAtn communique
ces modifications à la SOA. Ce dernier orchestre le parcours patient en fonction de l’évaluation
de ces IPC lors de l’exécution de l’instance de workflow. Comme mentionné auparavant, nous
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nous concentrons que sur trois IPC intra-SUA : la durée totale de séjour (DTS), le temps
d’attente cumulé (TAC) et la charge de soins restants (CSR).
• PWIAtn→ si et PWIAtn→ ei représentent respectivement pour le patient n, l’heure de début
et l’heure de fin réelle de la tâche de soins i correspondante à l’état actuel de PWIAtn. Au
début de la tâche de soins i, PWIAtn met à jour la valeur réelle de sa si . À la fin de la tâche de
soins i, PWIAtn met à jour la valeur réelle de son ei . L’enregistrement de ces temps est très
important car il permet au PWIAtn de transmettre les dates exactes de début et de fin de la
tâche en cours i au SOA. Ce dernier pourra ajuster l’ordonnancement grâce à l’orchestration
dynamique du workflow.
4.5.4 Calcul en temps réel des indicateurs de performance
Après la création du PWIAtn, l’état de l’agent évolue au cours du temps en fonction de l’évolution
des soins prodigués au patient. À chaque variation d’état, le PWIAtn met à jour en temps réel ses
variables de décision et ses indicateurs de performance.
1. Le calcul du temps d’attente cumulé (TAC) : PWIAtn → P IV → TAC : Sachant que tdn
correspond à l’heure d’arrivée du patient n dans le SUA (cette information est enregistrée
par le RIA), ainsi pour une tâche en cours donnée i dans le workflow d’instance PWIAtn du
patient n et à l’instant donné t, nous pouvons calculer le temps d’attente cumulé du patient :
TAC comme indiqué dans l’algorithme 4.
Algorithme 4 : temps d’attente cumulé (TAC)
input :PWIAtn, PWIA
t−1
n , tdn, i
output :PWIAtn // mis à jour
1 Begin
2 if (i ≥ 2) // l’indice de la tâche déjà exécutée i du patient n est supérieur ou égal à 2 then
3 PWIAtn→ P IV → TAC = (PWIAt−1n → P IV → TAC) + ((PWIAtn→ si)-(PWIAt−1n → ei)
4 else
5 if i = 1 // la première consultation then
6 PWIAtn→ P IV → TAC = (PWIAtn→ si)− tdn
7 end
8 end
9 end calcul TAC
2. Durée totale de séjour (DTS) : durée du séjour du patient n après l’exécution de la tâche de
soins i à l’instant donné t est calculée par l’équation (4.13) sachant que ce patient est arrivé
au SUA à tdn :
PWIAtn→ P IV →DT S = (PWIAtn→ ei)− tdn (4.13)
3. La charge de soins restante du patient (CSR) : sachant que la durée totale estimée (ETD) de
la pathologie du patient n est connue et mise à jour à chaque évolution de l’état de pathologie.
en effet, la charge de soins restante du patient (CSR) à la fin de la tâche de traitement i (i ≥ 1)
est calculée avec l’équation (4.14).
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PWIAt+1n → P IV → CSR = (PWIAtn→ P IV → CSR)−θt+1n (4.14)
Avec ; PWIAt0n → P IV → CSR = 100% et θt+1n = (PWIA
t
n→ei )−(PWIAtn→si )
ETD(PWIAtn→PAT ) ∗ 100
4.5.5 Algorithme d’orchestration dynamique
Nous supposons que chaque tâche nécessite une ressource humaine MSAa pour son exécution.
Pendant cette exécution, la ressource humaine est indisponible, elle devient disponible juste après
le traitement de cette tâche. L’algorithme 5 affecte, en fonction d’une heuristique adéquate (sans
prendre en compte les urgences vitaux car ils ont toujours la priorité absolue), les ressources
disponibles pour les instances du workflow patient, à l’aide des variables suivantes :
Nt : le nombre de patients (PP+PNP) dans le SUA à l’instant t,
Nt =NBi,t − yi,o,t ( avec o = 3) (4.15)
Mt : le nombre de membres du personnel médical dans le SUA à l’instant t
MSAta : est un membre du personnel médical du SUA avec a ∈ [1,Mt]
PWIAt = {PWIAtn} avec n ∈ [1,Nt] (4.16)
P IV t = {PWIAtn→ P IV } avec n ∈ [1,Nt] (4.17)
MSAt = {MSAta} avec a ∈ [1,Mt] (4.18)
Algorithme 5 : Algorithme d’orchestration dynamique
input : t, PWIAt, MSAt // à l’instant donné t
output : Tous les patients en attente à l’instant donné t sont ordonnancés ou orchestrés
1 Initialisation : a = 0
2 while (MSAt , ∅) et (PWIAt , ∅) do
3 if ∃ a , 0 / MSAta ∈MSAt avec une compétence requise then
4 Sélectionner le MSAta ∈MSAt avec la compétence demandée disponible ;
5 Sélectionner le patient n le plus prioritaire qui a besoin de la compétence sélectionnée
avec l’instance PWIAtn ∈ PWIAt selon l’heuristique HOD (algo 6) ;
6 Attribuer le MSAtn,a au patient d’instance PWIA
t
n ;
7 Calculer et mettre à jour PWIAt→ P IV // Cette mise à jour des IPC est essentielle
pour la prise de décision
8 end
9 end
Suite à l’algorithme 5, une fois que le MSAta fait son travail, il redevient disponible dans MSA
t.
L’heuristique de priorité d’instance MSA de l’algorithme 6 correspond à la décision du personnel
médical en fonction de l’évolution de l’état de santé du patient.
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Algorithme 6 : Heuristique d’orchestration dynamique
input : t, PWIAt
output : Sélectionner le patient n le plus prioritaire avec le workflow d’instance
PWIAtn ∈ PWIAt
1 Initialisation : Sélectionner l’ensemble ε d’instances incluses dans PWIAt à l’instant t avec
la valeur maximale de P IV t→ CSR
2 if Card(ε) = 1 then
3 sélectionner l’instance unique PWIAtj ∈ ε
4 else
5 if Card(ε) > 1 then
6 sélectionner l’ensemble ε1 ⊆ ε de PWIAt avec la valeur maximale de P IV t→ TAC
7 end
8 if Card(ε1) = 1 then
9 sélectionner l’instance unique PWIAt de ε1
10 else
11 if Card(ε1) > 1 then
12 sélectionner l’ensemble ε2 ⊆ ε1 de PWIAt avec la valeur maximale de
P IV t→DT S
13 end
14 if Card(ε2) = 1 then
15 sélectionner l’instance unique PWIAtn de ε2
16 else
17 if Card(ε2) > 1 then
18 Sélectionner le PWIAtn plus prioritaire selon l’heuristique de priorité d’instance
MSA
19 end
20 end
21 end
22 end
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4.6 Comportement global du système
Dans cette section, nous présentons le pourcentage de gain de performance moyen (PGPM)
mesuré pour chaque IPC calculé par les agents afin d’orchestrer le workflow en cours d’exécution.
Ce phénomène est illustré dans le diagramme de séquence (figure 4.15) représentant l’interaction
entre les principaux agents du système.
4.6.1 Diagramme de séquence
Le comportement dynamique global du système est décrit par la figure 4.15 sous la forme d’un
diagramme de séquence déployé avec l’outil UML. Dans ce diagramme, les différents agents collabo-
ratifs du système sont représentés sous la forme de lignes de vie interactives qui communiquent par
les échanges de messages. Un message est un élément de communication bidirectionnel entre lignes
de vie qui déclenche un comportement spécifique au sein de l’agent récepteur. Il existe trois types
de messages : un message synchrone (représenté par une flèche pleine) qui bloque l’agent émetteur
jusqu’à la réception de la réponse, un message asynchrone (représenté par une flèche creuse) et un
message réflexif (représenté par une boucle) qui représente un comportement interne. Les bandes
verticales le long d’une ligne de vie représentent les périodes d’activation. Ce diagramme montre
comment les séquences de messages se succèdent et à quels moments les acteurs sont sollicités. On
peut donc voir sur la figure 4.15 qu’à l’arrivée d’un ou plusieurs patients, l’agent RIA identifie les
différentes tâches de soins et leurs niveaux d’urgence et envoie toutes ces informations à l’agent
SOA. Ce dernier crée les PWIA correspondantes et déclenche le processus d’orchestration et de
ré-orchestration qui se poursuit tout au long qu’il existe des patients en attente.
4.6.2 Orchestration basée sur des indicateurs de performance
La stratégie qui relie les actions aux indicateurs de performance correspond à l’orchestration
dynamique. Cette dernière est mise en évidence par l’agent qui contrôle en temps réel l’instance
du workflow et calcule pour cette instance les valeurs réelles des indicateurs (DTS, CSR, TAC),
enregistrées dans le PIV. Dans le chapitre 5, nous testons à travers plusieurs scénarios l’impact
de l’orchestration statique (suivi de la séquence entre les tâches données par le processus de
l’ordonnancement tout au long de l’exécution du workflow) ainsi que l’impact de l’orchestration
dynamique (qui consiste à modifier l’ordonnancement en cours d’exécution) sur ces indicateurs de
performance. Pour ce faire, nous calculons, pour chaque IPC dans le PIV, sa valeur moyenne pour
tous les patients participant à l’expérimentation (cf. 5.5.4.1). Nous devons calculer ces valeurs pour
l’orchestration statique et dynamique (OS et OD).
Pour chaque IPC enregistré dans le PIV, le pourcentage de gain de performance moyen (PGPM)
est calculé comme suit :
PGPM(IP C) =
OD(IP C)−OS(IP C)
|OS(IP C)| ∗ 100 ∀ IP C ∈ {DT S,CSR,T AC} (4.19)
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Figure 4.15 – Diagramme de séquence
Où
— PGPM(IP C) est le pourcentage de gain de performance moyen de IPC,
— OD(IP C) est la valeur moyenne totale de l’IPC pour l’orchestration dynamique du workflow,
— OS(IP C) est la valeur moyenne totale de l’IPC pour l’orchestration statique du workflow.
Puis :
— Si PGPM(IP C) < 0 alors, l’IPC a été amélioré grâce à l’orchestration dynamique,
— Si PGPM(IP C) > 0 alors, l’IPC s’est détérioré dans le contexte de l’OD par rapport au contexte
de l’OS,
— Si PGPM(IP C) = 0 alors, il n’y a pas de gain dans les valeurs d’IPC considéré.
4.7 Synthèse
L’ordonnancement à horizon glissant proposé est basé sur deux processus, un processus d’or-
donnancement et un processus d’orchestration. Lors de la première période du premier horizon, le
processus d’ordonnancement est lancé en appliquant l’AM pour donner un bon ordonnancement
des patients présents dans cette période. Ensuite, pendant que l’ordonnancement se relance à
nouveau dans la deuxième période, le processus d’orchestration dynamique est lancé en parallèle
sur la première période, et ainsi de suite jusqu’à la dernière période de l’horizon. Ce phénomène de
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l’exécution d’ordonnancement et de l’orchestration avec un décalage d’une période se répète pour
tous les autres horizons. Ceci est présenté dans une architecture à base d’agents qui permet d’unifier
les dimensions structurelles, fonctionnelles et comportementales du SUA dans un même schéma.
L’idée est d’identifier tous les éléments cruciaux afin de prendre en compte tous les paramètres
pour l’optimisation locale et globale de la structure du SU en générale et du SUA spécifiquement.
Par exemple, cette architecture permet de combiner les méthodes d’optimisation et les systèmes
multi-agents pour optimiser d’une manière collaborative les différents flux logistiques hospitaliers.
D’autres architectures de SU ont été élaborées dans la littérature pour optimiser le flux logistique
dans les SU telles que dans [Wimmer et al., 2016] et dans [Wautelet et al., 2018]. Néanmoins, la
plupart de ces travaux n’ont pas utilisé des stratégies qui relient les mesures de performance aux
actions réelles. Par exemple, actuellement dans les organisations de santé, il y a un manque de
communication entre les différents acteurs des hôpitaux. Les informations de dossier patient ne
sont pas échangées en temps réel entre les différents membres du personnel médical (arrivent
parfois en retard ou sont oubliées).
4.8 Conclusion
Dans ce chapitre, nous avons développé une méthode d’ordonnancement à horizon glissant
présentée en deux phases. la première phase est basée sur l’algorithme AMOR pour l’ordonnance-
ment des patients programmés et non programmés dans le SUA. L’utilisation d’AMOR attribue un
temps de consultation théorique à chaque patient dès son arrivée, en accordant non seulement une
priorité plus élevée aux patients les plus urgents, mais aussi, en optimisant la charge de travail
du personnel médical. La performance de l’algorithme AMOR a été améliorée par l’incorporation
d’un modèle de chromosome en hypercube. Ensuite, afin de mieux articuler l’interférence entre
les trois types de patients (PP, PNP, PUNP), nous avons intégré une architecture informatique à
trois niveaux pour le SUA. Cette architecture intègre des agents communicants afin d’atteindre
un objectif commun qui est lutter contre la tension. Cette architecture a un rôle efficace, elle per-
met effectivement de relier les indicateurs de performance aux actions réelles à travers la phase
de l’orchestration dynamique. En effet, pour évaluer en temps réel les IPC, l’architecture à base
d’agents proposée orchestre et ré-orchestre d’une manière dynamique les instances du workflow
patient en cours d’exécution. Ceci est possible grâce à l’intégration des algorithmes de planification
et de ré-orchestration dans le comportement de l’agent SOA afin d’optimiser les trois indicateurs
de performance (TAC, DTS, CSR) lors de l’exécution du PWIA. Dans le chapitre 5, nous présentons
des résultats de simulation utilisant des bases de données réelles du SUA portant sur l’année
(2016-2017), ces résultats prouvent l’intérêt des approches proposées.
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Chapitre5
Simulations et Résultats
5.1 Introduction
Dans ce chapitre, nous présentons les résultats et les différents scénarios de simulation de
l’approche de résolution proposée dans le chapitre 4 en utilisant la base de données réelle du SUA
fournie par l’hôpital (BDDH). Cette BDDH porte sur une année (de juin 2016 jusqu’à mai 2017) et
ses données sont collectées grâce au logiciel ResUrgence du SUA de CHRU de Lille. En effet, nous
commençons par analyser minutieusement les données de cette BDDH, puis nous nous focalisons
sur la simulation de notre architecture de résolution dynamique qui est basée sur l’alliance entre la
métaheuristique utilisée dans AMOR et les SMA. Les résultats trouvés prouvent l’intérêt d’adopter
une telle approche pour mieux gérer le problème de tension dans le SUA qui représente notre
terrain d’expérimentation.
5.2 Analyse de la BDDH
Pour analyser l’état de tension dans notre SUA, nous commençons par analyser statistiquement
les données fournies par le logiciel ResUrgences. Pour ce faire, il a fallu comparer ces analyses en
situation de fonctionnement normal (SN) qu’en situation de tension (ST) du SUA. Cette analyse
de données est essentielle pour la détermination des indicateurs clés de la tension. En effet, elle
nous montrera qu’une situation de tension n’est pas seulement caractérisée par des périodes où
la fréquentation des patients est élevée mais également par la combinaison de plusieurs d’autres
indicateurs. Grâce à la collaboration avec les médecins urgentistes nous avons défini un certain
nombre d’indicateurs qui seront détaillés dans les paragraphes suivant.
Les indicateurs possibles : Nombre de patients aux urgences par heure, Le flux d’arrivée de patients, La durée de
séjour, Temps d’attente, Nombre de patients actuellement en unité d’hospitalisation courte durée depuis plus de 24h,
Nombre de patients depuis plus de 10h aux urgences, Temps de passage moyen en fonction du niveau de l’état de
gravité, Nombre de patients ayant eu recours à un examen complémentaire, Nombre d’hospitalisations depuis 3
jours, Nombre de transferts pour manque de places depuis 24h, Durée moyenne d’attente depuis 2h, DTS moyenne,
Le flux d’arrivée de patients, La durée de séjours, Temps d’attente, etc.
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Figure 5.1 – Extrait de la base de données brut 2016-2017 du SUA.
5.2.1 Le flux d’arrivée des patients
Nous pouvons penser qu’un état de tension est directement proportionnel à une importante
augmentation du nombre d’arrivées des patients au SUA. Nous réalisons donc une analyse de
données sur les flux d’arrivée des patients au SUA. Pour cela nous avons un extrait des données
concernant tous les patients passés aux urgences, leurs pathologies, leur heure d’arrivée ainsi que
leur heure de sortie, et les examens qui leur ont été attribués sur un an (figure 5.1).
A partir de cette base de données nous pouvons déterminer quelques caractéristiques liées au
parcours patient au SUA telles que le nombre annuel moyen des visites qui atteint 9610 visites ; le
nombre moyen de fois où le patient a été transféré entre les différentes unités externes et internes
qui ont respectivement atteint 189 et 1694 transferts ; ainsi que la durée d’attente moyenne des
patients qui atteint 144,86 minutes (≈ 2h et 30 minutes). Ce dernier chiffre englobe l’ensemble des
attentes du parcours patient y compris l’attente pour les examens complémentaires et l’attente des
résultats.
Conformément aux données de BDDH, nous notons que le flux d’arrivée des patients au SUA est
totalement aléatoire. Néanmoins, une analyse détaillée de l’évolution des flux des patients exprime
un aspect cyclique et redondant dans les périodes de tension. En effet, le flux aléatoire d’arrivée
des patients dépend en partie de l’heure et de la période d’arrivée ainsi que de certains évènements
épidémiques. Par exemple, nous avons pu constater que la tension est présente souvent en période
hivernale qu’en période d’estivale. Ceci est dû à l’intensification des maladies transmissibles dans
ces périodes telles que la grippe, la bronchiolote, etc.
La figure 5.2 montre la variation des flux d’arrivée des patients au SUA par mois durant l’année
étudiée. Ceci nous permet de déterminer les mois les plus fréquentés dans la base de données
fournie qui sont mai 2017, avril 2017 et octobre 2016. Afin d’affiner nos résultats, nous avons
étudié le flux d’arrivée des patients par jour (figure 5.3). La courbe de la figure 5.3 évolue autour
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Figure 5.2 – Variation du nombre de patients en fonction des mois
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Figure 5.3 – Le nombre d’arrivées de patients par jour
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Figure 5.4 – Variation de la durée de séjour (moyenne par mois)
de la moyenne afin d’évaluer les hausses et les baisses de la demande. Cette courbe nous montre
que la variation du flux d’arrivée du patient est très variable à cause de la présence des oscillations
qui ont été auparavant absorbées par des vues plus macros. Elle nous montre également l’existence
des pics journaliers. Les pics les plus importants sont identifiés aux mois d’avril, mai et septembre.
En outre, le BDDH nous permet d’observer la répartition des patients mais sans préciser leurs
niveau de gravité (CCMU). Un seul indicateur comme le flux d’arrivée des patients ne peut pas
prouver l’existence de tension sur une période. En conséquence et afin de cerner les périodes les
plus impactées par le phénomène de tension nous avons, décidé d’étudier d’autres indicateurs de
performance au SUA.
5.2.2 La durée totale de séjours : DTS
La figure 5.4 montre qu’en novembre 2016, décembre 2016 et janvier 2017, la moyenne de
la DTS est considérablement longue et est de l’ordre de 432 minutes par patient (7 heures et 20
minutes). Ensuite, nous avons poursuivi l’analyse en traitant le nombre de patients dont la DTS
est supérieur à 10h (figure 5.5). Le tableau dans la figure 5.5 montre un ratio en pourcentage qui
exprime le nombre de patients avec un DT S > 10h et le nombre de patient total par mois. Ce ratio
montre que 16% à 18% des patients ont une durée de séjour qui dépasse les 10h pour les mois de
novembre, décembre et janvier. A partir de ce graphique nous notons que les périodes sous tension
sont les mois de novembre, décembre et janvier. Les périodes en situation de fonctionnement
normal sont les mois de février, mars et avril en excluant les mois particuliers tels que la période
estivale. Dans ce cadre, plus la DTS est prolongée, moins les patients en attente sont satisfaits.
Suite à nos différentes réunions avec le personnel médical du SUA et la publication d’un
article dans liberation 1, le SUA du CHRU de Lille a déclaré un état de tension la semaine du 11
janvier 2017, qui a causé le déclenchement du plan blanc. Par conséquent, nous orientons nos
analyses des indicateurs vers cette période de tension. Pendant cette période, nous observons
que les patients sont présents aux urgences pendant des heures, en particulier le TAP moyen
1. https://www.liberation.fr/france/2017/01/11/grippe-plan-hopital-sous-tension-declenche-a-lille_
1540664
5.2. Analyse de la BDDH 111
Figure 5.5 – Ratio du nombre de patients avec (DTS>10) et du nombre des patients total par mois
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Figure 5.6 – Moyenne de la DTS par jour (Janvier 2017)
est égale au 71.8 minutes. Le nombre d’entrées est alors supérieur au nombre de sorties, ce qui
provoque un déséquilibre entre le flux d’entrée et le flux de sortie. Ce déséquilibre provoque
une surfréquentation du SUA et une surcharge de travail pour l’équipe soignante qui peuvent
entraîner une perte de la qualité des soins prodiguée aux patients. Afin de mieux comprendre les
causes de cet état de tension, nous avons étudié la moyenne de la DTS par jours (en janvier). En
effet, la moyenne de la DTS de cette période de tension atteint ≈ 8 heures. La figure 5.6 montre la
moyenne de la DTS des patients dans le SUA par jour pour le mois de janvier. Nous observons qu’un
allongement significatif de la durée de séjour a débuté dès le 6 Janvier et est resté relativement
important à partir de cette date, nous remarquons ainsi l’existence des pics notamment le 13, le 14
et le 24 Janvier.
La figure 5.7, montre la moyenne de la DTS par rapport aux jours de la semaine pour ce mois
de janvier. Nous observons que les patients qui entrent au SUA le vendredi et le samedi restent plus
longtemps que les autres jours. Mais, de manière globale, nous ne voyons pas de différence très
marquée entre les différents jours de la semaine. La figure 5.8 exprime la moyenne de la DTS par
rapport à l’heure d’entrée des patients, nous observons qu’en général les patients qui entrent entre
18 heure et 23 heure restent plus longtemps. Ensuite, la figure 5.9 affiche le nombre de patients
qui entrent aux SUA par rapport au jours de la semaine, ceci nous montre que tous les lundi nous
avons un nombre d’arrivées important, ces informations sont essentielles et peuvent contribuer à
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Figure 5.7 – Moyenne de la DTS par jour de la semaine (janvier 2017)
la prévision de la tension.
Après ces analyses globales sur cette période de tension, nous choisissons de cibler nos analyses
sur la semaine de tension (du 9 au 15 janvier). L’idée est de mieux comprendre et cerner l’évolution
des indicateurs de tension. Nous avons donc étudié sur cette semaine le temps de consultation
moyen restant par patient et par heure. Ce temps de consultation restant correspond à la charge
de travail que le médecin doit réaliser par patient. Puis, nous calculons de la même manière le
temps d’attente primaire TAP (le temps d’attente avant la pemière consultation par un médecin) et
secondaire (le temps d’attente après la première consultation par un médecin) restants. Nous avons
comparé ces indicateurs par rapport à la moyenne obtenue par le mois en question pour observer
les divergences (figures 5.10 et 5.11). Nous observons des forts écarts la nuit du 9 janvier qui sont
dus à une surcharge de travail des médecin qui a engendré l’augmentation de l’attente primaire
moyen par patient. Or, les médecins veulent réduire au maximum ce temps d’attente en raison
de ses conséquences sur l’état de santé du patient. Puis, nous vérifions s’il existe une corrélation
entre le temps de consultation et le temps d’attente primaire. Nous avons comparé ces calculs sur
plusieurs jours sans résultats probants (figure 5.12) ce qui prouve l’existence d’autres indicateurs
qui impactent la tension.
Dans ce contexte et en raison de l’existence des échelles de triage qui définissent le délai
d’attente souhaitable (en fonction de la pathologies de patient) entre l’arrivée du patient et la
consultation médicale (cf.2.4.2). Le dépassement de ces délais exige une réévaluation des patients
engendrant un changement d’ordonnancement au sein du système. Il est important d’analyser
l’état de cet indicateur lors de fonctionnement actuel de SUA.
5.2.3 Le temps d’attente
Nous continuons les analyses avec la durée d’attente moyenne une fois les 2h d’attente dépassés aux
urgences. Une fois que cette attente de 2h est dépassée, la durée d’attente moyenne fluctue entre 8h
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Figure 5.8 – Moyenne de la DTS par rapport à l’heure d’entrée (Janvier 2017)
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Figure 5.9 – Nombre des patients par jour de la semaine (Janvier 2017)
Figure 5.10 – Comparaison des temps de consultation restants moyens par patient et par heure
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Figure 5.11 – Comparaison de la durée d’attente primaire par patient et par heure
Figure 5.12 – Répartition du temps d’attente primaire restant en fonction du temps de consultation restant
(moyenne par patient) Axe des abscisses en heures de consultation restantes Axes des ordonnées en heures d’attente
primaire restantes
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Figure 5.13 – Temps d’attente moyen quand l’attente dépasse 2h au SUA
et 10h comme le montre la figure 5.13. Ceci peut provoquer des conséquences néfastes sur l’état
de santé des patients non traités qui vont avoir leur état de santé se dégrader progressivement
au cours du temps. Pour rendre les résultats plus significatifs, nous avons réalisé un ratio du
nombre de patients dont le temps d’attente dépasse 2h sur le nombre de patients total par mois. Ce
pourcentage atteint les 80% pour les mois de novembre, décembre et janvier. L’attente est donc
significativement prolongée lors de ces trois mois. Suite aux multiples visites du SUA et à l’avis
du personnel médical, nous avons constaté que les niveaux d’état de santé des patients changent
au cours du temps notamment durant le TAP. En effet, plus ce TAP est long plus l’état de santé
du patient s’aggrave nécessitant ainsi une modification de l’ordonnancement des patients dans le
système.
5.2.4 Le nombre de patients urgents
Vu le manque dans le BDDH d’une colonne indiquant le niveau de CCMU des patients qui
arrivent au SUA. Nous avons trié les patients par type de maladie afin d’avoir une idée globale
sur le type d’urgence des patients présents au SUA. En effet, nous avons supposé que les patients
de CCMU 4 sont tous ceux qui ont une situation pathologique engageant le pronostic vital dont
la prise en charge ne comportant pas de manœuvres de réanimation immédiate. Les patients
de CCMU 5 sont ceux qui ont une situation pathologique engageant le pronostic vital dont la
prise en charge comporte la pratique immédiate de manœuvres de réanimation. nous calculons
donc le nombre de patients qui ont le CCMU 4 et CCMU 5 en faisant le filtrage sur la colonne de
diagnostique principal selon les conditions décrites dans le tableau 5.1.
Au final, nous obtenons que le nombre de patients de CCMU 4 est 1078 et que celui de CCMU
5 est 455. Sachant que le nombre de patient total durant notre année d’étude est 113306, le rapport
pour CCMU 4 est 0.01 et celui pour CCMU 5 est 0.004. Nous constatons à partir de ces résultats
que le nombre de patients qui ont vraiment besoin de soins immédiats est minime par rapport
au nombre de patients moins urgents, la figure 5.14 montre bien que la courbe 1 contient le flux
d’arrivée des patients de CCMU 1,2 et 3 alors que la courbe 2 contient le flux d’arrivée des patient
de CCMU 4 et 5 sur l’année d’étude. En effet, la majorité des patients choisit d’aller aux urgences
lors d’une situation de santé imprévue. Cela procure certainement une forte tension à l’hôpital.
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CCMU 4 CCMU 5
insuffisance respiratoire chronique obstructives insuffisance respiratoire aiguë
insuffisance respiratoire sans précision de type 1 insuffisance respiratoire aiguë de type 1
insuffisance respiratoire sans précision de type 2 insuffisance respiratoire aiguë de type 2
insuffisance respiratoire sans précision arrête cardiaque réanimé avec succès
accident ischémique cérébral transitoire, sans préci-
sion
arrête cardiaque, sans précision
accident ischémique transitoire de territoire artériels
précérébraux
asphyxie
accident vasculaire cérébrale, non précisé comme
étant hémorragique
cardiopathie ischémique aiguë
acidose , chocs, brûlure entre 20 et 30, cardionéphro-
pathie hypertensive, avec insuffisance cardiaque, car-
dionéphropathie hypertensive, avec insuffisance car-
diaque et rénale, coma hypoglycémique, coma
fibrillation
Table 5.1 – Types de maladie graves
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Figure 5.14 – Comparaison entre le flux d’arrivée des patients urgents (1) et les patients non urgents (2)
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Figure 5.15 – Distribution cumulative de la DTS entre SN et ST
5.3 Comparaison des IPC en situation normale et en situation de ten-
sion
Suite à l’analyse de la BDDH, nous notons qu’il est assez difficile de collecter des données
exactes et précises, notamment parce qu’il existe de nombreuses données manquantes. Nous avons
choisi de comparer l’évolution de ces trois indicateurs : la DTS, le taux de la CPM et le taux de
ASU en fonction de deux situations ST et SN. L’évaluation de ces indicateurs est nécessaire pour
identifier tout problème au niveau du fonctionnement actuel du système.
5.3.1 Comparaison de la DTS en SN et ST
La figure 5.15 montre une comparaison de la distribution cumulative de la DTS entre les
situations SN et ST. Nous notons que les deux distributions sont très proches pour une durée
de séjour ≤ 450 minutes, ce qui implique qu’en cas de SN, plusieurs patients présentant des
pathologies graves nécessitent un traitement de longue durée. Lorsque la DTS est > 450 minutes,
ce qui explique que la plupart des patients ont une DTS excessive en raison du nombre élevé des
patients arrivant au cours de cette période.
5.3.2 Comparaison de la CPM en SN et ST
La CPM est le taux d’occupation du personnel médical. L’observation de la courbe CPM (fi-
gure 5.16) montre que la nature de l’évolution de la CPM dépend de l’évolution du flux patient au
cours du temps. Nous notons qu’un flux d’arrivée de patients de 5% suivi de 10% supplémentaires
en moins de 20 minutes a provoqué une augmentation de 10% pour la CPM. Cette augmentation
dure plus de 35 minutes, ce qui implique que certains de ces patients ont des pathologies graves
nécessitant un traitement de longue durée. Ensuite, lors d’une augmentation de 15% du flux de
patients, la CPM n’a pas été augmentée, ce qui implique que, dans cette nouvelle vague de patients,
ces derniers n’ont pas de pathologies graves, ce qui a diminué le niveau de la CPM. La même
logique pour le reste de points.
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Figure 5.16 – L’évolution des CPM en fonction du flux de patients et du temps
Figure 5.17 – Distribution cumulative d’ASU entre SN et ST
5.3.3 Comparaison de ASU en SN et ST
L’ASU est le pourcentage de patients qui quittent le SUA avant la première consultation
médicale. La figure 5.17 montre une comparaison de la distribution cumulative du ASU entre SN
et ST. Nous notons que l’ASU dans le ST commence à augmenter dès les 40 premières minutes
d’attente, impliquant que pour des raisons psychologiques, le patient observe que de plus en plus
de nouveaux patients arrivent au SUA. Bien que dans la SN, l’ASU commence à augmenter à partir
de la 70e minute d’attente, ce qui implique que dans la SN, le temps d’attente peut augmenter
excessivement en raison du nombre de patients urgents à traiter en priorité, ce qui augmente
l’indicateur de la CPM.
5.3.4 Comparaison entre ST et SN
Pour améliorer la performance de tout système de santé, il faut d’abord savoir comment
identifier et mesurer correctement les IPC. Les différentes visites effectuées auprès du SUA, les
observations et les discussions avec le personnel médical et la modélisation du parcours patient
prouvent que les indicateurs de performance (DTS, CPM et ASU) comparés entre les SN et ST
peuvent convenir à l’étude de la tension au SUA. Grâce aux courbes de ces 3 indicateurs, nous
concluons que le temps d’attente des patients au SUA peut être excessif dans les deux situations SN
et ST, en raison de l’arrivée massive des patients (PNP, PUNP) dans le SUA impacte la disponibilité
du personnel médical. Ensuite, nous notons que les indicateurs de performance comparés sont
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fortement corrélés à l’apparition de la tension et à la satisfaction des patients. Par conséquent,
ni la communauté scientifique ni les praticiens ne sont en mesure de décider des indicateurs de
performance clés les plus appropriés, chaque indicateur présente à la fois des avantages et des
inconvénients. Par exemple, la DTS donne une vue d’ensemble de la performance du système, mais
ne permet pas de déterminer les forces et les faiblesses locales. Autre exemple, la mesure de l’ASU
dépend de facteurs externes sur lesquels le SUA n’a aucun contrôle. Nous notons également que la
CPM est un indicateur de performance clé crucial pour les niveaux de charge de travail critiques des
médecins, mais il ne donne aucune information sur les opérations de soins restantes à effectuer sur
les patients en cours d’autres étapes importantes du processus (au-delà de la première consultation).
Par conséquent, nous examinons le reste de nos résultats avec la combinaison pertinente des trois
IPC choisis qui sont la DTS, le TAC et la CSR définis auparavant (cf.3.16). Nous soulignerons
l’interdépendance potentielle entre eux afin de cibler certaines mesures quantitatives universelles
de tension dans le SUA. Enfin, nous simulons nos approches d’ordonnancement et d’orchestration
dynamique afin d’améliorer ces indicateurs en cours d’exécution du workflow.
5.4 Synthèse sur l’analyse globale de BDDH
À partir des données et des courbes établies précédemment, nous constatons que la tension au
SUA devient de plus en plus forte. Avec une moyenne de 9443 patients et 1357 types de maladies
en un an le SUA du CHRU de Lille est l’une des urgences les plus surchargées après ceux de Paris
et Lyon. Ceci est dû en partie au fait que les Français ne connaissent pas assez le système de santé
actuel et se dirigent principalement vers le SUA lors d’une complication soudaine de santé. Cette
tension prolonge le temps d’attente ainsi que la durée de séjours. Néanmoins, si certains patients
ne sont pas traités dans les bons délais, leur état de santé peut s’aggraver. Dans ce contexte et suite
à nos analyses de données, nous pouvons souligner trois principales causes du problème de tension
dans le SUA :
• les périodes épidémiques en novembre, décembre et janvier, ainsi que les moments des pics
d’aﬄux par jour, par exemple, il y a plus de patients au SUA entre 18h et 23h en mois de
janvier.
• le patient lui-même, par exemple, le nombre de patients urgents est très faible par rapport
au nombre de patients moins urgents.
• le manque d’outils d’optimisation et de gestion de flux est le problème qui nous intéresse
le plus. En effet, il est nécessaire que le SUA affecte efficacement ses ressources médicales
afin d’optimiser au maximum le temps d’attente. Dans ce contexte, la mise en œuvre de notre
approche de résolution devient primordiale.
Actuellement le SUA du CHRU de Jeanne de Flandre n’ont pas de système d’aide à la décision
ou un système d’information capable de gérer la tension. En effet, le personnel médical accorde la
plus haute priorité de consultation aux patients les plus urgents, puis aux patients préalablement
programmés. Les patients non programmés doivent attendre dans la salle d’attente et parfois dans
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les couloirs sans obtenir un premier temps de consultation prévue, ce qui augmente leur niveau de
stress. Par conséquent, ce fonctionnement engendre un temps d’attente plus long pour les patients
les moins urgents qui sont les plus nombreux au sein de notre SUA. Ceci peut causer certaines
tensions lors d’un flux d’arrivée important de patients. Notre but ultime dans ce mémoire de thèse
est de pouvoir traiter l’ensemble des patients (PP, PNP, PUNP) en même temps afin de diminuer
les attentes et de régulariser les flux patients. Par ailleurs, nous avons constaté que la moyenne du
transfert interne est beaucoup plus importante que le transfert externe. Ceci explique l’importance
de réserver des lits en aval dans le SUA. Néanmoins, ceci n’est pas aussi simple pour des raisons
politiques où le système doit fonctionner avec un objectif de zéro lit vide alors qu’il n’existe pas
d’outil de gestion des lits en temps réel au CHRU de Lille.
L’analyse de la base de données réelle nous a permis d’affirmer l’existence des interférences
entre les trois types de patients (PP, PNP, PUNP). Ce qui implique une mise à jour de l’ordre du
passage de patients au cours de leur prise en charge. Dans l’objectif de gérer cette interférence et
d’atténuer l’ensemble des pics d’activités identifiés lors de l’analyse de la BDDH, il est primordial
d’adopter un outils de gestion, d’ordonnancement et d’orchestration dynamique du parcours
patient au sein du SUA. Dans la suite, nous présentons les résultats de la simulation des approches
d’ordonnancement et d’orchestration afin d’optimiser les trois IPC choisis (DTS, TAC et CSR).
5.5 Simulations et résultats des approches proposées
Dans la présente section, nous décrivons les simulations et présentons les résultats des ap-
proches d’ordonnancement et d’orchestration dynamique. Pour ce faire, nous présentons des
scénarii de petite taille montrant l’intérêt de la gestion des interférences entre les trois types
de patients qui arrivent au SUA. Ensuite, nous détaillons les résultats de la mise en œuvre de
l’algorithme AMOR avec son modèle de chromosome en hypercube. Une étude de comparaison de
ces résultats sera détaillée en conséquence. Enfin, nous testons l’architecture proposée selon deux
scénarii : un scénario de petite taille et un scénario de grande taille. Ces scénarii sont issus de la
BDDH réelle (2016-2017) du CHRU de Lille.
5.5.1 Simulations de l’interférence entre les 3 types de patients
Pour ces simulations, nous avons choisi de se focaliser sur le jour de la tension du 11 janvier
2017. Les processus d’ordonnancement et d’orchestration sont testés par des scénarii à horizon de
5 heures (de 6h00 à 11h00) du jour concerné, sachant qu’en moyenne 13 patients arrivent toutes
les heures au SUA. Il est supposé que seuls 50% de ces patients sont des PNP incluant les PUNP. À
t = 0 on suppose que tous les membres du personnel médical sont disponibles ainsi que tous les
lieux du SUA. Le tableau 5.2 résume le nombre de médecins dans chaque intervalle de temps au
cours de la journée.
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Dès l’arrivée de chaque patient au SUA, un agent PWIA spécifique est attribué à ce dernier,
contenant son parcours patient avec l’ensemble des paramètres de ses soins. Le tableau 5.3 présente
une comparaison de TAC et de la moyenne de la DTS au SUA avec ou sans les approches d’ordon-
nancement et d’orchestration proposées. Ce tableau indique que le TAC avec le fonctionnement
actuel du SUA (pendant ces 5 heures) est souvent élevé par rapport au TAC de notre approche.
Ceci est dû principalement au mode de fonctionnement actuel dans le SUA. En effet, le personnel
médical interrompt les soins en cours d’un patient au profit d’un patient plus grave PUNP et il
ne redevient disponible qu’à la fin du traitement de ce PUNP. En utilisant nos approches, le TAC
moyen diminue de 28,12% (figure 5.18) impliquant une amélioration significative de la moyenne
de la DTS, qui a diminuée également de 16,86% (figure 5.19). Pour mieux comprendre la mise
en œuvre de deux processus d’ordonnancement et d’orchestration, nous détaillons les différentes
étapes de la première ligne du tableau 5.3 en interprétant les résultats présentés dans les 3 gantt
des figures ( 5.20, 5.21 et 5.22). Le tableau 5.4 montre le type de maladies des 9 patients du
scénario de la première ligne. En effet, nous ne sommes intéressés que par la tâche de soins qui
nécessite un médecin, sachant que chaque tâche de soins dure 5 minutes et que chaque patient
de type PP, PNP et PUNP ne nécessite respectivement que 3, 4 et 6 tâches de soins. En fait, le
passage du gantt 1 (figure 5.20) au gantt 2 (figure 5.21) s’effectue grâce à l’utilisation du processus
d’ordonnancement. Par exemple, dans le gantt 1 (figure 5.20) sur les 3 patients qui sont arrivés à
06 :10 (PUPN(P4), PNP(P5), PP(P6)), le personnel médicalma a interrumpu le traitement du PP(P3)
et il s’est occupé du PUNP(P4), ce qui a entraîné une augmentation du temps d’attente du patient
PP(P3) qu’il n’a plus qu’une tâche à effectuer. Grâce au modèle de chromosome qui discrétise l’axe
temps en plusieurs intervalle, le personnel médical ma a traité le PUNP(P4) pendant le premier
intervalle. Dès que le PUNP(P4) n’est plus en situation d’urgence grave, le ma a interrompu son
traitement au profit de la dernière tâche du patient PP(P3). À la fin du traitement de PP(P3), le
personnel médical ma continue le traitement du PUNP(P4) qui est devenu PNP(P4). Ceci est bien
illustré dans le gantt 2 (figure 5.21). Le passage du gantt 2 (figure 5.21) au gantt 3 (figure 5.22) se
réalise grâce à la mise en œuvre de la phase d’orchestration dynamique à base d’agents. Ainsi, suite
à une dégradation de l’état de santé du PNP(P5) à 6h30 (figure 5.21), le protocole de négociation
entre les agents du système se déclenche. En effet, le PWIA spécifique de ce patient (créé dès son
arrivée par le RIA) calcule et met à jour l’évolution de son état de santé, informe l’agent MA qu’il
y a des perturbations. Ensuite, le MA envoie à son tour un message au SOA afin de re-orchestrer
en temps réel tous les patients au profit de ce PNP(P5). Les figures 5.23 et 5.24 présentent un
scénario de deux patients ayant effectué leurs examens complémentaires dans le lieu j du SUA
(eg. radiologie) et ont été transférés ensuite au lieu i du SUA juste pour que le médecin fasse son
dernier diagnostic après lequel il les libère.
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23h-8h 8h-18h 18h-23h
3 médecins 5 médecins 4 médecins
6 Infirmiers , 4 aide soignants, 2 hôtesses
36 box de consultation, UHCD, ZHTCD , Zone de transfert
Table 5.2 – Ressources physiques et humaines du SUA
Patients
Situation
Fonctionnement actuelle notre approche
Phase 1 Les 2 Phases
IPC TAC Moy
DTS
TAC Moy
DTS
TAC Moy
DTS
Intervalle
temporel
PP PNP PUNP PP PNP PUNP PP PNP PUNP
9 6h-7h
4 3 2
30.5
4 3 2
27.7
4 3 2
95 min 70 min 60 min 26.6
8 7h-8h
3 3 2
39.3
3 3 2
31.8
3 3 2
140 min 80 min 75 min 30.6
10 8h-9h
4 4 2
30
4 4 2
28
4 4 2
100 min 80 min 70 min 27
14 9h-10h
4 7 3
47.1
4 7 3
36.7
4 7 3
270 min 225 min 220 min 36
12 10h-11h
4 5 3
38.7
4 5 3
34.1
4 5 3
195 min 160 min 150 min 34.1
Table 5.3 – Simulation de plusieurs scénario
PP(P1) Examen médical général
PP(P2) Carie dentaire
PP(P3) Examen médical général
PUNP(P4) Insuffisance respiratoire aiguë
PNP(P5) Malaise Rhinopharyngite (rhume banal)
PP(P6) Entorse et foulure de la cheville
PNP(P7) Gastroentérites et colites d’origine non précisée
PNP(P8) Douleur au niveau d’un membre
PUNP(P9) Commotion cérébrale
Table 5.4 – Type de maladies des 9 patients du première scénario du tableau 5.3
Figure 5.18 – Comparaison du TAC moyen avec et sans notre approche
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Figure 5.19 – Comparaison de la moyenne de la DTS avec et sans notre approches
Figure 5.20 – Gantt sans notre approche
Figure 5.21 – Gantt avec phase 1 de notre approche
Figure 5.22 – Gantt avec les deux phases de notre approche
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Figure 5.23 – Gantt sans notre approche expliquant le fonctionnement actuel au SUA lorsqu’un patient vient d’un
autre lieu du SUA
Figure 5.24 – Gantt avec notre approche expliquant le fonctionnement lorsqu’un patient vient d’un autre lieu du
SUA
5.5.2 Résultats et simulations du processus d’ordonnancement
Nous avons également utilisé le processus d’ordonnancement seul pour simuler 10 instances
des problèmes générés aléatoirement avec un nombre différent de patients. Ces instances ont été
générées à partir de données réelles. Pour évaluer la performance de l’algorithme AMOR nous
comparons les résultats obtenus par rapport à ceux obtenus en pratique (selon le BDDH) et à ceux
générés par l’algorithme de liste en utilisant des règles de priorité dynamiques.
Le tableau 5.5 présente 10 instances issues de la BDDH pour tester et comparer plusieurs
méthodes d’ordonnancement. Nous avons choisi de mettre les résultats de comparaison dans les
colonnes du tableau relatives à l’algorithme AMOR, l’algorithme de liste et le fonctionnement
pratiqué actuellement au SUA. L’écart entre les solutions lié au temps d’attente cumulé TAC moyen
par patient et par instance (un jour) est présenté à la figure 5.25. Ce tableau montre que la mini-
misation du temps d’attente est associée à une légère augmentation de la CPM en particulier lors
de l’utilisation de l’AMOR (figure 5.26). Grâce au modèle de chromosome utilisé nous pouvons
contrôler l’axe personnel médical pour d’une part changer judicieusement les affectations (person-
nel/patient), et d’autre part ajuster les temps d’inactivités total du personnel médical au profit de
la minimisation du TAC. La colonne du tableau 5.5 relative à l’algorithme de liste présente des
solutions dont les sept premières instances de test sont proches de celles obtenues avec la solution
du fonctionnement actuelle au SUA. Pour les instances 8, 9 et 10, la solution de l’algorithme de liste
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est nettement meilleure que la solution de la pratique actuelle au SUA. Les écarts moyens constatés
entre les solutions atteignent 28.02% en termes de TAC et 6.82% en termes de CPM. Par ailleurs,
l’algorithme de liste utilise des règles de priorité dynamiques pour ordonnancer les patients. Ces
règles dépendent des tâches de soins à faire. Néanmoins, ces tâches de soins sont différentes d’un
parcours patient à un autre, le temps d’attente peut être réduit pour certains patients (pour le
même scénario), tandis que la charge de travail du personnel médical reste la même.
Le tableau 5.6 présente les temps de calcul pour l’algorithme de liste et l’algorithme AMOR.
Afin d’éviter l’aspect aveugle des opérateurs génétiques, nous avons conçu dans AMOR un modèle
de chromosome en hypercube, des opérateurs génétiques contrôlés ainsi qu’une méthode de
recherche locale. De plus, nous avons intégré les solutions trouvées par l’algorithme de liste dans la
population initiale d’AMOR, afin d’accélérer la convergence vers la meilleure solution. L’algorithme
AMOR a été simulé en utilisant la configuration suivante :
• la taille de la population est égal à 30 individus ;
• probabilité de croisement est égal à 0.72 ;
• probabilité de mutation est égal à 0.035 ;
• nombre de génération est égal à 5000.
Les deux tableaux ( 5.6 et 5.5) montrent que AMOR fonctionne beaucoup mieux que l’algo-
rithme de liste en termes de temps de calcul et fonctionne mieux que la pratique actuelle au
SUA ainsi que l’algorithme de liste en termes de temps d’attente. Le temps de calcul d’AMOR est
nettement plus court dans la majorité des cas que celui des autres méthodes. Le tableau 5.6 indique
également que la différence de temps d’exécution entre AMOR et l’algorithme de liste est inférieure
à une minute. Cette différence de temps est suffisante pour permettre à AMOR de générer des
solutions de haute qualité minimisant le temps d’attente des patients, en explorant d’autre espace
de recherche.
Comme mentionné auparavant, le processus d’ordonnancement basée sur l’algorithme AMOR
peut résoudre les problèmes d’ordonnancement réels dans notre SUA, de sorte que le temps
d’attente des patients soit réduit au minimum tout en tenant compte de l’état de gravité des
patients. Le deuxième processus qui est l’orchestration nécessite un système d’information fiable et
une coordination efficace entre le personnel médical. Ceci explique l’utilisation d’un SMA doté des
protocole d’interaction et de négociation entre les agents, afin d’orchestrer et de réorchestrer les
tâches de soins en minimisant les temps d’attente en cours d’exécution du workflow patient.
5.5.3 L’implémentation de notre architecture d’orchestration
5.5.3.1 Le choix de la structure de l’agent
Le besoin de mettre en œuvre des systèmes autonomes multi-composants nécessite une infra-
structure logicielle utilisée comme environnement de déploiement et d’exécution d’un ensemble
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Jour
Nombre de patients Algorithme AMOR Algorithme de liste Pratique actuelle Pourcentage
d’arrivées
PP PNP TAC(min) CPM
(%)
TAC(min) CPM
(%)
TAC(min) CPM
(%)
PUNP (%)
1 8 48 184.77 88.22 249.46 84.46 253.09 82.4 0.56
2 17 50 191.34 78.43 222.89 75.70 225.02 74.16 0.51
3 20 44 207.45 73.70 275.83 66.95 274.38 66.95 0.49
4 28 31 268.65 97.02 369.56 89.81 369.85 87.55 0.59
5 6 58 177.75 88.55 221.65 81.37 222.11 80,34 0.53
6 12 105 261.18 97.13 312.50 92.90 314.20 91.67 0.51
7 12 70 200.34 82.50 237.10 78.28 237.97 78.28 0.65
8 14 38 201.15 93.50 273.36 92.7 278.28 92.7 0.70
9 10 29 250.56 102.52 305.08 94.76 314.41 94.76 0.59
10 18 24 168.84 91.52 204.45 84.97 215.91 83.43 0.80
Table 5.5 – Comparaison des résultats de l’AMOR proposé, de l’algorithme de liste et du fonctionnement pratiqué
actuellement au SUA.
Jour
Algorithme AMOR Algorithme de liste
TAC(min) Temps de calcul
(s)
TAC(min) Temps de calcul
(s)
1 184.77 9.57 249.46 10.50
2 191.34 10.81 222.89 11.74
3 207.45 80.23 275.83 67.67
4 268.65 124.21 369.56 122.87
5 177,75 14.62 221,65 15.65
6 261.18 123.80 312.50 144.40
7 200.34 83.32 237.10 79.20
8 201.15 95.37 273.36 151.10
9 250.56 72.30 305.08 91.97
10 168.84 9.88 204.45 10.71
Table 5.6 – Temps de calcul
Figure 5.25 – Le temps d’attente en fonction du nombre de patients
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Figure 5.26 – La charge de travail du personnel médical en fonction des instances
d’agents. Cette infrastructure s’appelle la plate-forme de développement SMA. Cependant, la
mise en œuvre de tels systèmes s’avère souvent difficile en ce qui concerne le traitement de struc-
tures de données complexes, la distribution, la communication ainsi que le niveau de contraintes
matérielles imposées. De plus, l’IA (intelligence artificielle) est un domaine de recherche extrême-
ment riche et cette richesse induit une grande complexité et une grande multiplicité d’approches
proposées, ce qui conduit à de nombreux modèles d’agents, d’environnements, d’interactions et
d’organisations. Ces modèles sont souvent combinés dans le même SMA. Ainsi, le mieux est de
choisir une plate-forme multi-agent adaptée aux contraintes du système à mettre en œuvre. Il
existe plusieurs plates-formes multi-agents, telles que MadKit, JADE, ZEUS, AgentBuilder, Jack, etc.
Les deux plates-formes qui ne spécifient aucune méthodologie sont JADE et Jack, mais JADE
l’emporte avec plusieurs autres fonctionnalités intéressantes telles que la possibilité d’intégration de
services Web et l’existence d’un support efficace des content languages et ontologies. Par conséquent,
pour le développement de notre système et la simulation de nos approches d’ordonnancement, c’est
JADE (Java Agent Development Framework) qui a été choisi. JADE est un middleware permettant
une mise en œuvre flexible des SMA communicants grâce au transfert efficace des messages ACL
(langage de communication agent), conformes aux spécifications FIPA. JADE est écrit en Java, prend
en charge la mobilité et il est aujourd’hui l’une des rares plates-formes multi-agents offrant la
possibilité d’intégration de services Web [Bellifemine et al., 2005]. D’autre part, JADE tente de
faciliter le développement d’applications d’agents en optimisant les performances d’un système
d’agents distribués.
5.5.3.2 Outils et paramètres
Pour voir les communications et les comportements des agents, JADE propose des outils gra-
phiques (figure 5.27) , qui sont eux-mêmes des agents, tels que l’agent de gestion à distance (RMA),
qui représente l’interface administrative principale Introspector, qui contrôle le cycle de vie de
l’agent, son ACL a échangé des messages et des comportements ainsi que le sniffer qui suit le flux
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Figure 5.27 – La plate-forme multi-agents et les outils utilisés
de communication entre les différents agents du système.
Il existe un dernier outil important sur la plate-forme JADE qui correspond à l’agent facilitateur
d’annuaire, ou DF. Ceci est un service de page jaune. L’annuaire facilitateur est l’agent qui gère
ce service. Ainsi, tout agent fournissant un service doit s’inscrire auprès du DF, et tout agent
recherchant un service particulier doit le consulter.
5.5.4 Résultats et simulations de processus d’orchestration
L’architecture proposée est testée selon des scénarii de petites tailles et de grandes tailles. Le
premier test est utilisé pour évaluer des instances de petites tailles intégrant deux patients, dont
le parcours est modélisé par le workflow et orchestré en tenant compte des approches détaillées
dans le chapitre 4. Le second test mesure la performance d’une orchestration statique par rapport
à celle dynamique en utilisant les données de la BDDH.
5.5.4.1 Scénarii de petites tailles
Nous considérons dans ce test que tous les patients ayant participé à cette expérimentation
suivent le même workflow avec les mêmes tâches de soins qui nécessitent toutes le même temps de
traitement.
L’approche proposée basée sur une orchestration dynamique contrôlée par un agent est testée
avec plusieurs scénarios afin de montrer l’intérêt de notre architecture. Ces scénarii utilisent notre
BDDH. En réalité, le séquencement exact des tâches de traitement et les temps d’attente n’ont
pas été stockés dans le système d’information du SUA. Ainsi, afin d’élaborer le parcours patient,
présenté par le workflow de la figure 5.28 nous avons collaboré avec le personnel médical du
SUA. Ce workflow est composé de plusieurs tâches, comme indiqué dans le tableau 5.7. Pour ces
scénarios, le personnel médical est composé d’un seul médecin et nous avons deux patients qui
nécessitent les mêmes tâches de soins. Dans les tableaux 5.9 à 5.16, les tâches en gras correspondent
aux tâches en cours d’exécution.
• À t = 0
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Tâche Désignation Durée moyenne théorique (mn)
CT0 Enregistrement et triage 5
CT1 Plâtre 60
CT2 Suture 45
CT3 Attente 15
CT12 Examens complémentaires 30
CT31 Consultation en box 10
CT4 Contrôle/transfert 10
Table 5.7 – Tâches du workflow du patient
Figure 5.28 – Le parcours patient
— Tout le personnel médical est disponible : MSAt = {MSAt1} (Mt = 1)
— Nous avons 2 patients qui sont arrivés (Nt = 2). Cette arrivée déclenche la création
simultanée de 2 patients : PWIA0 = {PWIA01, PW IA02} (figure 5.29 et figure 5.30)
Les valeurs des paramètres d’environnement de PWIA0 sont représentées par le tableau 5.8.
En fonction du comportement global du système (figure 4.15), le SOA active son comporte-
ment d’ordonnanceur : PWIA01 est affecté au MSA
0
1. La première tâche CT 0 pour le premier
patient a duré plus de ce qui était prévu ; CT 0 a duré 10 minutes au lieu de 5 minutes.
• À t = 10 : PWIA10 = {PWIA101 , PW IA102 } (figure 5.31 et figure 5.32). Affectation de PWIA102
au MSA101 . Les valeurs des paramètres d’environnement de PWIA
10 sont représentées par le
tableau 5.9.
• À t = 15 : affectation de PWIA152 au MSA151 . PWIA15 = {PWIA151 , PW IA152 } (figure 5.33,
figure 5.34 ). Les valeurs des paramètres d’environnement de PWIA15 sont représentées par
le tableau 5.10.
• À t = 60 : affectation de PWIA601 au MSA601 . PWIA60 = {PWIA601 , PW IA602 } (figure 5.35,
figure 5.36). Les valeurs des paramètres d’environnement de PWIA60 sont représentées par
le tableau 5.11.
• À t = 120 : affectation de PWIA1202 auMSA1201 . PWIA120 = {PWIA1201 , PW IA1202 } (figure 5.37,
figure 5.38). Les valeurs des paramètres d’environnement de PWIA120 sont représentées par
le tableau 5.12.
• À t = 150 : affectation de PWIA1501 auMSA1501 . PWIA150 = {PWIA1501 , PW IA1502 } (figure 5.39,
figure 5.40). Les valeurs des paramètres d’environnement de PWIA150 sont représentées par
le tableau 5.13.
• À t = 180 : affectation de PWIA1802 auMSA1801 . PWIA180 = {PWIA1801 , PW IA1802 } (figure 5.41,
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Figure 5.29 – PWIA01
Figure 5.30 – PWIA02
figure 5.42 ). Les valeurs des paramètres d’environnement de PWIA180 sont représentées par
le tableau 5.14.
• À t = 190 : affectation de PWIA1901 auMSA1901 . PWIA190 = {PWIA1901 , PW IA1902 } (figure 5.43,
figure 5.44). Les valeurs des paramètres d’environnement de PWIA190 sont représentées par
le tableau 5.15.
• À t = 200 : affectation de PWIA2001 au MSA2001 . PWIA200 =∅ (figure 5.45). Les valeurs des
paramètres d’environnement de PWIA200 sont représentées par le tableau 5.16.
Cet exemple illustratif montre que notre approche est axée sur la production d’une orchestration
dynamique pouvant être déployée en tant que système décisionnel fonctionnant en temps réel
dans le service des urgences.
5.5.4.2 Scénarii de grandes tailles
Le but est de tester notre architecture dynamique à trois niveaux à l’aide des instances de tests
qui sont basées sur l’analyse de données historiques issues de notre BDDH et de la contribution
du personnel médical. Dans ce contexte, nous avons mené un certain nombre d’expériences,
avec une taille variable de patients. Dans ces expériences, le PWIA(x) sur l’axe des abscisses
correspond à l’instances du workflow patient au cours du temps, avec (x) correspondant au
t = 0
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA01 0 105 100% 0 null 0 CT0, CT1, CT12,
CT4
0 5
PWIA02 0 90 100% 0 null 0 CT0, CT2, CT12,
CT4
N/A N/A
Table 5.8 – Les valeurs des paramètres d’environnement PWIA0 (la tâche CT0 du patient 1 est sélectionnée pour
exécution)
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t = 10
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA101 0 110 91% 0 CT0 10 CT1, CT12, CT4 0 10
PWIA102 0 90 100% 10 null 10 CT0, CT2, CT12, CT4 10 15
Table 5.9 – Les valeurs des paramètres d’environnement PWIA10 (CT0 est supprimée de la liste des tâches à
effectuer du patient 1 et CT0 du patient 2 est sélectionnée pour exécution)
Figure 5.31 – PWIA101
Figure 5.32 – PWIA102
t = 15
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA151 0 110 91% 5 CT0 15 CT1, CT12, CT4 0 10
PWIA152 0 90 94% 10 CT0 15 CT2, CT12, CT4 15 60
Table 5.10 – Les valeurs des paramètres d’environnement PWIA15 (CT0 est supprimée de la liste des tâches à
effectuer du patient 2 et CT2 du même patient est sélectionnée pour exécution.)
Figure 5.33 – PWIA151
Figure 5.34 – PWIA152
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t = 60
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA601 0 110 91% 50 CT0 60 CT1, CT12, CT4 60 120
PWIA602 0 90 44% 10 CT0, CT2 60 CT12, CT4 15 60
Table 5.11 – Les valeurs des paramètres d’environnement PWIA60 (CT2 est supprimée de la liste des tâches à
effectuer du patient 2 et la CT1 du patient 1 est sélectionnée pour exécution.)
Figure 5.35 – PWIA601
Figure 5.36 – PWIA602
t = 120
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA1201 0 110 36% 50 CT0, CT1 120 CT12, CT4 60 120
PWIA1202 0 90 44% 70 CT0, CT2 120 CT12, CT4 120 150
Table 5.12 – Les valeurs des paramètres d’environnement PWIA120 (CT1 est supprimée de la liste des tâches à
effectuer du patient 1 et CT12 du patient 2 est sélectionnée pour exécution.)
Figure 5.37 – PWIA1201
Figure 5.38 – PWIA1202
5.5. Simulations et résultats des approches proposées 133
t = 150
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA1501 0 110 41% 80 CT0, CT1 150 CT12,
CT4
150 180
PWIA1502 0 90 11% 70 CT0, CT2, CT12 150 CT4 120 150
Table 5.13 – Les valeurs des paramètres d’environnement PWIA150 (CT12 est supprimée de la liste des tâches à
effectuer du patient 2 et CT12 du patient 1 est sélectionnée pour exécution.)
Figure 5.39 – PWIA1501
Figure 5.40 – PWIA1502
t = 180
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA1801 0 110 10% 80 CT0, CT1, CT12 180 CT4 150 180
PWIA1802 0 90 11% 100 CT0, CT2, CT12 180 CT4 180 190
Table 5.14 – Les valeurs des paramètres d’environnement PWIA180 (CT12 est supprimée de la liste des tâches à
effectuer du patient 1 et CT4 du patient 2 est sélectionnée pour exécution.)
Figure 5.41 – PWIA1801
Figure 5.42 – PWIA1802
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t = 190
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA1901 0 110 10% 90 CT0, CT1, CT12 190 CT4 190 200
PWIA1902 0 90 0% 100 CT0, CT2, CT12,
CT4
190 Null 180 190
Table 5.15 – Les valeurs des paramètres d’environnement PWIA190 (CT4 est supprimée de la liste des tâches à
effectuer du patient 2 et CT4 du patient 1 est sélectionnée pour exécution.)
Figure 5.43 – PWIA1901
Figure 5.44 – PWIA1902
t = 200
tdn SUA(P atn) CSRn TACn P CTn DT Sn NCT tn si ei
PWIA2001 0 110 0% 90 CT0, CT1, CT12,
CT4
200 Null 190 200
PWIA2002 0 90 0% 100 CT0, CT2, CT12,
CT4
190 Null 180 190
Table 5.16 – Les valeurs des paramètres d’environnement PWIA200 (La CT4 est supprimée de la liste des tâches à
effectuer du patient 1 et toutes les tâches de soins des deux patients sont maintenant exécutées)
Figure 5.45 – PWIA2001
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Figure 5.46 – Evolution du PGPM (TAC)
nombre d’instances exécutées par patient. L’axe des ordonnées correspond aux valeurs PGPM(IPC)
IP C ∈ {TAC,DT S,CSR} calculées par l’Eq 4.19. Nous considérons dans cette simulation que le
taux d’arrivée des patients respecte la loi de Poisson non stationnaire. Cela signifie qu’il existe un
taux exponentiel différent entre les arrivées à différents intervalles de temps sur une journée (cycle
de 24h). Le taux d’arrivée varie entre 15 et 20 patients par heure.
1. IP C = TAC sur la figure 5.46, nous constatons que le PGPM (TAC) varie de -4% à 3,2% en
excluant les simulations de 15 et 30 patients. La valeur minimale (-30%) de PGPM(TAC)
correspond à la simulation sur 15 patients. Cela est dû au fait que chaque patient dispose
de quatre instances de workflow (correspondant aux tâches déjà réalisées) et que le nombre
d’arrivées est équivalent au taux d’arrivée. Cela signifie que le service des urgences n’est pas
en situation de tension. À partir de 8 instances de workflow et entre 45 et 90 instances des
patients, la ré-orchestration dynamique a bien rempli son rôle en réduisant le temps d’attente
lors de l’exécution du workflow avec PGPM = -4%. Dans ce contexte, le PGPM diminue
malgré l’évolution du nombre d’instances de workflow (de 8 à 10 instances) et du nombre de
patients (de 45 à 90). Par conséquent, la ré-orchestration dynamique conduit à des actions
sous-optimales.
2. IP C =DT S la figure 5.47 représente l’évolution du PGPM pour l’indicateur de la DTS. Nous
constatons que, lorsque le nombre des patients simulés est 15 ou 30 (taux proche du nombre
d’arrivées), le PGPM est négatif pour l’ensemble des instances de patients (de 2 à 10 instances).
Ce phénomène montre l’efficacité de notre orchestration dynamique, en particulier lorsque
le SUA est peu chargé. Au fur et à mesure que le nombre d’instances du workflow et le
nombre des patients augmentent (de 45 à 90), les simulations d’expériences montrent que le
PGPM(DTS)≥ 0 de PWIA(6) à PWIA(10). Cette tendance montre que le nombre d’instances
de workflow augmente avec le nombre de patients, le service des urgences devient en état de
tension et le personnel médical devient surchargé (traitement de longue durée des tâches de
soins), ce qui réduit la possibilité pour l’orchestration dynamique d’optimiser l’indicateur de
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Figure 5.47 – Evolution du PGPM (DTS)
Figure 5.48 – Evolution du PGPM (CSR)
la DTS pendant l’exécution du workflow patient.
3. IP C = CSR sur la figure 5.48, nous remarquons que PGPM(CSR) est toujours négatif (entre
−5 et −0.1), cela signifie que l’orchestration dynamique est très efficace pour réduire la charge
de soins restante, ce qui confirme que tous les patients ont été vus au moins une fois par
le personnel médical. D’autre part, la charge de soins restante (CSR) est un indicateur de
performance très important qui doit être optimisé par une orchestration dynamique pour
plusieurs raisons : 1) aucun patient n’est oublié, 2) tous les patients doivent être vus par le
personnel médical au moins une fois, 3) la recherche du personnel médical adéquatement
disponible pour traiter la tâche de soins en cours d’exécution du workflow, et 4) promouvoir
l’équilibre de la charge de travail du personnel médical.
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5.6 Conclusion
Dans ce chapitre, nous avons montré l’intérêt des approches proposées en utilisant de données
réelles du SUA du CHRU de Lille dans deux contextes différents : l’orchestration dynamique (OD)
et l’orchestration statique (OS). Les résultats montrent que l’OD est plus résistant aux événements
dynamiques tels que : les changements des tâches de soins, les charges de travail du personnel
médical, l’évolution de l’état de santé du patient, etc. L’architecture à 3 niveaux proposée est
déployée en tant qu’un système innovant d’aide à la décision fonctionnant en temps réel dans notre
SUA. Les résultats démontrent l’utilité d’un tel système d’aide à la décision qui est doté d’une
résolution informatisée non seulement afin d’optimiser l’utilisation des ressources humaines et
matérielles mais aussi pour traiter les patients le plus rapidement possible tout en tenant compte de
l’évolution de leur état de santé. Cette optimisation collaborative génère alors de bonnes actions à
adopter en temps réel grâce au protocole d’interaction entre les agents qui ont un objectif commun
qui est lutter contre la tension au SUA.
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Conclusion générale
Le service des urgences est un important service de soins de santé qui représente le goulot
d’étranglement de l’hôpital. Les urgences hospitalières sont souvent confrontées à des problèmes
de tension dans de nombreux pays à travers le monde. L’une des causes de la tension dans les
urgences est l’interférence permanente entre trois types de patients : les patients déjà programmés,
les patients non programmés et les patients non programmés urgents. Cette interférence augmentée
par des effets stochastiques des durées de consultation et des flux aléatoires d’arrivées des patients,
rend la gestion des urgences plus complexe, ce qui empêche toute planification préalable. Les
situations de tension aux urgences ne sont pas faciles à contrôler et posent problème aux patients
et au personnel médical, ce qui implique la détérioration de plusieurs indicateurs de performance
tels que les temps d’attente, la qualité des soins, la durée du traitement, la durée de séjours, etc.
Nous avons donc proposé dans ce mémoire une architecture informatique à base d’agents qui
intègre deux principaux processus : un processus d’ordonnancement et un processus d’orches-
tration dynamique. Une méthode efficace d’ordonnancement à horizon glissant a été développée
en utilisant un algorithme mémétique avec l’intégration des opérateurs génétiques contrôlés. Un
hypercube à 4 axes modélise un chromosome pour tenir compte des 4 dimensions importantes
des urgences : le patient, le personnel médical, le temps et l’espace. Nous avons proposé des
bonnes solutions d’ordonnancements minimisant les temps d’attente et la charge du personnel
médical dans chaque horizon. Dans le deuxième processus, nous avons tenu compte de la nature
dynamique et incertaine de l’environnement des urgences (l’arrivée de patients non programmés,
dégradation de l’état de gravité d’un patient, etc) en actualisant quand c’est nécessaire le calendrier
(proposé par le premier processus) par l’application d’une méthode d’orchestration dynamique à
base d’agents communicants. Cette orchestration qui pilote en temps réel le workflow du parcours
patient, améliore pas à pas les indicateurs de performance durant l’exécution. Ceci est réalisé grâce
à un système multi-agents qui assure la coordination entre le personnel médical pour fournir les
meilleurs soins aux patients. Grâce aux comportements des agents et aux protocoles de communi-
cation, le système proposé a établi un lien direct en temps réel entre les performances requises
sur le terrain et les actions afin de diminuer l’impact de la tension. L’évaluation en temps réel
des IPC devient un besoin important pour tous les services des urgences. En effet, nous avons
proposé une approche qui orchestre et (ré)orchestre dynamiquement les instances du workflow
patient, contrôlées par un agent (PWIA) dont l’état évolue dans le temps. Dans ce cadre, nous avons
développé un algorithme d’ordonnancement et de (re)-orchestration inclus dans le comportement
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de l’agent SOA afin d’optimiser les trois indicateurs de performance (TAC, DTS, CSR) lors de
l’exécution de la PWIA. Notre approche a été testée en utilisant des données réelles de SUA de
CHRU Lille dans deux contextes : Orchestration dynamique (DO) et orchestration statique (SO).
Les résultats montrent que l’OD est plus robuste face aux événements dynamiques tels que : chan-
gements dans les tâches de soins de traitement, charges de travail du personnel, urgences vitales,
etc. L’architecture à trois niveaux proposée est déployée sous la forme d’un système novateur
d’aide à la décision fonctionnant en temps réel au SUA. Les résultats expérimentaux indiquent que
l’application du couple ordonnancement et orchestration permet d’améliorer les indicateurs de
performance grâce au pilotage du workflow de chaque patient par les agents pendant son exécution.
Cette thèse présente de nombreuses perspectives scientifiques et techniques :
• Intégrer dans l’architecture proposée des algorithmes d’IA pour améliorer d’avantage le
parcours patient du début jusqu’à la fin en tenant compte de toute la chaine logistique
inter-intra urgences.
• Développer une bibliothèque d’algorithmes d’optimisation afin que le SOA choisisse (selon
un raisonnement rationnel) l’algorithme adéquat en fonction de la complexité du terrain :
nombre de ressources, nombre de patients, etc.
• Intégrer des algorithmes d’apprentissage afin que les agents s’auto-organisent et s’auto-
adaptent face à des situations de tensions.
• Proposer des protocoles d’évitements des tensions à intégrer dans les comportements des
agents.
• Améliorer l’architecture informatique proposée pour tenir compte de la logistique inter-
urgences et inter-hôpital qui se trouvent dans la même région.
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Méthodes d’ordonnancement et d’orchestration dynamique des tâches de soins pour optimiser la
prise en charge des patients dans les urgences hospitalières
Résumé
Le service des urgences est un important service de soins qui représente le goulot d’étranglement de l’hôpital.
Les urgences sont souvent confrontées à des problèmes de tension dans de nombreux pays à travers le
monde. L’une des causes de la tension dans les urgences est l’interférence permanente entre trois types
de patients : les patients déjà programmés, les patients non programmés et les patients non programmés
urgents. Le but de cette thèse est de contribuer à l’étude et au développement d’un système d’aide à la
décision pour améliorer la prise en charge des patients aussi bien en mode de fonctionnement normal qu’en
mode tension. Deux principaux processus ont été développé. Un processus d’ordonnancement à horizon
glissant en utilisant un algorithme mimétique avec l’intégration des opérateurs génétiques contrôlés pour
déterminer un calendrier optimal de passage des patients. Le deuxième processus d’orchestration dynamique,
à base d’agents communicants, tient compte de la nature dynamique et incertaine de l’environnement des
urgences en actualisant continuellement ce calendrier. Cette orchestration pilote en temps réel le workflow
du parcours patient, améliore pas à pas les indicateurs de performance durant l’exécution. Grâce aux
comportements des agents et aux protocoles de communication, le système proposé a établi un lien direct
en temps réel entre les performances requises sur le terrain et les actions afin de diminuer l’impact de la
tension. Les résultats expérimentaux, mis en œuvre au CHRU de Lille, indiquent que l’application de nos
approches permet d’améliorer les indicateurs de performance grâce aux pilotage par les agents du workflow
en cours exécution.
Mots clés : système de soins, gestion des tensions, ordonnancement à horizon glissant, orchestration, work-
flow collaboratif, système multi-agent, tâche à compétences multiples, logistique hospitalière.
Abstract
Title : Scheduling and dynamic orchestration methods of care tasks to optimize the management of
patients in hospital emergency department
The emergency department is an important care service that represents the hospital’s bottleneck. Emergen-
cies often face overcrowding problems in many countries worldwide. One of the causes of the emergency
department overcrowding is the permanent interference between three types of arriving patients: already
programmed patients, non-programmed patients and urgent non-programmed patients. The aim of this the-
sis is to contribute to the study and development a decision support system to improve patient management
in both normal and overcrowding situation. Two main processes have been developed. A rolling-horizon
scheduling process using a memetic algorithm with the integration of controlled genetic operators to deter-
mine an optimal schedule for patient. The second dynamic orchestration process, based on communicating
agents, takes into account the dynamic and uncertain nature of the emergency environment by continually
updating this schedule for patient. This orchestration monitoring in real time the workflow of the patient
pathway improves step by step the performance indicators during the execution. Through agent behav-
iors and communication protocols, the proposed system has established a direct real-time link between
the required performances and the effective actions in order to decrease the overcrowding impact. The
experimental results in this thesis, implemented at the Regional University Hospital Center (RUHC) of Lille,
justify the interest of the application of our approaches to improve the performance indicators thanks to the
agents driven patient pathway workflows during their execution.
Keywords: heath care system, overcrowding management, rolling horizon scheduling, orchestration, col-
laborative workflow, multi-agent systems, multi-skill tasks, hospital logistics.

