§ 1. Introduction.
It is well known as Hartogs-Osgood's
theorem that for a relatively compact domain D in Cn (n >_ 2) with the connected boundary aD every holomorphic function in a connected neighborhood of d D is continuable to D. In [21] , Rothstein gave an analogous continuation theorem of analytic sets in domains in Cn with suitable convexity conditions.
In this paper, we attempt to generalize his results to the case of analytic sets in complex spaces'.
As in the proof of Hartogs-Osgood's theorem [7] , we consider a realvalued function v such that for any p an analytic set M in {v > v(p)} is continuable to a neighborhood of p (local continuability) and assert inf A= -co for the set A of all A satisfying that M is continuable to {v> 2} (global continuability).
For the study of local continuability, Rothstein restricted himself to the case of grad v 0. His results are insufficient for the study of the global continuability of analytic sets in complex spaces.
With some improvements in his arguments, we shall first prove the following local continuation theorem.
If an open set D in a complex space X is *-strongly s-concave at p in X (see Definition 2.8), every purely (s+1)-dimensional analytic set in D is con.-tinuable to a neighborhood of p.
The first four sections are devoted to the proof of this theorem. In § 2,
we define several kinds of convex functions and convex open sets in a complex space and give some elementary properties and the relations of these convexities.
In § 3, we state the definition of the continuation of analytic sets in order to avoid misuse and ambiguity of terminology.
As in case of holomorphic functions, we need the theorem of identity for irreducible analytic sets. Using this, we give some general properties on the continuation of analytic sets (~ 3, 2° and 3°). The proof of the above local continuation theorem can be reduced to the study of a special complex space X which is 1) In this paper, a complex space means e3-Raum" in the sense of Grauert-:Remmert [10] and is always assumed to be 6-compact. We investigate the continuability of analytic sets in D to X in § 4 and accomplish the proof of the above theorem in § 5. 2. Using these arguments, we can generalize the local continuation theorem of holomorphic functions given in the previous paper [7] to the case of complex spaces as follows :
Let D be an open set in a complex space and *-strongly s-concave at p in x. If X is normal and dime X >_ s+l, or dihp X >_ s+l, every holomorphic function in D is continuable to a neighborhood of p.
Moreover, we can prove similar continuation theorems of vector-valued holomorphic functions by the author [6] , meromorphic functions using E. E. Levi's continuity theorem and its improvement by H. Kneser and holomorphic mappings into a Stein space by Kerner's Lemma ([13]) or into a relatively compact weakly 1-convex open set in a K-complete space by the method of Andreotti-Stoll [3] in § 6, 1 ° and 2°.
Rothstein treated the continuation of Cousin-II distributions in his paper [20] . With a Cousin-II distribution u on a complex manifold we can associate two holomorphic distributions Un and ud, which are identified with the coherent analytic sheaves of principal ideals of holomorphic functions. The study of the continuability of u is reduced to that of principal analytic sets, disregarding the vanishing order of holomorphic functions. We prove the following proposition :
If X is a complex manifold and an open set D in X is *-strongly (dime X --2)-concave at p , every Cousin-II distribution on D is continuable to a neighborhood of p ( § 6, 3°).
It is desirable that we shall have the local boundary conditions for the continuability of coherent analytic sheaves over complex spaces.
3. For the global continuability, we get the following theorem : Let X be a complex space, v a *-strongly s-convex function on X (see Definition 2.5) and B an open subset of X satisfying that 1 ° for any A B {v> 2} C X i. e. B n {v> 2} is relatively compact in X and 2° for p aB and any locally analytic set M with dime M>_ _ s+1 M--B intersects {v > v(p)}. Then every purely (s+1)-dimensional analytic set in a neighborhood U of aB is continuable to U U B.
For example, if a finite-dimensional complex space X is K -complete, there exists a *-strongly 1-convex function on X and every relatively compact weakly 1-convex open set B (see Definition 2.8) has the desired properties. Therefore, for these X and B, every analytic set M in X--B is continuable to X if M has no irreducible component of dimension at most one.
We have also the analogous continuation theorems of holomorphic mappings, meromorphic functions and Cousin-II distributions under the suitable conditions corresponding to the above local boundary condition (~ 7). According to Kasahara [12] , we call a sheaf ~A to be hard if the theorem of identity holds for each sections of (Definition 8.1). Holomorphic functions, holomorphic mappings and meromorphic functions etc. give examples of hard sheaves.
In § 8, putting together our results and Kasahara's methods ( [7] and [12]), we get the following generalization of Hartogs-Osgood's theorem for these sheaves.
Let X be a purely n-dimensional normal complex space and v a *-strongly (n-1)-convex function on X which satisfies that each connected component of the set {2 <_ v _< p} is compact for any 2, ~c (2 < a) and is represented as v = v'z by a nowhere degenerate holomorphic mapping z of X into a purely n-dimensional complex manifold Y. If for an open set D in X and a compact subset K of D, D--K is connected, every holomorphic function and meromorphic function etc. in D--K are continuable to D.
In case that X is not normal, we have some similar results by considering the normalization (Theorem 8.5). § 2. Convex functions and convex open sets in a complex space.
1. Let X be a complex manifold of dimension n and v a real-valued differentiable function of class C2 on X. At a point p in X the number of positive or negative proper values of the Hermitian matrix a((-Z-) We give the following lemmas on strongly s-convex functions for later uses.
LEMMA 2.2. Let v be a differentiable function of class C2 in a neighborhood of the origin in Cn for which -a2 2 is Positive definite. Then a ziaz j o s<i, j5n we can take a neighborhood U of the origin and a positive real number o such that for any holomorphic functions w1, ••• , wn on U with I wi-z1 I _< a (1 _< i _< n) 2 {w1, ••• , wn} is a system of local coordinates at q and v is aw iawj q s<_i, j<n positive definite for any q in a suitable neighborhood V of the origin (V c U).
PROOF. By Cauchy's inequality, for any domains U' and U" with U'
C U" C U there exists a positive real number such that a f < sup I f (z) I a z~ zEU" on U' (1 _< i <_ n) for any holomorphic function f on U. Thus, holomorphic functions w1, • • , wn sufficiently near to z1, • • • , zn satisfy a(wl' • ' wn) * 0 a( zl~ ... , Z,) o and hence they constitute a system of local coordinates in a neighborhood of the origin. On the other hand, the proper values of a Hermitian matrix vary continuously with its components.
The last assertion follows from the relation (1). LEMMA 2.3. Under the same assumption as above, we take a function . Taking (ii) If v is a strongly (or *-strongly) s-convex function on a complex space X, the restriction v 1 Y of v to an arbitrary complex subspace Y of X is also strongly (or *-strongly) s-convex on Y.
(iii) Let z be a holomorphic mapping of a complex space X into another complex space Y and v a 'i-strongly s-convex function on Y. If r = dime r-1z(p)A yr is *-strongly (r+s)-convex at p.
Indeed, we can take a nowhere degenerate holomorphic mapping cp' of a neighborhood U of p into a domain D' in Cn' and a strongly (r+s)-convex function v' on D' with v=v'cp' on U' as follows. By Definition 2.5, v is represented as v = "v~o for a suitable nowhere degenerate holomorphic mapping of a neighborhood U of p into a domain D in Cn and a strongly s-convex function v" on D. Since dime (cpz)-1(yoz)(p) = dime r-1z(p) = r, we can find r holomorphic functions cpn+~, • • • , co +r in a neighborhood U' of p (U' C U) such that the mapping cp' = cpz X (con+1, • • • , Wn+r) of U' into Cn~' is nowhere degenerate on U'. Now we define the canonical extension v' of v putting v'(p1i p2) = v(p1) for any (p1i p2) D X Cn, which is strongly (r+s)-convex on D' = D X Cn. These cp', v' and D' have the desired properties. PROPOSITION 2.7 (Maximum Principle). A *-strongly s-convex function v on a complex space X cannot take its maximum at any interior point p of X with dime X >_ s.
PROOF. Assume that X is of dimension at least s at p. According to Definition 2.5, we take a nowhere degenerate holomorphic mapping cP of a neighborhood U of p into D in C' and a strongly s-convex function i on D with v = ixp. Making U and D sufficiently small, we may assume that cp maps U properly onto an analytic set in D (cf. Remmert [17] ). By the assumption, we have dime X= dim,() cp(U) >__ s. On the other hand, v is strongly plurisubharmonic on L = {z1= = zs_r = 0} for suitable local coordinates z1, • • , zn (co(p) = (0)) and hence on the analytic subset cp(U) L. Since dims() cp(U) n L > s-(s--1) =1 and v" is not constant on any irreducible component of co(U) n L, v" cannot take its maximum on cp(U) n L at the origin by the maximum principle of a plurisubharmonic functions (cf.
[9] and [7] Lemma 3 p. 185). Consequently, v cannot take its maximum on U at p, q. e. d. Now we define several types of open sets in a complex space X. DEFINITION 2.8. For a positive integer s, an open set D in X is said to be 10, strongly s-convex (or s-concave) at a point p in X if we can take a strongly s-convex function on a neighborhood U of p such that D n U = {v < v(p)} (or D n U = {v > v(p)}, respectively), 2°, *-strongly s-convex (or s-concave) at p if in 1° we can take a *-strongly s-convex function on U instead of the above v, 3°, analytically s-convex (or s-concave) at p if there exist s holomorphic functions f1, ... , f S in a neighborhood U of p such that for the level set Lp(f1, ... , f3) = {q U : f1(q) =f1(p), ... , f3(q) =fs(p)} Lp(f1, ... , f8) ( PROOF. For brevity, we denote " strongly s-convex ", " *-strongly s'-convex" and "analytically s"-convex " etc. by the symbols 1,', 2s, and 3s" etc.. 1. For the description of the continuability conditions of analytic sets, it is convenient to introduce the notion of analytic set germs on an arbitrary set. For a set M in a complex space X we shall say M to be analytic at a point p of X if there exists a neighborhood U of p such that U n M is an analytic subset of U and to be analytic on a set E (~ X) if M is analytic at each point of E. An analytic set on E is also analytic in some neighborhood of E. A locally analytic set M is nothing but an analytic set on M itself.
For two analytic sets M and N on E, if there exists a neighborhood D of E such that both M and N are analytic in D and Mn D = Nn D, we shall say M and N define the same germ on E, or M is equal to N on E, and denote this by Mf E = NJ E or simply MI P = NI p in case of E = {p}. If E is open, we may consider M E = Mn E. Without ambiguity, we can define the intersection Mn N and the inclusion M N of two analytic sets M and N on E. Moreover, if a family {A1} of analytic sets on E is locally finite, namely, for each point p of E there exists a neighborhood U of p such that Ma n U ~ for only finitely many a, the union kJ Ma is also an analytic set on E which a is uniquely determined independently on the choice of representatives. If an analytic set on E cannot be decomposed into the union M= M1 U M2 with MZ I E * MI E (i =1, 2), we call M to be irreducible on E. By an irreducible component of MI E we mean a maximal element of those analytic subsets of MI E which are irreducible on E. As is well known, we can decompose an analytic set in an open set into the locally finite union of its irreducible components and an analytic set at a point into the finite union of them. Easily we see jr 1(Mn E) = jr 1(M1 n E) U p-1(M2 n E) and er1(M1 n E) n r1(M2 n E) = ~b. Since each p-1(M1 n E) is closed in M, this shows 1 r1(Mn E) is disconnected. Conversely, if p-1(Mn E) is disconnected in M we can find two q.e.d.
2. DEFINITION 3.2. Let X be a complex space and E a subset of X. We shall call an analytic set M on E to be con tinuable to a set E' if there exists an analytic set M' on E U E' with M' ! E = M! E. Then M' ! E' is called a continuation of M to E'.
If Mn E n (E'-E) _ ~b, M is obviously continuable to E'. Indeed, we can take a neighborhood U of E'-E with Un Mn E = ~b and a neighborhood D of E such that Mn D is analytic in D. Then Mn D is analytic in the neighborhood D' = D U U of E U E' and (Mn D)! E' is a continuation of M to E'. An analytic set M on E can be decomposed as the locally finite union M= U 1W of purely k-dimensional analytic sets Mk on E and hence M is k continuable to E' if and only if each Mk is continuable to E'. For the study of the continuability of analytic sets, there is no loss of generality if we restricted ourselves to pure-dimensional analytic sets and any continuation of a purely k-dimensional analytic set is assumed to be of pure-dimension k. In the rest of this section, we study the continuability q. e. d. REMARK. As a partial converse of this proposition we can assert that if every analytic set on a set E is continuable to E' (E E'), then every irreducible analytic set on E' is irreducible on E.
Indeed, if some irreducible analytic set M' in E' is decomposed as M= Ml U M2 on E with MI I E MI E (i=1, 2), the analytic set Ml on E is not continuable to E'. For, any analytic set Ml on E' with Ml l E MI E must include the total set M I E' by Lemma 3.1. We cannot take any Mi with Mil E = Ml I E.
3. Even if an analytic set M in D is continuable to each point in a subset E of aD, we cannot necessarily assert that M is continuable to E (Stoll PROOF. By definition, for any p in E there exists an analytic set M(p) in a neighborhood U(p) of p with M(p) n D = Mn U(p). Then we can take two locally finite open coverings u = { U2} and U' = { U'} of E such that U' C U1 for any i and each U1 is included in some U(p) (p E E), say p = pi. We denote the analytic set M(pi) n U' by M2. We want to show the set M' = U M, is a continuation of M to E. Obviously, M' n D = M. It suffices to show M' is analytic on E. Take an arbitrary point q of E. Rewriting the indices of U1, we may assume q E Ui n f1 U' and q U U'. Then we can find a neigh- 
The set M' n V (q) = M(p1) n V (q) is analytic in V (q). This completes the proof. q. e. d. § 4. Some properties of special complex spaces.
1. Before we state general continuation theorems, we give some properties of holomorphic functions and analytic sets in special complex spaces.
We take domains ;
in Ck, where If a-1rP is homotopic t0 r' in G-M, r is homotopic to a2'3', which is contained in G-M.
Thus it suffices to prove Lemma 4.1 for the curve 1(t) with r(0) =1(1)=b.
Moreover, M may be assumed to be a principal analytic set in G' defined as zeros of a holomorphic function f in G'. Indeed, since G' is a domain of holomorphy, we can take a holomorphic function f (z1, ... , zk) in G' with f 1s 0 and ML {f= 0}. By the above argument, the given curve 1(t) satisfies r(0) =r (1) {f= 0}. We cover r(t) by finitely many simply connected subdomains U1,.., •Ut of G' with UL n M= ~5 and U1 n Ui+1 ¢ (1 < i < t-1). Since each U1-{f=0}
is a connected open subset of G', it is easy to take a curve contained in G'-{f=0} homotopic to 7(t). Without loss of generality, we may assume M= {f=0}.
The holomorphic function f is expanded in the Hartogs series f (z1, ... , zk) = u av(z2, .
•. , zk)zi y=o N in G', where av(z2i ... , zk) are holomorphic on G = { z2 I <P2' • • , I zk I < Pk} . The assumption of f 0 implies some ayo (z2i • • • , zk) does not vanish identically. Then we see easily the canonical projection 7r of M into the (z2, ... , zk)-space is nowhere degenerate on Mn {a~o(z2, , zk) ~ 0}. By S, we denote the union of the singular locus of M and the set of all regular points of M at which the Jacobian of ~r vanishes.
The set S is a thin analytic subset of Mn {ago * 0} and ir is locally biholomorphic on Mn {ayo ~ 0} -S. Next, we shall show the given curve r(t) = (r1(t), • • • , rk(t)) may be assumed to have the properties (i) r(0) = r(1) and I r1(0)--a, I < si (2 _< i < k) (ii) Mn {z2 --7 2(t) = • • • = zk -rk(t) = 0} is a discrete set and (iii) for some p' with p1 > p' > o {1z11 <_ p'} n Mn {z2-r2(t) = ... = zk-rk(t) = O} n r 1ir(S) = ~b. According to Grauert [8] (Satz 10 p. 251) 2c(S) cannot cover any non-empty open subset of N G. We can find a point b = (b1, • • • , bk) in G with I b1-a1 I < si (2 < i <_ k) and b r' r(S). We may assume the given curve r(t) satisfies r(0) = r(1) = b by the above argument and hence the prorerty (i). Moreover, as in the proof of the first part, r(t) is homotopic in G'-M to a curve contained in {ayo 0}
We may consider the curve r(t) to satisfy this condition and hence the property (ii). Now for the given curve r(t) = (r1(t), • • • , rift)) we take a real number p' with p1 > p' > sup r1(t) (p' > o) and a relatively corno_t_i v pact subdomain D of G n {ayo 0} including r({r(t) ; 0 <_ t <_ 1}). Since every point p of Mn {ayo 0} has a neighborhood U of p such that Un r 12r(S) is a thin analytic set, the set ~r-1ir(S) n ({ I z1(<_ p'} x D) is included in a finite union of locally thin analytic subsets of G'. We can find easily a curve r' in ({ z1 , < p'} x D)-M homotopic to r with Y(t) E Tc-11r(S). This shows the given curve may be assumed to have the property (iii).
For the curve with the above properties the proof of Lemma 4.1 is similar to [7] Lemma 5. Take the set ET of parameters (0 < _< 1) such that there exists a curve r?(t) = (if (t), ... , rk(t)) in G' -M homotopic to r(t) with the above properties (i)~(iii) and moreover (iv) for some sequence zo = 0, 21, • • • , Z2r = Z(zj < v1'1) TT(t) G-M if r21 t z-2+1 (0 <_ j <_ r-1) and Tar(t) = 2r1(v) if r2j_1 <_ t <_ z2; (1 <_ j <_ r) and 7r(t)=1(t) if t >_ z. Suppose zo =sup ET < 1. By the assumption (ii) { z1 < p'} ~, M,n 7r-12r(r(zo)) has only finitely many points. We denote them by p~ = (c1, r2(zo), rk(zo)) (1 < l < s). According to the assumption (iii), in a suitable neighborhood of each pl, M is represented as M : z1= cb' (z2, ... , zk) where cL is a holomorphic function in a neighborhood of ~(r(zo)). Then we can take a neighborhood T = {t; I t-v0 I <s} of zo and sufficiently small open discs B1 with centers c1 (1 <_ l <_ s) in the z1-space such that (a) B1 n Bm = ~5 (1 ~ m), (b) {(z1, r2(t), ... , rk(t)); I z1 I <p', z1 B1, t T } n M= c for any 1, (c) r1(t) B1 for any l and t T, and (d) Bl { I z1 I <o} for any 1, B~ {o < I z1 I < p1} if I cl I > o and B1 { I zi I <p'} if I c1 I <p'. By the definition of zo we can find a curve 1r(t) with the above properties (i>-'(iv) for some z T. After a suitable deformation 7r(t) may be assumed to satisfy rl (t) E U Bz lnl_<_s for any t [V2~_1, r231 (1 <_ j < r) and I r1(z~) I > o (0 < j < 2r). Moreover, we can reparametrize so that r1(rj) I <p' for any t [22 j_1, z2 j] by the addition of some v. Now we define a new curve rz'(t) homotopic to r(t) for some z' E (z0, v +e) as follows. We join the curve segment 1T(t) (0 <_ t < v1) with the segments (ri(Z1), r2(t), ... , rk(t)) z < t _< v', (rl (t), Y2(z'), ... , rk(z')) Z1 t < V2,
(ra(t), ra(t), ... , rk(t)) Z2r-2 t C 22r-1
and r(t) t >_ z'. Then we can parametrize the obtained curve so as to satisfy Z' E E'. This contradicts the definition of r. Thus zo =1. For v' 9 sufficiently near to 1, the curve rT' is contained in G-M. This shows Lemma 4.1.
q. e. d. 2. LEMMA 4.2. Let X be a complex space and ~b a proper nowhere degenerate holomorphic mapping of X onto G'. If X is irreducible, then cf-1(G) is irreducible and therefore connected.
PROOF. By the assumption, ~b is locally biholomorphic on X-E, where E denotes the thin analytic subset ~b-icb(S) of X for the union S of the singular locus of X and the set of those regular points of X at which the Jacobian of cli vanishes. From the irreducibility of X, the set X-E is connected and hence any point p and q in cf-1(G)-E can be joined by a curve a(t) contained in X-E.
Applying Lemma 4.1 to the analytic set cb(S), we can find a curve r' contained in G-cb(S) which is homotopic to r = cba in G'-~b(S). Obviously, the lift of r' to X-E is a curve in cf-1(G)-E joining p and q. This shows the connectivity of c-1(G)-E and hence the irreducibility of cf-1(G). q. e. d. PROPOSITION 4.3. In the same situation as above, if X is normal, every holomorphic function on clri(G) is continuable to the whole space X.
PROOF. We may assume X is irreducible. As in the proof of Lemma 4.2, we note cfi is locally biholomorphic on X-E for a thin analytic subset E of X. Furthermore, for any point p in G'-cb(E), cf-1(p) consists of finitely many points 61(p), ... , a (p), where t is independent of p. Take a holomorphic function f on cf-1(G). As usual, constructing elementary symmetric functions of some of { f o'1i , f}, we can find a pseudopolynomial P(w; z1, ... , zk) = ws+a1(z)ws-1+ ... +as(z) with coefficients al holomorphic in G such that the discriminant d(z) of P does not vanish identically and P(f (p) ; gy(p)) . 0 in cf-1(G). It is easily shown by Laurent expansion that every holomorphic function in G is continuable to G'. Therefore, each a1 has its continuation ai to G' and we obtain a pseudopolynomial P'(w ; z1, ... , zk) = ws+al(z)ws-1+... +as(z)
Then the discriminant d'(z) of P' does not vanish identically, because d(z) = &(z) * 0 in G. We put M= {d' = 0} U cb(E). The function f is holomorphi cally continuable along any path in X--cf-1(M) remaining a solution of the equation P' = 0. Consequently, we get a possibly many-valued holomorphic continuation f' of f to X--~-1(M). Assume f' is not single-valued. Then we can take a closed curve a(t) (0 <_ t <_ 1) in X -cf-1(M) such that the continuation of a branch of f' along a from a(0) to a(1) has the germ at a(1) distinct from the original germ at a(0). Without loss of generality, we may assume a(0) = a(1) ~fr~1(G). Then, by Lemma 4.1, the curve r = c'a in G'-M is homotopic in G'--M to a curve r' contained in G-M and hence a is homotopic in X-cfr'(M) to the lift j9 of r' which is contained in c-1(G-M).
The continuation of the above branch of f' at a(0) = /3(0) along j3 to p(1) has the same germ at a(1) = j3(1) as the con4 tinuation along a. This contradicts the single-valuedness of the original f inn c-1(G). Therefore f' is a single-valued holomorphic function in X-c-1(M).. Since f' is locally bounded in X, we get a holomorphic function f' in X by Riemann's theorem on removable singularities. f' is equal to f in cb 1(G) by Lemma 4.2 and the theorem of identity.
q, e. d.. 1. Let D be an open subset of a complex space X and *-strongly s-concave at a point p in X. Our object in this section is to study the continuability of analytic sets in D to p.
To this end, we need the following LEMMA 5.1 (Grauert).
Let 9t be a countable family of locally analytic sets in a complex space X and cp = (col, ... , con) a nowhere degenerate holomorphic mapping of X into Cn. Then for any positive real number there exists a nonsingular matrix (at) of type (n, n) such that 1 ai j I < (i ~ j) , I a1z-1 I < s (i, .j =1, 2, ... , n) and for holomorphic functions cpz!= a1j~o1 (1 <i < n) the holomorphic mapping For the analytic set Mgr we can choose a system of local coordinates 2 zi = bijuj (1 ~ i < N) such that ((__-V is positive definite on {z3 1j<_N aziazj q = z3(q) , ... , zk = zk(q)} for any q in a neighborhood W of cp(p) and the holomorphic mapping (W 1i , (pk), Wi = zi(p, is nowhere degenerate on U2 n M2 for some neighborhood U2 of p. Without recourse to the mapping z, we can define the mapping c2 = cc and domains G x Z and G' x Z in Cn (n =N) with the desired properties by the same method as above.
q. e, d. REMARK. In Lemma 5.2, we can find G = Ga(v) (v =1, 2, ..•) as the above domain G such that lim a= 0 (2 < i < k) for a= (ar, ... , ak'). In fact, it suffices to take a2' = 1 , a= ... = ak' = 0 for sufficiently large vo. v -~-vo 2. Now, we have the first main theorem. The uniqueness of the continuation of M to p is an immediate consequence of Proposition 2.9 and Corollary 3.5.
q. e. d. COROLLARY 5.4. In the above situation, if at a point p, X is irreducible and of dimension k = s+l, there exists an arbitrarily small irreducible neighborhood U of p such that U is mapped onto G' by a proper nowhere degenerate holomorphic mapping ~b and cb 1(G) D is valid, where G and G' are domains as defined in §4, 1'.
Moreover, for such neighborhood U of p, Dr U is irreducible and any s-dimensional analytic subset of U intersects D.
PROOF. In Lemma 5.2, we take D for the analytic set M. Then Lemma 5.2 implies that there exists a (not necessarily open) neighborhood U of p which can be decomposed as U = U1 U U2 such that for each i (=1, 2) U~ is mapped onto G' by a proper nowhere degenerate holomorphic mapping ~bi with c1(G) D. Since X is irreducible at p, we can take an irreducible neighborhood U of p with the above properties.
Then, by Lemma 4.2, 4 = clr'(G) is irreducible.
On the other hand, each irreducible component of D n U intersects 4 as in the proof of Theorem 5.3. Thus D n U is irreducible by Lemma 3.1. Now we shall prove the last assertion. Take an s-dimensional analytic set N in U. The image cb(N) of N by the nowhere degenerate proper holomorphic mapping rb is also an s-dimensional analytic set in G'. If cb(N) n {o < z1 I < P1, I z2 ( < P2, ••• , I zkl < pk} _ c5, the canonical projection r of cb(N) N into the domain G = { z2 < P2, • • zk I < pk} in Ck-1 is proper nowhere degenerate.
Then, since 7r is open and closed, we have ncb(N) = f j z2 I < 92' • , I zk < Pk}. Therefore, c5(N) intersects { z1 I < P1' z2-a2 I < ~2i • zk-ak I < ~k} . In any way, cb(N) n G ~ ~7i and hence N n D n U ~ ~5.
q. e. d. 3. In Theorem 5.3, provided k = s, the conclusion is false. We give some counter examples. is a holomorphic function in { j z J > 1} with I, B(z) 1 < 1 and the set { I z J =1} is the natural boundary. Now we consider the set N : _ {(z, w) ; w = B(z) in D} which is a purely 1-dimensional analytic set in D. We can find a real number A (0 < A <2) and a point p in { j z 12+l w j2 = A} such that N has a continuation N' in the domain D = { j z j+ w 12 > A} and N' is not continuable to a strongly 1-concave boundary point p of D. Otherwise, N is uniquely continuable to the whole space C2 (c.f. the proof of Theorem 7.1 in § 7). By N*, we denote the continuation of N to C2. Then the canonical projection r of N* to the z-plane is locally biholomorphic on N* except an at most countable set {b~ ; i =1, 2, •.•}. In a neighborhood of each q=(z0, w0) E N*-{bi} N* is represented as w = xq(z), where xq(Z) is a holomorphic function on some neighborhood of zo with xq(zo)=w0. For a point q in M, we have to take x2(z) = B(z). Therefore we see xr(z) = B(z) at any point r which can be joined with q by a curve in N* disjoint {b,}. Consequently, the function B(z) is holomorphically continuable along a curve intersecting { I z I =1}. This is a contradiction.
From the above proof, we can also assert that there is no purely 1-dimen-.
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sional analytic set which includes N. The analytic set N in D is not con tinuable to C2 even if we consider the possibly many-valued continuation.
6. The continuation of holomorphic mappings, meromorphic functions. and Cousin-II distributions. By the assumption of dihp X>_ s+1, dimq X>_ dihq X>_ s+1 for any q in some neighborhood. If dim (SN(f') (\ U) >_ s, then SN(f') n D * ~b by the above assumption. This is a contradiction. Thus dimq SN(f') <_ s-1 < dihq X--2 for any q in U. Then the holomorphic function f' in U-SN(f') is continuable to U by Scheja's generalization of Riemann's theorem on removable singularities (Sche ja [22], p. 359). Consequently, SN(f') n U = 0, namely, f' is holomorphic on U.
q. e. d. COROLLARY 6.3. If X is normal and dime X >_ s+1, or dih~ X >_ s+1, for an arbitrary Frechet space F every F-valued holomorphic function in D is continuable to a neighborhood of p. This is an immediate consequence from the above propositions and For the proof, it is sufficient to prove the following LEMMA 6.5. Let ~ be a holomorphic mapping of a complex space X1 into another complex space X2 such that each holomorphic function f1 in X1 corresponds to exactly one holomorphic function f2 in X2 with f1 =f2T • Then each holomorphic mapping z1 of X1 into a Stein space Y corresponds to exactly one holomorphic mapping v2 of X2 into Y with r1= r2co.
PROOF. This was given by H. Kerner ([13] Satz 2) in the case of normal complex space. In his proof, the normality of Y is used only to prove the fact that a normal Stein space Y is homeomorphic to the space of all closed maximal ideals of H(Y) endowed with the weak topology by the canonical correspondence, where H(Y) denotes the topological C-algebra of all holomorphic functions on Y endowed with the compact convergence topology. This is also valid for an arbitrary Stein space (Iwahashi [11] ).
q, e. d. There exists a fundamental system of connected neighborhoods u of p such that for each U E u every bounded holomorphic function in Un D is continuable to U. consists of one and only one point, which is nothing but f fq). This asserts I' Lq(f1, ... ,f).
As P is connected and contains q as an isolated point, we deduce I' = {q}. This implies that for any neighborhood W of q there exists some U in u with r(Un D) W. Taking W sufficiently small, we may regard W as an analytic set in the unit polydisc P n in the (z1i ... , z)-space.
Then zir (1 _< i < n) are bounded holomorphic functions in U n D and hence continuable to U by the assumption.
We denote the continuation of ziv by Zi and define the holomorphic mapping z' = (Z1, ... , v,) of U into Cn, which is equal to r in U n D. As in the proof of Corollary 4.4, we see I Zi I <_ 1 in U and furthermore I zi I < 1 on U by the maximum principle of holomorphic functions.
Thus the range z'(U) of z' is included in n, n the other hand, we can write W = {gi(z1i zn) = 0 ; i =1, 2, .
•}, where gi is holomorphic in P n, gfzl, , z~) = 0 in Un D implies gi(zl, .
•. , r,) =0 in the whole set U. This shows r(U) W. To complete the proof, it suffices to show that the above q is contained in Y. In fact, in this case, for a sufficiently small W we have r'(U) W Y, that is, z' is a holomorphic mapping of U into Y. By the assumption, there exists an at least one-dimensional analytic set M in a neighborhood of p such that M-{p} D. Then we may assume M is irreducible and of dimension 1. If z'(M)= {q}, we can find easily a point p' contained in Mn D. Hence q= z'(p') = z(p') Y. If z'(M) contains a point different from q, it includes a 1-dimensional locally analytic set N passing through q. Obviously, N-{q} Y. It cannot happen to be q 3Y by the weak 1-convexity of Y. q. e. d. COROLLARY 6.7. Let D be an open set in a complex space X which is *-strongly s-concave at p. If X is normal and dime X> __ s+1, or dihp X >_ s+1, every holomorphic mapping of D into the above h is continuable to a neighborhood of p. COROLLARY 6.8. Let X be a normal complex space and M be a thin analytic subset of X. Then every holomorphic mapping of X-M into h is continuable to X.
PROOF. For a k-dimensional analytic set M at p we can find easily k holomorphic functions f,, ... , f ~ in a neighborhood of p such that Lp(f 1, .. , f,) contains p as an isolated point. Thus X-M is analytically k-concave at p. If k dim,, X-1 and X is normal, X-M satisfies the conditions of Proposition 6.6.
q. e. d. 3. Meromorphic functions. For meromorphic functions, we have also PROPOSITION 6.9. Let D be an open set and *-strongly s-concave at p. If dimq X >_ s+1 for any q in some neighborhood of p, every meromorphic function is continuable to a neighborhood of p.
PROOF. Accordig to Kasahara [12], Lemma 6, the set of all meromorphic functions in a complex space is canonically isomorphic to the set of all meromorphic functions in its normalization. Without loss of generality, we may assume X is normal.
As in the proof of Proposition 6.1, we take an irreducible neighborhood U of p and a proper nowhere degenerate holomorphic mapping ~b of U onto G' with 4L, _ -1(Gac~~) D, where GacL~ and G' are domains as defined in § 4, 1 ° and Ga(v) can be chosen as ac~~ converges to zero by Remark to Lemma 5. 
Cousin-II distributions on a complex manifold.
By definition a Cousin-II distribution on a complex manifold X is a family u = {(U1, fz)} of open sets U1 and not identically vanishing meromorphic functions f2 on U2U such that X = U Ui and fU is holomorphic in Ui n U~ for any i, j (Ui n U; ~).
For an arbitrary set E, we shall say a Cousin-II distribution on some neighborhood D of E a Cousin-II distribution on E and two Cousin-II distributions u and on E to be equivalent on E if there exists a neighborhood D of E such that both u and 8 are defined on D and -f 2-and -gj-are holomorphic g~ f2 in UinV~nD for each (U2, f) U, (V1,g1)~Z3 (UznV~nD~c), which we denote by U E= 58 E. A Cousin-II distribution u on E defines canonically the restriction u E' of u to a subset E' of E. For u= {(U1f f,)} and _ {(V~, g;)} on an open set D, we can define the product u . ~3 = {(U1 n V 3, fig); U2 n V~ ~ ~5} of u and 8 and the inverse j ={(u1, 1 -)} of u. If for JZ U = {(U1, f1)} each f1 is holomorphic in U1, we shall say u a holomorphic Cousin-II distribution. Then, without ambiguity, we can define the set of those points at which f1= 0 for some i. We denote it by Supp (u). DEFINITION 6.10. A Cousin-II distribution a on a set E is said to be continuable to another set E' if there exists a Cousin-II distribution u' on E U E' such that u' I E =uI E. PROPOSITION 6.11. Let D be an open set in a complex manifold X and *-strongly s-concave at a point p. If rz = dime X ? s+2, every Cousin-II distribution on D is uniquely continuable to p.
PROOF. Take a Cousin-II distribution a on D. If both un and ud are continuable to p, u is also continuable. For the proof of the continuability, we may assume that u is holomorphic. The set M= Supp (U) is a purely (n-1)-dimensional analytic set in D if it is not empty. By the assumption, we can find the unique continuation M' of M to a neighborhood U' of p (Theorem 5.3). We may assume p M'. Otherwise, the proof is obvious. By fq(M'), we denote the set of those germs of holomorphic functions at q M' which vanish identically on M'. As is well known, E'q(M') is a principal ideal of 0q (q M'). By the coherence of the analytic sheaf E'(M') = U 9'q(M'), qEU' there exists a holomorphic function f' in a neighborhood U" of p (U" U') such that for any q U" the germ fq defined by f' at q is a generator of Tq(M'). Now we decompose M' as M'=MIU ... UMW in a neighborhood U of p (U U"), where each MM is irreducible in U and defines an irreducible component of M' ( p. Then for each M2 there exists a neighborhood Vi of p (Vi U) such that Vi MZ n D is irreducible by Corollary 5.4. We may consider that to each Mz corresponds exactly one prime factor fi of f' such that fiq is a generator of 2'q(M2) for any q E U. Since D is Rothstein (n--1)-concave at p by Proposition 2.9, we can take a point qi in (M2--f } M) fl f (1 V j n D and some element, say (U, f), in U with qi U2. As analytic subset of a complex manifold X of pure-dimension n. Then every Cousin-11 distribution on X-M is uniquely continuable to the whole space X.
PROOF. According to Remmert-Stein
[18], every purely (n-1)-dimensional analytic set in X--M is continuable to X. On the other hand, X-M is Rothstein (n-1)-concave at any point in M and, for any purely (n-1)-dimensional irreducible locally analytic set N, N-M is also irreducible. Using these facts, we can prove Corollary 6.12 by the same argument as in the proof of Proposition 6.11.
q. e. d. § 7. Global continuation theorems.
1. Let X be a complex space, where there exists a *-strongly s-convex function v. In this section, we give some global continuation theorems for such a complex space. For example, if X is a K-complete complex space of dimension n, there exists a nowhere degenerate holomorphic mapping f = (f1, If k>s+1, every k-dimensional analytic set on aB is uniquely continuable to B.
PROOF. Take a purely k-dimensional analytic set M on aB, which is also analytic in a neighborhood U of aB. For brevity, we put D=BU U and D2 = D n {v> 2} for a real number 2.
We prove first the uniqueness of the continuation.
Let M1 and M2 be two purely k-dimensional analytic sets in DA for some 2 such that M1 n (DA -B) = M2 n (DA-B) . If for any point p in X, X is normal at p and dime X>_ s+1 or dihp X >_ s+1, every holomorphic function on a connected neighborhood U of aB is uniquely continuable to UU B.
The analogous conclusions are valid for holomorphic functions with values in a Frechet space and holomorphic mappings of U into a Stein space or a relatively compact weakly 1-convex open set in a K-complete space under the above assumption, and for meromorphic functions under the only assumption dime X >_ s+l for any p.
PROOF. The proof is similar to Theorem 7.1. We have to apply the results in § 6, 1°'-'3° and Lemma 7.5 instead of Theorem 5.3 and Proposition 3.7. We omit the details.
q. e. d.
As special cases of Theorem 7.6, we have COROLLARY 7.7. Let X be a complex space admitting *-strongly s-convex function, B a relatively compact weakly l-convex open set and dime X >_ l+s for any p dB. If for any p in X, X is normal at p and dime X>_ s+1 or dihp X >_ s+l, every holomorphic function in a neighborhood U of dB is uniquely continuable to UU B (cf. Fujimoto-Kasahara [7] Theorem 3). COROLLARY 7.8. Suppose a *-strongly s-convex function v on X satisfies {2 < v < a} C X for any ~, (2'(p). If for any point p in X, X is normal at p and dime X >_ s+1, or dihp X >_ s+1, then every holomorphic function in X= Xn {v > ~} is continuable to X (cf. Andreotti-Grauert Thus we conclude M12 = M21= ~b, using the maximumm principle for v. Thus U1 D2 = u2 I DA = u DA. Consequently, the continuation. of a to B is unique.
To see the continuability of u, we take the set A of all such that there exists a Cousin-II distribution 112 on D2 with uA I (U-B) = u. Obviously, 2Q = sup v(B) E A and 21 = inf A A by the above argument.
Thus we get a Cousin-II distribution 1z' on (U-B) U D22 with U'! U-B = U. It is continuable to each point of E=Bn {v=21}, This is easily shown by using Proposition 6.11 and the fact that for a point p OB two distributions ul and u2 at p with ul (U-B) n DA1=112 + (U-B) DA1 satisfies also ul p = u2 p because p EE Supp u(i-) n U Supp (-u2 -) n. By Lemma 7.9, 1121 is continuable to E, whence u2 ul we can find easily 22 A with 22 < 21. This is a contradiction. The distribution u_~ is a continuation of a to U U B.
q. e. d.. § 8. The continuation of sections of hard sheaves. A relatively compact open set B, B is said to be good for v if it satisfies the followings:
(1) Taking an arbitrary point p in aB, we denote one of the sets aB n {v > v(p)}, B n {v > v(p)} and (X-B) n {v < v(p)} by d. For any neighborhood U of p we can find another neighborhood V of p (V U) such that each point of V n d can be joined to p by a curve in U.
(2) For any real number p except finitely many pa > > ps, each point p E aB n {v = p} has arbitrarily small neighborhoods W' and W" such that W' n (X-B) n {v > p}, W' n B n {v > p}, W" n (X-B) and W" n B are all nonempty connected.
THEOREM (Kasahara). Let A be a hard sheaf over a locally arcwise con- As consequences of the previous sections we can give several examples of hard sheaves and admissible functions on normal complex spaces. EXAMPLES 8.2. Let X be a normal complex space of pure-dimension n. Then a *-strongly (n-1)-convex function v on X satisfying the condition (1) for pre-admissible function is admissible for the following sheaves :
(i) The structure sheaf 0 of all germs of holomorphic functions on X and more generally the sheaf OF of all germs of F-valued holomorphic functions on X for a Frechet space F (Proposition 6.1 and Corollary 6.3).
(ii) Or'; the sheaf of all germs of holomorphic mappings of X into Y if Y is a Stein space or a relatively compact weakly 1-convex subdomain of a K-complete space (Corollary 6.4 and Corollary 6.7).
(iii) JJ; the sheaf of all germs of meromorphic functions on X (Proposition 6.9).
(iv) An analytic sheaf A which is locally isomorphic to OF for a Frechet space F, namely, there exists an open covering 11= { U} of X such that l I U is isomorphic to O ? U for each U E U (Remark to Definition 8.1). For example, the sheaf of the germs of all cross-sections of a holomorphic vector bundle of dimension n over X is locally isomorphic to On = 0°n. Moreover, we take a locally trivial fiber space (B, it, X, Y), where B, X and Y are all complex spaces, is is a holomorphic mapping of B onto X and there exists an open covering 11 of X such that we can find a biholomorphic mapping cou : for any open subset V of U (U U) and these isomorphisms commute the restriction map of sections over V to another V' (Fujimoto [5] , Theorem 9). 2. In the above Kasahara's theorem, for some special complex spaces and real analytic admissible function v for the structure sheaves, we can take off the assumption of the existence of an open set B with the boundary good for v by the following LEMMA 8.3. Let X be a purely n-dimensional normal complex space and z nowhere degenerate holomorphic mapping of X into a purely n-dimensional complex manifold Y. For an arbitrary complex space X, using the normalization of X, we have also THEOREM 8. Nagoya University
