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Abstract
This literature review focuses on three important aspects of an autonomous car
system: tracking (assessing the identity of the actors such as cars, pedestrians or
obstacles in a sequence of observations), prediction (predicting the future motion
of surrounding vehicles in order to navigate through various traffic scenarios) and
decision making (analyzing the available actions of the ego car and their conse-
quences to the entire driving context). For tracking and prediction, approaches
based on (deep) neural networks and other, especially stochastic techniques, are
reported. For decision making, deep reinforcement learning algorithms are pre-
sented, together with methods used to explore different alternative actions, such
as Monte Carlo Tree Search.
1 Introduction
Autonomous car technology is already being developed by many companies on different types of
vehicles. Complete driverless systems are still at an advanced testing phase, but partially automated
systems have been around in the automotive industry for the last few years. Autonomous cars have
been studied and developed by many universities, research centers and car manufacturing compa-
nies, since the middle 1980s.
A famous competition was the DARPA Urban Challenge in 2007. Since then, many self-driving-car
competitions and trials have been performed. Relevant examples include: the European Land-Robot
Trial, which has been held from 2006 until the present, the Intelligent Vehicle Future Challenge,
from 2009 to 2013, and the Autonomous Vehicle Competition, from 2009 to 2017. At the same
time, research on driverless cars has accelerated in both academia and industry around the world.
In this review, we focus on three aspects of an autonomous car system:
• Tracking: assessing the identity of the actors (e.g., cars, pedestrians, obstacles) in a se-
quence of observations. It is assumed that some preprocessing of sensor data and/or input
images has already been done;
• Prediction: predicting the future motion of surrounding vehicles in order to navigate
through various traffic scenarios. Beside the prediction of the simple physical behavior
of the actors based on a set of past observations, an important issue is to take into account
their possible interactions;
• Decision making: analyzing the possible actions of the ego car and their consequences for
the entire driving context. It can be used for the final trajectory planning of the vehicle.
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2 Tracking Methods
Object tracking is an important part of ensuring accurate and efficient autonomous driving. The iden-
tification of objects such as pedestrians, cars and various obstacles from images and vehicle sensor
data is a significant and complex interdisciplinary domain, involving contributions from computer
vision, signal processing, machine learning, etc. Object tracking is an essential part of ensuring safe
autonomous driving, since it can aid in obstacle avoidance, motion estimation, the prediction of the
intentions of pedestrians and other vehicles, as well as path planning. Most sensor data that have
to be processed take the form of point clouds, images, or a combination of the two. Point cloud
data may be handled in a multitude of ways, the most common of which is some form of 3D grid,
where a voxel engine is used to traverse the point space. Some situations call for a reconstruction
of the environment from the point cloud which involves various means of resampling and filtering.
In some instances, stereo visual information is available and disparities must be computed from the
left-right images. Stereo matching is not a trivial task and has the drawback that many computations
are required in order to ensure accuracy, which usually has a significant impact on performance. In
other cases, multiple types of sensor data are available, thereby requiring registration, point match-
ing, image/point cloud fusion and many other such tasks. The problem is further complicated by the
necessity to account for temporal cues and to estimate motion from time-based frames.
The scenes involved in autonomous driving scenarios rarely feature a single individual target. Most
commonly, multiple objects must be identified and tracked concurrently, some of which may be in
motion relative to the vehicle and to each other. As such, most approaches in the related literature
handle more than one object and are therefore aimed at solving multiple object tracking problems,
commonly abbreviated as MOT.
The tracking problem can be summarized as follows: given a sequence of sensor data from one or
multiple vehicle-mounted acquisitions devices, considering that several observations are identified in
all or some of the frames from the sequence, how can the observations from each frame be associated
with a set of objects (pedestrians, vehicles, various obstacles etc.) and how can the trajectories of
each such object be reconstructed and predicted as accurately as possible?
Most related methods involve assigning an ID or identifying a response for all objects detected
within a frame and then attempting to match the IDs across subsequent frames. This is often a com-
plex task, considering that the tracked objects may enter and leave the frame at different timestamps,
they may be occluded by the environment or may occlude each other, in addition to the problems
caused by defects in the acquired images such as noise, sampling or compression artifacts, aliasing,
acquisition errors etc.
Object tracking for automated driving most commonly has to operate on real-time video. As such,
the objective is to correlate tracked objects across multiple video frames, in addition to individual
object identification. Accounting for variations in motion comes with an additional set of pitfalls,
such as when objects are affected by rotation or scaling transformations, or when the movement
speed of the objects is high relative to the frame rate.
In the majority of cases, images are the primary modality for perceiving the scene, as such a lot of
efforts from the related literature are in the direction of 2D MOT. The related algorithms are based on
a succession of detection and tracking, where consecutive detections which are similarly classified
are linked together to determine trajectories. A significant challenge comes from the inevitable
presence of noise in the acquired images, which may adversely change the features of similar objects
across multiple frames. Consequently, the computation of robust features is an important aspect of
object detection. Features are representative of a wide array of object properties: color, frequency
and distribution, shape, geometry, contours, various correlations that exist among the intensities of
segmented objects etc. Nowadays, the most popular means of feature detection is using a supervised
learning approach, where features start out as groups of random values and are progressively refined
using a machine learning algorithm. Such an approach requires appropriate training data and a
careful selection of hyperparameters, often through trial-and-error. However, many results from the
related literature show that supervised classification and regression methods offer the best results
both in terms of accuracy and robustness to affine transformations, occlusion and noise.
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Figure 1: An example of a CNN arrangement for MOT [14]
2.1 Methods Using Neural Networks
In terms of classifying objects from images, neural networks have seen a steady rise in popularity
in recent years, particularly the more elaborate and complex convolutional and recurrent networks
from the field of deep learning. Neural networks have the advantage of being able to learn important
and robust features given training data that is relevant and in sufficient quantity. Considering that a
significant percentage of automotive sensor data consists of images, convolutional neural networks
(CNN) are seeing widespread use in the related literature, for both classification and tracking prob-
lems. The advantage of CNNs over more conventional classifiers lies in the convolutional layers,
where various filters and feature maps are obtained during training. CNNs are capable of learning
object features by means of multiple complex operations and optimizations, and the appropriate
choice of network parameters and architecture can ensure that these features contain the most useful
correlations that are needed for the robust identification of the targeted objects. While this choice
is most often an empirical process, a wide assortment of network configurations exist in the re-
lated literature that are aimed at solving classification and tracking problems, with high accuracies
claimed by the authors. Where object identification is concerned, in some cases the output of the
fully-connected component of the CNN is used, while in other situations the values of the hidden
convolutional layers are exploited in conjunction with other filtering and refining methods.
2.1.1 Learning Features from Convolutional Layers
Many results from the related literature systematically demonstrate that convolutional features are
more useful for tracking than other explicitly-computed ones (Haar, FHOG, color labeling etc.).
An example in this sense is [14], which handles MOT using combinations of values from convolu-
tional layers located at multiple levels. The method is based on the notion that lower-level layers
account for a larger portion of the input image and therefore contain more details from the identi-
fied objects, making them useful, for instance, for handling occlusion. Conversely, top-level layers
are more representative of semantics and are useful in distinguishing objects from the background.
The proposed CNN architecture uses dual fully-connected components, for higher and lower-level
features, which handle instance-level and category-level classification, respectively (Figure 1). The
proper identification of objects, particularly where occlusion events occur, involves the generation
of appearance models of the tracked objects, which can result from the appropriate processing of the
features learned within in CNN.
On a similar note, [56] notes that the output of the fully-connected component of a CNN is not
suitable for handling infrared images. Their attempt to directly transfer CNNs pretrained with tradi-
tional images for use with infrared sensor data is unsuccessful, since only the information from the
convolutional layers seems to be useful for this purpose. Furthermore, the layer data itself requires
some level of adaptation to the specifics of infrared images. Typically, infrared data offers much less
spatial information than visual images, and is much more suited, for example, in depth sensors for
gathering distances to objects, albeit at a significantly lower resolution compared to regular image
acquisition. As such, convolutional layers from infrared images are used in conjunction with cor-
relation filters to generate a set of weak trackers which provides response maps with regard to the
targets’ locations. The weak trackers are then combined in ensembles which form stronger response
maps with a much greater tracking accuracy. The response map of an image is, in general terms, in
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an intensity image where higher intensities indicate a change or a desired feature/shape/structure in
the initial image, when exposed to an operator or correlation filter of some kind. By matching or
fusing responses from multiple images within a video sequence, one could identify similar objects
(i.e. the same pedestrian) across the sequence and subsequently construct their trajectories.
The potential of correlation filters is also exploitable for regular images. These have the potential to
boost the information extracted from the activations of CNN layers, for instance in [21], where the
authors find that by applying the appropriate filters to information drawn from shallow CNN layers, a
level of robustness similar to using deeper layers or a combination of multiple layers can be achieved.
In [65], the authors also note the added robustness obtainable by post-filtering convolutional layers.
By using particle and correlation filters, basic geometric and spatial features can be deduced for the
tracked objects, which, together with a means of adaptively generating variable models, can be made
to handle both simple and complex scenes.
An alternative approach can be found in [92], where discriminative correlation filters are used to
generate an appearance model from a small number of samples. The overall approach is similar,
involving feature extraction, post-processing, the generation of response maps for carrying out better
model updates within the neural network. Contrary to other similar results, the correlation filters
used throughout the system are learned within a one-layer CNN, which eventually can be used to
make predictions based on the response maps. Furthermore, residual learning is employed in order
to avoid model degradation, instead of the much more frequently-used method of stacking multiple
layers. Other tracking methods learn a similar kind of mapping from samples in the vicinity of the
target object using deep regression [97], [28], or by estimating and learning depth information [109].
The authors of [22] note that correlation filters have limitations imposed by the feature map res-
olution and propose a novel solution where features are learned in a continuous domain, using an
appropriate interpolation model. This allows for the more effective resolution-independent com-
positing of multiple feature maps, resulting in superior classification results.
Methods based on discriminative correlation filters are notoriously prone to excessive complexity
and overfitting, and various means are available for optimizing the more traditional methods. The
most noteworthy in this sense is [20], who employs efficient convolution operators, a training sample
distribution scheme and an optimal update strategy in an attempt to boost performance and reduce
the number of parameters. A promising result which demonstrates significant robustness and accu-
racy is [67], who use a CNN where the first set of layers are shared, as in a standard CNN; however
at some point the layers branch into multiple domain-specific ones. This approach has the benefit of
splitting the tracking problem into subproblems which are solved separately in their respective layer
sets. Each domain has its own training sequences and be customized to can address a specific issue
(such as distinguishing a target with specific shape parameters from the background). A similar con-
cept, i.e. a network with components distinctly trained for a specific problem, can be found in [30].
In this case, multiple recurrent layers are used to model different structural properties of the tracked
objects, which are incorporated into a parent CNN with the same purpose of improving accuracy
and robustness. The RNN layers generate what the authors refer to as “structurally-aware feature
maps” which, when combined with pooled versions of their non-structurally aware counterparts,
significantly improve the classification results.
2.1.2 High-Level Features, Occlusion Handling and Feature Fusion
Appearance models offer high-level features which are also used to account for occlusion in much
simpler and efficient systems, such as in [102], where computed appearance descriptors form an
appearance space. With properly-determined metrics, observations having a similar appearance are
identified using a nearest-neighbor-based approach. Switching from image-space to an appearance
space seems to substantially account for occlusions, reducing their negative impact at a negligible
cost in terms of performance.
A possible alternative to appearance-based classification is the use of template-based metrics. Such
an approach uses a reference region of interest (ROI) drawn from one or multiple frames and at-
tempts to match it in subsequent frames using an appropriately-constructed metric. Template-based
methods often work for partial detections, thereby accounting for occlusion and/or noise, consid-
ering that the template needs not be perfectly or completely matched for a successful detection to
occur. An example of a template-based method is provided by [52], which involves three CNNs,
one for template generation, one dedicated to region searching and one for handling background
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Figure 2: A CNN-based model that uses ROI-pooling and shared features for target classification
[17]
areas. The method is somewhat similar to what could be achieved by a generative adversarial net-
work (GAN), since the “searcher” network attempts to fit multiple subimages within the positive
detections provided by the template component while simultaneously attempting to maximize the
distance to the negative background component. The candidate subimages generated by the three
components are fed through a loss function which is designed to favor candidates which are closer
to template regions than to background ones. While performance-wise such a approach is claimed to
provide impressive framerates, care should be taken when using template or reference-based meth-
ods. These are generally suited for situations where there is no significant variation in the overall
tone of the frames. Such methods have a much higher failure rate when, for instance, the lighting
conditions change during tracking, such as when the tracked object moves from a brightly-lit to a
shaded area.
An improvement on the use of appearance and shared tracking information is provided by [17] in
the form of a CNN-based single object tracker which generates and adapts the appearance models
for multi-frame detection (Figure 2). The use of pooling layers and shared features accounts for
drift effects caused by occlusion and inter-object dependency, as part of a spatial and temporal at-
tention mechanism which is responsible for dynamically discriminating between training candidates
based on the level of occlusion. As such, training samples are weighted based on their occlusion
status, which optimizes the training process both in terms of the resulting classification accuracy,
and performance. Generally speaking, pooling operations have two important effects: on the one
hand, the subimage of the feature map being analyzed is increased, since a pooled feature map con-
tains information from a larger area of the originating image; on the other hand, the reduced size
of a pooled map means fewer computational resources are required to process it which positively
impacts performance. The major downside of pooling is that spatial positioning is further diluted
with each additional layer. Multiple related papers involve the so called “ROI pooling”, which com-
monly refers to a pooling operation being applied to the bounding box of an identified object in hope
that the reduced representation will gain robustness to noise and variations of the object’s geome-
try across multiple frames. ROI pooling is successfully used by [19] to improve the performance
of their CNN-based classifier. The authors observe that positioning cues are adversely affected by
pooling, to which a potential solution is to reposition the mis-aligned ROIs via bilinear interpolation.
This reinterpretation of pooling in referred to as “ROI align”. The gain in performance is significant,
while the authors demonstrate that the positioning of the ROIs is stabilized.
Tracking stabilization is fundamental in automotive application, where effects such as jittering, cam-
era shaking and spatial/temporal noise commonly occur. In terms of ensuring ROI stability and ac-
curacy, occlusion plays an important role. Some authors handle this topic extensively, such as [29]
which proposes a deep neural network for tracking occluded body parts, by processing features
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extracted from a VGG19 network. Some authors use different interpretations of the feature con-
cept, adapted to the specifics of autonomous driving. [18] create custom feature maps by encoding
various properties of the detections (bounding boxes, positions, velocities, accelerations etc.) in
raster images. These images are sent though a CNN which generates raster features that the authors
demonstrate to provide more reliable correlations and more accurate trajectories than using features
derived directly from raw data.
The idea of tracking robustness and stability is sometimes solvable using image and object fusion.
The related methods are referred to as being “instance-aware”, meaning that a targeted object is
matched across the image space and across multiple frames by fusing identified objects with simi-
lar characteristics. [16] proposes a fusion-based method that uses single-object tracking to identify
multiple candidate instances and subsequently builds target models for potential objects by fusing
information from detections and background cues. The models are updated using a CNN, which
ensures robustness to noise, scaling and minor variations of the targets’ appearance. As with many
other related approaches, an online implementation offloads most of the processing to an external
server leaving the embedded device from the vehicle to carry out only minor and frequently-needed
tasks. Since quick reactions of the system are crucial for proper and safe vehicle operation, perfor-
mance and a rapid response of the underlying software is essential, which is why the online approach
is popular in this field.
Also in the context of ensuring robustness and stability, some authors apply fusion techniques to in-
formation extracted from CNN layers. It has been previously mentioned that important correlations
can be drawn from deep and shallow layers which can be exploited together for identifying robust
features in the data. This principle is used for instance in [9], where, in order to ensure robustness
and performance, various features extracted from layers in different parts of a CNN are fused to form
stronger characteristics which are affected to a lesser degree by noise, spatial variation and perturba-
tions in the acquired images. The identified relationships between CNN layers are exploited in order
to account for lost spatial information which occurs in deeper layers. The method is claimed to have
improved accuracy over the state-of-the-art of the time, which is consistent with the idea of ensuring
robustness and low failure rates. Deeper features are more consistent and allow for stronger classifi-
cation, while shallow features compensate for the detrimental effects of filtering and pooling, where
relative positioning information may be lost. This allows for deep features to be better integrated
into the spatial context of the images. On a similar note, in [73] features from multiple layers which
individually constitute weak trackers are combined to form a stronger one, by means of a hedging
algorithm. The practice of using multiple weak methods into a more effective one has significant
potential and is based on the principle that each individual weak component contains some piece of
meaningful information on the tracked object, while also having useless data mostly found in the
form of noise. By appropriately combining the contributions of each weak component, a stronger
one can be generated. As such, methods that exploit compound classifiers typically show robustness
to variances of illumination, affine transforms, camera shaking etc. The downside of such methods
comes from the need to compute multiple groups of weak features, which causes penalties in real-
time response, while the fusion algorithm comes with an additional overhead in terms of impacting
performance.
Alternative approaches exist which mitigate this to some extent, such as the use of multiple sensors
which directly provide data, as opposed to relying on multiple features computed from the same
camera or pair of cameras. An example in this direction is provided in [78], where an image gallery
from a multi-camera system is fed into a CNN in an attempt to solve multi-target multi-camera
tracking and target re-identification problems. For correct and consistent re-identification, an obser-
vation in a specific image is matched against several ones from other cameras using correlations as
part of a similarity metric. Such correlation among images from multiple cameras are learned dur-
ing training and subsequently clustered to provide a unified agreement between them. Eventually,
after a training process that exploits a custom triplet loss function, features are obtained to be further
used in the identification process. In terms of performance, the method boasts substantial accuracy
considering the multi-camera setup. The idea of compositing robust features from a multi-faceted
architecture is further exploited in works such as [96], where a triple-net setup is used to generate
features that account for appearance, spatial cues and temporal consistency.
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2.1.3 Ensuring Temporal Coherence
One of the most significant challenges for autonomous driving is accounting for temporal coherence
in tracking. Since most if not all automotive scenarios involve video and motion across multiple
frames, handling image sequence data and accounting for temporal consistency are key factors in
ensuring successful predictions, accuracy and the reliability of the systems involved. Essentially,
solving temporal tracking is a compound problem and involves, on the one hand, tracking objects in
single images considering all the problems induced by noise, geometry and the lack of spatial infor-
mation and, on the other hand, making sure that the tracking is consistent across multiple frames,
that is, assigning correct IDs to the same objects in a continuous video sequence.
This presents a lot of challenges, for instance when objects become occluded in some frames and
are exposed in others. In other cases, the tracked objects suffer affine transformations across frames,
of which rotation and shearing are notoriously difficult to handle. Additionally, the objects may
change shape due to noise, aliasing and other acquisition-related artifacts that may be present in the
images, since video is rarely if ever acquired at “high enough” resolution and is in many cases in
some lossy compressed format. As such, the challenge is to identify features that are robust enough
to handle proper classification and to ensure temporal consistency considering all pitfalls associated
with processing video data. This often involves a “focus and context” approach, where key targets
are identified in images not only by the features that they exhibit in that particular image, but by
also ensuring that the feature extraction method also accounts for the information provided by the
context which the tracked object finds itself in. In other words, processing a key frame in a video
sequence, which provides the focus, should account for the context information that has been drawn
up from previous frames.
Where supervised algorithms are concerned, one popular approach is to integrate recurrent com-
ponents into the classifier, which inherently account for the context provided by a set of elements
from a sequence. Recurrent neural networks (RNN) and, more specifically, long short-term mem-
ory (LSTM) layers are frequently present in the related literature where temporal data is concerned.
When training and exploiting RNN layers to classify sequences, the results from one frame carry
over to the computations that take place for subsequent frames. As such, when processing the cur-
rent frame, resulting detections also account for what was found in previous frames. For automotive
applications, one advantage of neural networks is that they can be trained off-site, while the resulting
model can be ported to the embedded device in the vehicle where predictions and tracking can occur
at usable speeds. While training a recurrent network or multiple collaborating networks can take a
long time, forward-propagating new data can happen quite fast, making these algorithms a realistic
choice for real-time tracking.
LSTMs are however not the “magic” solution, nor the de facto method for handling sequence data,
since many authors have successfully achieved high accuracy results using only CNNs. Addition-
ally, many authors have found it helpful to use dual neural networks in conjunction, where one
network processes spatial information while the other handles temporal consistency and motion.
Other methods employ siamese networks, i.e. identical classifiers trained differently which identify
different features using similar processing. One example of a dual-streaming network is in [39]
where appearance and motion are handled by a combination of CNNs which work together within
a unified framework. The motion component uses spotlight filtering over feature maps which result
from subtracting features drawn from dual CNNs and generates a space-invariant feature map using
pooling and fusion operations. The other component handles appearance by filtering and fusing fea-
tures from a different arrangement of convolutional layers. Data from ROIs in the acquired images
is passed on to both components and motion responses from one component are correlated with
appearance responses from the other. Both components produce feature maps which are composed
together to form space- and motion-invariant characteristics to be further used for target identifica-
tion.
Another concept which consistently appears in the related literature is “historical matching” where
attempts are made to carry over part of the characteristics of tracked objects across multiple frames,
by building an affinity model from shape, appearance, positional and motion cues. This is achieved
in [107] using dual CNNs with multistep training, which handle appearance matching using various
filtering operations and linearly composing the resulting features across multiple timestamps. The
notion of determining and preserving affinity is also exploited in [93] where data consisting of frame
pairs several timestamps apart are fed into dual VGG networks. The resulting features are permuted
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Figure 3: A dual CNN detector that extracts and correlates features from frame pairs [31]
and incorporated into association matrices which are further used to compute object affinities. This
approach has the benefit of partially accounting for occlusion using only a limited number of frames,
since the affinity of an object which is partially occluded in one frame may be preserved if it appears
fully in the pair frame.
Ensuring the continuity of high-level features such as appearance models is not a trivial task, and
multiple solutions exist. For example [53] uses a CNN modified with a discriminative component
intended to correct for temporal errors that may accumulate in the appearance of tracked objects
across multiple frames. Discriminative network behavior is also exploited in [36] where selectively
trained dual networks are used to generate and correlate appearance with a motion stream. Also,
decomposing the tracking problem into localization and motion using multiple component networks
is a frequently-encountered solution, further exploited in works such as [106], [31]. As such, using
two networks that work in tandem is a popular approach and seems to provide accurate results
throughout the available literature (Figure 3).
Some authors take this concept further by employing several such networks [91], each of which
contributes features exhibiting specific and limited correlations, which, when joined together, from
a complete appearance model of the tracked objects. Other approaches map network components
to flow graphs, the traversal of which enables optimal cost-function and feature learning [84]. It
is worthy of noting that the more complicated the architecture of the classifier, the more elaborate
the training process and the poorer the performance. A careful balance should therefore be reached
between the complexity of the classifier, the completeness of the resulting features and the amount
of processing and training data needed to produce high-accuracy results at a cost in computational
resources which is consistent with the needs of automotive applications.
In [32], the idea of object matching from frame pairs is further explored using a three-component
setup: a siamese network configuration handles single object tracking and generates short-term cues
in the form of tracklet images, while a modified version of GoogLeNet generates re-identification
features from multiple tracklets. The third component is based on the idea that there may be a large
overlap in the previously-computed features, which are consequently treated as switcher candidates.
As a result, a switcher-aware logic handles the situation where IDs of different objects may be
interchanged during frame sequences mainly as a result of partial occlusion.
It is worth mentioning that the tendency in ensuring accurate tracking is to come up with inven-
tive features which express increasingly-abstract concepts. It has been demonstrated throughout the
related literature that, in general, the more abstract the feature, the more reliable it is long term.
Therefore, a lot of effort is directed toward identifying object features that are not necessarily direct
indicators of shape, position and/or geometry, but are rather higher-level, more abstract represen-
tations of how the object fits within the overall context of the acquired video sequence. Examples
of such concept are the previously-mentioned “affinity”; another is “attention”, where some authors
propose neural-network-based solutions for estimating attention and generating attention maps. [17]
computes attention features which are spatially and temporally sound using an arrangement of ROI
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identification and pooling operations. [110] uses attention cues to handle the inherent noise from
conventional detection methods, as well as to compensate for frequent interactions and overlaps
among tracked targets. A two-component system handles noise and occlusion and produces spatial
attention maps by matching similar regions from pair frames, while temporal coherence is achieved
by weighing observations across the trajectory differently, thereby assigning them different levels
of attention, which generates filtering criteria used to successfully account for similar observations
while eliminating dissimilar ones. Another noteworthy contribution is [72], where attention maps
are generated using reciprocative learning, where the input frame is sent back-and-forth through sev-
eral convolutional layers: in the forward propagation phase classification scores are generated, while
the back-propagation produces attention maps from the gradients of the previously-obtained scores.
The computed maps are further used as regularization terms within a classifier. The advantage of
this approach is its simplicity compared to other similar ones. The authors claim that their method
for generating attention features ensures long-term robustness, which is advantageous considering
that other methods that use frame pairs and no recurrent components do not seem to work as well
for very long-term sequences.
2.1.4 LSTM-Based Methods
Generally, methods that are based on non-recurrent CNN-only approaches are best suited to handle
short scenes where quick reactions are required in a brief situation that can be captured in a limited
number of frames. Various literature studies show that LSTM-based methods have more potential to
ensure the proper handling of long-term dependencies while avoiding various mathematical pitfalls
such as network parameters that end up having extremely small values because of repeated divisions
(e.g. the “vanishing gradient” problem) which in practice manifests as a mis-trained network result-
ing in drift effects and false positives. Handling long-term dependencies means having to deal with
occlusions to a greater extent than in shorter term scenarios.
Most approaches combine various classifiers which handle spatial and shape-based classification
with LSTM components which account for temporal coherence. An early example of an RNN im-
plementation is [61] which uses an LSTM-based classifier to track objects in time, across multiple
frames (Figure 4). The authors demonstrate that an LSTM-based approach is better suited to re-
moving and reinserting candidate observations to account for objects that leave/reenter the visible
area of the scene. This provides a solution to the track initiation and termination problem based
on data associations found in features obtained from the LSTM layers. This concept is exploited
further by [80] where various cues are determined to assess long-term dependencies using a dual
LSTM network. One LSTM component tracks motion, while the other handles interactions, and the
two are combined to compute similarity scores between frames. The results show that using recur-
rent components to lengthy sequences produces more reliable results than other methods which are
based on frame pairs. Some implementations using LSTM focus on tracking-while-driving prob-
lems, which pose additional challenges compared to most established benchmarks which use static
cameras. As an alternative to most related approaches which attempt to create models of vehicle
behavior, [41] circumvent the need for vehicle modeling by directly inputting sensor measurements
into an LSTM network to predict future vehicle positions and to analyze temporal behavior. A more
elaborate attempt is [24] where instead of raw sensor data, the authors establish several maneuver
classes and feed maneuver sequences to LSTM layers in order to generate probabilities for the occur-
rence of future maneuver instances. Eventually, multiple such maneuvers can be used to construct
the trajectory and/or anticipate the intentions of the vehicles.
Furthermore, increasing the length of the sequence increases accuracy and stability over time, up
to a certain limit where the network saturates and no longer improves. A solution to this problem
would be to split the features into multiple sub-features, followed by reconnecting them to form
more coherent long-term trajectories. This is achieved in [57] where a combined CNN and RNN-
based feature extractor generates tracklets over lengthy sequences. The tracklets are split on frames
which contain occlusions, while a recombination mechanism based on gated recurrent units (GRUs)
recombines the tracklet pieces according to their similarities, followed by the reconstruction of the
complete trajectory using polynomial curve fitting.
Some authors do further modifications to LSTM layers to produce classifiers that generate abstract
high-level features such as those found in appearance models. A good example in this sense is [43]
where LSTM layers are modified to do multiplication operations and use customized gating schemes
between the recurrent hidden state and the derived features. The newly-obtained LSTM layers are
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Figure 4: An LSTM-based architecture used for temporal prediction [61]
better at producing appearance-related features than conventional LSTMs which excel at motion
prediction. Where trajectory estimation is concerned, LSTM-based methods exploit the gating that
takes place in the recurrent layers, as opposed to regular RNNs which pass candidate features into
the next recurrent iteration without discriminating between them. The filters inherently present in
gated LSTMs have the potential to eliminate unwanted feature candidates which, in actual use cases,
may represent unwanted trajectory paths, while maintaining candidates which will eventually lead
to correctly-estimated motion cues. Furthermore, LSTMs demonstrate an inherent capability to
predict trajectories that are interrupted by occlusion events or by reduced acquisition capabilities.
This idea is exploited in order to find solutions to the problem of estimating the layout of a full
environment from limited sensor data, a concept referred to in the related literature as “seeing beyond
seeing” [69]. Given a set of sensors with limited capability, the idea is to perform end-to-end tracking
using raw sensor data without the need to explicitly identify high-level features or to have a pre-
existing detailed model of the environment. In this sense, recurrent architectures have the potential
to predict and reconstruct occluded parts of a particular scene from incomplete or partial raw sensor
output. The network is trained with partial data and it is updated through a mapping mechanism that
makes associations with an unoccluded scene. Subsequently, the recurrent layers make their own
internal associations and become capable of filling in the missing gaps that the sensors have been
unable to acquire. Specifically, given a hidden state of the world which is not directly captured by
any sensor, an RNN is trained using sequences of partial observations in an attempt to update its
belief concerning the hidden parts of the world. The resulting information is used to “unocclude”
the scene which was initially only partially perceived through limited sensor data. Upon training, the
network is capable of defining its own interpretation of the hidden state of the scene. The previously-
mentioned result is elaborated upon by a group which includes the same authors [25]. A similar
approach previously applied in basic robot guidance is extended for use in assisted driving. In this
case more complex information can be inferred from raw sensor input, in the form of occupancy
maps, which together with a deep network-based architecture allow for predicting the probabilities
of obstacle presence even in occluded portions within the field of view.
2.1.5 Miscellaneous Methods
An interesting alternative to conventional deep learning architectures is the use of GANs, as demon-
strated in [33]. GANs train generative models and filter their results using a discriminative compo-
nent. GANs are notoriously difficult to train which is one of the reasons why they see seldom use in
the related literature. In terms of tracking, GANs alleviate the need to compute expensive appear-
ance features and minimize the fragmentation that typically occurs in more conventional trajectory
prediction models. A generative component produces and updates candidate observations of which
the least updated are eliminated. The generative-discriminative model is used in conjunction with
an LSTM component to process and classify candidate sequences. This approach has the potential
to produce high-accuracy models of human behavior, especially group behavior. At the same time,
it is significantly more lightweight than previously-considered CNN-based solutions.
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Another “outlier” solution in the related literature is [75], one of the few efforts involving reinforce-
ment learning for MOT applications. As opposed to many other approaches which split the problem
among different networks and then join together the results, the authors demonstrate that deep re-
inforcement learning is a one-step solution where the collaborative interactions of multiple tracked
agents are exploited in order to simultaneously detect and track the targeted objects.
2.1.6 Discussion
Most of the results from the available literature focus on generating abstract, high-level features of
the observations found in the processed images, since, generally, the more abstract the feature the
more robust it should be to transformations, noise, drift and other undesired artifacts and effects.
Most authors rely on an arrangement of CNNs where each component has a distinct role in the
system, such as learning appearance models, geometric and spatial patterns, of learning temporal
dependencies. It is worthy of noting that a strictly CNN-based method needs substantial tweaking
and careful parameter adjustment before it can accomplish the complex task of consistent detection
in space and across multiple frames.
A system made up of multiple networks, each with its own purpose, is also difficult to properly
train, requiring lots of data and having a grater risk of overfitting. However, complex, customized
CNN solutions still seem to provide the best accuracies within the current state-of-the-art. Most
such results also use frame pairs, or only a few elements from the video sequence, thereby making
them unreliable for long-term tracking.
LSTM-based architectures seem to show more promising results for ensuring long-term temporal
coherence, since this is what they were designed for, while also being simpler to implement and
train. For the purposes of autonomous driving, an LSTM-based method shows promise, considering
that training should happen offline and that a heavily-optimized solution is needed to achieve a real-
time response. Designing such a system also requires a fair amount of trial-and error since currently
there is no well established manner to predict which network architecture is suited to a particular
purpose.
There are also very few solutions based on reinforcement learning for object tracking, especially
considering that reinforcement learning has gained substantial momentum in automotive decision
making problems. Other less popular but promising solutions, such as GAN-based predictors, may
be worthy of further study and experimentation.
One particularly promising direction for automotive tracking are solutions that make use of limited
sensor data and that are able to efficiently predict the surrounding environment without requiring a
full representation or reconstruction of the scene. These approaches circumvent the need for lengthy
video sequences, heavy image processing and the computation of complicated object features while
being especially designed to handle occlusion and objects outside of the immediate field of view. As
such, where automotive tracking is concerned, the available results from the state-of-the art seem to
suggest that an effective solution would make use of partial data while being able to handle temporal
correlations across lengthy sequences using an LSTM component.
As of yet, solutions based on deep neural networks show the most promise since they offer the
most robust features while being natively designed to solve focus-and-context problems in video
sequences. In this sense, the results which seem most promising for the complex tracking problems
described in this section are [67], [22], [20] and [30].
2.2 Other Techniques
While the current state-of-the art methods for MOT are mostly neural network-based, there also
exist a multitude of other approaches which exploit more traditional, unsupervised means of pro-
viding reliable tracking. Neural networks gained popularity in recent years due in no small part to
the availability of more powerful hardware, particularly GPUs, which allowed for training models
capable of handling realistic scenarios in a reasonable amount of time. Neural networks however
have the downside of needing vast amounts of reliable training data, on the one hand, and requiring
a lot of experimentation and trial-and-error before the right design and hyperparameter set is found
for a particular scenario, on the other hand. There are, however, situations where training data may
not be readily available, or it may not allow for sufficient generalization. Such cases call for a more
straightforward design and a more intuitive model that can provide reliable tracking without neces-
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sarily requiring supervision. Neural network models are harder to understand in terms of how they
function, and, while as deterministic as their non-NN counterparts, are less intuitive and meant for
use in a “black-box” manner. This is where other, more transparent methods come into place.
The tracking problem can be formulated similarly to the neural-network case: given a set of obser-
vations/appearances/segmented objects in multiple video frames, the task is to develop a means of
determining relationships among these elements across the frames and to come up with a means of
predicting their path. Various authors formulate this problem differently, for instance some meth-
ods involve determining tracklets in each frame and then assembling object trajectories in a full
video sequence by combining tracklets from all or some of the frames. Traditional, non-NN-based
approaches, especially non-supervised ones, generally formulate much more straightforward mod-
els, commonly based on a graph or flow-oriented interpretation of the tracked scene, or on emitting
hypotheses as to the potential trajectories of the tracked targets, or otherwise formulating some prob-
abilistic approach to predicting the evolution of objects in time. It is worth noting that many of the
more conventional, unsupervised algorithms from the state-of-the-art do not generalize the solution
as well as a NN-based method, meaning that they are usable in a limited number of scenarios, by
comparison. Also, methods that attempt to account for temporal consistency do not handle time
sequences as lengthy as, for instance, an LSTM network. The likely explanation is that an unsu-
pervised method requires far more processing capabilities the more frame elements it is fed, unlike
an NN-based method for which, once properly trained, the amount of computational resources re-
quired does not increase as much with the length of the associated sequence. However, in practice,
especially on an embedded device as required in automotive tracking, porting a more conventional
method may be more convenient in terms of implementation and platform compatibility than run-
ning a pre-trained NN model.
Another important aspect worth mentioning is that conventional methods are much more varied
in terms of their underlying algorithms, as opposed to an NN-based architecture which features
various arrangements of the same two or three neural network types, with additional processing of
layer activations or outputs as the case may be. For this reason, we do not attempt to cover all the
approaches ever developed for object tracking, but we rather focus on representative works featuring
various successful attempts at MOT.
2.2.1 Traditional Algorithms and Methods Focusing on High-Performance
The Kalman filter is a popular method with many applications in navigation and control, particularly
with regard to predicting the future path of an object, associating multiple objects with their trajec-
tories, while demonstrating significant robustness to noise. Generally, Kalman-based methods are
used for simpler tracking, particularly in online scenarios where the tracker only accesses a limited
number of frames at a time, possibly only the current and previous ones. An example of the use of
the Kalman filter is [8], where a combination of the aforementioned filter and the Munkres algorithm
as the min-cost estimator are used in a simple setup focusing on performance. The method requires
designing a dynamic model of the tracked objects’ motion, and is much more sensitive to the type of
detector employed than other approaches, however once such parameters are well established, the
simplicity of the algorithms allows for significant real-time performance.
Similar methods are frequently used in simple scenarios where a limited number of frames are avail-
able and the detections are accurate. In such situations, the simplicity of the implementations allows
for quick response times even on low-spec embedded client devices. In the same spirit of providing
an easy, straightforward method that works well for simple scenarios, [7] provide an approach based
on bounding-box regression. Given multiple object bounding boxes in a sequence of frames, the
authors develop a regressor which allows the prediction of bounding box positions in subsequent
frames. This comes with some limitations, specifically it requires that targets move only slightly
from frame to frame, and is therefore reliable in scenarios where the frame rate is high enough and
relatively stable. Furthermore, a reliable detector is a must in such situations, and crowded scenes
with frequent occlusion events are not handled properly. As with the previous approach, this is
well suited for easy cases where robust image acquisition is available and performance and imple-
mentation simplicity are a priority. Unfortunately, noisy images are fairly common in automotive
scenarios where, for efficiency and cost reasons, a compromise may be made in terms of the quality
and performance of the cameras and sensors. It is often desirable that the software be robust to noise
so as to minimize the hardware costs.
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In [60], tracking is done by a particle filter for each track. The authors use the Munkres assignment
algorithm between bounding boxes in the current input image and the previous bounding box for
each track. A cost matrix is populated with the cost for associating a bounding box with any given
previous bounding box: the Euclidean distance between the box centers plus the size change of the
box, as a bounding box is expected to be roughly the same size in two consecutive frames. Since
boxes move and change size in bigger increments when the actors are close to the camera, the cost
is weighted by the inverse of the box size. This approach is simple, but the assignment algorithm
has an O(n3) complexity, which is probably too high for real-time tracking.
Various attempts exist for improving noise robustness while maintaining performance, for example
in [104]. In this case, the lifetime of tracked objects is modeled using a Markov Decision Process
(MDP). The policy of the MDP is determined using reinforcement learning, whose objective is to
learn a similarity function for associating tracked objects. The positions and lifetimes of the ob-
jects are modeled using transitions between MDP states. [74] also use MDPs in a more generalized
scheme, involving multiple sensors and cameras and fusing the results from multiple MDP formula-
tions. Note that Markov models can be limiting when it comes to automotive tracking, since a typical
scene with multiple interacting targets does not exhibit the Markov property where the current state
only depends on the previous one. In this regard, the related literature features multiple attempts to
improve reliability. [23] propose an elaborate pipeline featuring multiview tracking, ground plane
projection, maneuver recognition and trajectory prediction using an assortment of approaches which
include Hidden Markov Models and Variational Gaussian mixture models. Such efforts show that an
improvement over traditional algorithms involves sequencing together multiple different methods,
each with its own role. As such, there is the risk that the overall resulting approach may be too
fragmented and too cumbersome to implement, interpret and improve properly.
Works such as [58] attempt to circumvent such limitations by proposing alternatives to tried-and-
tested Markov models, in this case in the form of a system which determines behavioral patterns in
an effort to ensure global consistency for tracking results. There are multiple ways to exploit be-
havior in order to guide the tracking process, for instance by learning and minimizing/maximizing
an energy function that associates behavioral patterns to potential trajectory candidates. This con-
cept is also exemplified by [62], who propose a method based on minimizing a continuous energy
function aimed at handling the very large space of potential trajectory solutions, considering that a
limited, discrete set of behavior patterns impose limitations on the energy function. While such a
limitation offers better guarantees that a global optimum will eventually be reached, it may not allow
a complete representation of the system.
An alternative approach which is also designed to handle occlusions is [90], where the divide-and-
conquer paradigm is used to partition the solution space into smaller subsets, thereby optimizing the
search for the optimal variant. The authors note that while detections and their respective trajectories
can be extracted rather efficiently from crowded scenes, the presence of ambiguities induced by
occlusion events may raise significant detection errors. The proposed solution involves subdividing
the object assignment problem into subproblems, followed by a selective combination of the best
features found within the subdivisions (Figure 5). The number and types of the features are variable,
thereby accounting for some level of flexibility for this approach. One particular downside is that
once the scene changes, the problem itself also changes and the subdivisions need to reoccur and
update, therefore making this method unsuitable for scenes acquired from moving cameras.
A similar problem is posed in [5], where it is also noted that complex scenes pose tracking difficul-
ties due to occlusion events and similarities among different objects. This issue is handled by sub-
dividing object trajectories into multiple tracklets and subsequently determining a confidence level
for each such tracklet, based on its detectability and continuity. Actual trajectories are then formed
from tracklets connected based on their confidence values. One advantage of this method in terms of
performance is that tracklets can be added to already-determined trajectories in real-time as they be-
come available without requiring complex processing or additional associations. Additionally, linear
discriminant analysis is used to differentiate objects based on appearance criteria. The concept of
appearance is more extensively exploited by [26], who use motion dynamics to distinguish between
targets with similar features. They approach the problem by determining a dynamics-based simi-
larity between tracklets using generalized linear assignment. As such, targets are identified using
motion cues, which are complementary to more well established appearance models. While demon-
strating adequate performance and accuracy, it is worth mentioning that motion-based features are
sensitive to camera movement and are considerably mode difficult to use in automotive situations,
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Figure 5: An example of a divide-and-conquer approach which creates associations between detec-
tions [90]
where motion assessment metrics that work well for static cameras may be less reliable when the
cameras are in motion and image jittering and shaking occur.
The idea of generating appearance models using traditional means is exemplified in [42], who use a
combination appearance models learned using a regularized least squares framework and a system
for generating potential solution candidates in the form of a set of track hypotheses for each success-
ful detection. The hypotheses are arranges in trees, each of which are scored and selected according
to the best fit in terms of providing usable trajectories. An alternative to constructing an elaborate
appearance model is proposed by [86], who directly involve the shape and geometry of the detec-
tions within the tracking process, therefore using shape-based cost functions instead of ones based
on pixel clusters. Furthermore, results focusing on tracking-while-driving problems may opt for a
vehicle behavior model, or a kinematic model, as opposed to one that is based on appearance crite-
ria. Examples of such approaches are [1], [59], where the authors build models of vehicle behavior
from parameters such as steering angles, headings, offset distances, relative positions etc. Note that
kinematic and motion models are generally more suited to situations where the input consists in
data from radar, LiDAR or GPS, as opposed to image sequences. In particular, attempting to recon-
struct visual information from LiDAR point clouds is not a trivial task and may involve elaborate
reconstruction, segmentation and registration preprocessing before a suitable detection and tracking
pipeline can be designed [40].
Another class of results from related literature follows a different paradigm. Instead of employing
complex energy minimization functions and/or statistical modeling, other authors opt for a simpler,
faster approach that works with a limited amount of information drawn from the video frames. The
motivation is that in some cases the scenarios may be simple enough that a straightforward method
that alleviates the need for extended processing may prove just as effective as more complex and
elaborate counterparts. An example in this direction is [10] whose method is based on scoring de-
tections by determining overlaps between their bounding boxes across multiple consecutive frames.
A scoring system is then developed based on these overlaps and, depending on the resulting scores,
trajectories are formed from sets of successive overlaps of the same bounding boxes. Such a method
does not directly handle crowded scenes, occlusions or fast moving objects whose positions are far
apart in consecutive frames, however it may present a suitable compromise in terms of accuracy in
scenarios where performance is detrimental and the embedded hardware may not allow for more
complex processing. An additional important consideration for this type of problem is how the
tracking method is evaluated.
Most authors use a common, established set of benchmarks which, while having a certain degree
of generality, cannot cover every situation that a vehicle might be found in. As such, some authors
such as [76] devote their work to developing performance and evaluation metrics and data sets which
allow for covering a wide range of potential problems which may arise in MOT scenarios. As such,
the choice in the method used for tracking is as much a consequence of the diversity of situations
and events claimed to be covered by the method, as it results from the evaluation performed by the
authors. For example, as was the case for NN-based methods, most evaluations are done for scenes
with static cameras, which are only partly relevant for automotive applications. The advantage of the
methods presented thus far lies in the fact that they generally outperform their counterparts in terms
of the required processing power and computational resources, which is a plus for vehicle-based
tracking where the client device is usually a low-power solution. Furthermore, some methods can
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be extended rather easily, as the need may be, for instance by incorporating additional features or
criteria when assembling trajectories from individual detections, by finding an optimizer that ensures
additional robustness, or, as is already the case with some of the previously-mentioned papers, by
incorporating a light-weight supervised classifier in order to boost detection and tracking accuracy.
2.2.2 Methods Based on Graphs and Flow Models
A significant number of results from the related literature present the tracking solution as a graph
search problem or otherwise model the tracking scene using a dependency graph or flow model.
There are multiple advantages to using such an approach: graph-based models tailor well to the
multitracking problem since, like a graph, it is formed from inter-related nodes each with a distinct
set of parameter values. The relationships that can be determined among tracked objects or a set
of trajectory candidates can be modeled using edges with edge costs. Graph theory is well under-
stood and graph traversal and search algorithms can be widely found, with implementations readily
available on most platforms. Likewise, flow models can be seen as an alternative interpretation of
graphs, with node dependencies modeled through operators and dependency functions, forming an
interconnected system. Unlike a traditional graph, data from a flow model progresses in an estab-
lished direction which starts from initial components where acquired data is handled as input; the
data then traverses intermediate nodes where it is processed in some manner and ends up at terminal
nodes where the results are obtained and exploited. Like graphs, flow models allow for loops which
implement refinement techniques and in-depth processing via multiple local iterations.
Most methods which exploit graphs and flow models attempt to solve the tracking problem using
a minimum path or minimum cost - type approach. An example in this sense is [13], where multi-
object tracking is modeled using a network flow model subjected to min-cost optimization. Each
path through the flow model represents a potential trajectory, formed by concatenating individual
detections from each frame. Occlusion events are modeled as multiple potential directions arising
from the occlusion node and the proposed solution handles the resulting ambiguities by incorporat-
ing pairwise costs into the flow network.
A more straightforward solution is presented by [6], who solve multi-tracking using dynamic pro-
gramming and formulate the scenario as a linear program. They subsequently handle the large
number of resulting variables and constraints using k-shortest paths. One advantage of this method
seems to be that it allows for reliable tracking from only four overlapping low resolution low fps
video streams, which is in line with the cost-effectiveness required by automotive applications.
Another related solution is [71], where a cost function is developed from estimating the number
of potential trajectories as well as their origins and end frames. Then, the scenario is handled as a
shortest-path problem in a graph which the authors solve using a greedy algorithm. This approach
has the advantage that it uses well-established methods, therefore affording some level of simplicity
to understanding and implementing the algorithms.
In [77], a similar graph-based solution divides the problem into multiple subproblems by exploring
several graph partitioning mechanisms and uses greedy search based on Adaptive Label Iterative
Conditional Modes. Partitioning allows for successful disassociation of object identities in circum-
stances where said identities might be confused with one another. Also, methods based on solution
space partitioning have the advantage of being highly scalable, therefore allowing fine tuning of their
parameters in order to achieve a trade-off between accuracy and performance. Multiple extensions
of the graph-based problem exists in the related literature, for instance when multiple other criteria
are incorporated into the search method. [79] incorporate appearance and motion-based cues into
their data association mechanism, which is modeled using a global graph representation and makes
use of Generalized Minimum Clique Graphs to locate representative tracklets in each frame. Among
other advantages, this allows for a longer time span to be handled, albeit for each object individually.
Another related approach is provided in [66], where the solution consists in a collaborative model
which makes use of a detector and multiple individual trackers, whose interdependencies are deter-
mined by finding associations with key samples from each detected region in the processed frames.
These interdependencies are further exploited via a sample selection method to generate and update
appearance models for each tracker.
As extensions of the more traditional graph-based models which use greedy algorithms to search
for suitable candidate solutions and update the resulting models in subsequent processing steps,
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Figure 6: Generation of trajectories by determining higher order dependencies between tracklets via
a hypergraph model with edge shapes determined using a learning method [100]
some authors handle the problem using hypergraphs. These extend the concept of classical graphs
by generalizing the role of graph edges. In a conventional graph an edge joins two nodes, while
in a hypergraph edges are sets of arbitrary combinations of nodes. Therefore an edge in a hyper-
graph connects to multiple nodes, instead of just two as in the traditional case. This structure has
the potential to form more extensive and complete models using a singular unified concept and to
alleviate the need for costly solution space partitioning or subdivision mechanisms. Another use
of the hypergraph concept is provided by [101], who build a hypergraph-based model to generate
meaningful data associations capable of handling the problem of targets with similar appearance and
in close proximity to one-another, a situation frequently encountered in crowded scenes. The hy-
pergraph model allows for the formulation of higher-order relationships among various detections,
which, as mentioned in previous sections, have the potential to ensure robustness against simple
transformations, noise and various other spatial and temporal inaccuracies. The method is based
on grouping dense neighborhoods of tracklets hierarchically, forming multiple layers which enable
more fine-grained descriptions of the relationships that exists in each such neighborhood. A related
but much more recent result [100] is also based on the notion that hypergraphs allow for determining
higher order dependencies among tracklets, but in this case the parameters of the hypergraph edges
are learned using an SSVM (structural support vector machine), as opposed to being determined
empirically. Trajectories are established as a result of determining higher order dependencies by
rearranging the edges of the hypergraph so as to conform to several constraints and affinity crite-
ria. While demonstrating robustness to affine transforms and noise, such methods still cannot handle
complex crowded scenes with multiple occlusions and, compared to previously-mentioned methods,
suffer some penalties in terms of performance, since updating the various parameters of hypergraph
edges can be computationally costly.
3 Trajectory Prediction Methods
Autonomous cars need to have the ability to predict the future motion of surrounding vehicles in
order to navigate through complex traffic scenarios safely and efficiently. The existence of multiple
interacting agents, the multi-modal nature of driver behavior, and the inherent uncertainty involved
make motion prediction a challenging problem. An autonomous vehicle deployed in complex traffic
needs to balance two factors: the safety of humans in and around it, and efficient motion without
stalling traffic. The vehicle should also take the initiative, such as deciding when to change lanes,
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cross unsignalized intersections, or overtake other vehicles [24]. This requires the autonomous car
to have some ability to reason about the future state of the environment.
Other difficulties come from that requirements that such a system must be sensitive to exceptional,
rarely happening situations. It should not only consider physical quantities but also information
about the drivers’ intentions and, because of the great number of possibilities involved, it should
take into account only a reasonable subset of possible future scene evolutions [81].
One way to plan a safe maneuver is to understand the intent of other traffic participants, i.e. the
combination of discrete high-level behaviors as well as the continuous trajectories describing future
motion [12]. Predicting other traffic participants trajectories is a crucial task for an autonomous
vehicle, in order to avoid collisions on its planned trajectory. Even if trajectory prediction is not a
deterministic task, it is possible to specify the most likely trajectory [38].
Certain considerations about vehicle dynamics can provide partial knowledge on the future. For
instance, a vehicle moving at a given speed needs a certain time to fully stop and the curvature of its
trajectory has to be under a certain value in order to keep stability. On the other hand, even if each
driver has its own habits, it is possible to identify some common driving maneuvers based on traffic
rules, or to assume that drivers keep some level of comfort while driving [38]. In order to effectively
and safely interact with humans, trajectory prediction needs to be both precise and computationally
efficient [68].
A recent white paper [3] states that a solution for the prediction and planning tasks of an autonomous
car may consider a combination of the following properties:
• Predicting only a short time into the future. The likelihood of an accurate prediction is
indirectly related to the time between the current state and the point in time it refers to,
i.e. the further the predicted state is in the future, the less likely it is that the prediction is
correct;
• Relying on physics where possible, using dynamic models of road users that form the basis
of motion prediction. A classification of relevant objects is a necessary input to be able to
discriminate between various models;
• Considering the compliance of other road users with traffic rules to a valid extent. For
example, the ego car should cross intersections with green traffic lights without stopping,
relying on other road users to follow the rule of stopping at red lights. In addition to this,
foreseeable non-compliant behavior to traffic rules, e.g. pedestrians crossing red lights in
urban areas, needs to be taken into account, supported by defensive drive planning;
• Predicting the situation to further increase the likelihood of road user prediction being
correct. For example, the future behavior of other road users when driving in a traffic jam
differs greatly to their behavior in flowing traffic.
Further, it asserts that the interpretation and prediction system should understand not only the worst-
case behavior of other road users (possible vulnerable ones, i.e. who may not obey all traffic rules),
but their worst-case reasonable behavior. This allows it to make reasonable and physically possible
assumptions about other road users. The automated driving system should make a naturalistic as-
sumption, just as humans do, about the reasonable behavior of others. These assumptions need to
be adaptable to local requirements so that they meet locally different “driving cultures”.
3.1 Problem Description
To tackle the trajectory prediction task, one should assume to have access to real-time data streams
coming from sensors such as lidar, radar or camera, installed aboard the self-driving vehicle and that
there already exists a functioning tracking system that allows detection and tracking of traffic actors
in real-time. Examples of pieces of information that describe an actor are: bounding box, position,
velocity, acceleration, heading, and heading change rate. It may also be needed to have mapping
data of the area where the ego car is driving, i.e. road and crosswalk locations, lane directions,
and other relevant map information. Past and future positions are represented in an ego car-centric
coordinate system. Also, one needs to model the static context with road and crosswalk polygons, as
well as lane directions and boundaries: road polygons describe drivable surface, lanes describe the
driving path, and crosswalk polygons describe the road surface used for pedestrian crossing [27].
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Figure 7: Detected objects: cars (blue), pedestrians (yellow), road lanes (green) [98]
An example of available information on which the prediction module can operate is presented in
Figure 7.
More formally, considering the future as a consequence of a series of past events, a prediction
entails reasoning about probable outcomes based on past observations [49]. Let Xit be a vector
with the spatial coordinates of actor i at observation time t, with t ∈ {1, 2, ..., Tobs}, where Tobs
is the present time step in the series of observations. The past trajectory of actor i is a sequence
Xi = {Xi1, Xi2, ..., XiTobs}. Based on the past trajectories of all actors, one needs to estimate the
future trajectories of all actors, i.e. Yˆ i = {Yˆ iTobs+1, Yˆ iTobs+2, ..., Yˆ iTpred}.
It is also possible to first generate the trajectories in the Frenet frame along the current lane of
the vehicle, then convert it to the initial Cartesian coordinate system [38]. The Frenet coordinate
system is useful to simplify the motion equations when cars travel on curved roads. It consists of
longitudinal and lateral axes, denoted as s and d, respectively. The curve that goes through the
center of the road determines the s axis and indicates how far along the car is on the road. The d
axis indicates the lateral displacement of the car. d is 0 on the center of the road and its absolute
value increases with the distance from the center. Also, it can be positive or negative, depending on
the side of the road.
3.2 Classification of Methods
There are several classification approaches presented in the literature regarding trajectory planning
methods.
An online tutorial [89] distinguishes the following categories:
1. Model-based approaches. They identify common behaviors of the vehicle, e.g. changing
lane, turning left, turning right, determining maximum turning speed, etc. A model is
created for each possible trajectory the vehicle can go and then probabilities are computed
for all these models. One of the simplest approaches to compute the probabilities is the
autonomous multiple modal (AMM) algorithm. First, the states of the vehicle at times
t− 1 and t are observed. Then the process model is computed at time t− 1 resulting in the
expected states for time t. Then the likelihood of the expected state with the observed state
is compared, and the probability of the model at time t is computed. Finally, the model
with the highest probability is selected;
2. Data-driven approaches. In these approaches a black box model (usually a neural net-
work) is trained using a large quantity of training data. After training, the model will be ap-
plied to the observed behavior in order to provide the prediction. The training of the model
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Figure 8: Classification of motion models [50]
is usually computationally expensive and is made offline. On the other hand, the prediction
of the trajectories, once the model is trained, is quite fast and can be made online, i.e. in
real-time. Some of these methods also employ unsupervised clustering of trajectories using
e.g. spectral clustering or agglomerative clustering, and define a trajectory pattern for each
cluster. In the prediction stage, the vehicle partial trajectory is observed, it is compared with
the prototype trajectories, and then the trajectory most similar to a prototype is predicted.
A survey [50] proposes a different classification based on three increasingly abstract levels, summa-
rized in Figure 8.
1. Physics-based motion models. They represent vehicles as dynamic entities governed by
the laws of physics. Future motion is predicted using dynamic and kinematic models link-
ing some control inputs (e.g. steering, acceleration), car properties (e.g. weight) and exter-
nal conditions (e.g. friction coefficient of the road surface) to the evolution of the state of
the vehicle (e.g. position, heading, speed). Advantages. Such models are very often used
for trajectory prediction and collision risk estimation in the context of road safety. They are
more or less complex depending on how fine-grained the representation of the dynamics
and kinematics of the vehicle is, how uncertainties are handled, whether or not the geom-
etry of the road is taken into account, etc. Disadvantages. Since they only rely on the low
level properties of motion, physics-based motion models are limited to short-term (e.g., less
than a second) motion prediction. Typically, they are unable to anticipate any change in the
motion of the car caused by the execution of a particular maneuver (e.g., slowing down,
turning at constant speed, then accelerating to make a turn at an intersection) or changes
caused by external factors (e.g., slowing down because of a vehicle in front);
2. Maneuver-based motion models. They represent vehicles as independent maneuvering
entities, i.e. they assume that the motion of a vehicle on the road network corresponds to a
series of maneuvers executed independently from the other vehicles. Trajectory prediction
is based on the early recognition of the maneuvers that drivers intend to perform. If one
can identify the maneuver intention of a driver, one can assume that the future motion of
the vehicle will match that maneuver. Advantages. Because of the a priori information, the
derived trajectories are more relevant and reliable in the long term than the ones derived
from physics-based motion models. Maneuver-based motion models are based either on
prototype trajectories or on maneuver intention estimation. Disadvantages. In practice, the
assumption that vehicles move independently from each other does not hold. Vehicles share
the road with others, and the maneuvers performed by one vehicle necessarily influences
the maneuvers of others. Inter-vehicle dependencies are particularly strong at road inter-
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sections, where priority rules force vehicles to take into account the maneuvers performed
by the others. Disregarding these dependencies can lead to erroneous interpretations of the
situations and to poor evaluations of the risk;
3. Interaction-aware motion models. They represent vehicles as maneuvering entities which
interact with one another, i.e. the motion of a vehicle is assumed to be influenced by the
motion of the other vehicles in the scene. Advantages. Taking into account the dependen-
cies between the vehicles leads to a better interpretation of their motion compared to the
maneuver-based motion models. As a result, they contribute to a better understanding of
the situation and a more reliable evaluation of the risk. They are based either on proto-
type trajectories or on dynamic Bayesian networks. The interaction-aware motion models
are the most comprehensive models proposed so far. They allow longer-term predictions
compared to physics-based motion models, and are more reliable than maneuver-based mo-
tion models since they account for the dependencies between the vehicles. Disadvantages.
Computing all the potential trajectories of the vehicles exhaustively is computationally ex-
pensive and may not be compatible with real-time usage.
A classification somewhat similar with the previous two is mentioned in [48], which distinguishes
the following motion prediction categories of methods:
1. Learning-based motion prediction: learning from the observation of the past movements
of vehicles in order to predict the future motion;
2. Model-based motion prediction: using motion models;
3. Motion prediction with a cognitive architecture: trying to reproduce human behavior.
Overall, the main difficulty faced by these approaches is that in order to reliably estimate the risk of a
traffic situation it is necessary to reason at a high level about a set of interacting maneuvering entities,
taking into account uncertainties associated with the data and the models. This high-level reasoning
is computationally expensive, and not always compatible with real-time risk estimation. For this
reason, a lot of effort has been put recently into designing novel, more efficient risk estimation
algorithms which do not need to predict all the possible future trajectories of all the vehicles in
the scene and check for collisions. Instead, algorithms have been proposed which focus on the
most relevant trajectories to speed up the computation, or to use alternative risk indicators such as
conflicts between maneuver intentions. The choice of a risk assessment method is tightly coupled
with the choice of a motion model. Therefore, the authors of [50] believe that major improvements
in this field will be brought by approaches which jointly address vehicle motion modeling and risk
estimation.
In the rest of this section, we present some specific approaches classified by their main prediction
“paradigm”, namely neural networks and other methods, most of which use some kind of stochastic
representation of the actors’ behavior in the environment. This is especially useful since some works
use the same model to address different abstraction levels of the trajectory prediction task.
3.3 Methods Using Neural Networks
Many of the approaches presented in the literature that are based on neural networks use either
recurrent neural network (RNNs) which explicitly take into account a history composed of the past
states of the actors, or simpler convolutional neural networks (CNNs).
One of the most interesting systems, albeit quite complex, is DESIRE [49], which has the goal
of predicting the future locations of multiple interacting agents in dynamic (driving) scenes. It
considers the multi-modal nature of the future prediction, i.e. given the same context, the future
may vary. It may foresee the potential future outcomes and make a strategic prediction based on
that, and it can reason not only from the past motion history, but also from the scene context as well
as the interactions among the agents. DESIRE achieves these goals in a single end-to-end trainable
neural network model, while being computationally efficient. Using a deep learning framework,
DESIRE can simultaneously: generate diverse hypotheses to reflect a distribution over plausible
futures, reason about the interactions between multiple dynamic objects and the scene context, and
rank and refine hypotheses with consideration of long-term future rewards.
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Figure 9: The DESIRE architecture. GRU means Gated Recurrent Unit and SCF means Scene
Context Fusion unit. The aquamarine paths are used only during training [49]
The corresponding optimization problem tries to maximize the potential future reward of the predic-
tion, using the following mechanisms (Figure 9):
1. Diverse sample generation: a conditional variational auto-encoder (CVAE) is used to learn
a sampling model that, given observations of past trajectories, produces a diverse set of
prediction hypotheses to capture the multimodality of the space of plausible futures. The
CVAE introduces a latent variable to account for the ambiguity of the future, which is
combined with an RNN that encodes the past trajectories, to generate hypotheses using
another RNN. Essentially, a CVAE introduces stochastic latent variables zi that are learned
to encode a diverse set of predictions Yt given input Xt, making it suitable for modeling
one-to-many mappings;
2. IOC-based ranking and refinement: a ranking module determines the most likely hypothe-
ses, while incorporating scene context and interactions. Since an optimal policy is hard to
determine where multiple agents make strategic interdependent choices, the ranking objec-
tive is formulated to account for potential future rewards similar to inverse optimal control
(IOC) or inverse reinforcement learning (IRL). This also ensures generalization to new
situations further into the future, given limited training data. The module is trained in a
multitask framework with a regression-based refinement of the predicted samples. In the
testing phase, there are multiple iterations in order to obtain more accurate refinements of
the future prediction. Predicting a distant future can be far more challenging than predicting
a closer one. Therefore, an agent is trained to choose its actions that maximizes long-term
rewards to achieve its goal. Instead of designing a reward function manually, IOC learns an
unknown reward function. The RNN model assigns rewards to each prediction hypothesis
and measures its goodness based on the accumulated long-term rewards;
3. Scene context fusion: this module aggregates the interactions between agents and the scene
context encoded by a CNN. The fused embedding is channeled to the RNN scoring module
and allows to produce the rewards based on the contextual information.
In [103], a method to predict trajectories of surrounding vehicles is proposed using a long short-term
memory (LSTM) network, with the goal of taking into account the relationship between the ego car
and surrounding vehicles.
The LSTM is a type of recurrent neural network (RNN) capable of learning long-term dependencies.
Generally, an RNN has a vanishing gradient problem. An LSTM is able to deal with this through a
forget gate, designed to control the information between the memory cells in order to store the most
relevant previous data.
The proposed method considers the ego car and four surrounding vehicles. It is assumed that drivers
generally pay attention to the relative distance and speed with respect to the other cars when they
intend to change a lane. Based on this assumption, the relative amounts between the target and the
four surrounding vehicles are used as the input of the LSTM network. The feature vector xt at time
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Figure 10: The architecture of the system [41]
step t is defined by twelve features: lateral position of target vehicle, longitudinal position of target
vehicle, lateral speed of target vehicle, longitudinal speed of target vehicle, relative distance between
target and preceding vehicle, relative speed between target and preceding vehicle, relative distance
between target and following vehicle, relative speed between target and following vehicle, relative
distance between target and lead vehicle, relative speed between target and lead vehicle, relative
distance between target and ego vehicle, and relative speed between target and ego vehicle. The
input vector of the LSTM network is a sequence data with xt’s for past time steps. The output is the
feature vector at the next time step t + 1. A trajectory is predicted by iteratively using the output
result of the network as the input vector for the subsequent time step.
In [41] an efficient trajectory prediction framework is proposed, which is also based on an LSTM.
This approach is data-driven and learns complex behaviors of the vehicles from a massive amount
of trajectory data. The LSTM receives the coordinates and velocities of the surrounding vehicles as
inputs and produces probabilistic information about the future location of the vehicles over an occu-
pancy grid map (Figure 10). The experiments show that the proposed method has better prediction
accuracy than Kalman filtering.
The occupancy grid map is widely adopted for probabilistic localization and mapping. It reflects
the uncertainty of the predicted trajectories. In [41], the occupancy grid map is constructed by
partitioning the range under consideration into several grid cells. The grid size is determined such
that a grid cell approximately covers the quarter lane to recognize the movement of the vehicle on
same lane as well as length of the vehicle (Figure 11).
When predictions are needed for different time ranges (e.g., ∆ = 0.5s, 1s, 2s), the LSTM is trained
independently for each time range. The LSTM produces the probability of occupancy for each grid
cell. Let (x, y) be a two dimensional index for the occupancy grid. Then the softmax layer in the ith
LSTM produces the probability Po(ix, iy) for the grid element (ix, iy). Finally, the outputs of the n
LSTMs are combined using Po(ix, iy) = 1−
n∏
i=1
(
1− P (i)o (ix, iy)
)
. The probability of occupancy
Po(ix, iy) summarizes the prediction of the future trajectory for all n vehicles in the single map.
Alternatively, the same LSTM architecture can be used to directly predict the coordinates of a vehicle
as a regression task. Instead of using the softmax layer to compute probabilities, the system can
produce two real coordinate values x and y.
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Figure 11: An example of an occupancy grid map [41]
In [24], another LSTM model is described for interaction-aware motion prediction. Confidence
values are assigned to the maneuvers that are performed by vehicles. Based on them, a multi-modal
distribution over future motions is computed. More specifically, the model assigns probabilities
for different maneuver classes, and outputs maneuver specific predictions for each maneuver class.
The LSTM uses as input the track histories of the ego vehicle and its surrounding vehicles, and the
lane structure of the freeway. It assigns confidence values to six maneuver classes and predicts a
multi-modal distribution of the possibilities of future motion.
Taking into account the time constraints of a real-time system, [27] uses simple feed-forward CNN
architectures for the prediction task. Instead of manually defining features that represent the context
for each actor, the authors rasterize the scene for each actor into an RGB image. Then, they train the
CNN using these rasterized images as inputs to predict the actors’ trajectories, where the network
automatically infers the relevant features. Optionally, the model can also take as input a current
state of the actor represented as a vector containing velocity, acceleration, and heading change rate
(position and heading are not required because they are implicitly included in the raster image), and
concatenate the resulting vector with the flattened output of the base CNN. Finally, the combined
features are passed through a fully connected layer.
A similar approach is used in [18], which presents a method to predict multiple possible trajectories
of actors while also estimating their probabilities. It encodes each actor’s surrounding context into
a raster image, used as input by a deep convolutional network to automatically derive the relevant
features for the task. Given the raster image and the state estimates of actors at a time step, the CNN
is used to predict a multitude of possible future state sequences, as well as the probability of each
sequence.
As part of a complete software stack for autonomous driving, NVIDIA created a system based on
a CNN, called PilotNet [11], which outputs steering angles given images of the road ahead. This
system is trained using road images paired with the steering angles generated by a human driving
a car that collects data. The authors developed a method for determining which elements in the
road image influence its steering decision the most. It seems that in addition to learning the obvious
features such as lane markings, edges of roads and other cars, the system learns more subtle features
that would be hard to anticipate and program by engineers, e.g., bushes lining the edge of the road
and atypical vehicle classes, while ignoring structures in the camera images that are not relevant to
driving. This capability is derived from data without the need of hand-crafted rules.
In [12], the authors propose a learnable end-to-end model with a deep neural network that reasons
about both high level behavior and long-term trajectories. Inspired by how humans perform this
task, the network exploits motion and prior knowledge about the road topology in the form of maps
containing semantic elements such as lanes, intersections and traffic lights. The so-called IntentNet
is a fully-convolutional neural network that outputs three types of variables in a single forward pass
corresponding to: detection scores for vehicle and background classes, high level action probabilities
corresponding to discrete intentions, and bounding box regressions in the current and future time
steps to represent the intended trajectory. This design enables the system to propagate uncertainty
through the different components and is reported to be computationally efficient.
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A CNN is also used in [68] for an end-to-end trajectory prediction model which is competitive with
more complicated state-of-the-art LSTM-based techniques which require more contextual informa-
tion. Highly parallelizable convolutional layers are employed to handle temporal dependencies. The
CNN is a simple sequence-to-sequence architecture. Trajectory histories are used as input and em-
bedded to a fixed size through a fully-connected layer. The convolutional layers are stacked and
used to enforce temporal consistency. Finally, the features from the final convolutional layer are
concatenated and passed through a fully-connected layer to generate all predicted positions at once.
The authors found out that predicting one time step at a time leads to worse results than predicting
all future times at once. A possible reason is that the error of the current prediction is propagated
forward in time in a highly correlated fashion.
3.4 Methods Using Other Techniques
The authors of [108] use Partially Observable Markov Decision Processes (POMDPs) for behavior
prediction and nonlinear receding horizon control (or model predictive control) for trajectory plan-
ning. The POMDPs model the interactions between the ego vehicle and the obstacles. The action
space is discretized into: acceleration, deceleration and maintaining the current speed. For each of
the obstacle vehicles, three types of intentions are considered: going straight, turning and stopping.
The reward function is chosen so that the actors make the maximum progress on the road while
avoiding collisions. A particle filter is implemented to update the belief of each motion intention for
each obstacle vehicle. For the ego car, the bicycle kinematic model is used to update the state.
Article [94] presents a simple yet effective way to accurately predict the future trajectories of ob-
served vehicles in dense city environments. The authors recorded the trajectories of cars comprising
over 1000 hours of driving in San Francisco and New York. By relating the current position of
an observed car to this large dataset of previously exhibited motion in the same area, the predic-
tion of its future position can be directly performed. Under the hypothesis that the car follows the
same trajectory pattern as one of the cars in the past at the same location had followed. This non-
parametric method improves over time as the amount of samples increases and avoids the need for
more complex models.
Paper [38] presents a trajectory prediction method which combines the constant yaw rate and ac-
celeration (CYRA) motion model and maneuver recognition. The maneuver recognition module
selects the current maneuver from a predefined set (e.g. keep lane, change lane to the right or to the
left and turn at an intersection) by comparing the center lines of the road lanes to a local curvilinear
model of the path of the vehicle. The proposed method combines the short-term accuracy of the
former technique and the longer-term accuracy of the latter. The authors use mathematical models
that take into account the position, speed and acceleration of vehicles.
In [37], a method is presented that evaluates the probabilistic prediction of real traffic scenes with
varying start conditions. The prediction is based on a particle filter, which estimates the behavior-
describing parameters of a microscopic traffic model, i.e. the driving style as a distribution of behav-
ior parameters. This method seems to be applicable for long-term trajectory planning. The driving
style parameters of the intelligent driving model (IDM) are continuously estimated, together with
the relative motion between objects. By measuring vehicle accelerations, a driving style estimation
can be provided from the first detection without the need of a long observation time before perform-
ing the prediction. The use of a particle filter enables to cope with continuous behavior changes
with arbitrarily shaped parameter distributions. Forward propagation using Monte Carlo simulation
provides an approximate probability density function of the future scene.
Since Markov models are only conditioned on the last observed position, they can generate poor
predictions if different motion patterns exhibit significantly overlapping segments. Moreover, tra-
jectories acquired from sensors can be fragmented by occlusion. The approaches based on Gaussian
Processes (GPs) overcome this problem by modeling motion patterns as velocity flow fields, thus
avoiding the need to identify goal positions. Also, they are well-suited for applications with noisy
measurements, such as data collected on moving cars. More importantly, predictions using a GP
have a simple analytical form that can be easily integrated into a risk-aware path planner. Arti-
cle [15] develops a data-driven approach for learning a mobile agent’s motion patterns from past
observations, which are subsequently used for online trajectory predictions. It examines the reasons
why previous GP-based mixture models can sometimes produce poor prediction results by providing
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examples to show that while GP is a flexible tool for modeling motion patterns, GP likelihood is not
a good similarity measure for trajectory clustering.
As the traffic participants have a mutual influence on one another, their interaction is explicitly con-
sidered in [48], which is inspired by an optimization problem. For motion prediction, the collision
probability of a vehicle performing a certain maneuver is computed. The prediction is performed
based on the safety evaluation and the assumption that drivers avoid collisions. This combination
of the intention of each driver and the driver’s local risk assessment to perform a maneuver leads
to an interaction-aware motion prediction. The authors compute the probability that a collision will
occur anywhere in the whole scene, considering that the number of different maneuvers is limited
(e.g., lane changes, acceleration, maintaining the speed, deceleration, and combinations), and then
the proposed system assesses the danger of possible future trajectories.
The same concept of considering risk is used in [81], which describes an integrated Bayesian ap-
proach to maneuver-based trajectory prediction and criticality assessment that is not limited to spe-
cific driving situations. First, a distribution of high-level driving maneuvers is inferred for each
vehicle in the traffic scene by means of Bayesian inference. For this purpose, the domain is modeled
with a Bayesian network. Subsequently, maneuver-based probabilistic trajectory prediction models
are employed to predict the configuration of each vehicle forward in time. The proposed system
has three main parts: the maneuver detection, the prediction, and the criticality assessment. In the
maneuver detection part, the current driving maneuver of every vehicle is estimated via Bayesian
inference. In the prediction part, maneuver-specific prediction models are employed to predict the
configuration of each vehicle forward in time within a common global coordinate system. In the crit-
icality assessment part, these individual joint distributions are used together with a parametric free
space map-based representation of the static environment with probability distribution functions to
estimate the collision probability of the event that the ego vehicle collides with at least one other
vehicle or the static driving environment at least once within the prediction horizon via Monte Carlo
simulation.
The authors of [23] propose a framework for holistic surround vehicle trajectory prediction with
three interacting modules: a trajectory prediction module, based on the combination of an interaction
model based on motion and maneuver specific variational Gaussian mixture models, a maneuver
recognition module based on hidden Markov models for assigning confidence values for maneuvers
being performed by surrounding vehicles, and a vehicle interaction module that considers the global
context of surrounding vehicles and assigns final predictions by minimizing an energy function
based on outputs of the other two modules. The motion model becomes unreliable for long-term
trajectory prediction, especially in cases involving a greater degree of decision making by drivers.
The paper defines ten maneuver classes for surrounding vehicle motion on freeways in the frame of
reference of the ego vehicle, based on combinations of lane passes, overtakes, cut-ins and drift into
ego lane. A corresponding energy minimization problem is set so that the predictions where at any
point in the time horizon, two vehicles are very close to each other, are penalized. This is based on
the fact that drivers tend to follow paths with low probability of collision with other vehicles.
3.5 Mixed Methods
The authors of [105] take a model-based approach to prediction, in order to make use of structured
prior knowledge of vehicle kinematics, and the assumption that other drivers plan trajectories to
minimize an unknown cost function. They introduce an IOC algorithm to learn the cost functions
of other vehicles in an energy-based generative model. Langevin sampling, a Monte Carlo-based
sampling algorithm, is used to directly sample the control sequence. Langevin sampling is shown
to generate better predictions with higher stability. It seems that this algorithm is more flexible
that standard IOC methods, and can learn higher-level, non-Markovian cost functions defined over
entire trajectories. The weighted feature-based cost functions are extended with neural networks
in order to combine the advantages of both model-based and model-free learning. The study uses
both environment structure (in the form of kinematic vehicular constraints, which can be modeled
very accurately), and the assumption that human drivers optimize their trajectories according to a
subjective cost function. The results show that model-based IOC can achieve state-of-the-art vehicle
trajectory prediction accuracy and naturally take scene information into account.
Multiple deep neural network architectures are designed to learn the cost functions, some of which
augment a set of hand-crafted features. The human-crafted cost functions are defined as ten com-
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ponents: the distance to the goal, the distance to the center of the lane, the penalty of collision to
other vehicles (inversely proportional to the distance to other vehicles), the L2-norm of acceleration
and steering, the L2-norm for the difference of acceleration and steering between two frames, the
heading angle to lane, and the difference to the speed limit.
A thesis [2] investigates the application of deep learning and mixture models for the prediction of
human drivers in traffic. The chosen approach is a mixture density network where the neural network
is composed of LSTM units and the mixture model consists of univariate Gaussian distributions. It
applies multi-task learning, in that by sharing the representation between multiple tasks, one enables
the model to generalize better. A limitation is that the tasks usually have to be related to some
extent. For example, a single neural network can predict both longitudinal and lateral accelerations
from the same input, where the first few layers in the network are shared between the two tasks, and
then separated into two different layers to produce the final outputs. To capture the intention of the
driver, another layer is used in parallel to the motion prediction layer after the LSTM layers. This
layer indicates if the driver intends to switch lane and remain there within the next four seconds.
3.6 Discussion
Rule-based approaches to vehicle interaction are rather inflexible; they require a great effort to
engineer and validate, and they usually generalize poorly to new scenarios [105].
Learning-based approaches are promising because of the complexity of driving interactions, and the
need for generalization. However, learning-based systems require a large amount of data to cover
the space of interactive behaviors. Because they capture the generative structure of vehicle trajec-
tories, model-based methods can potentially learn more, from less data, than model-free methods.
However, good cost functions are challenging to learn, and simple, hand-crafted representations may
not generalize well across tasks and contexts. In general, model-based methods can be less flexible,
and may underperform model-free methods in the limit of infinite data. Model-free methods take
a data-driven approach, aiming to learn predictive distributions over trajectories directly from data.
These approaches are more flexible and require less knowledge engineering in terms of the type of
vehicles, maneuvers, and scenarios, but the amount of data they require may be prohibitive [105].
Manually designed engineered models often impose unrealistic assumptions not supported by the
data, e.g., that traffic always follows lanes, which motivated the use of learned models as an alterna-
tive. A large class of learned models are maneuver-based models, e.g., using hidden Markov models,
which are object-centric approaches that predict the discrete actions of each object independently.
Often, the independence assumption is not true, which is mitigated by the use of Bayesian networks
that are computationally more expensive and not feasible for real-time tasks [27].
Gaussian Process regression can also be used to address the motion prediction problem. It has
desirable properties such as the ability to quantify uncertainty, but it is limited when modeling
complex actor-environment interactions [27].
Although it is possible to do multi-step prediction with a Kalman filter, it cannot be extended far
into the future with reasonable accuracy. A multi-step prediction done solely by a Kalman filter was
found to be accurate up until 10-15 timesteps, after which the predictions diverged and the full 40
timesteps prediction ended up being worse than constant velocity inference [2]. This emphasizes
the advantages of data-driven approaches, as it is possible to observe almost an infinite number of
variables which may all affect the driver, whereas the Kalman filter relies solely on the physical
movement of the vehicle.
The data may also be a part of the problem, because the network learns what is present in the data,
and hopefully generalizes well, but there may always be situations where the humans do not behave
according to previous observations. This is one drawback of using neural networks. However, it
seems that the advantages of using a data-driven approach outperform the disadvatages.
Because of the time constraints of real-time systems, some authors use simpler feed-forward CNN
architectures for prediction [27]. In general, deep CNNs as robust, flexible, high-capacity function
approximators, are able to model the complex relationship between sensory input and reward struc-
ture very well. Additionally, due to the convolutional operators, they are able to capture spatial
correlations in the data [85]. Some authors [68] state that CNNs are superior to LSTMs for temporal
modeling since trajectories are continuous in nature, do not have complicated “state”, and have high
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spatial and temporal correlations which can be exploited by computationally efficient convolution
operations.
Another approach is to learn policies from expert demonstrations by estimating the expert’s cost
function with inverse reinforcement learning and then extract a policy from that cost function [85].
However, this is often inefficient for real-time applications [27].
Finally, it should be mentioned that in this section, we have addressed the trajectory prediction
problem. A related, but distinct problem, is trajectory planning, i.e. finding an optimal path from
the current location to a given goal location. Its aim is to produce smooth trajectories with small
changes in curvature, so as to minimize both the lateral and the longitudinal acceleration of the
ego vehicle. For this purpose, there are several methods reported in the literature, e.g. using cubic
spline interpolation, trigonometric spline interpolation, Bézier curves, or clothoids, i.e. curves with
a complex mathematical definition, which have a linear relation between the curvature and the arc
length and allow smooth transitions from a straight line to a circle arc or vice versa.
4 Decision Making Methods
Since an agent’s actions depend on the other agents’ actions, an uncertainty explosion in future states
may arise and this may result in the freezing-robot problem, where a robot comes to a complete stop
because all possible actions become unacceptably unsafe. If the robot does not come to a complete
stop, it may choose to follow highly evasive or arbitrary paths through the problem space, which are
often not only suboptimal but potentially dangerous [85].
While modeling interactions is an intriguing problem in itself, dealing with the increased complexity
is another challenge. Since all agents’ actions are affected and equally affect other agents’ actions,
the number of interactions (and therefore the planning complexity) grows exponentially with the
number of agents. The simplest approach is to discretize the action space by motion primitives
and to exhaustively search through all possible options. Naturally, there are more efficient methods
of exploring the optimization space. In the deterministic case, one can cover the decision-making
process, often phrased in a game-theoretic setting, in a tree-type structure and apply a search over
the tree. The tree, usually discretized by action time, consists of discrete actions that each agent can
choose to execute at each stage. Since each agent’s reward depends not only on its own reward and
actions but also on all other agents’ actions at the previous stages, the tree also grows exponentially
with the number of agents [85].
In the previous section, we have presented prediction methods for the trajectories of surrounding
vehicles. An important issue is related to the decisions of the ego car itself regarding the possible
maneuvers that it can make in order to optimize some criteria related to risk and efficiency. In this
section, we briefly present some methods that can be used for this purpose. We especially focus on
(deep) reinforcement learning (RL) and tree search algorithms.
4.1 Deep Reinforcement Learning Algorithms
Recently, there have been many efforts in devising better, more efficient RL algorithms. A very
popular class of applications is represented by games, where the task is to learn to play directly from
the game image and perhaps the score, without any a priori knowledge about the game rules. Of
course, the same algorithms can be applied to other classes of problems, including decision making
in autonomous driving. Below, we present some of these RL algorithms [95], [46]:
• Policy Gradients [34]. The objective of an RL agent is to maximize the expected total
discounted reward, i.e. value or utility, by following a policy. The policy returns the action
that the agent should take in each state. This is usually a maximization problem (finding
the best action in every state) and the maximum function is not differentiable, so gradient-
based methods cannot be used. However, one can use a parametric representation for the
policy, e.g., a neural network that gives the probabilities of each action for each state using
the softmax function. Softmax is differentiable, therefore gradients can be used to adjust
the parameters of the neural network which, in turn, approximates the policy;
• Deep Q-Network (DQN) [64]. It approximates the Q matrix of values computed, e.g., by
the classic Q-Learning algorithm with a neural network. A great advantage is that each step
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of experience is likely used in many weight updates, which allows better generalization to
unvisited states. However, it was found that learning directly from successive samples is
suboptimal because of the correlations between the samples. Instead, the algorithm learns
using experience replay, i.e. the updates are made using random samples from a buffer of
past transitions. Also, in order to stabilize learning, the target network is kept fixed for a
certain number of learning episodes, and then replaced by the current network;
• Actor-Critic [44]. These methods are temporal difference (TD) methods that have a sepa-
rate memory structure to explicitly represent the policy independently of the value function.
The policy structure is known as the “actor”, because it is used to select actions, and the
estimated value function is known as the “critic”, because it criticizes the actions made by
the actor. Learning is on-policy: the critic learns about and critiques, in the form of a TD
error, the policy followed by the actor. This scalar signal is the only output of the critic and
drives all learning in both actor and critic;
• Asynchronous Advantage Actor-Critic (A3C) [63]. In A3C there is a global network and
multiple worker agents each with its own network. Each of these agents interacts with its
own copy of the environment at the same time. In this way, the experience of each agent
is independent of the experience of the others and thus the overall experience available
for training becomes more diverse. Instead of discounted rewards, the method uses another
value called “advantage”, which allows the agent to determine not just how good its actions
were, but how much better they turned out to be than expected. The advantage is positive
if an action is better than the other actions possible in that state;
• Proximal Policy Optimization [83]. It improves the stability of the actor training by limiting
the policy update at each training step. Thus, it avoids having too large policy updates. The
ratio that represents the difference between the new and the old policy is clipped (e.g.,
between 0.8 and 1.2), ensuring that the policy updates are not too large;
• Trust Region Policy Optimization (TRPO) [82]. Policy Gradients computes the steepest
ascent direction for the rewards and updates the policy towards that direction. However,
this method uses the first-order derivative and approximates the surface to be flat. If the
surface has high curvature and the step size (the learning rate) is too large, it can lead to
very bad policies. On the other hand, if the step is too small, the model learns too slowly.
TRPO limits the parameter changes that are sensitive to the cost surface and ensures that
any policy change should guarantee an improvement in rewards. In the trust region, one
determines the maximum step size that is used for exploration and locates the optimal point
within this trust region. If the divergence between the new and the old policy is getting
large, the trust region is shrunk; otherwise, it is expanded;
• Imagination-Augmented Agent [99]. The idea of this algorithm is to allow the agent to
imagine future trajectories and incorporate these imagined paths into its decision process.
They consist of a set of trajectories “imagined” from the current observation. The trajec-
tories are called “rollouts” and are produced for every available action in the environment.
Every rollout consists of a fixed number of steps into the future and every step in a spe-
cial model called the “environment model” produces the next observation and predicts the
immediate reward from the current observation and the action to be taken.
There are several papers that explore different variants of these algorithms.
The authors of [63] propose a conceptually simple and lightweight framework for deep reinforce-
ment learning that uses asynchronous gradient descent. They present asynchronous variants of four
standard reinforcement learning algorithms and show that parallel actor-learners have a stabilizing
effect on training, allowing all four methods to successfully train neural network controllers. In-
stead of experience replay, multiple agents are executed in parallel, on multiple instances of the
environment. This parallelism also decorrelates the agents’ data into a more stationary process. The
experiments are run on a single machine with a standard multi-core CPU. The best of the proposed
methods is reported to be the A3C.
Article [4] introduces a hybrid CPU/GPU version of the A3C algorithm and concentrates on aspects
critical to leveraging the computational power of the GPU. It introduces a system of queues and a
dynamic scheduling strategy and achieves a significant speed up with respect to its CPU equivalent.
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The authors of [54] adapt the ideas underlying the success of Deep Q-Learning to the continuous
action domain. They present an actor-critic, model-free, off-policy (i.e. the network is trained off-
policy with samples from a replay buffer) algorithm based on the deterministic policy gradient that
can operate over continuous action spaces. The actor-critic approach is combined with insights from
DQN. The resulting model seems to be able to learn competitive policies using low-dimensional
observations, e.g. Cartesian coordinates or joint angles. A key feature of the approach is its simplic-
ity: it requires only a straightforward actor-critic architecture and learning algorithm with very few
adjustable parameters. Its main disadvantage is that it requires a large number of training episodes
to find solutions.
In [55], proximal gradient temporal difference learning is introduced, which provides a principled
way of designing and analyzing true stochastic gradient temporal difference learning algorithms.
The authors show how gradient temporal difference (GTD) reinforcement learning methods can be
formally derived, not by starting from their original objective functions, as previously attempted, but
rather from a primal-dual saddle-point objective function. Both error bound and performance bound
are provided, which shows that the value function approximation bound of the GTD algorithms
family is O (d/ 4
√
n), where d is the dimension of the feature vector and n is the number of samples.
Direct policy search can effectively scale to high-dimensional systems, but complex policies with
hundreds of parameters often present a challenge for such methods, requiring numerous samples
and often falling into poor local optima. Article [51] presents a guided policy search algorithm that
uses trajectory optimization to direct policy learning and avoid poor local optima. It shows how
differential dynamic programming can be used to generate suitable guiding samples, and describes
a regularized importance sampled policy optimization that incorporates these guiding samples into
the policy search. As a consequence, the algorithm can learn complex policies with hundreds of
parameters.
Another interesting algorithm is the Predictron [88]. This architecture is an abstract model, repre-
sented by a Markov reward process, that can be rolled forward multiple “imagined” planning steps.
Each forward pass of the predictron accumulates internal rewards and values over multiple planning
depths. The predictron is trained end-to-end so as to make these accumulated values accurately
approximate the true value function. It is reported to demonstrate more accurate predictions than
conventional deep neural network architectures. The predictron is composed of four main compo-
nents. First, a state representation that encodes raw input (e.g., a history of observations, in the
partially observed setting) into an internal (abstract, hidden) state. Second, a model that maps from
an internal state to a subsequent internal state, internal reward, and internal discount. Third, a value
function that outputs internal values representing the future, internal return from the internal state
onwards. The predictron is applied by unrolling its model multiple “planning” steps to produce
internal rewards, discounts and values. Finally, these internal rewards, discounts and values are
combined together by an accumulator into an overall estimate of value. Unlike most approaches to
model-based RL, the model is fully abstract: it does not have to correspond to the real environment
in any human understandable fashion, as long as its rolled-forward “plans” accurately predict the
outcomes in the true environment.
4.2 Tree Search Algorithms
Planning problems are often solved by tree search algorithms that simulate ahead into the future,
evaluate future states, and back-up those evaluations to the root of the search tree. Among these
algorithms, Monte Carlo Tree Search (MCTS) [87] is one of the most general, powerful and widely
used. The typical MCTS algorithm consists of several phases. First, it simulates trajectories into
the future, starting from the root state. Second, it evaluates the performance of the leaf states, either
using a random rollout, or using an evaluation function such as a “value network”. Third, it backs-up
these evaluations to update the internal values along the trajectory, for example by averaging over
evaluations.
The architecture presented in [35], called MCTSnet, incorporates the simulation-based search into
a neural network, by expanding, evaluating and backing-up a vector embedding. The parameters of
the network are trained end-to-end using gradient-based optimization. The key idea is to represent
the internal state of the search, at each node, by a memory vector. The computation of the network
proceeds forwards from the root state, just like a simulation of MCTS, using a simulation policy
based on the memory vector to select the trajectory to traverse. The leaf state is then processed by
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an embedding network to initialize the memory vector at the leaf. The network proceeds backwards
up the trajectory, updating the memory at each visited state according to a backup network that prop-
agates from child to parent. Finally, the root memory vector is used to compute an overall prediction
of value or action. The major benefit of this architecture is that it can be used for gradient-based
optimization. Still, internal action sequences directing the control flow of the network cannot be dif-
ferentiated, and learning this internal policy presents a challenging credit assignment problem. To
address this, [35] proposes a novel, generally-applicable approximate scheme for credit assignment
that leverages the anytime property of the computational graph, allowing to effectively learn this
part of the search network from data.
Rapidly-exploring random trees (RRTs) [47] represent an efficient method for finding feasible trajec-
tories for high-dimensional non-holonomic systems. They can be viewed as a technique to generate
open-loop trajectories for nonlinear systems with state constraints. An RRT can also be considered
as a Monte Carlo method to bias search into the largest Voronoi regions of a graph in a configuration
space. The tree is constructed incrementally from samples drawn randomly from the search space
and is inherently biased to grow towards large unsearched areas of the problem. If the random sam-
ple is further from its nearest state in the tree than this limit allows, a new state at the maximum
distance from the tree along the line to the random sample is used instead of the random sample
itself. The random samples can then be viewed as controlling the direction of the tree growth while
the growth factor determines its rate.
Article [45] describes a real-time motion planning algorithm, based on RRTs, applicable to au-
tonomous vehicles operating in an urban environment. The extensions to the standard RRT are
motivated by the need to generate dynamically feasible plans in real-time, safety requirements, and
the constraints dictated by the uncertainty of driving in an urban environment. The proposed al-
gorithm was at the core of the planning and control software for Team MIT’s entry for the 2007
DARPA Urban Challenge, where the vehicle demonstrated the ability to complete almost 100 km
of a simulated military supply mission, while safely interacting with other autonomous and human
driven vehicles.
5 Conclusions
The past three decades have seen increasingly rapid progress in driverless vehicle technology. In
addition to the advances in computing and perception hardware, this rapid progress has been enabled
by major theoretical progress in computational aspects. Autonomous cars are complex systems
which can be decomposed into a hierarchy of decision making problems, where the solution of one
problem is the input to the next. The breakdown into individual decision making problems has
enabled the use of well-developed methods and technologies from a variety of research areas [70].
This literature review has concentrated only on three aspects: tracking, trajectory prediction and
decision making. It can serve as a reference for assessing the computational tradeoffs between
various choices for algorithm design.
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