Abstract. We define the notion of higher-order colocally weakly differentiable maps from a manifold M to a manifold N . When M and N are endowed with Riemannian metrics, p ≥ 1 and k ≥ 2, this allows us to define the intrinsic higher-order homogeneous Sobolev spaceẆ k,p (M, N ). We show that this new intrinsic definition is not equivalent in general with the definition by an isometric embedding of N in a Euclidean space; if the manifolds M and N are compact, the intrinsic space is a larger space than the one obtained by embedding. We show that a necessary condition for the density of smooth maps in the intrinsic spaceẆ k,p (M, N ) is that π ⌊kp⌋ (N ) ≃ {0}. We investigate the chain rule for higher-order differentiability in this setting.
Introduction
Higher-order Sobolev maps between manifolds are measurable maps that are at least twice weakly differentiable whose derivatives satisfy some summability condition. As their first-order counterparts such maps are a natural framework to study geometrical objects as biharmonic [11, 22, 38, 44, 46] and polyharmonic [2, 20, 21, 34] maps and some physical models as the Schrödinger-Airy and third order Landau-Lifschitz equations [45] .
For every k ∈ N * and every p ∈ [1, +∞), Sobolev maps between the manifolds M and N can be defined by first embedding the target manifold N in a Euclidean space R ν for some ν ∈ N through an isometric embedding ι ∈ C k (N, R ν ) and then considering the set [2, 22, 38] 
Since every Riemannian manifold N can be smoothly isometrically embedded in a Euclidean space [40, theorem 3] , this definition (1) is always possible. In the first-order case k = 1, this definition turns out to be independent of the embedding (see [12, proposition 2.7] ). However in the higher-order case k ≥ 2, this definition is not intrinsic: it depends on the choice of the embedding ι (see proposition 5.3 below). The goal of this work is to propose and study an intrinsic definition of higher-order Sobolev spaces.
In the first-order case k = 1, the definition by embedding (1) is also equivalent to the definition of Sobolev spaces into metric spaces [12, proposition 2.2; 26, theorem 3.2; 27, theorem 2.17]. However definitions of Sobolev spaces into metric spaces do not provide any notion of weak derivative and thus do not seem adapted to a further definition of higher-order Sobolev spaces by iteration.
For first-order Sobolev maps between manifolds, an intrinsic definition in which weak differentiability plays a central role has been proposed in our previous work [12] . We thus follow this strategy in our aim to define and study intrinsic higher-order derivatives and Sobolev spaces.
Our definitions, results and methods apply to arbitrary order weak differentiation and Sobolev spaces, but in order to highlight the essential ideas and issues the exposition in the present introduction is focused on the second-order case.
We begin by defining twice colocally weakly differentiable maps as colocally weakly differentiable maps for which the colocal weak derivative is also colocally weakly differentiable (definition 2.1). The notion of colocal weak differentiability was introduced in [12] : a measurable map u : M → N is colocally weakly differentiable if for every function f ∈ C 1 c (N, R), the composite function f • u : M → R is weakly differentiable [12, §1] and its colocal weak derivative T u : T M → T N is a bundle morphism between the tangent spaces such that for every function f ∈ C 1 c (N, R), the chain rule T (f • u) = T f • T u holds. The colocal weak derivative of T u is for almost every x ∈ M , a double vector bundle morphism T 2 u(x) : T 2 x M → T 2 u(x) N (proposition 2.1). Although this second-order derivative T 2 u is a natural object from the point of view of differential geometry, it is not a vector bundle morphism that covers u and it does not appears directly in affine or Riemannian geometry or in geometric analysis or in physical models. In order to remedy to this issue, we study how this object T 2 u is related to objects of affine and Riemannian geometry. (ii) For every isometric embedding ι ∈ C 2 (N, R ν ),
(iii) There exists an isometric embedding ι ∈ C 2 (N, R ν ) such thaṫ
As a consequence of the latter proposition, we prove that for every r > 0, if 1 ≤ 2p < m and if the manifold N is compact, ). This example implies the failure of the Gagliardo-Nirenberg interpolation inequalities [19, 41] for those spaces. In the general case where the target manifold N is not compact, this leads to an open question 5.1: does exist a constant C > 0 such that for every u ∈Ẇ 2,p 
The answer should involve in particular the geometry of M and N .
We consider also the question of density of the set of smooth maps C k (M, N ) iṅ W k,p (M, N ) when M and N are compact manifolds. In the first-order case k = 1, the density of smooth maps is known to be equivalent to some homotopy invariant of the pair (M, N ) [5, 28] . Although these results are proved for embedded manifolds, the Sobolev space and the convergence are intrinsic [12] and the density result is thus intrinsic. In the higher-order case on the ball, the set of smooth maps C 2 (B m , N ) is dense in the spaceẆ 2,p ι (B m , N ) if and only if π ⌊2p⌋ ≃ {0} [9] . Since the setẆ 2,p (B m , N ) is larger thanẆ 2,p ι (B m , N ) but is endowed with a weaker notion of convergence (proposition 5.4), it is not immediate that the topological condition is either necessary or sufficient for the density of smooth maps.
We prove that the topological condition is still a necessary condition for the strong and weak-bounded approximation by smooth maps (proposition 5.7). Giving some sufficient condition for the approximation problems seems to require new intrinsic approximation tools that would go beyond the scope of the present work.
Since Sobolev spaces by embedding (1) are defined by composition with a map ι ∈ C 2 (N, R ν ) which is an immersion, we investigate for the twice colocal weak differentiability the chain rule in view of the comparison of the definition by embedding and the intrinsic one. Moreover, since the first-order colocal weak differentiability was defined by the chain rule, another natural candidate definition for the second-order differentiability could have been some second-order chain-rule condition. Such a definition turns out to be stronger and ill-behaved. Given a twice colocally weakly differentiable map u : M → N , we ask whether for every f ∈ C 2 c (N, R), the map f • u is twice weakly differentiable and whether the chain rule T 2 (f • u) = T 2 f • T 2 u holds. The chain rule does not hold in general (example 4.1); however, it holds under an additional necessary and sufficient integrability condition on colocal weak derivatives of bundle morphism (proposition 4.3). 
that is linear with respect to T u and has compact support with respect to u, the map h • T u is weakly differentiable.
The condition (ii) involves a double norm · of the double vector bundle morphism T 2 u (definition 4.2). Such a double norm is a seminorm on fibers over both vector bundle structures of the double vector bundle.
Colocal weak differentiability
2.1. Double colocal weak differentiability on differentiable manifolds. We assume that M and N are differentiable manifolds of class C 2 of respective dimensions m and n. As usual, the manifolds M and N satisfy the Hausdorff separation property and have a countable basis [17, §0.5; 30, §1.5] . We study the notion of second-order differentiability for measurable maps from M to N .
As a preliminary we recall various definitions of local measure-theoretical notions on a manifold. A set E ⊂ M is negligible if for every x ∈ M there exists a local chart [31, §6.3] . Similarly, a locally integrable map u : M → R is weakly differentiable if for every point x ∈ M there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the map u • ψ −1 is weakly differentiable. All these notions are independent on any particular metric or measure on the manifold M and are invariant under diffeomorphisms of M . 
As a consequence, the map T u can be viewed as a measurable map from M to the bundle
Since both M and N are manifolds of class C 2 , the vector bundle T * M ⊗ T N has a manifold structure of class C 1 and so we can define the notion of twice colocally weakly differentiable maps recursively. Definition 2.1. A map u : M → N is twice colocally weakly differentiable whenever u is colocally weakly differentiable and its colocal weak derivative T u : M → T * M ⊗ T N is itself colocally weakly differentiable.
x ∈ R m \ {0} by u(x) = |x| −α does not belong to W 2,1 loc (R m ) for any α > m − 2, but is twice colocally weakly differentiable for every α ∈ R. The boundedness of u is not essential: indeed for every α < m − 1, the function (cos 
and such that each of the four structure maps (namely, the bundle projection, the zero section, addition and scalar multiplication) of each vector bundle structure on T 2 M is a morphism of vector bundles with respect to the other structure; the double vector bundle T 2 M has one more natural structure, the canonical flip 
we note that Mor(T 2 M, T 2 N ) is a double vector bundle with the following commutative diagram 
Moreover, the map T 2 u can be viewed as a section from M to Mor( u(x) . However, twice colocally weakly differentiable maps are just measurable and so we say that a measurable map
and for every e ∈ E, the vertical lift Vert e : E → T E defined for ν ∈ π
gives a natural isomorphism between E π M (e) and V e E. This construction is independent of any connection. 
In other words, the map T 2 u is the colocal weak derivative of the bundle morphism T u. Moreover, for almost every x ∈ M , the double vector bundle morphism
The first lemma recalls how these properties are obtained when the target manifold is a Euclidean space. We remind the reader that a locally integrable map u : M → R is twice weakly differentiable if for every x ∈ M , there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the map u • ψ −1 belongs to W 
and the conclusion follows. Next, for a general manifold M , for every local chart ψ : [37, §8.13] . As a consequence, since almost everywhere in V
by the previous step, we can deduce that
Finally, since the manifold M has a countable atlas of local charts, by a direct covering argument, the previous equalities are satisfied almost everywhere in M .
The following lemma 2.3 allows to embed a local chart into a compactly supported function; its proof and its statement is similar to the one for C 1 -manifolds [12 
Proof. By definition of manifold of class C 2 , there exists a local chart ψ :
Without loss of generality, we assume that ψ(y) = 0. Since the set ψ(V ) ⊆ R n is open, there exists r > 0 such that B 2r ⊆ ψ(V ). We choose a function θ ∈ C 2 c (R n , R) such that 0 ≤ θ ≤ 1 on R n , θ = 1 on B r and supp θ ⊂ B 2r . We take the set U = ψ −1 (B r ) and the maps ϕ : N → R n defined for every z ∈ N by
Proof of proposition 2.1. By the existence and uniqueness of the colocal weak derivative [12, proposition 1.5], there exists a unique measurable bundle morphism
As for the colocal weak derivative, the map T 2 u can be viewed as a measurable map from
Let U ⊆ N , ϕ ∈ C 2 (N, R n ) and ϕ * ∈ C 2 (N, R n ) be the extended local charts given by lemma 2.3. For every
In particular, we have
which gives a second bundle morphism structure to T 2 u so that T 2 u is a double vector bundle morphism in
Finally, by a direct covering argument, since the manifolds M and N have a countable basis, the measurable map T 2 u : M → Mor(T 2 M, T 2 N ) satisfies the previous properties almost everywhere in M .
2.2. Sequences of twice colocally weakly differentiable maps. In order to study the lower semi-continuity of functionals, it is interesting to have some sufficient conditions in the calculus for a limit of twice colocally weakly differentiable maps to be also twice colocally weakly differentiable. In this part, we deduce from the closure property for firstorder derivatives [12, proposition 3.7] a closure property for second-order derivatives.
We first recall a notion of convergence in measure [12, definition 3.5].
Definition 2.2.
A sequence (u ℓ ) ℓ∈N of maps from M to N converges locally in measure to a map u : M → N whenever for every x ∈ M there exists a local chart ψ :
The definition applies directly to a sequence (υ ℓ ) ℓ∈N of bundle morphisms between T M and T N viewed as maps from M to T * M ⊗ T N .
We then generalize the notion of uniform integrability [12, definition 3.6] to any bundle morphisms. 
This definition applies directly to a sequence ( This proposition is a direct consequence of the closure property for colocally weakly differentiable maps [12, proposition 3.7] , applied to the sequence (u ℓ ) ℓ∈N and then to (T u ℓ ) ℓ∈N .
2.3.
Higher order colocal weak differentiability. In this part, we explain how previous notions and propositions extend to higher-order derivatives.
For k ≥ 3, we assume that M and N are manifolds of class C k . Since the set T * M ⊗T N is a manifold of class C k−1 , we also proceed by induction. A map u : M → N is 1 times colocally weakly differentiable whenever it is colocally weakly differentiable.
Definition 2.4.
Let k ∈ N * . A map u : M → N is k times colocally weakly differentiable whenever u is (k − 1) times colocally weakly differentiable and T u : M → T * M ⊗ T N is (k − 1) times colocally weakly differentiable.
As for the notion of twice weak differentiability, there is some natural framework to work with, that is, we denote by T k M the k th order tangent bundle which is by induction 
is defined by the condition that for every (x, y) ∈ M × N , the fiber Mor(
we note that Mor(T k M, T k N ) has also a k tuple vector bundle structure.
If u : M → N is a k times colocally weakly differentiable map, then by existence and uniqueness of the colocal weak derivative [12, proposition 1.5], and by induction, there exist unique measurable maps T 2 u, . . . , T k u such that for every j ∈ {3, . . . , k},
We have a closure property for higher-order colocally weakly differentiable maps similar to proposition 2.4 for twice colocally weakly differentiable maps. Indeed, definition 2.2 applies directly to a sequence (υ ℓ ) ℓ∈N of maps from M to Mor(
bilocally uniformly integrable, then the map u is k times colocally weakly differentiable.
Propositon 2.5 is a direct consequence of the closure property for colocally weakly differentiable maps [12, proposition 3.7] , applied recursively to the sequences (
Colocal weak covariant derivatives and Sobolev spaces
In this section we study how differentiability can be characterized in covariant terms when the manifolds M and N have an affine structure.
3.1. Geometric preliminaries. We recall some concepts and tools of affine geometry of a vector bundle (E, [25, proposition 3.5] . Equivalently, there exists a map called the horizontal lift 
More specifically, for every x ∈ M , the map [47, equation (3.10) ] and for every e ∈ T x M , by equation (3.1), we have the decomposition
3.2. Definition and properties of colocal weak covariant derivatives. In this part, we assume that M and N are affine manifolds.
We first define the notion of colocal weak covariant derivatives.
Since the vertical lifting Vert is injective and since T f can be taken to be injective at a given set of points, a map υ has at most one colocal weak covariant derivative.
The previous definition 3.1 requires the colocal weak differentiability of the map υ. The main result of the current section is that the colocal weak derivative and the colocal weak covariant derivative are equivalent objects. 
Thus the colocal weak covariant derivatives for two connections K 1 and K 2 can be related to each others via the identity
Proof of proposition 3.1. On the one hand, we assume that the colocal weak covariant
and we can take
for the second-order derivative of u. Conversely, we assume that there is a colocal weak derivative
and we can thus take
We assume that (M, g M ) and (N, g N ) are Riemannian manifolds with the respective Levi-Civita connection maps on T M and on T N . Our concept of covariant derivative is, under some technical assumptions, equivalent to the notion of covariant derivative of P. Hornung and R. Moser [32, definition 2.5] .
Indeed, the metrics on vectors of T M and T N induce a metric g
This metric can be computed for every bilinear map ξ :
where (e i ) 1≤i≤m is any orthonormal basis in π
If f • T u is colocally weakly differentiable, then T u is colocally weakly differentiable and almost everywhere in
M D K (T u) = id − T u ⊗ T u 1 + |T u| 2 g * M ⊗g N −1 1 + |T u| 2 g * M ⊗g N D K (f • T u).
Conversely if T u is colocally weakly differentiable and if |D
The advantage of this formulation is that f • T u is a bounded measurable bundle morphism, and thus if N is compact, its colocal weak differentiability is equivalent to its weak differentiability in local charts or in an isometric embedding. In Sobolev spaces, the additional integrability assumption for the converse implication is automatically satisfied.
Proof of proposition 3.2. Let us first assume that the composite map f • T u is colocally weakly differentiable. Since the map f is invertible on its image, for every
where the map h•f −1 can be extended to a compactly supported map. By the definition of colocal weak differentiability of f • T u, the right-hand side is weakly differentiable and thus the left-side is also weakly differentiable and the map T u is colocally weakly differentiable by definition. In particular we obtain that
and the identity follows. Since the connection K T * M ⊗T N is metric, by geometric properties of f and uniqueness of colocal weak covariant derivatives, we can deduce the desired formula.
Conversely, almost everywhere in M 
A classical technique in the calculus of variations is to extract from a minimizing sequence a subsequence that converges almost everywhere. For that, we have a RellichKondrashov type compactness theorem as follows. 
In particular, if the map υ covers the map u : M → N , the subsequence (u ℓ k ) k∈N converges to u almost everywhere in M . 
Since for every ℓ ∈ N,
Hence, the sequence (T u ℓ ) ℓ∈N satisfies all the assumptions of the Rellich-Kondrashov compactness property for Sobolev maps [12, proposition 3.4] and so there exists a subsequence (T u ℓ k ) k∈N that converges to a measurable map υ :
Before considering sequences of Sobolev maps, we rephrased the closure property (proposition 2.4) with the notion of colocal weak covariant derivative. It is a direct consequence of the following lemma and proposition 2.4. [12, lemma 1.6 ] (see also lemma 2.3 above). Hence, for every local chart ψ : V ⊆ M → R m , every ℓ ∈ N and almost everywhere on ψ(V ∩ (T u ℓ ) −1 (U )), by the relation between T 2 u ℓ and D K (T u ℓ ) (proposition 3.1),
Proof. For every y
Since supp(ϕ) is compact, the second term is uniformly bounded for ℓ ∈ N, and so the conclusion follows using this equality and one or an other assumption.
Assuming that there exists a subsequence that converges almost everywhere, it is important to have some closure property in the particular case of bounded sequences in Sobolev spaces. 
For p ∈ (1, 2), P. We first prove the following lemma.
where g 1 is the Euclidean metric on R. N ) and T u = υ. Moreover, by closure property in terms of the colocal weak covariant derivative (proposition 3.4), the map u is twice colocally weakly differentiable. We now need to prove that 
where g q is the Euclidean metric on R q , almost everywhere in M . By the characterization of the norm of the derivative [12, proposition 2.2],
|T u|
Consequently, by lower semicontinuity of the norm under weak convergence, for each compact set Q ⊆ M ,
Finally, since M has a countable basis, there exists a set {Q i : i ∈ N} of compact sets such that for every i ∈ N, Q i ⊆ Q i+1 and M = i∈N Q i [35, 
As for the notion of twice colocally weakly differentiable maps, there is a relation between weak higher-order covariant derivative and higher-vector bundle morphism. 
Proposition 3.8. Let u : M → N be an k times colocally weakly differentiable map. Then the colocally weakly differentiable map
D k−1 K u : M → (⊗ k−1 T * M ) ⊗ T N has a colocal weak covariant derivative D k K u : M → T * M ⊗ (⊗ k−1 T * M ) ⊗ T
N if and only if the map
D k−1 K u : M → (⊗ k−1 T * M ) ⊗ T N has a colocal weak derivative T D k−1 K u : T M → T ((⊗ k−1 T * M ) ⊗ T N ), and almost everywhere in M T D k−1 K u = Vert • D k K u + Hor K • D k−1 K u, and D k K u = K • T D k−1 K u. Moreover, for every j ∈ N * , the map D k K u is jT j+1 D k−1 K u = (T j Vert) • (T j D k K u) + (T j Hor K ) • (T j D k−1 K u),(3.
2)
and
In a second step, we assume that (M, g M ) and (N, g N ) are Riemannian manifolds with Levi-Civita connection maps respectively. The metrics on vectors of T M and T N induce a metric (
where (e i ) 1≤i≤m is an orthonormal basis in π −1 M ({x}) with respect to the Riemannian metric g M .
We are now able to define higher-order Sobolev spaces.
Definition 3.3. Let p ∈ [1, +∞). A map u : M → N belongs to the k th order Sobolev spaceẆ k,p (M, N ) whenever u is k times colocally weakly differentiable and
First, we have a Rellich-Kondrashov type compactness theorem.
Proposition 3.9. Let (u ℓ ) ℓ∈N be a sequence of k times colocally weakly differentiable maps from M to N and let
By relying recursively on the formulas (3.2) and (3.3), the boundedness of (D k K u ℓ ) ℓ∈N is related to the boundedness of the sequence (T k u ℓ ) ℓ∈N and thus, the sequence (T k−1 u ℓ ) ℓ∈N satisfies all the assumptions of the Rellich-Kondrashov compactness property for Sobolev maps [12, proposition 3.4] and so the conclusion follows directly.
We also have a closure property in the particular case of bounded sequences in Sobolev spaces. 
and, if p = 1, that for every j ∈ {1, . . . , k}, the sequence (D
By relying recursively on the formulas (3.2) and (3.3) and applying the weak closure property for Sobolev maps [12, proposition 3.8 ] to the sequence (T k−1 u ℓ ) ℓ∈N , we have u ∈Ẇ k−1,p (M, N ) and T k−1 u = υ. For the last inequality, we can proceed as in the proof of proposition 3.6, and so by first proving a lemma similar to lemma 3.7.
Lemma 3.11. Let
⊗g N , where g 1 is the Euclidean metric on R.
Chain rule for higher order colocally weakly differentiable maps
Since the chain rule is central in the definition of first-order colocal weak differentiability and since composition is a crucial tool in the theory of Sobolev maps, in particular, in the definition by embedding (1), we investigate under which condition the chain rule holds for higher-order colocally weakly differentiable maps: whether for a k times colocally weakly differentiable map u : M → N and for a function f ∈ C k c (N, R), the composite function f • u is k times weakly differentiable and whether we have
Failure of the chain rule for twice colocally weakly differentiable maps.
The starting point of the analysis is that that the higher-order chain rule does not hold in general. 
, then the map u is twice colocally weakly differentiable but if we take f ∈ C 2 c (R 2 , R 2 ) such that f = id on B 2 , f • u = u on R m \ {0} and so
. The crucial point in this example is that |D 2 u| is integrable on bounded sets on which the derivative |Du| is bounded, but is not integrable on bounded sets on which the map u itself is bounded.
Double norms for double vector bundles.
In order to characterize the maps for which a chain rule holds, we introduce a notion of norm for colocal weak derivatives of a bundle morphism. Since Mor(T 2 M, T 2 N ) does not carry a vector bundle structure over M × N , we cannot define a notion of norm on this space with respect to each fiber over M × N . However, we define a notion of double norm on this space which is compatible with the double vector bundle structure.
To fix the idea, since 
where · π T M is the vector bundle multiplication of (T 2 M, π T M , T M ) [36, §1] , and
where + π T M is the vector bundle addition of (T 2 M, π T M , T M ) [36, §1] ; and it satisfies the same properties if we consider instead the vector bundle operations
The maximality implies that all double norms are locally equivalent. One concludes by noting that for any double seminorm · on T 2 M , there exists C > 0 such that for every ν ∈ T 2 M , ν ≤ C ν * .
For a general manifold M , since for every x ∈ M , there exists a local trivialization (V, ψ) such that x ∈ V , the set V ⊆ M is open and
is a diffeomorphism [16, §16.15.7] , the argument above gives in each local trivialization a canonical double seminorm. These local double seminorms can then be patched together by a partition of unity. Motivated by the chain rule, we just remark how double norms behaves under composition of double vector bundle morphisms. 
Proposition 4.2. Let K be a manifold of class C 2 . For every compact subsets
Q M ⊆ M , Q N ⊆ N and Q K ⊆ K, there exists a constant C > 0 such that for every υ ∈ (π 2 M ×N ) −1 (Q M × Q N ) and every ξ ∈ (π 2 N ×K ) −1 (Q N × Q K ) such that π N • π M ×N • π 1 T * M ⊗T N • υ = π N • π N ×K • π 1 T * N ⊗T K • ξ, then ξ • υ ≤ C ξ υ .
Sketch of the proof. If
For any manifolds M , N and K, it suffices to prove the composition property in each local trivialization by using the one of the canonical double seminorm and then the maximal property of double norms.
4.3.
Chain rule for second order colocally weakly differentiable maps. In order to have a chain rule for twice colocally weakly differentiable maps, we assume an additional integrability condition on colocal weak derivatives of bundle morphisms in terms of a double norm. We also identify the class of maps to compose with the colocal weak derivative in order to have a chain rule.
For every map h : T * M ⊗ T N → R q , we denote by supp N (h) the support of h with respect to N , that is, 
is weakly differentiable, (iii) the map u is twice colocally weakly differentiable and for all compact subsets K ⊆ M and L ⊆ N and every double norm
We prove an intermediate result in order to prove this proposition.
We recall that the operator norm is defined for every ξ ∈ L(T x M, T y N ) by 
loc (Ω). Moreover, there exists C > 0 such that for every ℓ ∈ N, almost everywhere in Ω Proof of proposition 4.3. We first prove that (i) implies (ii). Let (U i ) i∈I be an open cover of the target manifold N by sets given by lemma 2.3. Let h ∈ C 1 (T * M ⊗ T N, R) be a bundle morphism such that supp N (h) is compact. Then there exist ℓ ∈ N * such that supp N (h) ⊆ ℓ i=1 U i and a partition of unity (η i ) 1≤i≤ℓ subordinate to the family
almost everywhere in M . By lemma 4.4, every term in the right sum is weakly differentiable and so h • T u is weakly differentiable.
Next, we prove that (ii) implies (iii). First, let (U i ) i∈I be an open cover of N by sets given by lemma 2.3. Let h ∈ C 1 c (T * M ⊗ T N, R). Since the set supp(h) is compact, in particular, there exist ℓ ∈ N * and a finite partition of unity (η i ) 1≤i≤ℓ subordinate to
By assumption T ϕ i • T u is weakly differentiable, and thus by the chain rule for weakly differentiable functions (see for example [18, theorem 4.2.4 (ii); 50, theorem 6.1.13]), each term in the right sum is weakly differentiable, and so h • T u is weakly differentiable. By proposition 2.1, there exists a measurable map
We now prove that the integrability condition is satisfied. Let (U i ) i∈I be an open cover of N by sets given by lemma 2.3. Let K ⊆ M and L ⊆ N be two compact subsets. Since the set L is compact, there exists
If (η j ) j∈J is a partition of unity subordinate to an atlas ((ψ j , V j )) j∈J of local charts of M , by the maximality property of double norms, there exists a positive continuous function
⊗gn , where g m and g n are the Euclidean metrics on R m and R n respectively. Since for every i ∈ {1, . . . , ℓ},
Finally, we prove that (iii) implies (i). We take a function θ ∈ C 1 c ([0, +∞), R) such that 0 ≤ θ ≤ 1 and θ = 1 on [0, 1]. Then for every ℓ ∈ N, we define the map θ ℓ :
where
Since the mapf ℓ : T * M ⊗ T N → R is Lipschitz-continuous and its support is compact,f ℓ • T u is weakly differentiable [12, proposition 2.2] and there exist constants C 1 , C 2 , C 3 > 0 such that for every ℓ ∈ N and almost everywhere in
Since the sequence (|T (f ℓ • T u)| L ) ℓ∈N is bounded and uniformly integrable and since 
is weakly differentiable. Hence, the map f • u is twice weakly differentiable.
Sequences of maps having the chain rule property.
Since the property f • u is twice weakly differentiable for every f ∈ C 2 c (N, R) is stronger than double differentiability, one can wonder whether using this stronger property in the definition of Sobolev maps might not lead to better spaces.
Although there is a closure property for such maps in terms of double norms, the next example shows that there is no closure property in terms of covariant derivatives, which are the quantities that can be controlled and observed in Riemmanian geometry.
Example 4.2.
Let m ∈ N with m ≥ 3 and let α > 0. Let (u ℓ ) ℓ∈N be a sequence such that for every ℓ ∈ N, the map u ℓ : 2 , the map u does not satisfy the secondorder chain rule. Indeed, if we take
. In other words, the previous example exhibits a sequence (u ℓ ) ℓ∈N satisfying the same assumptions on the sequences (T u ℓ ) ℓ∈N and (D K (T u ℓ )) ℓ∈N together with a second-order chain rule than those of proposition 3.4 but with a limit that does not have the secondorder chain rule property.
In fact, given a sequence of measurable maps (u ℓ ) ℓ∈N such that for every f ∈ C 2 c (N, R), f • u ℓ is twice weakly differentiable, the sequence ( T 2 u ℓ ) ℓ∈N has to be uniformly integrable. 4.5. Chain rule for higher order colocally weakly differentiable maps. Given a k times colocally weakly differentiable map u : M → N , we can also investigate whether for every f ∈ C k c (N, R), f • u is k times weakly differentiable. In a first step, the notion of double norm can be generalized to a notion of k tuple norm on k th order tangent bundles. A map · : 
. . , k}, ∅ ∈ λ} is the set of all partitions of {1, . . . , k} of length ℓ. As for the canonical double seminorm, for every k tuple seminorm · on T k M , there exists C > 0 such that for every ν ∈ T k M , ν ≤ C ν * . As a consequence, for any manifold M , there exists a k tuple norm on T k M defined as follows. 
Definition 4.3. A map
where for every Λ ∈ I k , for every 1 ≤ i ≤ |Λ| and every λ ∈ P i (Λ), the map f λ :
In a second step, we state equivalent assertions to the chain rule for higher-order colocally weakly differentiable maps. We recall that a locally integrable map u : M → R is k times weakly differentiable if for every x ∈ M , there exists a local chart ψ : V ⊆ M → R m such that x ∈ V and the map u (
is j times weakly differentiable and for every
h ∈ Mor(Mor(T j M, T j N ), R) of class C k−j such that supp N (h) is compact, the map h • T j u is (k − j
) times weakly differentiable, (iii) the map u is k times colocally weakly differentiable and for all compact subsets
To prove this proposition, we need similar intermediate results to those of proposition 4. 
an isometric embedding and let p ∈ [1, +∞). If M has the Gagliardo-Nirenberg property and if N is compact, theṅ
Without any assumptions on the manifolds, we begin by proving a lemma that concerns the notion of k times colocally weakly differentiable maps. 
Since ι is an embedding, T j ι : T j N → T j R ν is also an embedding. Hence, T j ι(T j N ) has a tubular neighborhood in T j R ν : there exists a vector bundle (E, π T j N , T j N ) and an embeddingι :
Thanks to the tubular neighborhood, there exists a mapf
Since T j (ι•u) is weakly differentiable, the map T j (ι•u) is colocally weakly differentiable and so f • T j u is weakly differentiable. Finally, since T j ι • T j u is weakly differentiable,
Proof of proposition 5.1. On the one hand, let u ∈Ẇ k,p ι (M, N ). By lemma 5.2, the map u is k times colocally weakly differentiable. For every j ∈ {2, . . . , k}, since 
almost everywhere in K and so T j u ∈ L 1 loc (M ). Since the manifold N is compact by assumption, by the chain rule for higher-order colocally weakly differentiable maps (proposition 4.5), the map ι • u is k times weakly differentiable. Moreover, there exists a constant C 3 > 0 such that
Without the compactness and Gagliardo-Nirenberg assumption, proposition 5.1 is not true. Indeed, the embedded space in the intersection already fails for classical Sobolev maps between Euclidean spaces. However, there exists an embedding such one inclusion always occurs. 
Proof. If M has the Gagliardo-Nirenberg property, for every u ∈Ẇ k,p ι (M, N ), by lemma 5.2, the map u is k times colocally weakly differentiable.
and so u ∈ k j=1Ẇ kp j (M, N ) (as in the first part of the proof of proposition 5.1). For example, by the Nash embedding theorem [39, 40] , such an embedding ι always exists.
If k = 2, let ι 1 ∈ C 2 (N, R ν ) be an isometric embedding given by Nash embedding theorem [39, 40] . We define an isometric embedding ι 2 : R ν → R 3ν for every t ∈ R ν by ι 2 (t) = (λt 1 , γ cos (µt 1 ) , γ sin (µt 1 ) , . . . , λt ν , γ cos (µt ν ) , γ sin (µt ν )) with λ, γ, µ ∈ R such that λ 2 + γ 2 µ 2 = 1. Then ι = ι 2 • ι 1 : N → R 3ν is an isometric embedding and the second fundamental form
where (e i ) 1≤i≤ν is the canonical basis of R ν . So there exists C 1 > 0 such that for every v ∈ T N , |v|
, since ι is an isometric embedding, by orthogonal decomposition of T R 3ν into T N and its orthogonal complement in T R 3ν [17, §6.2], for almost every x ∈ M and every e 1 , e 2 ∈ T x M ,
Consequently, u ∈Ẇ 2,p (M, N ) and since for almost every x ∈ M ,
where (e i ) 1≤i≤m is an orthonormal basis in π
It turns out that the definition by embedding (1) and the intrinsic one may be different. In general, we do not even know if one or another inclusion does occur, except in the particular case of k = 2.
Proof. For every u ∈Ẇ 2,p ι (M, N ), by lemma 5.2, u is twice colocally weakly differentiable. Since ι is an isometric embedding, by orthogonal decomposition of T R ν into T N and its orthogonal complement in
almost everywhere in M , and so u ∈Ẇ 2,p (M, N ).
Gagliardo-Nirenberg property.
In view of proposition 5.1, if the target manifold is compact, we may ask if there exist some Gagliardo-Nirenberg inequalities [19, 41] for the spacesẆ k,p (M, N ) that can lead tȯ
In general, even if the target manifold is compact, there are no such inequalities. A first striking fact is that the second-order energy can vanish for a nontrivial map. For the notion of intrinsic higher-order Sobolev maps, the space is larger than the one by embedding (proposition 5.1) but the notion of convergence is weaker. However, even if the question of strong density is still open, the necessary and sufficient condition that appears with definition by embedding [9, theorem 1] is necessary for the intrinsic one.
We prove the results for the case k = 2 but we note that those results extend to higher-order.
For q ∈ [1, +∞), we denote by ⌊q⌋ the integer part of q and by π ⌊q⌋ (N ) the ⌊q⌋ th homotopy group of N . For instance, if π ⌊q⌋ (N ) ≃ {0}, then every continuous map f : S ⌊q⌋ → N on the ⌊q⌋-dimensional sphere is homotopic to a constant map. ⊗g N in L 2p (S k ). Since Sobolev spaces between Riemannian manifolds do not form a vector space, it is not surprising that there is no some equivalence between both assertions in the previous lemma. Proof. By the classical Poincaré inequality on compact Riemannian manifolds [29, proposition 3.9], there exists a constant C 1 > 0 such that for every v ∈ W 1,p (M ),
By Hölder's inequality applied to the second term, for every measurable subset A ⊆ M such that µ(A) > ε, we have
and so
Proof of lemma 5.8. Let µ be the measure associated to the Riemannian metric on the sphere S k ⊆ R k+1 . Since the sequence (T u ℓ ) ℓ∈N converges to T u locally in measure in assertions (i) and (ii), there exist ε > 0 and γ > 0 such that for every ℓ ∈ N, µ {x ∈ S k : |T u ℓ (x)| g * k+1 ⊗g N ≤ γ} > ε. For every ℓ ∈ N, by lemma 3.7, |T u ℓ | g * k+1 ⊗g N ∈ W 1,p (S k ) and almost everywhere in S k
So by the Poincaré inequality (lemma 5.9), there exists C 1 > 0 such that for every ℓ ∈ N,
If assumptions of assertion (i) or (ii) are satisfied, by previous inequality (5.2), the sequence (|T u ℓ | g * k+1 ⊗g N ) ℓ∈N is bounded in L 2p (S k ). We assume now that assumptions of assertion (ii) are satisfied. Since the sequence (u ℓ ) ℓ∈N converges to u locally in measure, by weak closure property in Sobolev spaces [12, proposition 3.8] , u ∈Ẇ 1,2p (S k , N ). In particular, |T u| g * k+1 ⊗g N ∈ L 2p (S k ). Since u ∈ W 1,p (S k , N ) ∩Ẇ 2,p (S k , N ), by lemma 3.7, |T u| g * k+1 ⊗g N ∈ W 1,p (S k ) and so by Sobolev inequalities on compact Riemannian manifolds [29, theorem 3.5] , there exists C 2 > 0 such that for every ℓ ∈ N, 
