We consider regression models in which covariates and responses jointly form a higher order Markov chain. A quasi-likelihood model speci es parametric models for the conditional means and variances of the responses given the past observations. A simple estimator for the parameter is the maximum quasi-likelihood estimator. We show that it does not use the information in the model for the conditional variances, and construct an e cient estimating function which involves estimators for the third and fourth centered conditional moments of the responses. In many applications one assumes that the innovations are not arbitrary martingale increments but independently and identically distributed. We determine how much additional information about the parameter such an assumption contains. To make the exposition more readable, we rst treat the case in which only the conditional mean is speci ed.
Introduction
Suppose we observe covariates X i and responses Y i which jointly form a homogeneous p-order Markov chain Z i = (X i ; Y i ). We write Q(Z i?1 ; : : : ; Z i?p ; dz) for its transition distribution, and for the conditional mean and variance of the response we write m(z p withv i?1 an estimator for v based on the observations up to time i?1. By e ciency we mean asymptotic optimality among all regular estimators in the sense of an appropriate version of H ajek's (1970) convolution theorem, not just optimality within some class of estimating functions. For the case of no covariates, a rst-order chain and a onedimensional parameter, a rigorous proof is given in Wefelmeyer (1996a) . The estimating function is an adaptive version of the quasi-score function. where the " i are i.i.d. with mean zero and known or unknown distribution, rather than arbitrary martingale increments. We call such models regression-autoregression models. Again, m = m # . We show that the speci c structure contains additional information about #, except when the " i are normal. The e cient estimators that have been constructed for speci c such models are, however, not based on estimating functions.
If we have, in addition to m = m # , a parametric model v = v # for the conditional variance of the response, with the same parameter #, then the model is called a quasilikelihood model. The best weight in (1.1) is then w # = v ?1 # _ m # , giving the maximum quasi-likelihood estimator. It is as good as the estimator corresponding to the estimated weights (1.2). This implies that the maximum quasi-likelihood estimator does not use any of the information in the model assumption v = v # . We also note that if the model v = v # is misspeci ed, then the weights (1.2) lead to a strictly better estimator.
In a quasi-likelihood model one can introduce further martingale estimating functions We show in Section 4 that an appropriate combination with (1.1), with weights involving estimators for the conditional centered third and fourth moments of the response, gives an e cient estimator. For the case of no covariates, a rst-order chain and a onedimensional parameter, a rigorous proof is given in Wefelmeyer (1996b) . The estimating function is an adaptive version of the extended quasi-score function. Recent reviews of quasi-likelihood methods are McCullagh (1991) and Firth (1993 where the " i are i.i.d. with mean zero and variance one. We call such models heteroscedastic regression-autoregression models and show again that the speci c structure contains additional information about #. We do not give precise regularity conditions for our results. They can be obtained by fairly straightforward, if tedious, modi cations of Wefelmeyer (1996a Wefelmeyer ( , 1996b Hosoya (1989) , Andrews and Pollard (1994) and Andrews (1994 (1984) and Truong and Stone (1992) . We obtain the adaptive estimating function This estimating function is an adaptive version of the quasi-score function discussed in Subsection 4.1. Since the weight is predictable, the estimating function is again a martingale. If thev i?1 are strongly consistent, a Taylor expansion as in Subsection 3.1 shows that the corresponding estimator is asymptotically normal, its asymptotic covariance matrix is again (3.5), and its in uence function is again (3.6). For the case of a one-dimensional parameter, and when there are no covariates, a rigorous proof is given in Wefelmeyer (1996a). 3.4. E ciency of the adaptive estimating function. Does the adaptive estimating function (3.7) lead to an e cient estimator? In other words, is this estimator optimal not only among estimators based on estimating functions of the form (3.1), but also in the larger class of regular estimators? To answer this question, we must indicate that the model given by m = m # is locally asymptotically normal in an appropriate sense, and determine a bound for the asymptotic covariance matrices of regular estimators of # in the sense of a convolution theorem. The basic reference for this theory in the i.i.d. case is Bickel et al. (1993) . For the case of a one-dimensional parameter, and when there are no covariates, a rigorous proof of the e ciency of the adaptive estimating function is in Wefelmeyer (1996a) . To accomodate covariates, we recall that by Cox (1972) the likelihood factors into two terms. The rst is the partial likelihood and depends only on the conditional law Q r (t; dy) of the responses. The second depends only on the conditional law of the covariates given the past observations and the present responses. Our model m = m # is a condition on Q r only. Hence the second factor of the likelihood varies independently of #. This means that the bound for the asymptotic covariance matrices can be determined from the partial likelihood.
Fix Q r (t; dy). The model is described by a parametric family of side conditions m = m # . To introduce a local model, we perturb Q r (t; dy) such that the perturbed transition distribution is still in the model. This means that a perturbed condition m = m # , with # replaced by # + n ?1=2 u, say, holds. Such perturbations are conveniently described as follows. Consider the a ne space of q-dimensional vectors h(t; y) of functions with Z Q r (t; dy)h(t; y) = 0; (3 (3.11) Hence = v ?1 _ m 0 # _ m # , so that the e cient in uence function is (3.6). In particular, the minimal asymptotic covariance matrix for regular estimators of # is (3.5). The estimator based on the adaptive estimating function (3.7) also has in uence function (3.6) and is therefore e cient. (3.12) with conditional mean m # (t). We call it a regression-autoregression model. It is a submodel of the model given by m = m # . Conditions for (geometric) ergodicity are given in Bhattacharya and Lee (1995) . The question arises whether in this submodel there are even better estimators than the one based on the adaptive estimating function (3.7).
We show that the minimal asymptotic covariance matrix of regular estimators of # is, in general, strictly smaller than (3.5). The regression-autoregression model (3.12) is a semiparametric model, with nuisance parameter g. The local model can be obtained by perturbing # and g. Consider the linear space of functions k(y) with E k(") = 0; (3.13) E "k(") = 0:
(3.14) Then g nk (y) = g(y)(1 + n ?1=2 k(y)) is again a mean zero probability density. Set Q nku r (t; dy) = g nk (y ? m #+n ?1=2 u (t))(dy):
Write`0 for the logarithmic derivative g 0 =g of g. By a Taylor expansion, Q nku r (t; dy)
The perturbation is seen to be (approximately) of the form For the parametric case, g known and hence k = 0, see Basawa (1993, 1994) . For the semiparametric case considered here, see Koul and Schick (1996) . These references do not consider covariates.
To simplify the calculations, we will now assume that # and g are locally orthogonal in the sense that the mixed term in the variance (3.15) vanishes, or equivalently, E k(")`0(") = 0 for all k; or _ m # = 0: (3.16) The rst condition is ful lled if the density of " is assumed symmetric. Then`0 is odd, and since both g and g nk are symmetric, k must be even. The second holds in many applications; see also Examples 1 and 2 below. If (3.16) holds, then we can estimate # asymptotically as well not knowing g as knowing g. We say that the model is adaptive with respect to g. We refer to Drost et al. (1994) and Drost and Klaassen (1995) for a discussion of adaptivity for general semiparametric GARCH models. Under (3.16), the variance (3.15) reduces to E k(") 2 + E`0(") 2 u 0 _ m 0 # _ m # u; Hence (3.5) is E " 2 ( _ m 0 # _ m # ) ?1 . To prove the desired inequality, it su ces to recall that E`0(") 2 is the Fisher information for location, and that its inverse is not larger than E " 2 .
?1 is positive semi-de nite: We note that the di erence between the two matrices is proportional to the di erence between the asymptotic variance E " 2 of the empirical estimator for the mean of g and the asymptotic variance (E`0(") 2 ) ?1 of the maximum likelihood estimator for the mean in the location model generated by g . The inequality is strict unless`0(y) is proportional to y. In particular, for normal " i , the adaptive estimating function (3.7) gives an e cient estimator in the regression-autoregression model.
To summarize: The regression-autoregression model is a quasi-likelihood model with the additional restriction that the conditional law of the response does not depend on the past except through the mean. The additional restriction can be exploited to construct an estimator with asymptotic covariance matrix reduced by the factor (E`0(") 2 E " 2 ) ?1 as compared to the adaptive estimating function. The reduction can be considerable if the density g is far from normal. On the negative side, the construction requires estimating the logarithmic derivative`0 of g, see Koul and Schick (1996) when there are no covariates, and the estimator is inconsistent if in reality the additional restriction does not hold. It is not e cient in the autoregression model unless the " i are normal. Huang (1986) proves local asymptotic normality of the autoregression model. An e cient estimator is constructed by Kreiss (1987a) for symmetric g, and by Kreiss (1987b) A version of this result for general discrete-time processes is in Godambe (1985) . For continuous time see Thavaneswaran and Thompson (1986) , Hutton and Nelson (1986) and Godambe and Heyde (1987 The optimal weights are determined by Crowder (1986 Crowder ( , 1987 for independent observations, and by Godambe (1987) and Godambe and Thompson (1989) for discrete-time stochastic processes. These authors restrict attention to the special case of conditionally orthogonal martingale increments, i.e. 3 = 0. The general case, also for continuous time, is treated in Heyde (1987) . A di erent derivation may be found in Kessler (1995) . The in uence function of the estimator corresponding to the optimal weight is
( 4.8) 4.4. An extended adaptive estimating function. If the conditional centered third and fourth moments 3 and 4 of the response are not known, we can construct an estimating function which is adaptive in the sense that for each 3 and 4 it is asymptotically as good as the best estimating function (4.3) for known 3 and 4 , with weight (4.6). Similarly as in Subsection 3.3, replace, in (4.6), the matrix C(t) by an estimator C i?1 (t), using estimators^ j;i?1 (t) for j (t) based on the observations Z 0 ; : : : ; Z i?1 . This gives the extended adaptive estimating function 4.5. E ciency of the extended adaptive estimating function. To show that the extended adaptive estimating function (4.9) leads to an e cient estimator, we must determine the lower bound for the asymptotic covariance matrices of regular estimators of #. We follow the arguments in Subsection 3.4, adding the model assumption v = v # .
For the case of a one-dimensional parameter, and when there are no covariates, a rigorous proof is in Wefelmeyer (1996b) . We perturb Q nhu r as in (3.10), with h ful lling (3.8) and (3.9) and also Z Q r (t; dy)(y ? m # (t)) 2 h(t; y) = _ v # (t) 0 : (4.10)
Then Q nhu r ful lls (3.11) and also Z Q nhu r (t; dy)(y ? m #+n ?1=2 u (t)) 2 = v #+n ?1=2 u (t) + o(n ?1=2 ):
The e cient score function s again minimizes Q r hh 0 , now over the smaller a ne space of functions h ful lling (3.8), (3.9) and (4.10). The solution is s(t; y) = d # (t) 0 C ?1 (t)i # (t; y):
(4.11) To see this, note that s ful lls (3.8), (3.9) and (4.10) since Z Q r (t; dy)s(t; y)i # (t; y) 0 = d # (t) 0 ;
and that s ful lls Q r sh 0 = Q r ss 0 since h ful lls (3.8), (3.9) and (4.10). Hence the e cient in uence function is (4.8), and the minimal asymptotic covariance matrix for regular estimators of # is (4.7). The estimator based on the extended adaptive estimating function (4.9) also has in uence function (4.8) and is therefore e cient. For this score function to be e cient, condition (4.13) must hold for h = s. This is not true unless 3 = 0. An analogous result with interchanged roles of m and v was noted in Remark 2.
We note that although the estimating functions (3.1) are useless on their own, they can be used in combination with estimating functions (4. It is asymptotically as good as the estimator given by the extended adaptive estimating function (4.9). Hence it does not use the information in the speci cations 3 = 3# and 4 = 4# . It is robust against misspeci cation of 3 and 4 , but then the extended adaptive estimating function is strictly better. We show that the lower bound for the asymptotic covariance matrices of regular estimators of # is, in general, strictly smaller than the lower bound (4.7) in the quasilikelihood model. We follow the arguments of Subsection 3.5, now with heteroscedasticity. Since E " 2 = 1, the functions k ful ll not only (3.13) and (3.14) but also E " 2 k(") = 0: With g nk (y) = g(y)(1 + n ?1=2 k(y)) as before we set The model is adaptive with respect to g if # and g are locally orthogonal in the sense that k(y) is orthogonal to v # (t) ?1=2 _ m # (t)`0(y) + 1 2 v # (t) ?1 _ v # (t)(y`0(y) + 1). This condition is rarely ful lled. For a discussion see Drost et al. (1994) and Drost and Klaassen (1995) . To simplify the calculations, we will assume that g is known, and calculate the minimal asymptotic covariance matrix for regular estimators in that case. It equals the minimal asymptotic covariance matrix for an adaptive model and is a lower bound for the non-adaptive situation. If g is known, the variance To prove that this matrix is larger than the minimal asymptotic covariance matrix (4.16) in the heteroscedastic regression-autoregression model, it su ces to show that F ? J ?1 is positive semi-de nite. This is a well-known result. We recall it brie y. Consider the location-scale model generated by the density g with mean zero and variance one, and the problem of estimating mean and variance based on i.i.d. observations " 1 ; : : : ; " n .
If the true distribution has mean zero and variance one, the Fisher information matrix is J, and an e cient estimator, say the maximum likelihood estimator, has asymptotic covariance matrix J ?1 . If we do not know the density g, then the model is completely nonparametric, and an e cient estimator is the empirical estimator for the mean and the variance. If the true distribution has mean zero and variance one, its asymptotic covariance matrix is F. It must be larger than J ?1 . The inequality is strict unless`0(y) is proportional to y. In particular, if the " i are normal, then the extended adaptive estimating function (4.9) gives an e cient estimator in the heteroscedastic regressionautoregression model. For normal " i this gives the maximum likelihood estimator. A review of ARCH models is Bollerslev et al. (1992) . E cient estimators in this model are constructed in Engle and Gonz alez-Rivera (1991), Linton (1993) and Drost et al. (1994) under increasingly weaker assumptions.
