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Abstract
A condition of reduction of multidimensional wave equations to the two-dimensional
equation is studied, and the necessary conditions of compatibility and exact solutions of the
resulting d’Alembert–Hamilton system are obtained.
1. We find solutions of the nonlinear wave equation
u = F (u), (1)
 ≡ ∂2x0 − ∂
2
x1 − · · · − ∂
2
xn , u = u(x0, x1, . . . , xn)
by means of ansatz [1–4]
u = ϕ(y, z), (2)
where y, z are new variables. The substitution of (2) into (1) leads to equation
ϕyyyµyµ + 2ϕyzzµyµ + ϕzzzµzµ + ϕyy + ϕzz = F (ϕ) (3)
(
yµ =
∂y
∂xµ
, ϕy =
∂ϕ
∂y
)
,
whence we obtain a system of equations:
yµyµ = r(y, z), yµzµ = q(y, z), zµzµ = s(y, z), (4)
y = R(y, z), z = S(y, z).
The system (4) is a condition of reduction of the multi-dimensional wave equation (1) to the
two-dimensional equation (3) by means of ansatz (2).
Such reduction is of interest as solutions of two-dimensional partial differential equations,
including non-linear ones, may be studied to a larger extent than solutions of multi-dimensional
equations.
E.g. let yµyµ = −zµzµ = 1, zµyµ = y = z = 0. Then (3) has the form
ϕyy − ϕzz = F (ϕ).
If F (ϕ) = sinϕ, then the reduced equation has soliton solutions. If F (ϕ) = expϕ, it has a
general solution.
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2. Let us formulate the necessary conditions for compatibility of the d’Alembert–Hamilton
system for two functions.
The system (4), depending on the sign of the expression rs − q2, may be reduced by local
transformations to one of four types:
1) elliptic case: rs− q2 > 0, v = v(y, z) is a complex-valued function,
v = V (v, v∗), v∗ = V ∗(v, v∗),
v∗µvµ = h(v, v
∗), vµvµ = 0, v
∗
µv
∗
µ = 0 (5)
(the reduced equation is of elliptic type);
2) hyperbolic case: rs− q2 < 0, v = v(y, z), w = w(y, z) are real functions,
v = V (v,w), w =W (v,w),
wµwµ = h(v,w), vµvµ = 0, wµwµ = 0 (6)
(the reduced equation is of hyperbolic type);
3) parabolic case: rs− q2 = 0, r2 + s2 + q2 6= 0, v(y, z), w(y, z) are real functions,
v = V (v,w), w =W (v,w),
vµwµ = 0, vµvµ = λ (λ = ±1), wµwµ = 0 (7)
(if W 6= 0, the reduced equation is of parabolic type);
4) first-order equation r = s = q = 0: y → v, z → w
vµvµ = wµwµ = vµwµ = 0,
v = V (v,w), w =W (v,w). (8)
Compatibility analysis of the d’Alembert–Hamilton system.
u = F (u), uµuµ = f(u) (9)
in three-dimensional space was done by Collins in [5]. Necessary conditions of compatibility of
system (9) for four independent variables were studied in [6].
Let us formulate necessary conditions for compatibility of the systems (5)–(8).
Theorem 1. System (5) is compatible only in the case if
V =
h(v, v∗)∂v∗Φ
Φ
, ∂v∗ ≡
∂
∂v∗
,
is Φ an arbitrary function for which the following condition is fulfilled
(h∂v∗)
n+1Φ = 0.
Theorem 2. System (6) may be compatible only in the case if
V =
h(v,w)∂wΦ
Φ
, W =
h(v,w)∂vΨ
Ψ
,
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where the functions Φ, Ψ satisfy the following conditions
(h∂v)
n+1Ψ = 0, (h∂w)
n+1Φ = 0.
Theorem 3. System (7) is compatible only in the case if
V =
λ∂vΦ
Φ
, ∂n+1v Φ = 0, W ≡ 0.
System (8) is compatible in the case if V = W ≡ 0.
Proof of these theorems is done by means of application of the lemmas adduced in [6], and
of the well-known Hamilton-Cayley theorem in accordance to which a matrix is root of its
characteristic equation.
Note 1. Equation (5) may be written for a pair of real functions ω = Re v, σ = Im v. However,
in this case the compatibility conditions would look too cumbersome.
Note 2. Transition from (4) to (5)–(8) is convenient only with respect to investigation of
compatibility. The sign of the expression rs−q2 may alternate for various y, z, and the transition
is considered only in the area where this sign is constant.
3. Let us adduce explicit solutions of systems of type (4) and reduced equations. Parameters
aµ, bµ, cµ, dµ (µ = 0, 3) satisfy the following conditions:
−a2 = b2 = c2 = d2 = −1 (a2 ≡ a20 − a
2
1 − · · · − a
2
3), ab = ac = ad = bc = bd = cd = 0;
y, z are functions on x0, x1, x2, x3.
1)y = ax, z = dx, ϕyy − ϕzz = F (ϕ);
2)y = ax, z =
(
(bx)2 + (cx)2 + (dx)2
)1/2
, ϕyy − ϕzz −
2
z
ϕz = F (ϕ);
3)y = bx+Φ(ax+ dx), z = cx, −ϕzz − ϕyy = F (ϕ);
4)y =
(
(bx)2 + (cx2)
)1/2
, z = ax+ dx, −ϕyy −
1
y
ϕy = F (ϕ).
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