In physics one attempts to infer the rules governing a system given only the results of imperfect measurements. Hence, microscopic theories may be effectively indistinguishable experimentally. We develop an operationally motivated procedure to identify the corresponding equivalence classes of theories. Here it is argued that the renormalisation group arises from the inherent ambiguities in constructing the classes: one encounters flow parameters as, e.g., a regulator, a scale, or a measure of precision, which specify representatives of the equivalence classes. This provides a unifying framework and identifies the role played by information in renormalisation. We validate this idea by showing that it justifies the use of low-momenta n-point functions as relevant observables around a gaussian hypothesis. Our methods also provide a way to extend renormalisation techniques to effective models which are not based on the usual quantum-field formalism, and elucidates the distinctions between various type of RG.
In physics one attempts to infer the rules governing a system given only the results of imperfect measurements. Hence, microscopic theories may be effectively indistinguishable experimentally. We develop an operationally motivated procedure to identify the corresponding equivalence classes of theories. Here it is argued that the renormalisation group arises from the inherent ambiguities in constructing the classes: one encounters flow parameters as, e.g., a regulator, a scale, or a measure of precision, which specify representatives of the equivalence classes. This provides a unifying framework and identifies the role played by information in renormalisation. We validate this idea by showing that it justifies the use of low-momenta n-point functions as relevant observables around a gaussian hypothesis. Our methods also provide a way to extend renormalisation techniques to effective models which are not based on the usual quantum-field formalism, and elucidates the distinctions between various type of RG.
The renormalisation group (RG), as conceived by Wilson [1, 2] , relies on the idea that it is possible to describe long-distance physics while essentially ignoring short-distance phenomena; Wilson argued that, if we are content with predictions to some specified accuracy, the effects of physics at smaller lengthscales can be absorbed into the values of a few parameters of some effective theory for the long-distance degrees of freedom. The RG now underpins much of our understanding of modern theoretical physics and provides the interpretational framework for quantum field theories. It has been applied in a dazzling array of incarnations to study systems from statistical physics [3] to applied mathematics [4] .
The general applicability of RG techniques strongly suggests the existence of a deep unifying principle which would make it possible to directly compare different manifestations of the RG and to unlock its full potential. It has been suggested that such a general implementationindependent formulation of the RG is to be found in an information-theoretic approach [5] because the RG works by ignoring certain aspects of the system. Although the information-theoretic flavour of the RG is manifest in the case of block-decimation [6] [7] [8] , it is far less obvious in the context of particle physics from where the terminology of renormalisation originates [9] . Previous attempts at tackling this problem (see, e.g., [10] [11] [12] [13] [14] for a selection) depended heavily on details of the chosen model or formalism and do not offer the truly general unification that one might hope for.
The objective of this paper is to propose an operationally motivated, model-independent, and informationtheoretic framework for the RG. Our main result is a precise description of the renormalisation group, as implemented in terms of a regulator (as found in QFT), in terms of information-theoretic quantities.
In pursuing this goal we found it necessary to first step back and reconsider the task of inference in quantum mechanics. We begin by phrasing this task as a game played between two players: a passive one, Alice, who possesses a quantum system, and Bob, who perceives the system via a known noisy quantum channel E. (A channel is a linear map on density matrices which preserves positivity and normalisation, even as part of a larger system.) Alice's state represents the true state of a physical system, while Bob is an experimentalist whose experimental limitations are formalised by the channel. When Bob tries to infer the state of Alice's system, he is faced with the ill-posed inverse problem of inverting a quantum channel to find the input from the output. This task is not wellposed because distinct states of Alice may yield states which are nearly indistinguishable for Bob.
Let us consider first a situation where the channel has a non-trivial kernel. For instance, E could be the partial trace over all high-momentum modes of a theory. If two states ρ and ρ are such that E(ρ) = E(ρ ) then they cannot be distinguished by Bob and hence are both just as good as hypotheses for Alice's state. This indistinguishability results in equivalence classes of states: all that Bob can hope to do is to determine in which equivalence class the true state is. The classes can be parameterised by a smooth manifold of unique representatives (Fig. 1a) . For instance, if E traces out high-momentum modes, the equivalence classes can be labelled by states whose high momentum modes are in some fiducial product state.
Once the equivalence classes of experimentally indis-tinguishable states are identified, we propose that the various renormalisation groups may all be interpreted as resulting from the exploration of the freedom available in choosing the representative within a class. For example, by modifying a regularisation parameter, as occurs in high-energy physics, or by simplifying the description of the state and isolating the relevant degrees of freedom, as commonly practiced in condensed matter theory. Before we describe these two cases in more depth, we want to consider more general, and more realistic experimental limitations involving, for instance, both a limit on spatial resolution and on the ability to resolve local degrees of freedom. This requires us to consider states which are only approximately indistinguishable by Bob. General framework -A reasonable measure of distinguishability between two states ρ and ρ to be used in this situation is the relative entropy S(ρ ρ), which measures the optimal exponential rate of decrease of the probability of mistaking ρ for ρ as a function of the number of copies available, while still letting the probability of mistaking ρ for ρ go to zero [15] . This interpretation is for an observer able to measure any observable on Alice's system. Bob, however, can only measure observables of the form E † (A), so the relevant measure for him is instead S(E(ρ ) E(ρ)).
Consequently, we could attempt to deem two states ρ and ρ experimentally equivalent if S(E(ρ ) E(ρ)) < δ for some desired maximal rate δ. However, this does not define an equivalence relation. Nevertheless, if δ is sufficiently small, we still expect the set of states ρ close to ρ in this sense to form an approximately linear subspace of matrices, as occurs in the case = 0. This motivates us to linearise the relation around a starting hypothesis ρ.
Let's write ρ = ρ + X, where we call the tangent operator X, which must be hermitian and traceless, a feature. Then, to lowest order in , we have
where Ω
is an inner product on operators and allows us to measure not only the "length" or "size" of a feature, but also the "angle" between two features X and Y -it is a metric in the sense of differential geometry and is one of the many quantum generalisations of the Fisher information metric [16] .
In this linear approximation, a state ρ + X is approximately indistinguishable from ρ + Y by Bob if
Although this relation between X and Y is symmetric, it is still not an equivalence relation because it is not transitive. The set of states ρ+X satisfying this condition is an ellipsoid within Alice's state space. If E has a non-trivial kernel, for instance, this ellipsoid is infinitely wide in the null directions. Consequently, in the generic case we use the following idealised relation: we say that the two states ρ+X and ρ + Y are equivalent if X − Y lies in the span of the "largest" principal directions of the ellipsoid (called irrelevant), which is equivalent to saying that X − Y is orthogonal to the span of the n smallest principal directions of the ellipsoid (called the relevant directions).
This idealisation removes any trace of the desired precision δ, as we are only talking of the direction of X −Y independently of its magnitude. Instead, Bob must choose the number n of smallest principal directions he deems relevant. A pertinent way of doing this is to consider the case where the channel E depends on a parameter σ parameterising the precision of Bob's instruments, and to worry about the asymptotic behaviour of the norm E(Z), E(Z) E(ρ) in the limit of large imprecision σ. The choice of the relevance threshold n then amounts to choosing the type of asymptotic behaviour that we deem negligible. Note: as long as σ is in fact finite, one must remember that no matter what n is, an irrelevant feature Z = X − Y would become observable if it were to have norm E(Z), E(Z) E(ρ) > δ, in which case our idealisation fails.
The principal directions of the ellipsoid can be found by solving an eigenvalue equation. Let R ρ be the super-
. Classically, R ρ implements Bayesian inference with prior ρ; we are comparing Alice's feature X with that Bob can infer from his data. The principal features X j are the solution of R ρ E(X j ) = η j X j with eigenvalues 1 ≥ η 1 ≥ η 2 ≥ · · · ≥ 0. We call η j the relevance of X j [18] . The linear operator R ρ E is self adjoint in the scalar product ·, · ρ , as well as positive. Therefore, the principal features X j form a complete orthogonal basis of the tangent space at ρ.
We call a feature X relevant if it is in the span of the n most relevant principal features X 1 to X n , and irrelevant if it is orthogonal to those, i.e., in the span of the remaining principal features. Our idealised equivalence classes consider ρ + X and ρ + Y to be equivalent from the point of view of Bob if and only if X −Y is irrelevant, or, equivalently, if X −Y, Z ρ = 0 for all relevant feature Z.
In order to obtain a physically more intuitive condition, let us define the principal observables to be the operators
. Analogously, we say that A is relevant if it is in the span of the n most relevant principal observables (and therefore of the form A = Ω −1 ρ (X) where X is relevant). The principal observables A j are the solutions of the dual Heisenberg-picture eigenvalue equation
With this definition, our equivalence condition amounts to considering two effective states ρ and ρ to be equivalent (in the neighbourhood of ρ) when they yield the same expectation values for all relevant observables:
For instance, consider the strictest possible relevance threshold where only features with exactly zero relevance are deemed to be irrelevant. These are the operators X in the kernel of E. In this case we recover the exact stateindependent equivalence relation which identifies ρ ∼ ρ if E(ρ ) = E(ρ ). The corresponding relevant observables are the self-adjoint operators A satisfying Tr(AX) = 0 for all X in the kernel of E, which are precisely those of the form E † (B) for some B. Observe that, given Eq. 1, all observables with non-vanishing relevance are indeed of this form. In addition, these are all the observables that Bob can ever hope to measure expectation values of, since for all B, Tr(BE(ρ)) = Tr(E † (B)ρ). One classical mode -For a simple but nontrivial example suppose that Alice has a stochastic classical system consisting of a single real variable, e.g., the position x of a particle. The true state to be discovered by Bob is a probability distribution on R: x → ρ(x). Bob's experimental limitation consists of a finite precision σ at which he can resolves the particle's position. This can be modelled by a channel E-in this case a stochastic map since the system is classical-whose effect is a convolution of Alice's probability distribution with a Gaussian of width σ. Suppose, further, that Bob's initial hypothesis is a simple gaussian distribution, which we think of as a thermal state ρ(x) ∝ e −βH(x) for the "hamil-
2τ 2 . Our eigenvalue equation can be solved for this system in the heisenberg picture, yielding the hermite polynomials He n (x/τ ) with eigenvalues
2n for σ τ . Since the first n hermite polynomials span all degree-n polynomials this means that two nearby states are equivalent from the point of view of Bob exactly when they have the same first n moments, where n is the threshold chosen by Bob.
Following our framework, suppose that Bob chooses the threshold n = 2, which means that he deems two states to be equivalent if their distinguishability vanishes at order σ 2(n+1) = σ 6 . Then the hamiltonian βH 0 (x) = provided that τ 1 is "renormalised" so that the two corresponding states have the same second moment. We see that, as the threshold n decreases (and hence more information is neglected) an initially complex model can be simplified. This corresponds to the type of renormalisation group employed in condensed matter theory. It is important to note that, although this example of simplification is quite natural-we set the redundant parameter λ to zero, hence removing a term in the hamiltonian-it is in many ways arbitrary, as any other state with the same first two moment would be as good an effective state.
The situation in particle physics is quite different. Quantum field theories typically come with an unwanted parameter, a regulator , which has no true physical significance except that it is not possible to remove it mathematically. At best it may mimic a lattice spacing, needed in order to avoid high energy modes from making some observable diverge. But it could also be a much less physical fractional dimension of space used as a convenient way to make spherical integrals converge.
The presence of this unphysical parameter, however, is not a problem if the observable predictions of the theory do not depend on it. This is possible if we assume some reasonable limitation on Bob's measurement abilities, so that any change in can be compensated by a change in the state's other parameters so as to stay within a given equivalence class (Fig. 1b) . This dependance of the state's parameters on is the type of RG flow which naturally occurs in quantum field theory.
We can again use our simple classical example in order to illustrate this phenomenon. Suppose that Bob works with the relevance threshold n = 4, and treats the parameter λ perturbatively to first order:
Using this perturbative approach he may well measure λ and find that a small negative value fits his data nicely. However, if Bob were to then believe this characterises the true state of Alice's system via a hamiltonian H (x) = x 2 /τ 2 + λx 4 he is in for some trouble because the corresponding thermal state cannot be normalised. This is different from the type of divergence occurring in QFT, but it is good enough for our analogy. Since any state which shares the same first four moments would be indistinguishable for Bob, he has a lot of freedom to fix his theory. For example, he can add a regularisation term of the form x 6 to the hamiltonian, which makes the state well defined no matter how small is. The effect of this term on the second and fourth moment of the state can be compensated by appropriately modifying the parameters τ and λ to τ ( ) and λ( ).
This flow of the effective state as a function of a regularisation parameter , which is the logical equivalent of the RG flow in QFT, has no a priori relationship to the flow generated by varying the threshold n. However, in quantum field theory, divergences can be identified as contributions from an infinite number of irrelevant features. Therefore, if the theory is regularised by subtracting the irrelevant features from the state, then the two types of RG flow can coincide (see below).
One quantum mode -Before applying our formalism to a quantum field theory, we first examine a single quantum mode. We consider the quantum system with Hilbert space L 2 (R), in the neighbourhood of a gaussian state with characteristic function χ ρ (x, p) = e
2 )+p0x−x0p . A lack of precision in measuring the positionx and momentump can be formalised as a gaussian channel which maps u 2 to u 2 + σ and E(ρ) ∝ e −H . Since we know how the gaussian channel E acts on gaussian states, this allows us to easily evaluate the effect of R † ρ on quadratic polynomials inx and p. We find that bothx andp are principal observables (eigenvectors of E † R † ρ ). Asymptotically for large σ
p , where we used s = coth −1 (uv). In terms of u and v, the second-order principal observables are more complicated linear combinations ofx 2 ,p 2 and 1, even asymptotically for large σ x and σ p . However, if the state ρ is very mixed (uv → ∞), then we find the eigenvectorsx x . We conjecture that all observables orthogonal to those have relevance of order at least 6 in 1/σ p and 1/σ x .
Quantum fields -In general, a quantum Gaussian channel is parametrised by two real matrices X and Y , so that its effect on a Gaussian state's covariance matrix γ is γ → X T γX + Y . Correspondingly, the expected field φ 0 , if nonzero, is mapped to Xφ 0 . In order to formalise Bob's finite spatial precision in the context of a field theory, one may use an operator X whose effect is to randomly swap spatial modes according to a gaussian probability distribution with variance σ. In addition, a lack of precision in measuring local field values can be simulated with a matrix Y which is proportional to the identity on the field coordinates and on the field canonical conjugates, but with different coefficients. Because X is translation invariant we see that in the neighbourhood of a translation-invariant quadratic theory the effect of this channel factors for each momentum mode. On each mode, the effect of the channel is similar to that analysed above.
For concreteness, we consider a scalar field theory. The hamiltonian defining ρ can be written as H = 
2 Π , and δ k to X k δ k and k to X k k , where
2 , and h Φ and h Π parameterise the precision at which the fields are resolved. Using the same trick as for a single quantum mode, we obtain that, asymptotically for h Φ h Π 1, the field operators Φ k and Π k are principal observables with respective relevances η(Φ k ) 1/(η
2 ) and
2 ), where
Since the channel acts independently on each mode we find that the products Φ k1 · · · Φ kn have relevance η(Φ k1 ) · · · η(Φ kn ), provided that the momenta k 1 , . . . , k n are all distinct. In order to define which observables are relevant, we have to choose the desired asymptotic behaviour of their relevance in terms of the three noise parameters σ, h Π and h Φ . Since the relevance always decays exponentially in i k 2 i σ 2 , the product of field operators are essentially irrelevant as soon as they involve operators with mode k > 1/σ. The behaviour of the relevance in term of h Π and h Φ is polynomial, and decays with a power equal to the number n of terms in the n-point function. Hence, if Bob neglects features whose distinguishability vanishes to order 2n in h Π or h Φ , the relevant observables are the products of n field operators with momenta lower than 1/σ.
For instance, for n = 2, only quadratic observables are relevant. Furthermore, since this statement holds in the neighbourhood of any gaussian state ρ, the manifold of all gaussian states is everywhere tangent to the relevant observables, and orthogonal to the irrelevant ones. Hence, it not only forms a good family of effective theories as it uniquely labels the equivalence classes, but it is also the most "economical" as it requires only the smallest changes in the state to accommodate a given set of new observable predictions.
Note that a threshold of n = ∞ also makes sense here and means that only the effective momentum cutoff 1/σ plays a role. This is equivalent to using the projective channel E = Tr |k|>1/σ which traces out modes with momenta larger than 1/σ. This prescription defines a Hamiltonian version of momentum-shell renormalisation.
We know that adding a non-quadratic term to the effective hamiltonian typically yields divergent n-point functions, which can always be made finite by imposing an "unphysical" cutoff Λ on all (spatial) momentum integrals. However, in order for the state to stay on a given equivalence class when Λ is varied, one may need to work within a larger class of hamiltonians, i.e., to add new terms with new coupling constants to be varied as a function of Λ. If only finitely many new parameters are required we say that the theory is renormalisable, but this is not a fundamental requirement for the effective manifold to be useful.
From the "condensed matter' point of view, one has a physical cutoff Λ that is fixed and given by the lattice spacing. If we start with what we suppose to be the "true" state on the lattice, then for the purpose of making predictions that Bob can observe, the description of the state can be simplified by exploiting the freedom we have in choosing a representative of the equivalence class. Our analysis guarantees that, to first order in perturbation theory, we can simply set the coupling constant in front of irrelevant observables in the hamiltonian to zero (because e −H+ A ≈ e −H + Ω e −H (A)). Since polynomials in the fields involving modes with |k| > 1/σ are irrelevant, this is mathematically equivalent to lowering the cutoff to Λ = 1/σ. Hence the QFT-like RG flow in terms of regulator Λ is equal to the RG flow in terms of the noise parameter 1/σ in this example.
Scaling -One may be uncomfortable with viewing the cutoff Λ as an explicit parameter of the state. A change of cutoff from Λ 0 to Λ can be absorbed into a rescaling of space by a factor s = Λ/Λ 0 . The requirement that the couplings run with Λ so that the n-point functions be constant now takes a slightly different form: the couplings must run with s in such a way that the n-point function depends on s via a scale transformation. This is the requirement expressed by the Callan-Symanzik equations.
Conclusion -We showed how, using any model of experimental limitations, one can use information metrics to determine the most experimentally relevant pa-rameters in the neighbourhood of an initial hypothesis, and safely ignore the irrelevant ones. We validated this approach by showing that, when applied in the neighbourhood of a quantum gaussian field state and with a reasonable model of finite spatial and field-value experimental precision, it yields the usual renormalisation conditions in quantum field theory, but with the added bonus of justifying the special relevance of n-point functions for small n. This calculation also shows how the momentum cutoff arises naturally from a real-space coarse-graining approach. We believe that this work demystifies many aspects of the RG and opens the way for a deeper understanding of its powerful underlying principles. In particular, it clarifies the role played by information theory in the RG, which has been a long standing problem in this field.
