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1 Einleitung
In der heutigen Zeit werden immer umfangreichere und komplexere mathematische
Problemstellungen betrachtet. Bei der Bestimmung von Lo¨sungen gera¨t oftmals selbst
die modernste Computertechnik an die Grenzen ihrer Leistungsfa¨higkeit. Dies beruht
auf dem zugrundeliegenden Rechnermodell und dessen Einschra¨nkungen bezu¨glich der
physikalischen Realisierbarkeit, welche sich in der Gro¨ße der Hardware und der Dauer
der Berechnungen widerspiegeln. Deshalb ist es notwendig, sich mit alternativen Kon-
zepten und deren technischer Umsetzung zu befassen. Einen vielversprechenden Ansatz
bietet hierbei die Verwendung quantenmechanischer Prinzipien. Auf dieser Grundlage
wurde in den 1980ern die Theorie des Quantencomputing entwickelt. Wegweisend wa-
ren hierbei die Arbeiten von P. Benioff [1], Y. Manin [2], R. Feynman [3] und D. Deutsch
[4]. Der erhoffte Vorteil gegenu¨ber klassischen Systemen beruht auf der Mo¨glichkeit der
parallelen Manipulation mehrerer Zusta¨nde, in denen sich ein Quantensystem gleich-
zeitig befinden kann.
Aktuell wird an vielen verschiedenen Realisierungen von Quantencomputermodellen
geforscht [5]. Der erste kommerziell erha¨ltliche Quantencomputer wird von der kanadi-
schen Firma D-Wave Systems Inc. vertrieben. Im Jahr 2013 verkaufte der Hardwareher-
steller ein Modell unter anderem an die NASA und Google. Dieser adiabatische Quan-
tencomputer ist ein Lo¨ser fu¨r Optimierungsprobleme mit quadratischen Zielfunktionen
u¨ber bina¨ren Variablen ohne Nebenbedingungen (kurz QUBOs) auf speziellen Gra-
phen, den sogenannten Chimera-Graphen. Es wurden mehrere Studien durchgefu¨hrt,
die eine mo¨gliche U¨berlegenheit des D-Wave-Computers gegenu¨ber klassischen Rech-
nern untersuchen. Diese sind beispielsweise in [6], [7], [8], [9] und [10] vero¨ffentlicht wor-
den. Deren Ergebnisse widersprechen sich teilweise und erfordern weitere Forschung auf
diesem Gebiet. Die Skalierung der Laufzeit hinsichtlich der Eingabegro¨ße ist anschei-
nend stark von den physikalischen Hintergru¨nden des Rechners sowie den einzelnen
Fragestellungen abha¨ngig und kann bisher nicht konkret angegeben werden. Sollte sich
der D-Wave Computer in irgendeiner Weise als u¨berlegen herausstellen, bleibt zudem
die Frage, welche bekannten Probleme sich effizient auf die eingeschra¨nkte Struktur
des Chimera-Graphen u¨bertragen lassen. Motivation dieser Arbeit ist es daher, diese
Struktur eingehender zu untersuchen und spezielle Probleme zu formulieren, die deren
Restriktionen beru¨cksichtigen.
Die Arbeit ist wie folgt aufgebaut. Zuna¨chst wird auf die Grundlagen der diskreten
Optimierung, speziell der QUBOs, eingegangen. Viele verschiedene Probleme aus der
Klasse NP lassen sich mit der Graphenstruktur der QUBOs in Verbindung bringen.
Daher werden im Kapitel 2 die allgemeinen Methoden aufzeigt, mit denen diese Proble-
me schrittweise in ein QUBO umformuliert werden ko¨nnen. Anhand einiger Beispiele
wird diese Vorgehensweise verdeutlicht. Anschließend wird in Kapitel 3 die spezielle
Struktur des Chimera-Graphen erla¨utert und dessen QUBO-Formulierung aufgestellt.
Um einen Zusammenhang mit anderen Graphenproblemen zu finden, werden zudem
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Minoren dieses Graphen na¨her betrachtet. Die entsprechenden QUBOs ko¨nnen in den
Chimera-Graphen durch Zusammenfassen von Teilgraphen eingebettet werden. Die da-
zu beno¨tigten Schritte werden fu¨r jeden einzelnen Minoren ausfu¨hrlich dargestellt. Am
Ende dieses Kapitels werden weitere Beispiele veranschaulicht, die auf die Besonderhei-
ten des Chimera-Graphen abgestimmt sind. Die Anwendbarkeit der in den vorherigen
Kapiteln beschriebenen Methoden wird im 4. Kapitel anhand eines komplexen An-
wendungsbeispiels aus der Raumfahrt demonstriert. Dazu wird ein mathematisches
Modell einer Satellitenzeitplanung formuliert, vereinfacht und anschließend den ent-
sprechenden Transformationen unterzogen. Letztendlich kann die Gro¨ße des erhaltenen
QUBOs und somit die Lo¨sbarkeit durch den Quantencomputer von D-Wave-Systems
abgescha¨tzt werden.
2
2 Quadratische bina¨re Optimierung
ohne Nebenbedingungen
In diesem Kapitel werden zuna¨chst die Grundlagen dieses mathematisch schwierigen
Optimierungsproblems beschrieben. Fu¨r einige Spezialfa¨lle werden deren Lo¨sungsmo¨g-
lichkeiten betrachtet. Des Weiteren werden einige konkrete Beispiele fu¨r Reduktionen
gezeigt sowie allgemeine Regeln fu¨r die Transformationen verschiedenster Fragestellun-
gen auf dieses Problem aufgestellt.
2.1 Grundlagen
Heutzutage wird oft versucht, immer das Beste aus allem herauszuholen: die Kosten
fu¨r ein Projekt so gering wie mo¨glich zu halten oder den gro¨ßtmo¨glichen Umsatz zu
erzielen. Ein Teilgebiet der angewandten Mathematik, die Optimierung, befasst sich
daher mit der effizientesten Bestimmung solcher Optima durch die Analyse der Pro-
blemstellung und der Erstellung von speziell darauf abgestimmten exakten oder auch
approximativen Algorithmen. Es wird eine Bewertungsfunktion f u¨ber endlich vielen
Variablen y1, ..., yn aufgestellt, deren minimaler oder maximaler Wert gefunden werden
soll. Dazu ergeben sich meist Nebenbedingungen an diese Variablen in Form von Glei-
chungen und Ungleichungen. Sie beschreiben eine Menge Y ⊆ Rn, aus der die zula¨ssigen
Lo¨sungen stammen du¨rfen. Daraus ergibt sich ein allgemeines Optimierungsproblem
min
max {f(y) : y ∈ Y } =
min
max
y∈Y
f(y) =
min
max f(y)
s.t. y ∈ Y
mit y = (y1, ..., yn) und f : Y → R ∪ {−∞,∞}. Ist der Optimalwert eines Minimie-
rungsproblems −∞ oder der eines Maximierungsproblems ∞, so heißen die Probleme
unbeschra¨nkt. Gilt hingegen fu¨r den Definitionsbereich Y = ∅, so existiert keine Opti-
mallo¨sung, denn das Problem ist unzula¨ssig. Da fu¨r eine Klasse von Zielfunktionen f ,
die invariant unter Negierung sind, max{f(y) : y ∈ Y } = −min{−f(y) : y ∈ Y } gilt,
genu¨gt in diesem Fall die Betrachtung von Minimierungsproblemen.
Je nach Art der Zielfunktion, Wertebereich der Variablen oder auch Art der Nebenbe-
dingungen werden die unterschiedlichen Optimierungsprobleme klassifiziert. Wird nur
gefordert, dass die Variablen alle aus dem Bereich der ganzen Zahlen stammen mu¨ssen,
so wird von ganzzahliger Optimierung (engl. integer program(ming), kurz IP) gespro-
chen. Hierbei ist die Zula¨ssigkeit des Lo¨sungsraumes oft von besonderem Interesse:
Existiert u¨berhaupt eine ganzzahlige Lo¨sung
zmin = arg min
z∈Zn
f(z)
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zu dem Problem? Werden dazu nur lineare Zielfunktionen und Nebenbedingungen be-
trachtet, wird dies als ganzzahlige lineare Programmierung (kurz ILP) bezeichnet. Ein
allgemeines ILP mit m Ungleichungen und r Gleichungen la¨sst sich dann mit a ∈ Zn,
B ∈ Zm×n, C ∈ Zr×n, b ∈ Zm und c ∈ Zr wie folgt formulieren:
min
{
a>z : z ∈ Zn, Bz ≤ b, Cz = c} .
Ein anderer Spezialfall von IP ist die Beschra¨nkung auf bina¨re Variablen x ∈ {0, 1}n,
die sogenannte 0/1-Programmierung oder auch bina¨re Optimierung. Wird dabei ein
Minimum u¨ber einer speziellen Zielfunktion der Form
q(x) = x>Qx
mit einer Matrix Q ∈ Rn×n ohne Nebenbedingungen gesucht, spricht man von QUBO
(fu¨r engl. quadratic unconstrained binary optimization):
min
x∈{0,1}n
x>Qx.
Mit xj
2 = xj fu¨r xj ∈ {0, 1} zeigt sich, dass dieses Matrixprodukt in lineare und qua-
dratische Summanden zerlegbar ist und die Betrachtung oberer Dreiecksmatrizen fu¨r
Q genu¨gt:
q(x) =
n∑
j=1
Qj,jxj +
n∑
j,k=1
j<k
(Qj,k +Qk,j)xjxk. (I)
Damit geho¨rt q zu den pseudobooleschen Funktionen. Dies sind multilineare Polynome
der Form
b(x) = a∅+
n∑
j=1
a{j}xj+
n∑
j,k=1
j<k
a{j,k}xjxk+
n∑
j,k,l=1
j<k<l
a{j,k,l}xjxkxl+. . . =
∑
I⊆{1,...,n}
aI
∏
j∈I
xj (II)
mit aI ∈ R fu¨r alle I ⊆ {1, ..., n} und b : {0, 1}n → R. Sie stellen eine Verallgemeinerung
der booleschen Funktionen dar, deren Wertebereich auf {0, 1} begrenzt ist. Sollten alle
aI ≥ 0 sein, so nennt sich dies eine Posiform. Klar ist, dass der Minimalwert einer
solchen Funktion gleich a∅ und On eine entsprechende Optimallo¨sung ist. Dies gilt also
insbesondere fu¨r QUBOs mit Q ∈ Rn×n≥0 , deren Optimalwert Null ist.
Die Schreibweise von (I) zeigt auch deutlich die Verbindung von QUBOs zur Graphen-
theorie: Jeder quadratischen Funktion q mit oberer Dreiecksmatrix Q liegt ein Interak-
tionsgraph Gq wie folgt zugrunde: Gq = (V,E) ist ein einfacher, ungerichteter Graph
mit Knotenmenge V = {1, ..., n} und Kantenmenge E bestehend aus zweielementigen
Teilmengen von V . Jedem Knoten j ∈ V ist ein Gewicht gj = g(j) := Qj,j zugeordnet.
Fu¨r Qj,k 6= 0 sind die Knoten j und k gekoppelt, also {j, k} ∈ E. Dieser Kante ist nun
die Sta¨rke Sj,k = S(j, k) := Qj,k zugewiesen. Die Abbildung S : E → R wird dann auch
Bewertungsfunktion genannt. Ein Beispiel fu¨r einen gewichteten Interaktionsgraphen
eines QUBOs ist in Abbildung 1(a) gezeigt. Damit la¨sst sich ein QUBO auch mit
min
x∈{0,1}V
∑
v∈V
gvxv +
∑
{v,w}∈E
Sv,wxvxw (III)
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(b) Beispielhypergraph zu einer pseudo-
booleschen Funktion
Abb. 1: U¨bertragung auf Graphen
u¨ber die Graphenformulierung darstellen.
Wurde durch Minimierung von q eine Lo¨sung xmin des QUBOs gefunden und ist
xminj = 1 fu¨r ein j, wird der Knoten j als aktiv bezeichnet. Eine Kante des Graphen
{j, k} ist genau dann aktiv, wenn xminj = xmink = 1. Die Menge der aktiven Knoten von
Gq bildet damit einen bezu¨glich dieser Gewichte und Sta¨rken minimalen Teilgraphen.
Die Suche danach und a¨hnliche Probleme in Graphen werden besonders unter dem
Begriff der Netzwerkoptimierung gefunden.
Analog lassen sich auch die allgemeinen pseudobooleschen Funktionen auf das Konzept
der Hypergraphen u¨bertragen. Bei diesen Graphen wird der Begriff der Kante verall-
gemeinert. Statt nur zwischen zwei Knoten zu bestehen, entha¨lt eine Hyperkante eine
Knotenteilmenge von V mit einer beliebigen Kardinalita¨t. Dementsprechend bilden die
aI die Gewichtung der Hyperkante u¨ber den entsprechenden Knoten in I ⊆ V . Das
Prinzip ist beispielhaft in Abbildung 1(b) verdeutlicht. Das Minimum der pseudoboo-
leschen Funktion entspricht auch hier einem minimalen Teilgraphen.
Auch in der statistischen Physik sind diese Probleme ha¨ufig Gegenstand von Unter-
suchungen, hier in Form des Ising-Spin-Glas-Modells: Der Spin eines Atoms oder Ions
bestimmt sein magnetisches Moment. In einer Anordnung mehrerer solcher Teilchen,
dem Spin-Glas, beeinflussen sich deren Spins gegenseitig. Bei der Betrachtung der Ge-
samtmagnetisierung dieses Systems werden oft stark vereinfachte Modelle genutzt. So
beschra¨nkt man sich im Ising-Modell auf einen einzelnen Freiheitsgrad fu¨r die Dreh-
richtung der Spins. Damit kann dieser nur noch zwei diskrete Zusta¨nde annehmen:
Ohne Beachtung der Orientierung im Raum zeigt er entweder auf- oder abwa¨rts, also
in positive oder negative Richtung. Dabei erho¨hen beziehungsweise erniedrigen gleich-
gerichtete Teilchen die Energie je nach Vorzeichen der Wechselwirkung. Daraus ergibt
sich fu¨r das System eine quadratische Energiefunktion
q(s1, ..., sn) =
n∑
j=1
hjsj +
n∑
j,k=1
j>k
Jj,ksjsk
mit h ∈ Rn und J ∈ Rn×n u¨ber den Variablen sj ∈ {−1,+1} fu¨r j = 1, ..., n. Mit
der Transformation xj =
1
2
(sj + 1) beziehungsweise sj = 2xj − 1 zeigt sich, dass
sich die Zielfunktionen von QUBOs und Ising-Modellen jeweils ineinander umwandeln
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lassen. Da dabei ein quadratischer Term ein solcher bleibt, sind die Konzepte a¨quivalent
und die Interaktionsgraphen beider Problemstellungen gleich. Die Verallgemeinerung
des Begriffes der Nachbarschaft von mehr als zwei Teilchen, analog zum Konzept des
Hypergraphen, wird hier Markov Random Field ho¨herer Ordnung genannt.
2.2 Komplexita¨t und Lo¨sungsmethoden
2.2.1 Klassische Einordnung und allgemeine Algorithmen
Die Entscheidungsvariante des QUBOs, ob fu¨r ein gewa¨hltes r ∈ R ein x ∈ {0, 1}n exis-
tiert mit q(x) = x>Qx ≤ r, ist ein NP-vollsta¨ndiges Problem: Es liegt in NP, da eine
entsprechende Belegung der n bina¨ren Variablen direkt ein Zertifikat zur Besta¨tigung
bildet. Zudem wird in den folgenden Abschnitten gezeigt, dass sich die Suchvarianten
verschiedener NP-vollsta¨ndiger Probleme in polynomieller Zeit auf QUBOs reduzieren
lassen. Dies bedeutet, es gibt im Allgemeinen vermutlich keinen klassischen Algorith-
mus, der ein QUBO u¨ber n Variablen in einer Zeit, die polynomial von der Eingabegro¨ße
n abha¨ngt, lo¨sen kann.
Obwohl das Problem fu¨r Q ∈ Rn×n≥0 trivial ist, ist es selbst dann NP-vollsta¨ndig, wenn
diese Bedingung fu¨r die Diagonalelemente von Q relativiert wird und auch nur eines
davon negativ ist. Dies zeigen S. Chakradhar und M. Bushnell in [11], indem sie den
Interaktionsgraphen des QUBOs in einen logischen Schaltkreis transformieren. Auch
die Einschra¨nkung auf planare Graphen, wie bei ebenen Spin-Gla¨sern in einem magne-
tischen Feld, genu¨gt nicht, um eine bessere Lo¨sbarkeit zu erzielen, wie F. Barahona in
[12] beweist.
Dennoch existieren speziell auf QUBOs abgestimmte Lo¨sungsverfahren, wie der von
M. Carter in [13] vorgeschlagene Branch-and-Bound-Algorithmus. F. Barahona, M.
Ju¨nger und G. Reinelt stellen in [14] ihre Erfahrungen mit der Berechnung u¨ber einem
Schnittebenenalgorithmus vor. Des Weiteren existiert ein polynomielles Verfahren zur
Bestimmung unterer Grenzen von P. Hammer, P. Hansen und B. Simeone [15]. In [16]
wird von D. Li, X. Sun und C. Liu ein neuerer Branch-and-Bound-Algorithmus vor-
gestellt. Eine weitere Mo¨glichkeit stellt die Linearisierung der Zielfunktion dar. Dabei
ergeben sich nach [17] jedoch fu¨r jeden quadratischen Term je eine zusa¨tzliche reelle
Variable und zwei Nebenbedingungen. Das heißt, das Problem kann auf eine Gro¨ße von
bis zu n + 1
2
n(n − 1) Variablen und n(n − 1) Bedingungen wachsen. Diese gemischt-
ganzzahligen linearen Probleme (kurz MILP fu¨r engl. mixed-integer linear program-
ming) lassen sich dann mit den entsprechenden LP-Methoden wie beispielsweise durch
Branch-and-Cut-Algorithmen lo¨sen.
2.2.2 Polynomielle Lo¨sbarkeit
Fu¨r einige Spezialfa¨lle existieren effiziente Algorithmen. Sind beispielsweise alle Ein-
tra¨ge von Q außer denen auf der Diagonalen nichtpositiv, so ist die polynomielle
Lo¨sbarkeit gegeben, wie J. Picard und H. Ratliff in [18] zeigen. In diesem Fall kann das
Problem auf die Suche nach einem minimalem Schnitt in einem Netzwerk zuru¨ckgefu¨hrt
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s1
t1
s2
t2
(a) Zwei seriell-parallele
Netzwerke
s
t
(b) Parallele Komposi-
tion
Abb. 2: Komposition seriell-paralleler Netzwerke
s
t
(c) Serielle Kom-
position
werden, welches im Gegensatz zum maximalen Schnitt effizient berechnet werden kann.
Ist Q eine positiv semidefinite Matrix, gilt y>Qy ≥ 0 fu¨r alle y ∈ Rn. Damit ist das
Minimum der Funktion gleich 0 und wird durch den bina¨ren Vektor On angenommen.
Weiterhin konnte F. Barahona zeigen, dass auch fu¨r seriell-parallele Interaktionsgra-
phen mit beliebigen Sta¨rken und Gewichten ein polynomieller Algorithmus existiert
[19]. Es existieren verschiedene Arten diese Graphen, die besonders fu¨r die Elektro-
technik interessant sind, zu definieren. Im Folgenden wird sich im Wesentlichen auf
den rekursiven Aufbau aus [20] bezogen.
Ein minimales seriell-paralleles Netzwerk (kurz SP-Netzwerk) besteht aus zwei ver-
schiedenen Knoten, einer Quelle s und einer Senke t, die durch eine Kante verbunden
sind. Aus zwei SP-Netzwerken N1 mit s1, t1 und N2 mit s2, t2 la¨sst sich ein neues
SP-Netzwerk durch zwei verschiedene Kompositionsoperationen bilden. Diese sind in
Abbildung 2 verdeutlicht. Zum einen ko¨nnen die beiden Netzwerke seriell verbunden
werden, indem o.B.d.A. N1 an N2 angeha¨ngt wird. Dabei werden t1 und s2 zu einem
inneren Knoten verschmolzen und s1 und t2 werden die neue Quelle beziehungsweise
Senke des entstandenen Netzwerks. Zum anderen gibt es die parallele Komposition,
bei der s1 und s2 zu einer neuen Quelle und t1 und t2 zu einer neuen Senke verei-
nigt werden. Ein Graph ist dann seriell-parallel, wenn zwei seiner Knoten als Quelle
und Senke ausgewa¨hlt werden ko¨nnen und damit ein SP-Netzwerk gebildet wird. Dies
kann in einer Zeit, die linear in der Zahl der Knoten ist, herausgefunden werden. U¨ber
diesen Aufbau kann niemals ein vollsta¨ndiger Graph mit vier Knoten, welcher mit K4
bezeichnet wird, gebildet werden, auch nicht durch die Kontraktion von Kanten, al-
so dem Verschmelzen der zwei entsprechenden Knoten zu einem. Daher ist ein Graph
genau dann seriell-parallel, wenn keiner seiner Minoren K4 bildet [21]. Daran ist auch
erkennbar, dass SP-Graphen immer planar sind: Nach dem Satz von Kuratowski sind
die kleinsten nichtpalanaren Graphen der vollsta¨ndige Graph mit fu¨nf Knoten K5 und
der vollsta¨ndig bipartite Graph mit je drei Knoten K3,3 und diese haben jeweils K4 als
Minor.
Zweidimensionale Gittergraphen mit n Zeilen und m Spalten von Knoten werden im
Folgenden mit Ln,m bezeichnet. Bei einer Breite und La¨nge von mehr als zwei Knoten
za¨hlen diese, wie Abbildung 3 zeigt, nicht zu den SP-Graphen. Dennoch konnte F.
Barahona in [12] auch fu¨r zweidimensionale Spingla¨ser von Teilchen, die in einer ebenen
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→ →
(a) Gittergraph L3,3
=
(b) Vollsta¨ndiger Graph K4
Abb. 3: K4 ist ein Minor des Gittergraphen L3,3
Gitterstruktur angeordnet sind, zeigen, dass sie in polynomieller Zeit gelo¨st werden
ko¨nnen.
2.2.3 Randomisierte Komplexita¨tsklassen
Bei einigen Problemen, wie beispielsweise dem Knacken von Verschlu¨sselungen, ist es
oft nicht ausreichend, nur Worst-Case-Betrachtungen der Algorithmen durchzufu¨hren.
Es muss auch festgestellt werden, ob mo¨glicherweise ein nicht exakter Algorithmus exis-
tiert, der das Problem in einer bestimmten Zeit und bei mehrfachen Durchfu¨hrungen in
einem signifikant großen Anteil lo¨sen kann oder nicht. Um dies zu u¨berpru¨fen, wird auf
das Konzept der probabilistischen Turingmaschine (kurz PTM) zuru¨ckgegriffen. Bei
dieser wird nach jedem Rechenschritt eine von zwei U¨bergangsfunktionen durch einen
Mu¨nzwurf gewa¨hlt. Damit la¨sst sich die Klasse der probabilistischen Polynomialzeit
(kurz PP) fu¨r Probleme einfu¨hren, fu¨r die eine PTM existiert, welche die Antwort fu¨r
jede Eingabeinstanz in polynomieller Laufzeit mit einer Wahrscheinlichkeit > 1
2
findet.
Die Wahrscheinlichkeit, dass die Antwort falsch ist, kann dabei von der Form 1
2
− 1
2p(n)
sein, wobei p ein Polynom in n ist. Diese la¨sst sich nur durch eine exponentielle Zahl
an Wiederholungen des Algorithmus beliebig klein machen.
Die Klasse PP ist in PSPACE enthalten und umfasst sowohl NP als auch coNP. Denn
jedes L ∈ NP la¨sst sich durch eine PTM entscheiden: Sei M eine nichtdeterministische
Turingmaschine, die L entscheidet. Dann wa¨hlt die PTM im ersten Schritt gleichma¨ßig
zufa¨llig zwischen einer der beiden folgenden Mo¨glichkeiten: Entweder wird ein zufa¨lliger
Pfad von M ausgefu¨hrt und das Ergebnis ausgegeben oder die Eingabe wird ohne Be-
rechnung akzeptiert. Damit gilt fu¨r eine Eingabe x 6∈ L, dass x zu genau 50 Prozent
akzeptiert wird, da die Ausgabe im ersten Fall immer nein ist. Fu¨r x ∈ L ist die
Fehlerwahrscheinlichkeit gro¨ßer als 1
2
, da mindestens ein Pfad von M die Antwort ja
liefert [22]. Damit geho¨ren auch QUBOs, sowie alle weiteren NP-vollsta¨ndigen Proble-
me, ebenfalls zu der Klasse PP. Ein bekanntes PP-vollsta¨ndiges Problem ist MAJSAT,
bei dem entschieden werden soll, ob eine aussagenlogische Formel von mehr als der
Ha¨lfte der mo¨glichen Eingaben erfu¨llt wird.
Die Einschra¨nkung der Fehlerwahrscheinlichkeit auf 1
2
− ε fu¨r ein konstantes ε ∈ (0, 1
2
)
ergibt dann die Klasse BPP, fu¨r bounded error probabilistic poynomial time. Dabei
kann ε beliebig festgelegt werden und die Fehlerwahrscheinlichkeit la¨sst sich durch eine
polynomielle Iterationszahl beliebig verringern. Klar ist P ⊆ BPP ⊆ PP. Bisher konn-
te kein solcher Algorithmus fu¨r NP-vollsta¨ndige Probleme, also insbesondere QUBOs,
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gefunden werden. Daher ist noch unklar, wie diese Komplexita¨tsklasse zu NP in Bezie-
hung steht. Ebenso ist bisher kein BPP-vollsta¨ndiges Problem bekannt. Es wird daher
auch vermutet, dass keines existiert [22].
2.2.4 Quantenkomplexita¨t
Mit einem Quantencomputer lassen sich im Gegensatz zum klassischen Rechner Er-
gebnisse nur mit einer gewissen Wahrscheinlichkeit bestimmen. 1985 fu¨hrte daher D.
Deutsch den Begriff der Quanten-Turingmaschine (kurz QTM) ein [4], welche einen
sogenannten Quantenalgorithmus ausfu¨hren kann. Die Existenz einer effizienten uni-
versellen Quanten-Turingmaschine wurde dann 1993 gezeigt [23]. Damit kann analog
zu BPP die Klasse BQP, fu¨r bounded error quantum polynomial time, u¨ber alle Pro-
bleme definiert werden, fu¨r die eine QTM existiert, die in polynomieller Zeit mit einer
Wahrscheinlichkeit von 1
2
+ ε fu¨r ein konstantes ε ∈ (0, 1
2
)
eine Lo¨sung findet.
Da Quantenzusta¨nde komplexen Vektoren und die Transformationen Matrix-Vektor-
Multiplikationen entsprechen, kann ein klassischer Rechner ein Quantensystem, also
eine TM eine QTM, simulieren. Damit liegt BQP in der Klasse PSPACE. Es wird jedoch
davon ausgegangen, dass es keinen polynomiellen klassischen Simulationsalgorithmus
gibt. Diese klassische Berechenbarkeit impliziert aber auch, dass sich Probleme wie das
Halteproblem auch nicht auf Quantencomputern lo¨sen lassen.
Aufgrund der Eigenschaften eines Quantenbits (kurz Qubit), welches sich in den zwei
Basiszusta¨nden 0 und 1 gleichzeitig befinden kann und durch Messen vo¨llig zufa¨llig
in einen dieser Zusta¨nde springt, kann auch eine PTM von einer QTM simuliert wer-
den. Dabei wird nach jedem Rechenschritt ein gleichma¨ßig zwischen 0 und 1 verteiltes
Hilfsqubit gemessen und die U¨bergangsfunktion entsprechend des Ergebnisses gewa¨hlt.
Damit gilt also BPP ⊆ BQP. Dabei wird aufgrund des polynomiellen Faktorisierungs-
algorithmus fu¨r Quantencomputer nach Shor eine echte Inklusion vermutet [24].
Ein anderes Konzept ist der sogenannte adiabatische Quantencomputer, der nicht auf
dem konventionellen Schaltkreismodell beruht, sondern einen Optimierer fu¨r QUBOs
darstellt. Dadurch lassen sich auch alle Suchvarianten der anderen NP-Probleme durch
die in den folgenden Abschnitten dargestellten Reduktionen mit diesem Rechnermodell
lo¨sen. Es konnte weiterhin gezeigt werden, dass das adiabatische polynomiell a¨quivalent
zum konventionellen Quantencomputing ist, da mit beidem effizient das jeweils andere
simuliert werden kann [25] [26].
Obwohl Quantencomputer durch den Quantenparallelismus einen entscheidenden Vor-
teil gegenu¨ber klassischen Rechnern bei der Berechnung NP-schwerer Probleme zu
besitzen scheinen, existiert bisher keine konkrete Aussage daru¨ber, ob NP-Probleme
damit effizient lo¨sbar sind. Insbesondere ist aufgrund der physikalischen Hintergru¨nde
die Abscha¨tzung der Laufzeit nur sehr schwer mo¨glich. Es ist soweit nicht im Vorhinein
ersichtlich, wie groß die Erfolgswahrscheinlichkeit fu¨r das Finden der Optimallo¨sung ist.
Da aber einer der wenigen Quantenalgorithmen, der Grover-Algorithmus, fu¨r die Suche
in einer unsortierten Datenbank nur einen quadratischen Vorteil gegenu¨ber klassischen
Wegen liefert [27], wird vermutet, dass NP 6⊆ BQP gilt. Die entsprechenden bekannten
Inklusionen sind in Abbildung 4 verdeutlicht.
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PSPACE
PP
BQP
BPP
NP
P
Abb. 4: Inklusionsdiagramm der Komplexita¨tsklassen
2.3 Reduktionen
2.3.1 Direkte Umsetzung
Die folgenden Beispiele zeigen die direkte U¨bertragung zweier bestimmter Graphen-
probleme auf QUBOs. Es zeigt sich, dass die entstehenden quadratischen Terme der
Zielfunktion hierbei genau den Kanten des Ausgangsgraphen entsprechen. Damit ist
der Interaktionsgraph, der die Kopplungen der bina¨ren Variablen repra¨sentiert, gleich
dem Ausgangsgraphen. Erfu¨llt dieser eine der Bedingungen aus 2.2.2, ergibt sich somit
auch die polynomielle Lo¨sbarkeit des Problems. Diese Problemstellungen stellen eine
Besonderheit dar, denn im Normalfall wird der Interaktionsgraph durch die Reduktion
auf ein QUBO wesentlich komplexer. Dies zeigt sich in den na¨chsten Abschnitten.
Stabile Menge
Eine stabile Menge in einem ungerichteten Graphen G = (V,E) ist eine Teilmenge
von Knoten W ⊆ V , die alle untereinander nicht durch Kanten verbunden sind, also
fu¨r alle v, w ∈ W gilt {v, w} 6∈ E. Im Komplementgraphen, dem Graphen, der nur
genau die Kanten entha¨lt, die der Ausgangsgraph nicht besitzt, entspricht dies genau
einer Clique, also einem vollsta¨ndigen Teilgraphen. Diese sind besonders in sozialen
Netzwerken von Interesse, wo sie eine Gruppe von Menschen repra¨sentieren, die alle
untereinander befreundet sind. Das Entscheidungsproblem, ob der Graph eine stabile
Menge mit mindestens r ∈ N Knoten besitzt, ist NP-vollsta¨ndig [28].
Die Suche nach der gro¨ßten stabilen Menge im Graphen, deren Kardinalita¨t die Sta-
bilita¨tszahl des Graphen α(G) definiert, la¨sst sich sehr einfach als ein QUBO-Problem
formulieren: Um eine maximale Lo¨sung zu erhalten, werden die Gewichte aller Knoten
auf einen negativen Wert −A mit A > 0 gesetzt. Da bei dem gesuchten Teilgraphen
keine Kante vorhanden sein darf, wird die Aktivierung jeder Kante gleichma¨ßig mit
einer Strafe B > 0 belegt. Mit x ∈ {0, 1}V und xv = 1 genau dann, wenn v zur
Lo¨sungsmenge geho¨rt, ergibt sich die Zielfunktion
q(x) = −A
∑
v∈V
xv +B
∑
{u,v}∈E
xuxv =: qA(x) + qB(x).
Dass sich nicht beliebige Werte fu¨r A und B wa¨hlen lassen, zeigt folgendes Theorem,
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welches analog zu den Aussagen in [29] erstellt wurde.
Theorem 2.1 Fu¨r B > A liefern Optimallo¨sungen von min
{
q(x) : x ∈ {0, 1}V } kar-
dinalita¨tsmaximale stabile Mengen von G = (V,E).
Beweis: Sei X die Menge der x ∈ {0, 1}V , die eine stabile Menge von G re-
pra¨sentieren. Es gilt qB(x) = 0 genau dann, wenn x ∈ X. Damit minimieren die
kardinalita¨tsmaximalen stabilen Mengen die Zielfunktion u¨ber X. Da
q(OV ) = 0 > q(ev) = −A
fu¨r jeden beliebigen GraphenG und alle v ∈ V gilt, besitzt jede Optimallo¨sung xmin
des Problems mindestens einen aktiven Knoten, welcher bereits eine stabile Menge
des Graphen darstellt. Es bleibt zu zeigen, dass xmin keine zwei aktiven Knoten
v, w ∈ V besitzt, die adjazent sind. Wa¨re dies der Fall, wu¨rde die Aktivierung der
Kante mit xvxw = 1 in der Zielfunktion einen Summanden +B erzeugen und es
ga¨lte
q
(
xmin
) ≥ −A ∥∥xmin∥∥
1
+B,
wobei ‖ · ‖1 die Manhattan-Norm ist, welche die Einsen eines bina¨ren Vektors
za¨hlt. Mit B > A widerspricht dies jedoch der Minimalita¨t von xmin. Durch Deak-
tivierung von v in xmin ergibt sich beispielsweise ein Optimalwert, der um B − A
geringer ist. Es gilt also xmin ∈ X. 
Die Strafe fu¨r die Aktivierung einer Kante muss also nur gro¨ßer sein als der be-
tragsma¨ßige Gewinn, der durch die Aktivierung eines weiteren inzidenten Knoten er-
halten wird. Wird fu¨r die Knotengewichte −1 und fu¨r jede Kante die Sta¨rke B = 2
gewa¨hlt, la¨sst sich aus dem Betrag der Zielfunktion u¨ber der Lo¨sung xmin direkt die
Kardinalita¨t auslesen:
Folgerung 2.2 Es gilt
α(G) =
∣∣∣∣∣min
{
−
∑
v∈V
xv + 2
∑
{u,v}∈E
xuxv : x ∈ {0, 1}V
}∣∣∣∣∣.
Ebenso kann man durch die analoge Aufstellung der Zielfunktion u¨ber dem Komple-
mentgraphen G¯ die Cliquenzahl ω(G) des Graphen, also die gro¨ßte Kardinalita¨t einer
Clique, bestimmen:
Folgerung 2.3 Es gilt
ω(G) = α
(
G¯
)
=
∣∣∣∣∣min
{
−
∑
v∈V
xv + 2
∑
{u,v}6∈E
xuxv : x ∈ {0, 1}V
}∣∣∣∣∣.
Analog zu diesen Folgerungen, lassen sich in gewichteten Graphen mit g : V → R
stabile Mengen beziehungsweise Cliquen mit einem maximalen Gewicht finden. Statt
daher ein Gewicht von −A fu¨r die Knoten zu wa¨hlen, kann in der ersten Summe −Axv
durch −gvxv ersetzt werden. Mit B > max{0, gv : v ∈ V } liefert das Minimum der
Zielfunktion q die gesuchte Lo¨sung.
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Maximaler Schnitt
Ein Schnitt in einem Graphen G = (V,E) ist eine Partition der Knotenmenge V
in zwei disjunkte Mengen W ⊂ V und U = V \ W . Damit wird eine Menge von
Schnittkanten zwischen den Partitionen eindeutig definiert, die je einen Knoten in
einer der Partitionen besitzen. Dies sind die aus W ausgehenden Kanten
δ(W ) = {{w, u} ∈ E : w ∈ W,u ∈ V \W} .
Ist der Graph mit einer Bewertungsfunktion S : E → R versehen, so wird mit
S(δ(W )) =
∑
e∈δ(W )
S(e) =
∑
{w,u}∈E
w∈W
u∈V \W
S(w, u).
auch fu¨r den Schnitt eine Gewichtung erhalten. Das Max-Cut-Problem bezeichnet die
Suche nach der Partition (W,U) mit W ∪ U = V und W ∩ U = ∅, so dass S(δ(W ))
maximal wird. Die Suche nach einem Schnitt mit minimalen Gewicht ist nach dem Min-
Cut-Max-Flow-Theorem in polynomieller Zeit durchfu¨hrbar. Im Gegensatz dazu ist das
entsprechende Entscheidungsproblem, ob fu¨r den Graphen G und ein r ∈ R ein Schnitt
mit S(δ(W )) ≥ r existiert, NP-vollsta¨ndig. Es geho¨rt wie das Cliquenproblem zu den
21 Problemen, die R. Karp in [28] betrachtet. In [30] wurde fu¨r den Spezialfall der
Suche eines maximalen Schnittes in planaren Graphen ein polynomieller Algorithmus
gefunden.
Die Darstellung von Max-Cut als QUBO wurde in [31] von E. Boros und P. Hammer
gezeigt. Fu¨r x ∈ {0, 1}V mit
xWv =
{
1, wenn v ∈ W
0, wenn v ∈ U = V \W
la¨sst sich das Problem folgendermaßen umformen:
MaxCut(G,S) = max
W⊂V
S(δ(W ))
= max
W⊂V
∑
{w,u}∈E
w∈W
u∈V \W
S(w, u) · xWw
(
1− xWu
)
da xWu
(
1− xWw
)
= 0
∀u 6∈ W und ∀w ∈ W
?
= max
W⊂V
∑
{w,u}∈E
S(w, u)
(
xWw (1− xWu ) + xWu (1− xWw )
)
= max
x∈{0,1}V
∑
{w,u}∈E
S(w, u) (xw(1− xu) + xu(1− xw))
=− min
x∈{0,1}V
∑
{w,u}∈E
S(w, u) (2xwxu − xu − xw))
=− min
x∈{0,1}V
∑
{w,u}∈E
2S(w, u) · xwxu −
∑
v∈V
∑
w∈d(v)
S(v, w) · xv.
Das bedeutet, der entsprechende QUBO-Graph erha¨lt als Kantensta¨rken das doppelte
der Sta¨rken des Ursprungsgraphen und als Knotengewichte die negierte Summe u¨ber
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lem Teilgraphen
Abb. 5: Beispielgraphen zu einem Max-Cut-Problem
den Sta¨rken der ausgehenden Kanten. Ein Beispiel dazu ist in Abbildung 5 zu sehen.
Der maximale Schnitt des gezeigten Graphen betra¨gt 3. Die Gewichte des QUBO-
Graphen in 5(b) wurden entsprechend berechnet und der markierte Teilgraph ist eine
Lo¨sung des QUBOs. Die unmarkierten Knoten ergeben jedoch ebenfalls eine Lo¨sung,
da sie denselben Schnitt definieren und damit denselben Optimalwert liefern. Demnach
werden aufgrund der Symmetrie in den xv-Variablen immer mindestens zwei Optima
erhalten. Dies la¨sst sich aber durch vorheriges Festlegen von xv = 1 oder 0 fu¨r einen
einzelnen Knoten v ∈ V vermeiden.
Umgekehrt la¨sst sich auch jedes QUBO als eine Max-Cut-Instanz darstellen. Dazu
muss nach [31] jedoch ein weiterer Knoten zum Interaktionsgraphen hinzugefu¨gt und
mit allen bereits vorhandenen Knoten gekoppelt werden. Damit gehen die meisten
Eigenschaften des urspru¨nglichen Graphen verloren. Daher sind beispielsweise QUBOs
auf planaren Graphen nicht zwingend besser lo¨sbar.
2.3.2 Lineare Nebenbedingungen an 0/1-Variablen
Sind in einem Optimierungsproblem zwar bereits eine lineare oder quadratische Ziel-
funktion u¨ber bina¨ren Variablen gegeben jedoch ebenso Nebenbedingungen hinzu-
gefu¨gt, so mu¨ssen diese fu¨r ein QUBO in die Zielfunktion integriert werden. Dazu
wird das Konzept der Straffunktionen genutzt, welches sich auf viele verschiedene Fa¨lle
u¨bertragen la¨sst: Allgemein wird fu¨r eine Bedingung β eine positive Funktion pβ fu¨r
Belegungen x ∈ {0, 1}n eingefu¨hrt mit
pβ(x)
{
> 0, x verletzt β,
= 0, sonst.
Damit ergibt sich fu¨r ein Optimierungsproblem mit den Bedingungen β1, ..., βm
min {f(x) : x ∈ {0, 1}n erfu¨llt β1, ..., βm} = min
{
f(x) +
m∑
j=1
Pjpβj(x) : x ∈ {0, 1}n
}
.
Wie die Funktionen pβj aussehen, ha¨ngt dabei, wie die Ho¨he der Gewichtungen Pj > 0,
stark von den Bedingungen ab. Die Anpassung der Strafgewichte wird im letzten Ab-
schnitt kurz na¨her erla¨utert. Im Folgenden wird gezeigt, wie die zwei Arten von linearen
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Nebenbedingungen, Gleichungen und Ungleichungen, nach [32] in ein QUBO integriert
werden ko¨nnen. Dadurch ergeben sich jedoch meist starke Unterschiede zwischen dem
Ausgangsgraphen und dem Interaktionsgraphen des entstandenen QUBOs.
Gleichungen
Nebenbedingungen der Form Cx = c mit C ∈ Rm×n und c ∈ Rm sind lineare Gleichun-
gen. Sie lassen sich sehr leicht durch die Bestrafungsfunktion
p=(x) = ‖Cx− c‖2
fu¨r eine Vektornorm ‖ · ‖ : Rn → R≥0 erzwingen. U¨blicherweise wird die euklidische
Norm ‖ · ‖2 gewa¨hlt. Klar ist hierbei, dass p=(x) ≥ 0 fu¨r alle x ∈ {0, 1}n gilt und
p=(x) = 0 genau dann, wenn die Bedingung erfu¨llt ist. Mo¨chte man die m Gleichungen
mit unterschiedlichen Gewichten Pj > 0 fu¨r j = 1, ...,m versehen, ist dies u¨ber
p=(x) =
m∑
j=1
Pj (Cj,∗x− cj)2
entsprechend mo¨glich. Durch das Hinzufu¨gen der quadrierten Bedingungen ergeben
sich neue quadratische Terme in der Zielfunktion, und zwar fu¨r alle Variablen xk, fu¨r
die Cj,k 6= 0 gilt. Diese Kopplungen erzeugen damit fu¨r jedes j je eine Clique im
Interaktionsgraphen des QUBOs u¨ber all den entsprechenden Knoten. Dadurch kann
sich die Zahl der Kopplungen im Graphen deutlich erho¨hen.
Gilt dabei jedoch fu¨r eine Zeile j, dass cj ≤ 0 und dass Cj,k ≥ 0 fu¨r alle k = 1, ..., n,
dann ko¨nnen die Variablen xk, fu¨r die Cj,k > 0 gilt, direkt durch Nullsetzen aus allen
Gleichungen und Ungleichungen eliminiert werden. Analoges gilt fu¨r den negierten Fall.
Letztendlich ist es auch mo¨glich, dass durch diesen Prozess nach Ausmultiplizieren
und Aufsummieren aller Terme eine Konstante a ∈ R in der finalen quadratischen
Zielfunktion q entsteht. Diese ist in QUBOs nicht vorgesehen, kann jedoch aus dem
Optimierungsproblem herausgezogen werden:
min {q(x) : x ∈ {0, 1}n}
= a+ min {q(x)− a : x ∈ {0, 1}n} .
Ungleichungen
Ungleichungen werden a¨hnlich wie Gleichungen durch Quadrieren hinzugefu¨gt. Jedoch
mu¨ssen hierbei weitere Schwierigkeiten bedacht werden. Fu¨r eine Summe
n∑
j=1
gjxj
ergeben sich bis zu 2n verschiedene Summationsergebnisse. Diese sind durch die Summe
der negativen gj nach unten und die Summe der positiven gj nach oben beschra¨nkt mit
σˇ(g) =
n∑
j=1
1
2
(1− sgn(gj))gj =
n∑
j=1
1
2
(gj − |gj|)
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und
σˆ(g) =
n∑
j=1
1
2
(1 + sgn(gj))gj =
n∑
j=1
1
2
(gj + |gj|) .
Sind nun Schranken an die Summe gegeben, muss eine Straffunktion gefunden werden,
die nur die Belegungen fu¨r x bestraft, die diese Schranken verletzen, und fu¨r alle wei-
teren Mo¨glichkeiten gleichermaßen 0 ergibt. Da eine Durchnummerierung von bis zu
2n reellen Werten nicht sinnvoll ist, wird im Folgenden die Vorgehensweise bei einer
Ungleichung der Form
l ≤
n∑
j=1
gjxj ≤ h (IV)
mit ganzzahligen Gewichten gj und ganzzahligen Schranken l ≥ σˇ(g) und h ≤ σˆ(g)
betrachtet. Aufgrund der Skalierbarkeit sind damit auch Fa¨lle mit rationalen Parame-
tern abgedeckt. Diese Umformungen sind zudem nur sinnvoll, wenn mindestens eine
der Relationen echt ist.
Die Ungleichung (IV) la¨sst sich nun in eine Gleichung u¨berfu¨hren, indem alle Mo¨glich-
keiten in einer zusa¨tzlichen Variablen vereint werden:
n∑
j=1
gjxj = z,
wobei fu¨r die sogenannte Schlupfvariable z gilt, z ∈ Z und l ≤ z ≤ h. Da nur 0/1-
Variablen verfu¨gbar sind, muss fu¨r z eine entsprechende Darstellung gefunden werden.
Mit den bina¨ren Variablen ul, ..., uh ∈ {0, 1} bietet sich zum Beispiel die Mo¨glichkeit
einer Art Una¨rdarstellung u¨ber
n∑
j=1
gjxj =
h∑
k=l
kuk.
Wird bei der Optimierung fu¨r die linke Summe ein Wert zmin ∈ {l, ..., h} angenommen,
so wird uzmin aktiviert. Da hierbei immer nur genau eine der h− l+ 1 Schlupfvariablen
uk aktiv sein darf, muss
h∑
k=l
uk = 1
als Bedingung hinzugefu¨gt werden. Die beiden entstandenen Gleichungen ko¨nnen ana-
log zum vorherigen Abschnitt als Straffunktion formuliert werden, aber mit den zu-
sa¨tzlichen Variablen u ∈ {0, 1}h−l+1:
p≤(x, u) =
(
n∑
j=1
gjxj −
h∑
k=l
kuk
)2
+
(
h∑
k=l
uk − 1
)2
.
Im Interaktionsgraphen des entsprechenden QUBOs ergeben sich somit zusa¨tzliche
h− l + 1 ≤ σˆ(g) − σˇ(g) + 1 Knoten. Durch das erste Quadrat in p≤(x, u) bilden die-
se zusammen mit den xj, fu¨r die gj 6= 0 ist, eine Clique mit einer Gro¨ße von bis zu
n+ h− l + 1 Knoten.
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Bedeutung der Kopplungen
Ein spezieller Fall, der besonders in den Graphenproblemen eine Rolle spielt, sind
Gewichte von 1 und eine Schranke von 1 fu¨r eine Teilmenge J ⊆ {1, ..., n} der Indizes:∑
j∈J
xj ≤ 1. (V)
Analog zum vorherigen Abschnitt ist das Gleichsetzen mit einer einzigen Schlupfvaria-
ble z ∈ {0, 1} und so das Aufstellen der entsprechenden Straffunktion mo¨glich:
p≤(x, z) =
(∑
j∈J
xj − z
)2
= 2
∑
j,k∈J
j<k
xjxk + z + (1− 2z)
∑
j∈J
xj.
Da die Summe in der Ungleichung (V) jedoch nur zwei mo¨gliche Werte, 0 und 1,
annehmen kann, la¨sst sich diese Bedingung auch folgendermaßen, abweichend von [32],
erzwingen: Das eindimensionale quadratische Polynom(
y − 1
2
)2 − 1
4
besitzt die Nullstellen 0 und 1. Diese bilden zugleich die Minimalstellen u¨ber den ganzen
Zahlen. Eine passende Straffunktion, welche genau dann minimal ist, wenn x = On oder
x = ej fu¨r ein j = 1, ..., n, ist demnach ebenso
p˜≤(x) =
(∑
j∈J
xj − 12
)2
− 1
4
. (VI)
Diese Funktion la¨sst sich analog fu¨r alle Fa¨lle aufstellen, in denen nur zwei aufeinander-
folgende ganze Zahlen als mo¨gliche Werte zur Verfu¨gung stehen. Eine Umformulierung
ergibt hier weiterhin
p˜≤(x) =
(∑
j∈J
xj
)2
−
∑
j∈J
xj = 2
∑
j,k∈J
j<k
xjxk.
Daran zeigt sich, dass keine der vorgestellten Varianten ein Alleinstellungsmerkmal be-
sitzt und fu¨r einige spezielle Fa¨lle durchaus einfachere Varianten gefunden werden und
gegebenenfalls die Gewichte auf Knoten entfallen ko¨nnen. Jedoch spielen die Kopplun-
gen unter den Variablen eine wichtige Rolle und es kann im Allgemeinen nicht davon
ausgegangen werden, dass deren Zahl reduziert werden kann. Wird beispielsweise bei
p˜≤ auch nur eine der Kopplungen xjxk weggelassen, so vergro¨ßert sich die Menge der
zula¨ssigen Lo¨sungen um den eigentlich unzula¨ssigen Vektor ej + ek.
Reduktion der Schlupfvariablen
Die Zahl der Schlupfvariablen, wie sie in dem Abschnitt Ungleichungen erstellt wer-
den, kann sehr schnell sehr groß werden. Daher soll hier eine in [29] angesprochene
Mo¨glichkeit dargestellt werden, diese zu reduzieren.
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Mit d := h− l ergibt eine Verschiebung der Grenzen in (IV) zu
0 ≤
n∑
j=1
gjxj − l ≤ d.
Damit lassen sich die mo¨glichen Werte der Summe, wie alle natu¨rlichen Zahlen, in einer
Bina¨rdarstellung mit den zusa¨tzlichen Variablen y0, ..., yD ∈ {0, 1} fu¨r D = blog2(d)c
ausdru¨cken:
n∑
j=1
gjxj − l =
D∑
k=0
2kyk.
Jedoch ko¨nnen die y-Variablen nur dann vo¨llig frei mit Werten aus {0, 1} belegt wer-
den, wenn d = 2D+1 − 1, also log2(d + 1) ∈ N, ist. Nur genau dann entspricht die
Bina¨rdarstellung [dD...d1d0]2 von d einer Folge aus Einsen und es gilt
d−
D∑
k=0
2kyk =
D∑
k=0
2kdk −
D∑
k=0
2kyk =
D∑
k=0
2k(dk − yk) ≥ 0,
da dk− yk = 1− yk ≥ 0 fu¨r alle yk ∈ {0, 1} ist. Gilt stattdessen d < 2D+1− 1, muss die
Differenz korrigiert werden. Da d aufgrund der Ganzzahligkeit maximal
2D+1 − 2 = 2 (2D − 1)
ist, lassen sich alle Mo¨glichkeiten der Zahlenwerte von 0 bis d durch eine Bina¨rzahl mit
D Stellen und den aktivierbaren Rest d− 2D + 1 darstellen:
n∑
j=1
gjxj − l =
D−1∑
k=0
2kyk +
(
d− 2D + 1) yD. (VII)
Damit la¨sst sich nun eine Straffunktion
p≤(x, y) =
(
n∑
j=1
gjxj − l −
D−1∑
k=0
2kyk −
(
d− 2D + 1) yD)2
aufstellen, welche nur D + 1 = blog2(h− l)c+ 1 ≤ blog2(σˆ(g)− σˇ(g))c+ 1 zusa¨tzliche
Variablen beno¨tigt. Diese bilden dennoch zusammen mit den n urspru¨nglichen Va-
riablen eine Clique im Interaktionsgraphen. Die Straffunktion ist auch gu¨ltig fu¨r den
obigen Fall d = 2D+1−1, da dann der Koeffizient von yD in (VII) genau 2D ergibt. Fu¨r
die anderen Fa¨lle vergro¨ßert sich die Zahl der Lo¨sungen, da mehrere Belegungen der
y0, ..., yD den gleichen Wert in (VII) ergeben ko¨nnen. Dies hat jedoch keinen Einfluss
auf die fu¨r die Lo¨sung relevanten x-Variablen.
Wahl des Strafgewichtes
Durch Straffunktionen soll die Einhaltung von Bedingungen erzwungen werden. Dies
setzt voraus, dass die Strafe hoch genug ist, um den bei einer Verletzung mo¨glicherweise
zu erlangenden Vorteil zu u¨berwiegen. Klar ist, dass formal fu¨r das Strafgewicht P
immer ∞ gewa¨hlt werden kann. Bei vielen Optimierern ist jedoch eine konkrete Wahl
fu¨r P erforderlich. Daher muss in jedem Einzelfall abgescha¨tzt werden, wie groß P
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mindestens gewa¨hlt werden sollte. Dies wird fu¨r viele konkrete Probleme bereits in [29]
gezeigt.
Ausgangspunkt fu¨r diese Untersuchungen ist eine gegebene quadratische Zielfunktion
q mit einer oberen Dreiecksmatrix Q als Abbildungsmatrix. Allgemein gilt, wird in
einer Belegung der x ∈ {0, 1}n durch das Drehen einer Variable xj von 0 auf 1 oder
umgekehrt eine Bedingung β verletzt, ergibt sich eine Strafe ∆pβ(j) > 0. Zugleich ergibt
sich eine A¨nderung in der Zielfunktion q, welche negativ sein kann, durch Hinzukommen
beziehungsweise Wegfallen des Gewichtes von xj und der Sta¨rken der Kopplungen, die
xj enthalten. Das heißt mit σˆ und σˇ, wie vorher definiert, gilt
σˇ
(
Qj,∗ +Q>∗,j −Qj,jej
) ≤ q(x)− q(x⊕ ej) ≤ σˆ (Qj,∗ +Q>∗,j −Qj,jej) ,
wobei das Gewicht Qj,j abgezogen werden muss, da es sonst in der Summation der σ
mit Faktor 2 vorkommt. Dann muss fu¨r das Gewicht P gelten
P∆pβ(j) > max
{−σˇ (Qj,∗ +Q>∗,j) , σˆ (Qj,∗ +Q>∗,j)}− |Qj,j|.
Betrifft die Bedingung β eine Teilmenge der Variablen mit Indizes I ⊆ {1, ..., n}, muss
sie fu¨r all diese Variablen erfu¨llt sein. Daher wird die A¨nderung der Zielfunktion nach
oben durch
∆q := max {−σˇ (QI) , σˆ (QI)}
mit QI = (Qj,k)j,k∈I und die A¨nderung der Straffunktion nach unten durch
∆pβ := min {∆pβ(j) > 0 : j ∈ I}
abgescha¨tzt. Dadurch ergibt sich fu¨r P die Bedingung
P >
∆q
∆pβ
.
Werden mehrere Straffunktionen beno¨tigt, mu¨ssen diese ebenso gegeneinander ab-
gewa¨gt und die entsprechenden Gewichte gewa¨hlt werden.
2.3.3 Ganzzahlige Probleme
Fu¨r viele Probleme, insbesondere NP-schwere, sind die Formulierungen als ILP bereits
bekannt, da dies ein viel erforschtes Themengebiet ist. Im Folgenden wird daher eine
Mo¨glichkeit dargestellt, wie diese wiederum in QUBOs umgewandelt werden ko¨nnen.
Bei einem allgemeinen ILP
min
{
a>z : z ∈ Zn, Bz ≤ b, Cz = c} (VIII)
mit a ∈ Zn, B ∈ Zm×n, C ∈ Zr×n, b ∈ Zm und c ∈ Zr mu¨ssen dafu¨r zuna¨chst die Varia-
blen transformiert werden. Dies erfolgt wie im vorherigen Abschnitt zu den reduzierten
Schlupfvariablen mittels einer Bina¨rdarstellung.
Um das entsprechende QUBO u¨ber einer festen Zahl an bina¨ren Variablen formulie-
ren zu ko¨nnen, mu¨ssen daher alle im ILP auftretenden ganzzahligen Variablen zk fu¨r
k = 1, ..., n begrenzt sein. Negative Werte werden durch einen Summanden ins Positive
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gezogen. Dementsprechend beno¨tigt man fu¨r alle zk eine untere Schranke zˇk ∈ Z und
eine obere Schranke zˆk ∈ Z mit −∞ < zˇk ≤ zˆk <∞. Wegen
0 ≤ zk − zˇk ≤ zˆk − zˇk =: dk,
la¨sst sich zk mit Dk + 1 = blog2(dk)c + 1 bina¨ren Variablen xk,j ∈ {0, 1} fu¨r alle
k = 1, ..., n ersetzen durch
Dk∑
j=0
2jxk,j + zˇk,
und es muss gelten
Dk∑
j=0
2jxk,j ≤ dk.
Gilt dk = 2
Dk+1 − 1, ist diese Bedingung automatisch erfu¨llt, da die Grenzen 0 und
dk direkt durch die Bina¨rdarstellung vorgegeben werden. Andernfalls muss wie bei
den Schlupfvariablen im vorherigen Abschnitt eine Korrektur der Differenz stattfinden.
Dabei wird zk ersetzt durch
Dk−1∑
j=0
2jxk,j +
(
dk − 2Dk + 1
)
xk,Dk + zˇk.
Fu¨r D = max{blog2(zˆk − zˇk)c : k ∈ {1, ..., n}} lassen sich die bina¨ren Variablen
in einer Matrix X = (xj,k) ∈ {0, 1}n×(D+1) zusammenfassen. Diese Matrix entha¨lt
zwar u¨berflu¨ssige Variablen, die durch Nullsetzung eliminiert werden ko¨nnten, jedoch
ermo¨glicht sie eine kompaktere Schreibweise. Eine hohe Bestrafung der Aktivierung
dieser Variablen ko¨nnte in eine Funktion p : {0, 1}n×(D+1) → Nn entsprechend ein-
gebaut werden mit p(X) = p1(X1,∗) + · · · + pn(Xn,∗). Mit zˇ = (zˇ1, ..., zˇn)> und dem
(D + 1)-dimensionalen Vektor der 2er-Potenzen
2D =
(
20, 21, ..., 2D
)>
gilt nun
z = X2D + zˇ.
Hierbei werden die obigen Korrekturen außer Acht gelassen, diese mu¨ssten gegebenen-
falls u¨ber eine Addition des Vektors
((
dk − 2Dk+1 + 1
)
xk,Dk
)
k=1,...,n
erfolgen.
Damit kann die Zielfunktion ersetzt werden durch
a>z = a> (X2D + zˇ) = a>X2D + a>zˇ =: a>X2D + a˜
mit a˜ ∈ Z. Die Gleichungen und Ungleichungen lassen sich mit b˜ ∈ Zm und c˜ ∈ Zr
ebenso umformulieren zu
BX2D ≤ b−Bzˇ =: b˜,
CX2D = c− Czˇ =: c˜.
Damit kann das Problem zuna¨chst zu einem quadratischen bina¨ren umgeformt werden:
a˜+ min
{
a>X2D + Pp(X) : X ∈ {0, 1}n×(D+1), BX2D ≤ b˜, CX2D = c˜
}
.
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Eine Gleichheit mit (VIII) ist jedoch nur erfu¨llt, wenn alle ganzzahligen Variablen tat-
sa¨chlich begrenzt sind. Ansonsten stellt dieses Problem nur eine obere Schranke an den
Optimalwert des ILPs dar. Diese Grenzen bestimmen auch stark die Zahl der bei der
Umwandlung entstehenden Variablen:
n∑
k=1
(Dk + 1) = n+
n∑
k=1
blog2 (zˆk − zˇk)c ≤ n+Dn.
Um das Problem zu einem QUBO umzuformen, mu¨ssen die Gleichungen und Unglei-
chungen wie im vorherigen Abschnitt in die Zielfunktion integriert werden. Fu¨r erstere
ergibt sich direkt
p=(X) = ‖CX2D − c˜‖2 .
Um die Ungleichungen ebenso auflo¨sen zu ko¨nnen, mu¨ssen hier zuna¨chst auch Unter-
grenzen bestimmt werden. Als Optimalwerte bmin ∈ Zm der linearen 0/1-Probleme ohne
Nebenbedingungen
min
{
(BX2D)l : X ∈ {0, 1}n×(D+1)
}
fu¨r l = 1, ...,m sind diese Untergrenzen leicht zu finden, indem nach dem Ausmul-
tiplizieren von (BX2D)l nur die Variablen auf 1 gesetzt werden, die einen negativen
Kooeffizienten haben. Die Zahl der beno¨tigten Schlupfvariablen ergibt damit
m+
m∑
l=1
⌊
log2
(
b˜l − bminl
)⌋ ≤ m+ Em
mit E = max{blog2(b˜l − bminl )c : l ∈ {1, ...,m}}. Werden diese analog zu X in einer
Matrix Y ∈ {0, 1}m×(E+1) zusammengefasst, kann die Straffunktion zu dem System
von Ungleichungen folgendermaßen allgemein ohne Korrektur formuliert werden:
p≤(X, Y ) =
∥∥BX2D − bmin − Y 2E∥∥2.
Damit la¨sst sich letztendlich das QUBO aufstellen. Die beno¨tigten Strafgewichte erge-
ben sich dabei nach dem vorherigen Abschnitt aus den ausmultiplizierten Koeffizienten.
2.3.4 Pseudoboolesche Funktionen mit beliebigem Grad
Nicht nur lineare Nebenbedingungen wie in den vorherigen Abschnitten lassen sich in
die Zielfunktion integrieren. Ebenso lassen sich analog Funktionen ho¨heren Grades be-
handeln. Dabei entstehen Zielfunktionen, die nicht mehr quadratisch sind. E. Boros
und P. Hammer zeigen in [17], dass sich eine allgemeine pseudoboolesche Funktion
b : {0, 1}n → R mit einem beliebig hohem Grad, wie (II) aus 2.1, immer auf eine
quadratische reduzieren la¨sst. Dies wird auch in [32] verwendet. Dabei werden schritt-
weise Produkte von Variablenpaaren durch neue bina¨re Variablen ersetzt. Dazu nutzt
man den folgenden aussagenlogischen Zusammenhang fu¨r die booleschen Variablen
x1, x2, z ∈ {0, 1}:
[x1 ∧ x2 ⇔ z] = [[x1 ∧ x2 ⇒ z] ∧ [z ⇒ x1 ∧ x2]]
= [¬(x1 ∧ x2) ∨ z] ∧ [¬z ∨ (x1 ∧ x2)] (IX)
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= ¬ [(x1 ∧ x2) ∧ ¬z] ∧ ¬ [z ∧ ¬(x1 ∧ x2)] ,
wobei durch Einsetzen der a¨quivalenten mathematischen Formeln weiterhin gilt
= (1− x1x2(1− z)) (1− z(1− x1x2))
= 1− z − x1x2 + 3x1x2z − x12x22z − x1x2z2 + x12x22z2 (X)
= 1− z − x1x2 + 2x1x2z.
Ergibt diese Funktion eins, ersetzt z genau das Produkt x1x2. Bei der Minimierung
der Zielfunktion mu¨ssen also die Fa¨lle bestraft werden, in denen dies nicht gilt. Dazu
ko¨nnte der Zielfunktion der negierte Strafterm
¬ [x1x2 ⇔ z] = z + x1x2 − 2x1x2z =: p1(x1, x2, z)
mit einer entsprechenden Gewichtung hinzufu¨gt werden. Darin ist jedoch ein kubisches
Monom enthalten. Dieses la¨sst sich durch Addition eines weiteren Terms beseitigen, da
die Ho¨he der Bestrafung der einzelnen nichtoptimalen Mo¨glichkeiten irrelevant ist. Die
Addition des Terms
(¬x1)(¬x2)z = x1x2z − x1z − x2z + z =: p2(x1, x2, z)
vera¨ndert den Wert der Straffunktion nicht, wenn dieser Null war. Dies zeigt sich in
der Wahrheitstabelle:
x1 x2 z ¬ [x1x2 ⇔ z] (¬x1)(¬x2)z
0 0 0 0 0
0 0 1 1 1
0 1 0 0 0
0 1 1 1 0
1 0 0 0 0
1 0 1 1 0
1 1 0 1 0
1 1 1 0 0
So ergibt sich die nur quadratische Straffunktion
p(x1, x2, z) = p1(x1, x2, z) + 2p2(x1, x2, z)
= 3z + x1x2 − 2zx1 − 2zx2.
Sei J = {I ⊆ {1, ..., n} : aI 6= 0} ⊆ 2{1,...,n} die Menge der Monomindizes der booleschen
Funktion b und J1,2 = {I ∈ J : 1, 2 ∈ I}, die Teilmenge, welche die Monome mit x1x2
umfasst. Die Differenz der pseudobooleschen Funktion b, die bei einer falschen Belegung
von z, also bei z 6= x1x2, auftritt, ist so nach Teilabschnitt Wahl des Strafgewichtes
aus 2.3.2
∆b := max
{−σˇ (aJ1,2) , σˆ (aJ1,2)} .
Mit einem Strafgewicht P > ∆b gilt dann
b(x) = min
z∈{0,1}
(bz=x1x2(x, z) + Pp(x1, x2, z))
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und demzufolge
min
x∈{0,1}n
b(x) = min
x∈{0,1}n
z∈{0,1}
(bz=x1x2(x, z) + Pp(x1, x2, z)) .
Dies kann rekursiv fortgefu¨hrt werden, wobei in jedem Schritt eine Reduzierung des
Grades um genau 1 erreicht werden kann. Dabei werden fu¨r ein multilineares Monom
vom Grad l ∈ N genau l−2 zusa¨tzliche Variablen beno¨tigt. Wird nach der Reihenfolge
der Variablen eliminiert, ergibt sich
l∏
j=1
xj = min
z∈{0,1}l−2
(
zl−2xl + P
l−2∑
k=1
p(xk, xk+1, zk)
)
,
wobei P > 1 wegen a{1,...,l} = 1 genu¨gt. Es ist jedoch ebenso mo¨glich die Reihenfolge
zu vertauschen sowie Produkte mit neu eingefu¨hrten Variablen wieder zu substituie-
ren. Demnach ergibt sich bei der Reduzierung einer pseudobooleschen Funktion auf
quadratischen Grad eine maximale Zahl an zusa¨tzlich beno¨tigten Variablen von∑
I∈J, |I|>2
(|I| − 2),
wenn nacheinander jedes Paar ersetzt wird. Diese Zahl la¨sst sich durch geschicktes
Wa¨hlen mehrfach vorkommender Paare reduzieren. Dieses Problem entspricht der Su-
che nach dem gro¨ßtem Minor eines Hypergraphen, welcher durch die Verschmelzung
von Knoten innerhalb einer Hyperkante nur noch klassische Kanten, also zwischen zwei
Knoten, besitzt. Beschra¨nkt man sich dabei nur auf Hyperkanten der Kardinalita¨t 3,
ergibt sich eine Funktion mit
n∑
j,k,l=1
j<k<l
a{j,k,l}xjxkxl =
n−1∑
j,k,l=1
j<k<l
a{j,k,l}xjxkxl + xn
n−1∑
j,k=1
j<k
a{j,k,n}xjxk.
Der herausgezogene n-te Summand entspricht einem Hypergraphen, dessen Hyperkan-
ten alle den Knoten n enthalten. In [17] wird gezeigt, dass die Bestimmung der kleinsten
Zahl an Reduktionen selbst fu¨r einen solchen Teilhypergraphen ein NP-schweres Pro-
blem ist, da dies auf die Suche nach der Knotenu¨berdeckungszahl des durch Wegnahme
des n-ten Knotens entstehenden Graphen zuru¨ckgefu¨hrt werden kann. Damit ist also
die Suche nach der geringsten Zahl an zusa¨tzlichen Variablen fu¨r eine beliebige pseu-
doboolesche Funktion ebenfalls NP-schwer. Wie und ob dieses Problem dabei selbst als
QUBO dargestellt werden kann, ist unklar.
A¨hnliche Ersetzungen anderer aussagenlogischer Kombinationen φ von booleschen Va-
riablen x lassen sich ebenso wie in (IX) und (X) aus [z ⇔ φ] herleiten. Die folgende
Tabelle zeigt drei Beispiele fu¨r entsprechende Straffunktionen aus [32], wobei fu¨r das
ausschließende Oder in der dritten Zeile eine weitere Variable y ∈ {0, 1} beno¨tigt wird:
φ pφ
¬x 2xz − x− z + 1
x1 ∨ x2 x1x2 + (x1 + x2)(1− 2z) + z
x1 ⊕ x2 2x1x2 − 2(x1 + x2)z − 4(x1 + x2)y + 4yz + x1 + x2 + z + 4y
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Durch analoge Umformulierungen und anschließende Reduktionen einer beliebigen aus-
sagenlogischen Formel φ allein kann auch zuna¨chst gepru¨ft werden, ob diese u¨berhaupt
erfu¨llbar ist. Dabei ist zu beachten, dass bei einer Minimierung die mathematische
Formel der negierten Aussage zu betrachten ist. Ist deren Minimum gleich Null, so
liefert eine entsprechende Optimallo¨sung eine wahre Belegung der Atome. Ist es gro¨ßer
als Null, liegt eine Kontradiktion vor. Folglich ist eine SAT-Instanz ebenso als eine
Entscheidungsvariante eines QUBOs darstellbar.
2.3.5 Allgemeine Graphenprobleme
Vielen Problemen, wie dem Travelling Salesman, der Graphenfa¨rbung oder der Parti-
tionierung, liegt bereits eine Graphenstruktur zugrunde. Es werden spezielle Knoten-
oder Kantenzuordnungen gesucht, welche bestimmte Bedingungen erfu¨llen mu¨ssen. Im
Folgenden wird zuna¨chst fu¨r ungerichtete Graphen gezeigt, wie sich einige Problem-
stellungen auf QUBOs u¨bertragen lassen. Fu¨r gerichtete Graphen kann anschließend
gezeigt werden, wie diese auf ungerichtete u¨bertragbar sind. Damit ist auch fu¨r diese
Fa¨lle eine Darstellungsmo¨glichkeit als QUBO gewa¨hrleistet.
Kodierung ungerichteter Graphen
Bei vielen der Graphenprobleme ist die Frage, ob ein Knoten zur gesuchten Teilmenge
geho¨rt oder nicht. Dies la¨sst sich mit einer 0/1-Belegung auf den Knoten mit x ∈ {0, 1}V
gut kodieren. Ebenso kann hierdurch eine Unterteilung in zwei Gruppen erfolgen, was
zum Beispiel bei Schnittproblemen, wie in 2.3.1, gefordert ist. Sollen die Elemente der
Menge, die durch die Belegung 0 kodiert ist, angesprochen werden, wie beispielsweise in
Nebenbedingungen, so kann dies analog zu den aktiven Knoten geschehen. Dabei wird
nur in den Termen xj mit 1−xj ersetzt. Ist eine Unterscheidung in mehr als zwei Grup-
pen gesucht, wie in die zu einer Farbe geho¨renden Teilmengen bei Fa¨rbungsproblemen,
wird zuna¨chst eine Kodierung der verschiedenen Farben vorgenommen. Dies kann u¨ber
eine Zuordnung einer natu¨rlichen Zahl geschehen. Die bei deren Umsetzung beno¨tigten
bina¨ren Variablen werden Knoten zugeordnet, die stark miteinander gekoppelt werden.
Sie bilden zusammen einen u¨bergeordneten imagina¨ren Knoten, der mit mehr als 0 oder
1 belegt werden kann. U¨ber diesen imagina¨ren Knoten kann das Optimierungsproblem
aufgebaut werden. Dies kann a¨hnlich geschehen wie im Abschnitt 2.3.3. Ein Beispiel
zum Graphenfa¨rbungsproblem ist in [33] gezeigt.
Werden hingegen Kantenteilmengen gesucht und auch an diese Bedingungen gestellt,
ergibt eine Knotenkodierung oft eine Zielfunktion mit einem mehr als quadratischen
Grad. Hier ist eine Kante {u, v} ∈ E genau dann aktiv, wenn xuxv = 1 ist. Daher kann
es sinnvoll sein, direkt den Kantengraphen
L(G) =
(
E,
{{e, f} : e, f ∈ E, e ∩ f 6= ∅})
zu betrachten. Dieser wird folgendermaßen konstruiert: Jeder Kante {u, v} ∈ E wird
ein Knoten zugeordnet. Mit der Variablenbelegung y ∈ {0, 1}E, ist diese Kante nun
aktiviert, wenn y{u,v} = 1 ist. Zwei dieser Knoten sind genau dann im Kantengraphen
verbunden, wenn sie einen gemeinsamen Knoten besitzen. In Abbildung 6 ist dazu ein
Beispiel gezeigt. Da meist mehr Kanten als Knoten vorhanden sind, ist der Kanten-
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(a) Ausgangsgraph
a b
d c e
ab
ad ac
dc
bc
ce
be
(b) Kanten werden Knoten
ab
ad ac
dc
bc
ce
be
(c) Kantengraph
Abb. 6: Konstruktion des Kantengraphen
graph zwar gro¨ßer, aber oft birgt er einen Vorteil gegenu¨ber der Standardkodierung
auf den Knoten, da keine Reduktionsvariablen beno¨tigt werden. Sind Bedingungen fu¨r
Kanten und Knoten gegeben, ko¨nnen beide Mo¨glichkeiten wie bei der Reduktion pseu-
doboolescher Funktionen durch das Erzwingen von [y{u,v} ⇔ xuxv] kombiniert werden.
Gerichtete Graphen
Einige Aufgabenstellungen, wie zu Pfaden oder Flu¨ssen, ergeben sich erst auf gerich-
teten Graphen. In einem gerichteten Graphen oder auch Digraphen D = (V,A) ist
die Kantenmenge A eine Teilmenge der geordneten Knotenpaare aus V × V . Die-
se sogenannten Bo¨gen ko¨nnen nur in einer Richtung durchlaufen werden und es gilt
(v, w) 6= (w, v) fu¨r alle (v, w) ∈ A. Damit besitzt jeder Knoten eingehende und ausge-
hende Bo¨gen. Dazwischen kann jedoch beim Interaktionsgraphen eines QUBOs nicht
unterschieden werden. Daher wird im Folgenden eine allgemeine Mo¨glichkeit aus [34]
gezeigt, das Problem zu u¨bertragen. Deren Anwendbarkeit muss jedoch im speziellen
Fall immer gepru¨ft werden.
Um den Digraphen D mittels eines ungerichteten Graphen G zu simulieren, muss dieser
die doppelte Zahl an Knoten enthalten: Fu¨r alle v ∈ V werden ein vin und ein vout
beno¨tigt. Diese Knotenpaare werden stark durch Kanten {vin, vout} gekoppelt, damit
sie in einer Lo¨sung stets gemeinsam aktiviert sind oder nicht. Sind Gewichte gegeben,
werden diese auf beide Knoten analog zur Vorgehensweise in 3.2.3 verteilt. Ein Bogen
des Digraphen (v, w) ∈ A wird u¨bertragen, indem fu¨r seinen Anfangsknoten v der
Knoten vout mit dem Knoten win des Endknotens verbunden wird. Das Prinzip ist in
Abbildung 7 verdeutlicht. Die eventuelle Sta¨rke des Bogens wird als Sta¨rke der Kante
u¨bernommen. Zusammengefasst ergibt sich der Graph
G =
(
Vin ∪ Vout, {{vin, vout} : v ∈ V } ∪ {{vout, win} : (v, w) ∈ A}
)
b
a
c
d
(a) Gerichteter Graph
bin bout
aoutain
cin cout
din dout
(b) Ungerichteter Graph
Abb. 7: Umwandlung zu ungerichteten Graphen
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mit 2|V | Knoten und |E|+|V | Kanten, u¨ber denen die Anforderungen des Problems wie
in den vorherigen Abschnitten formuliert und zu einem QUBO umgewandelt werden
ko¨nnen.
2.3.6 Weitere Beispielprobleme
In diesem Abschnitt werden beispielhaft ein paar Probleme hervorgehoben, welche in
den folgenden Kapiteln eine Rolle spielen werden. Dabei wird bei den Graphenpro-
blemen besonders auf die Komplexita¨t des Interaktionsgraphen im Unterschied zum
Ausgangsgraphen eingegangen. Es zeigt sich, dass im QUBO-Problem oft nicht nur
mehr Kanten unter den bestehenden Knoten sondern auch zusa¨tzliche Knoten mit den
entsprechenden Kanten beno¨tigt werden.
Matching
Das Matching-Problem ist eine typische Aufgabenstellung der Graphentheorie. In einer
Menge von Objekten sollen Paarungen gefunden werden. Dies la¨sst sich in einem unge-
richteten Graphen G = (V,E) veranschaulichen, in dem die Objekte mit den Knoten
identifiziert sind und die Kanten zeigen, welche Objekte u¨berhaupt einander zugeord-
net werden ko¨nnen. Ein Matching des Graphen ist definiert als eine Kantenteilmenge
M ⊆ E, in der sich keine zwei Kanten einen Knoten teilen, da ein Objekt nur genau
einmal gepaart werden kann. Kann einem Matching M keine Kante mehr hinzugefu¨gt
werden, so dass diese Eigenschaft eingehalten wird, heißt es nicht erweiterbar oder
maximal. Ein solches Matching la¨sst sich sehr einfach u¨ber einen Greedy-Algorithmus
finden. Ziel ist es nun aber das Matching mit der gro¨ßten Kardinalita¨t zu finden. Die-
se Gro¨ße entspricht dann der Matching-Zahl ν(G) des Graphen. Dieses mathematisch
einfache Problem soll im ersten Schritt betrachtet werden. Anschließend folgt ein Ver-
gleich zu der NP-schweren Variante des Problems: Die Suche nach einem maximalen
Matching mit der kleinstmo¨glichen Kardinalita¨t (kurz Min-Max-Matching) [35]. Beide
Varianten sind beispielhaft in Abbildung 8 gezeigt.
Bei der Aufstellung des formalen Optimierungsproblems zur Suche nach der Matching-
Zahl bietet sich eine Kodierung u¨ber den Kanten an, u¨ber den Variablen x ∈ {0, 1}E
mit
xe =
{
1, wenn e zum Matching geho¨rt,
0, sonst.
Die gro¨ßtmo¨gliche Zahl an Kanten la¨sst sich dann mit dem negativen Minimum der
a b
d c
e f
(a) Gro¨ßtmo¨gliches Matching
in G
a b
d c
e f
(b) Minimales maximales Mat-
ching in G
Abb. 8: Beispielgraphen zu Matching-Problemen
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folgenden Zielfunktion bestimmen:
q(x) = −
∑
e∈E
xe.
Die Bedingung u¨ber die Zahl der aktiven ausgehenden Kanten eines Knoten ergibt
dann formal die Ungleichungen ∑
e∈δ(v)
xe ≤ 1 (XI)
fu¨r alle v ∈ V . Diese lassen sich wie in 2.3.2 im Teilabschnitt Bedeutung der Kopplungen
analog als quadratische Straffunktion formulieren und fu¨r alle Knoten aufsummieren:
p≤(x) =
∑
v∈V
∑
e,f∈δ(v)
e 6=f
xexf = 2
∑
{v,w},{v,u}∈E
w 6=u
x{v,w}x{v,u}.
Wird die Zielfunktion entsprechend zusammengesetzt, zeigt sich, dass dies der Suche
einer stabilen Menge im Kantengraph L(G) entspricht. Daher kann eine Gewichtung
der Straffunktion nach 2.3.1 mit P = 1 gewa¨hlt werden.
Folgerung 2.4
ν(G) = −min
{
−
∑
e∈E
xe +
∑
v∈V
∑
e,f∈δ(v)
e 6=f
xexf : x ∈ {0, 1}E
}
= −min
{
−
∑
e∈E
xe + 2
∑
{e,f}∈E(L(G))
xexf : x ∈ {0, 1}E
}
= α(L(G)).
In Abbildung 9(a) ist der entsprechende Kantengraph zum Beispiel aus Abbildung 8(a)
gezeigt.
Ist der Graph mit einer Bewertungsfunktion S : E → R versehen, kann analog dazu
auch nach einem Matching mit gro¨ßtmo¨glichem Gewicht gesucht werden. Die Kardina-
lita¨t des Matchings kann hierbei durchaus kleiner sein als ν(G). Es wird dann erhalten,
wenn xe in der Funktion q durch Sexe fu¨r alle e ∈ E ersetzt wird. Demzufolge muss
jedoch die Gewichtung der Straffunktion neu gewa¨hlt werden.
ab
ef
cd
ae
de
ad
bf
cf
bc
(a) Stabile Menge im Kantengraph von G
ab
ef
cd
ae
de
ad
bf
cf
bc
(b) Interaktionsgraph zu Min-Max-Matching
von G
Abb. 9: Interaktionsgraphen zu Matching-Problemen
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Folgerung 2.5 Mit P > max{0, Se : e ∈ E} gilt
MaxMatch(G,S) = max
{
S(M) : M ⊆ E ist Matching}
= −min
{
−
∑
e∈E
Sexe + P
∑
{e,f}∈E(L(G))
xexf : x ∈ {0, 1}E
}
.
Mit der konstanten Bewertungsfunktion Se = 1 fu¨r alle e ∈ E gilt so
ν(G) = MaxMatch(G,S).
Im Min-Max-Problem, dessen QUBO-Formulierung in [29] vorgestellt wurde, wird nach
einer kleinstmo¨glichen Kantenteilmenge gesucht. Daher gilt fu¨r die Zielfunktion
q˜(x) =
∑
e∈E
xe = −q(x).
Die Bedingungen (XI) und die daraus resultierende Straffunktion p≤ mu¨ssen zur Ein-
haltung der Matching-Eigenschaften u¨bernommen werden. Um nun aber zu verhindern,
dass die Nullmenge als Lo¨sung in Frage kommt, muss eine Bedingung fu¨r die Maxi-
malita¨t des Matchings erga¨nzt werden. Das heißt, gibt es eine Kante, deren Knoten
jeweils noch nicht gepaart wurden, also jeweils keine aktive ausgehende Kante besitzen,
muss diese Kante dem Matching hinzugefu¨gt werden. Dies ließe sich wie in [29] u¨ber
die Erga¨nzung von bina¨ren Variablen yv u¨ber den Knoten v ∈ V realisieren. Diese
zusa¨tzlichen Variablen zeigen an, ob ein Knoten zu einer Kante des Matchings geho¨rt
oder nicht, indem die Beziehungen yuyv = x{u,v} fu¨r alle {u, v} ∈ E erzwungen werden.
Hier soll eine weitere Mo¨glichkeit aufgefu¨hrt werden, bei der es nicht no¨tig ist, neue
Variablen einzufu¨hren: Betrachtet man eine Kante {u, v} und ist diese aktiv, so ko¨nnen
wegen (XI) weder die weiteren ausgehenden Kanten von u noch die von v aktiv sein. Ist
hingegen x{u,v} = 0, so muss nach den neuen Voraussetzungen mindestens eine dieser
Kanten aktiv sein, wobei es sein kann, dass aus beiden Mengen je eine aktiv ist. Formal
ergibt dies die Bedingung
1 ≤
∑
e∈δ(u)
e 6={u,v}
xe +
∑
e∈δ(v)
e 6={u,v}
xe + x{u,v} ≤ 2
fu¨r alle Kanten {u, v} ∈ E. Analog zu (VI) sind 1 und 2 die Nullstellen und die
ganzzahligen Minimalstellen des Polynoms(
y − 3
2
)2 − 1
4
,
womit sich die Bedingung durch
p≥(x) =
∑
{u,v}∈E
( ∑
e∈δ(u)
e 6={u,v}
xe +
∑
e∈δ(v)
e 6={u,v}
xe + x{u,v} − 32
)2
− 1
4
|E| (XII)
umsetzen la¨sst.
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Damit kann nun das Min-Max-Matching-Problem als QUBO zusammensetzen werden.
Wie der Interaktionsgraph durch die zusa¨tzliche Bedingung vera¨ndert wurde, ist in
Abbildung 9(b) gezeigt. Eine Verletzung dieser Bedingung dahingehend, dass zu viele
Kanten aktiviert werden, wird durch p≤ verhindert. Sind fu¨r eine inaktive Kante auch
alle anschließenden Kanten deaktiviert, ist die Zielfunktion zwar um 1 verringert, jedoch
ergibt die Straffunktion fu¨r diese Kante einen Wert von 2. Daher kann auch hierfu¨r ein
Strafgewicht von 1 gewa¨hlt werden.
Folgerung 2.6
MinMaxMatch(G) = min
{∑
e∈E
xe + p≤(x) + p≥(x) : x ∈ {0, 1}E
}
.
Mit der Gewichtung 1 wird nach der Kardinalita¨t eines solchen Min-Max-Matchings
gesucht. Wie zum vorherigen Matching-Problem kann auch hierbei nach einem ma-
ximalen Matching mit dem kleinsten Gewicht gesucht werden, wenn Sta¨rken fu¨r die
Kanten gegeben sind. Analog zu Folgerung 2.5 la¨sst sich formulieren:
Folgerung 2.7 Mit P > max{0,−Se : e ∈ E} gilt
MinMaxMatch(G,S) = min
{
S(M) : M ⊆ E ist maximales Matching}
= min
{∑
e∈E
Sexe + Pp≤(x) + Pp≥(x) : x ∈ {0, 1}E
}
.
Spannbaum
Ein Spannbaum in einem Graphen G = (V,E) beschreibt eine Teilmenge der Kanten
T ⊆ E, u¨ber welche jeder Knoten mit jedem anderen verbunden ist. Sie existieren
demnach nur in zusammenha¨ngenden Graphen. Da dabei jedoch keine geschlossenen
Pfade, also Kreise, erlaubt sind, ergibt die Zahl der Kanten in T genau |V | − 1. Auch
fu¨r jede Teilmenge der Knoten W ⊂ V mit W 6= ∅ folgt daraus fu¨r die Zahl der
Kanten zwischen diesen Knoten im Spannbaum, dass |T (W )| ≤ |W | − 1. Mit dem
Algorithmus von Prim ist die Suche nach einem Spannbaum mit den gro¨ßten Gewicht
in polynomieller Zeit lo¨sbar. Eine entsprechende QUBO-Formulierung ist u¨ber eine
0/1-Kodierung auf den Kanten realisierbar, jedoch heißt das fu¨r |W | = j werden fu¨r
jede der ( nj ) Ungleichungen blog2(j − 1)c Schlupfvariablen beno¨tigt. Zwar ha¨ngen diese
Variablen aufgrund der Zusammenha¨nge unter den Teilmengen ebenso voneinander ab,
inwiefern die Zahl jedoch reduziert werden ko¨nnte, ist in keiner Weise ersichtlich.
Daher wird hier im Folgenden eine andere Herangehensweise an das Problem betrach-
tet, wie sie von J. Williams in [36] vorgestellt wurde. Sie beruht auf der erweiterten
Formulierung des Spannbaum-Polytops fu¨r planare Graphen, welche die Ungleichun-
gen u¨ber zum Teil sehr vielen Variablen auf Gleichungen u¨ber nur wenigen Variablen
reduziert, wodurch lokalere Kopplungen entstehen. Sie wird wie folgt konstruiert: Die
Einbettung eines planaren Graphen in eine Ebene ergibt von Kanten umschlossene Ge-
biete, sogenannte La¨nder. Diese bilden in dem sogenannten Dualgraphen G∗ = (F,E∗)
von G die Knoten F . Dabei ist auch das a¨ußere Umfeld des Graphen ein Land, wel-
ches mit r∗ bezeichnet wird. Zwei Knoten in diesem Graphen werden nun u¨ber Kan-
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(a) Ausgangsgraph
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t
(b) La¨nder werden Knoten
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r∗
(c) Dualgraph
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(d) Spannba¨ume
Abb. 10: Konstruktion des Dualgraphen
ten verbunden, wenn die entsprechenden La¨nder durch eine gemeinsame Kante e des
Ursprungsgraphen voneinander getrennt werden. Dies ist die zu e duale Kante e∗. Ver-
anschaulicht wird dies in Abbildung 10. Es gilt, dass ein Spannbaum im Dualgraphen
einen Spannbaum im Ausgangsgraphen durch Entfernen der u¨berkreuzten Kanten de-
finiert und umgekehrt. Dies ist in Abbildung 10(d) gezeigt.
Damit lassen sich nun andere Bedingungen formulieren. Fu¨r jede Kante des Ausgangs-
graphen und des Dualgraphen wird zwischen hinein- und herauszeigend unterschie-
den und daher jeweils zwei bina¨re Variablen mit xin, xout ∈ {0, 1}E beziehungsweise
zin, zout ∈ {0, 1}E∗ definiert. Es ergeben sich die folgenden Anforderungen, damit xout
eine Belegung der Kanten darstellt, die einem Spannbaum entspricht:
xin{v,w} + x
out
{v,w} + z
in
{s,t} + z
out
{s,t} = 1 ∀ v s
t w
(
d.h. {v, w}∗ = {s, t}),∑
{v,w}∈E
xin{v,w} = 1 ∀v ∈ V \ {r},∑
{s,t}∈E∗
zin{s,t} = 1 ∀s ∈ F \ {r∗}.
Dabei ist r ein gewa¨hlter Knoten des Ausgangsgraphen, der im Rand des a¨ußeren
Landes liegt. Die erste Gleichung stellt einen Zusammenhang zwischen den Kanten von
G und deren dualen aus G∗ her. Die beiden folgenden Gleichungen beschra¨nken den
Eingangsgrad fu¨r einen Knoten auf 1, da jeder Knoten nur genau einen Vorga¨nger im
Baum besitzen kann. Durch Aktivierung der Variablen entsprechend der Bedingungen
entsteht in beiden Graphen jeweils ein Baum, dessen gerichtete Kanten von der Wurzel
weg zeigen. Daher ko¨nnen auch xin{r,v} fu¨r alle v ∈ d(r) und zin{r∗,s} fu¨r alle s ∈ d(r∗)
eliminiert werden, da in die Wurzeln keine Kanten hinein zeigen ko¨nnen. Der gesuchte
Baum im Ausgangsgraphen wird durch die aktiven xout beschrieben.
Diese Gleichungen lassen sich nun ohne weitere Schlupfvariablen in einer Straffunktion
p erzwingen. Diese teilt sich auf in die Summanden
p = p1 + p2 + p3 (XIII)
mit
p1 =
∑
e∈E
(
xine + x
out
e + z
in
e∗ + z
out
e∗ − 1
)2
,
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p2 =
∑
v∈V \{r}
( ∑
e∈δ(v)
xine − 1
)2
,
p2 =
∑
s∈F\{r∗}
( ∑
e∗∈δ(s)
xine∗ − 1
)2
.
Ist eine Bewertungsfunktion gegeben, kann damit ein Spannbaum mit dem gro¨ßten
Gewicht gesucht werden. Da ein falsche Belegung mindestens zu einer Strafe von 1 in p
fu¨hrt, muss das Strafgewicht den maximalen Gewinn, der in der Zielfunktion erhalten
werden ko¨nnte, ausgleichen. Damit la¨sst sich letztendlich das QUBO mit insgesamt
4|E| bina¨ren Variablen aufstellen:
Folgerung 2.8 Mit P > max{0, Se : e ∈ E} gilt
MaxTree(G,S) = −min
{
−
∑
e∈E
Sex
out
e + Pp(x
in, xout, zin, zout) :
xin, xout ∈ {0, 1}E, zin, zout ∈ {0, 1}E∗
}
.
Im Gegensatz zur Standardformulierung, in der eine Vielzahl an Ungleichungen u¨ber
allen Kanten aufgestellt werden, entstehen hier nur kleine lokale Cliquen im Interakti-
onsgraphen. Dieser wird jedoch nun aus den Kantengraphen des Ausgangsgraphen und
dessen Dualgraphen, mit verdoppelter Kantenzahl fu¨r die Unterscheidung zwischen ein-
und ausgehenden Kanten, zusammengesetzt. Daran zeigt sich, dass die gewa¨hlte For-
mulierung großen Einfluss auf die letztendliche Formulierung und besonders die Gro¨ße
des QUBOs hat.
In dieser Formulierung la¨sst sich das Problem sehr leicht erweitern. Durch Hinzufu¨gen
von Gradbeschra¨nkungen an die eingehenden Kanten, wird es sogar ein NP-schweres
Problem [35]. Mit der Bedingung ∑
e∈δ(v)
xoute ≤ c
fu¨r alle Knoten v ∈ V entspricht diese Variante beispielsweise fu¨r c = 1 und einer
konstanten Bewertungsfunktion der Suche nach einem Hamiltonpfad im Graphen. Die
entsprechende Straffunktion wa¨re wieder
p≤(xout) =
∑
v∈V
∑
e,f∈δ(v)
e 6=f
xoute x
out
f . (XIV)
Folgerung 2.9 Ein Graph G = (V,E) besitzt einen Hamiltonpfad, wenn gilt
|V | − 1 = min
{
−
∑
e∈E
xoute + 2p(x
in, xout, zin, zout) + 2p≤(xout) :
xin, xout ∈ {0, 1}E, zin, zout ∈ {0, 1}E∗
}
.
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Fu¨r c = 2 ist ein bina¨rer Baum das Ziel der Optimierung. Diese Bedingung la¨sst sich
ebenso, wie bereits gezeigt, in das QUBO integrieren, jedoch sind fu¨r c ≥ 2 wieder
weitere Schlupfvariablen no¨tig. Mit C = blog2(c)c ergibt sich damit die Straffunktion
p≤(xout, y) =
( ∑
{v,w}∈E
xout{v,w} −
C−1∑
k=0
2kyk −
(
c− 2C + 1) yC)2
u¨ber C + 1 neuen Variablen yk ∈ {0, 1}. Damit la¨sst sich analog das QUBO zur Suche
nach dem gradbeschra¨nkten Baum mit dem gro¨ßten Gewicht formulieren. Wird auch
hier wieder eine konstante Bewertungsfunktion S gewa¨hlt, kann ebenso zuna¨chst auf die
Existenz eines gradbeschra¨nkten Baumes getestet werden, denn in diesem Fall ergibt
der Optimalwert S(|V | − 1). Nur wenn ein solcher Baum existiert, liefert das folgende
QUBO durch die Aktivierung von |V | − 1 Knoten einen gewichtsmaximalen Baum:
Folgerung 2.10 Mit P > max{0, Se : e ∈ E} gilt
MaxTree(G,S, c) = −min
{
−
∑
e∈E
Sex
out
e + Pp(x
in, xout, zin, zout) + Pp≤(xout, y) :
xin, xout ∈ {0, 1}E, zin, zout ∈ {0, 1}E∗ , y ∈ {0, 1}blog2(c)c+1
}
.
Bin-Packing
Bei diesem kombinatorischen Problem, welches auch Beha¨lterproblem heißt, sind n ∈ N
Objekte mit Gewichten a1, ..., an ∈ N gegeben. Die Objekte sollen nun auf Beha¨lter
verteilt werden. Diese haben eine Gro¨ße d ∈ N, welche nicht u¨berschritten werden darf.
Damit ist klar, dass a1, ..., an ≤ d sein mu¨ssen. Nun ist die Frage, ob alle Objekte in
nicht mehr als r ∈ N der Beha¨lter untergebracht werden ko¨nnen. Dies bedeutet formal:
Existiert eine Funktion f : {1, ..., n} → {1, ..., r}, sodass fu¨r alle k ∈ {1, ..., r}
n∑
j=1
f(j)=k
aj ≤ d
gilt? Dieses Entscheidungsproblem ist NP-schwer [35]. Es ist besonders fu¨r die Verpa-
ckungsindustrie von großer Bedeutung, la¨sst sich aber auch in viele weitere Bereiche
u¨bertragen.
Eine Mo¨glichkeit, wie dieses Problem nun als ein QUBO dargestellt werden kann, bietet
sich u¨ber eine bina¨re Matrix X der Gro¨ße n× r, fu¨r die gilt
Xj,k =
{
1, wenn Objekt j in Beha¨lter k ist,
0, sonst.
Die Eigenschaften der Funktion f werden dabei in Bedingungen an diese Variablen
verpackt. So kann jedes Objekt nur in genau einem Beha¨lter liegen, weswegen fu¨r alle
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j ∈ {1, ..., n}
r∑
k=1
Xj,k = 1
erfu¨llt sein muss. Die Summationsbedingungen ko¨nnen dann fu¨r k = 1, ..., r wie folgt
formuliert werden:
n∑
j=1
ajXj,k ≤ d.
Die Zielfunktion des QUBOs ist damit entsprechend der in den vorherigen Abschnitten
gezeigten Reduktionen mit D = blog2(d)c und den Schlupfvariablen Y ∈ {0, 1}r×(D+1)
q(X, Y ) =
n∑
j=1
(
r∑
k=1
Xj,k − 1
)2
+
r∑
k=1
(
n∑
j=1
ajXj,k −
D−1∑
l=0
2lYk,l −
(
d− 2D + 1)Yk,D)2
d=2D−1
=
∥∥XIr − 1n∥∥2 + ∥∥X>a− Y 2D∥∥2
mit q : {0, 1}n×r × {0, 1}r×(D+1) → N. Hierbei sind keine Gewichtungen no¨tig, da
jede Verletzung der Bedingungen zu einer Erho¨hung der Zielfunktion fu¨hrt. Daher
existiert nur eine Lo¨sung des Problems, also es genu¨gen nur dann r Beha¨lter, wenn der
Optimalwert Null ist.
Um nun direkt u¨ber die Zahl der Beha¨lter zu optimieren, ko¨nnen weitere r Variablen
eingefu¨hrt werden. Fu¨r diese gilt
zk =
{
1, wenn Beha¨lter k benutzt,
0, sonst
=
{
1, ∃j ∈ {1, ..., n} : Xj,k = 1,
0, sonst.
Dies entspricht den Bedingungen
zk ≥ Xj,k ∀j ∈ {1, ..., n} ∀k ∈ {1, ..., r}.
Da hier bei bina¨ren Variablen nur der Fall zk = 0 und Xj,k = 1 bestraft werden muss,
kann dies durch Addition von
p(X,Z) =
r∑
k=1
n∑
j=1
(1− zk)Xj,k
an die Zielfunktion erzwungen werden. Damit ist die Mindestzahl an beno¨tigten Be-
ha¨ltern die Lo¨sung von
min
{
r∑
k=1
zk + P1q(X, Y ) + P2p(X, z) : X ∈ {0, 1}n×r, Y ∈ {0, 1}r×(D+1), z ∈ {0, 1}r
}
.
Da eine falsche zk-Variable einen Unterschied von 1 ergibt, muss P2 > 1 gelten. Um
zu vermeiden, dass die Zuweisung der Beha¨ltervariablen in p die Bedingungen des
Problems in q untergraben, muss P1 entsprechend gro¨ßer als P2 gewa¨hlt werden.
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In diesem Kapitel wird zuna¨chst ein spezieller Graph, der Chimera-Graph, betrachtet
und das QUBO aufgestellt, welches ihn als Interaktionsgraphen besitzt. Es wird gezeigt,
dass sich der vollsta¨ndige Graph darin einbetten la¨sst. Anschließend werden einige
Minoren des Chimera-Graphen und die zugeho¨rigen QUBO-Formulierungen erstellt
und ebenso deren Einbettung angegeben. Abschließend werden Beispiele gezeigt, die
die Struktur der gezeigten Graphen aufgreifen.
3.1 Allgemeiner Aufbau
Der Begriff des Chimera-Graphen wurde von der Firma D-Wave-Systems eingefu¨hrt.
Die Chima¨re ist ein Ungeheuer der griechischen Mythologie, welches ein Mischwesen
aus verschiedenen Tieren darstellt. Ebenso zeigen sich im Chimera-Graphen verschie-
dene Strukturen, die sich aus dem Aufbau des Prozessorchips ergeben. Der Chip ist
aus sogenannten Einheitszellen aufgebaut. Sie bestehen aus Schleifen supraleitendem
Materials, welche u¨berlappend angeordnet sind. Die Flussrichtung des Stroms bedingt
einen magnetischen Spin, der nach oben oder unten gerichtet sein oder sich auch in einer
quantenmechanischen U¨berlagerung, einer sogenannten Superposition, beider Zusta¨nde
befinden kann. Damit repra¨sentieren sie die sogenannten Quantenbits (kurz Qubits),
welche die Zusta¨nde 0, 1 oder deren Superposition einnehmen ko¨nnen. Wo sich die
Schleifen u¨berkreuzen, beeinflussen sie sich, sind also gekoppelt. Sowohl die Schleifen
als auch deren Kopplungen ko¨nnen gewichtet werden. Durch Anwenden eines soge-
nannten Energieprogramms wird der Zustand der niedrigsten Energie hergestellt. Bei
der anschließenden Messung springen die Qubits entweder auf 1 oder auf 0 und das
zugrundeliegende QUBO ist gelo¨st. Die Lo¨sung liegt somit in klassischen Bits vor.
In Abbildung 11 ist schematisch dargestellt, wie die acht Schleifen einer Einheitszelle
Abb. 11: Aufbau der Einheitszelle [37]
Abb. 12: Zwei Darstellungen des vollsta¨n-
dig bipartiten Graphen K4,4
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Abb. 13: Chimera-Graph C2,3
u¨bereinanderliegen. Es sind zwei Vierergruppen, deren Schleifen sich untereinander
nicht u¨berlappen jedoch mit allen der anderen Gruppe. Damit ergibt sich die Struktur
eines vollsta¨ndig bipartiten Graphen K4,4, wie er in Abbildung 12 gezeigt ist. Diese
Einheitszellen sind nun kachelartig aneinander gelegt, wobei die aneinandergrenzenden
Schleifen wieder gekoppelt werden ko¨nnen. Der resultierende Graph ist in Abbildung
13 veranschaulicht. Im Folgenden wird ein Chimera-Graph mit n untereinander und
m nebeneinander gelegten Einheitszellen mit Cn,m bezeichnet. Theoretisch kann er bis
zur Unendlichkeit in alle Richtungen fortgesetzt werden. Der dabei entstehende Graph
sei C. Der aktuelle Stand der Technik ist jedoch ein Chip mit 12 mal 12 Einheitszellen
also insgesamt 1152 Qubits [37]. Aufgrund von Produktionsfehlern variiert die Zahl der
tatsa¨chlich realisierten Qubits und der Kopplungen leicht nach unten.
Die Knoten des Chimera-Graphen werden anhand der Zeile r und Spalte s der Ein-
heitszellen, der Partition p in der Einheitszelle und dem Knoten j in der Partition
benannt mit
(r, s, p, j) ∈ {1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4} = V (Cn,m).
Im dritten Index entspricht der Wert 0 den vertikalen Partitionen und der Wert 1
den horizontalen Partitionen, wie sie in Abbildung 13 dargestellt sind. Wie in der
Abbildung weiterhin zu erkennen ist, bleibt der Graph durch das Zusammensetzen
der Einheitszellen in zwei, den Farben entsprechenden, Partitionen unterteilt, deren
Knoten untereinander keine Kanten besitzen. Jeder Knoten in einer Einheitszelle hat
einen Ausgangsgrad von 6, bis auf die Knoten, die zum Rand liegen und denen eine
Kante fehlt. Mit dieser Indizierung ergibt sich zudem, dass zwei Knoten (r1, s1, p1, j1)
und (r2, s2, p2, j2) benachbart sind, wenn eine der folgenden Mo¨glichkeiten gilt:
r1 = r2,
s1 = s2,
p1 = 1− p2
oder
r1 = r2,
s1 = s2 ± 1,
p1 = p2 = 0,
j1 = j2
oder
r1 = r2 ± 1,
s1 = s2,
p1 = p2 = 1,
j1 = j2.
(XV)
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Die Menge der Kanten ist so E(Cn,m) = EU ∪ EH ∪ ES mit
EU = {{(r, s, 0, j), (r, s, 1, l)} : r ∈ {1, ..., n}, s ∈ {1, ...,m}, j, l ∈ {1, ..., 4}},
EH = {{(r, s, 0, j), (r, s+ 1, 0, j)} : r ∈ {1, ..., n}, s ∈ {1, ...,m− 1}, j ∈ {1, ..., 4}},
ES = {{(r, s, 1, j), (r + 1, s, 1, j)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m}, j ∈ {1, ..., 4}}.
Damit besitzt ein Chimera-Graph Cn,m mit 8nm Knoten 16nm Kopplungen innerhalb
der Einheitszellen, 4n(m− 1) horizontale und 4m(n− 1) vertikale, also gesamt genau
24nm− 4(n+m) Kopplungen.
Das dazugeho¨rige Chimera-QUBO besitzt eine allgemeine, aus vier Teilen bestehende
Zielfunktion cn,m : {0, 1}8mn → R mit
cn,m(q) = c
g
n,m(q) + c
U
n,m(q) + c
H
n,m(q) + c
S
n,m(q) (XVI)
=
∑
v∈V (Cn,m)
gvqv +
∑
{v,w}∈EU
Uv,wqvqw +
∑
{v,w}∈EH
Hv,wqvqw +
∑
{v,w}∈ES
Sv,wqvqw
mit g ∈ RV (Cn,m), U ∈ REU , H ∈ REH und S ∈ RES . Werden die bina¨ren Variablen, die
Qubits, ebenso mit der Zeile und Spalte der Einheitszellen, der Partition in der Ein-
heitszelle und dem Knoten in der Partition indiziert, gilt fu¨r q ∈ {0, 1}n×m×2×4, dass
qr,sp,j = q(r,s,p,j) zu dem entsprechenden Knoten geho¨rt. Damit lassen sich die entspre-
chenden Terme innerhalb der Einheitszellen aufstellen durch
c gn,m(q) + c
U
n,m(q) =
n∑
r=1
m∑
s=1
(
1∑
p=0
4∑
j=1
gr,sp,jq
r,s
p,j +
4∑
j=1
4∑
l=1
U r,sj,l q
r,s
0,jq
r,s
1,l
)
,
wobei g ∈ Rn×m×2×4 die Gewichte der Knoten und U ∈ Rn×m×4×4 die Sta¨rken der
Kopplungen innerhalb einer einzelnen Einheitszelle darstellen. Zu erga¨nzen sind die ho-
rizontalen und die vertikalen Kopplungen zwischen den Einheitszellen mit den Sta¨rken
H ∈ Rn×(m−1)×4 und S ∈ R(n−1)×m×4:
c Hn,m(x) =
n∑
r=1
m−1∑
s=1
4∑
j=1
Hr,sj q
r,s
0,jq
r,s+1
0,j ,
c Sn,m(x) =
n−1∑
r=1
m∑
s=1
4∑
j=1
Sr,sj q
r,s
1,jq
r+1,s
1,j .
3.2 Einbettung beliebiger QUBOs
3.2.1 Allgemeines Prinzip
Wie in Abbildung 13 weiterhin zu erkennen ist, koppelt im Chimera-Graphen nicht
jedes Qubit mit jedem anderen. Dadurch ist ein QUBO mit einem Chimera-Graphen
als Interaktionsgraphen sehr eingeschra¨nkt. Im Folgenden soll daher ein Weg gezeigt
werden, wie ein beliebiges QUBO als ein Chimera-QUBO formuliert werden kann.
Einige a¨hnliche U¨berlegungen zur Einbettungsproblematik wurden in [38] gezeigt.
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Um fehlende Kopplungen zwischen Qubits zu u¨berwinden, werden, wie bereits im vor-
herigen Kapitel im Teilabschnitt Kodierung ungerichteter Graphen von 2.3.5 angespro-
chen wurde, Qubits des Chimera-Graphen zu einem u¨bergeordneten logischen Knoten
verbunden. Durch die Verschmelzung der Qubits erho¨ht sich der Ausgangsgrad des
entstandenen logischen Knotens gegenu¨ber einem einzelnen Qubit, was die Kopplung
zu weiteren Knoten erleichtert. Ist nun ein Ausgangs-QUBO u¨ber x ∈ {0, 1}V wie in
(III) mit dem Interaktionsgraphen G = (V,E) gegeben, wird jedem Knoten v ∈ V
eine Menge Iv ⊂ {1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4} mit den Indizes der zusam-
mengefassten Qubits aus Cn,m zuordnet. Dabei gilt fu¨r alle v, w ∈ V mit v 6= w, dass
Iv∩Iw = ∅. Fu¨r ein J = (r, s, p, j) ∈ Iv ist qJ = q(r,s,p,j) = qr,sp,j ∈ {0, 1} die zu dem Qubit
der Qubitmenge des Knotens v geho¨rende bina¨re Variable. Die Qubitmengen mu¨ssen
dabei mo¨glichst so angelegt sein, dass zwischen ihnen immer mindestens eine Kante im
Chimera-Graphen gefunden werden kann, wenn die entsprechenden logischen Knoten
eine Kante in E besitzen. Das heißt fu¨r alle {v, w} ∈ E mu¨ssen J ∈ Iv und J˜ ∈ Iw
existieren, sodass J und J˜ die Indizes benachbarter Knoten beschreiben, also (XV)
erfu¨llen. Ist dies der Fall, ist der Ausgangsgraph ein Minor des Chimera-Graphen und
die Iv zeigen die Kontraktionen an, die no¨tig sind, um den Chimera-Graphen in diesen
umzuformen. Das heißt, I : V → 2{1,...,n}×{1,...,m}×{0,1}×{1,...,4} ist eine Einbettung.
Meist wird eine Kette aufeinanderfolgender Qubits zu einem sogenannten Qubitstrang
zusammengefasst. Jedoch sind alle zusammenha¨ngenden Teilgraphen des Chimera-
Graphen ebenso zu einem logischen Knoten zusammenfassbar. Die Eigenschaft des
Zusammenhangs ist dabei notwendig, da die Qubits durch hohe negative Sta¨rken auf
den Kanten stark gekoppelt werden mu¨ssen, damit sie alle den gleichen Wert anneh-
men. Denn ein logischer Knoten ist genau dann aktiv, wenn alle zusammengefassten
Qubits aktiv sind, und umgekehrt nicht aktiv, wenn keines der Qubits aktiv ist. Also
xminv = 1 ⇔ qminJ = 1 ∀J ∈ Iv,
xminv = 0 ⇔ qminJ = 0 ∀J ∈ Iv.
(XVII)
Alle weiteren Mo¨glichkeiten geben keine Lo¨sung des Ausgangs-QUBOs an und mu¨ssen
daher ausgeschlossen werden. Dies wird bei der Belegung der Qubits mit dem gegebenen
Gewicht des logischen Knotens realisiert, was in Abschnitt 3.2.3 gezeigt wird.
Graphen mit der gro¨ßtmo¨glichen Zahl an Kanten zwischen ihren Knoten sind vollsta¨n-
dige Graphen, welche bei N Knoten mit KN bezeichnet werden. Damit stellt deren
Einbettung in den Chimera-Graphen eine besondere Schwierigkeit dar. U¨ber sie ist
jeder beliebige Graph mit N Knoten durch Nullsetzen der Sta¨rken fehlender Kan-
ten auf dem Chimera-Graphen darstellbar. Deshalb wird im na¨chsten Abschnitt eine
Mo¨glichkeit gezeigt, wie die Einbettung vollsta¨ndiger Graphen realisiert werden kann.
3.2.2 Darstellung vollsta¨ndiger Graphen
Betrachtet man eine einzelne Einheitszelle des Chimera-Graphen, so stellt man fest,
dass mit den acht Qubits maximal ein vollsta¨ndiger Graph mit fu¨nf logischen Knoten
dargestellt werden kann, da die Qubits jeweils nur einen Ausgangsgrad von 4 haben. Da-
bei werden drei Paare von Knoten aus unterschiedlichen Partitionen zusammengefasst.
Diese Stra¨nge sind damit alle, sogar jeweils u¨ber zwei Kanten, untereinander gekoppelt.
36
3.2 Einbettung beliebiger QUBOs
Abb. 14: K5 in C1,1
Die verbleibenden beiden Knoten besitzen zueinander und zu
den drei Paaren genau je eine Kopplung. Dies wird in Abbil-
dung 14 gezeigt, wobei die verschiedenen Farben die entspre-
chenden logischen Knoten verdeutlichen.
Wie gro¨ßere vollsta¨ndige Graphen erzeugt werden ko¨nnen, ist
in [32] gezeigt. Dazu mu¨ssen die verbliebenen einzelnen Kno-
ten der Einheitszelle zuna¨chst ebenfalls verbunden werden, so-
dass die Qubits unterschiedlicher Partitionen paarweise gekop-
pelt sind. In einer diagonal zur ersten liegenden zweiten Ein-
heitszelle kann ebenso ein vollsta¨ndiger Graph mit vier Kno-
ten gebildet werden. Durch Verla¨ngern der acht entstandenen
Qubitstra¨nge u¨ber die Einheitszellen hinaus in die an beide angrenzende Einheitszelle
entstehen Kanten zwischen den entsprechenden logischen Knoten. Das Prinzip kann
schrittweise auf weitere diagonale Zellen ausgeweitet werden. Abbildung 15 zeigt bei-
spielsweise, wie der Graph K10 u¨ber den Chimera-Graphen C3,3 verteilt ist.
Es zeigt sich, dass diese Art der Einbettung eines vollsta¨ndigen Graphen KN mit N ≥ 4
Knoten Qubitstra¨nge einer La¨nge von mindestens
⌈
N
4
⌉
+ 1 Qubits beno¨tigt. Mit
Ij,k ∈ {1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4}
ist
Ij,∗ :=
(
Ij,1, ..., Ij,dN4 e+1
)
(XVIII)
die geordnete Indexmenge des zum j-ten Knoten geho¨renden Qubitstrangs und qIj,k ∈
{0, 1} ist die zugeho¨rige Variable zum k-ten Qubit dieses Strangs. Die Qubitstra¨nge
werden entlang der senkrechten Partition in der linken Spalte der Einheitszellen nach
unten durchnummeriert. Wird mit der Indizierung innerhalb eines Strangs in der ver-
tikalen Partition der linken Einheitszellen begonnen, werden zuna¨chst weitere Qubits
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Abb. 15: Einbettung von K10 in den Chimera-Graphen u¨ber Qubitstra¨nge
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dieser Partition in den angrenzenden Einheitszellen durchlaufen. Dann erfolgt in der
Einheitszelle auf der Diagonalen ein Wechsel in die horizontale Partition und danach er-
geben sich vertikale Kopplungen zu weiteren Qubits. Damit la¨sst sich fu¨r j ∈ {1, ..., N}
und k ∈ {1, ..., ⌈N
4
⌉
+ 1} angeben:
Ij,k =

( ⌈
j
4
⌉
, k , 0 , (j − 1 mod 4) + 1) fu¨r k ≤ ⌈ j
4
⌉
,( ⌈
j
4
⌉
,
⌈
j
4
⌉
, 1 , (j − 1 mod 4) + 1) fu¨r k = ⌈ j
4
⌉
+ 1,(
k − 1 , ⌈ j
4
⌉
, 1 , (j − 1 mod 4) + 1) fu¨r k > ⌈ j
4
⌉
+ 1.
(XIX)
Bei dieser Einbettungsart werden durch die Qubitstra¨nge genau 1
2
⌈
N
4
⌉ (⌈
N
4
⌉
+ 1
) ∈
O (N2) Einheitszellen besetzt, die in einer Dreiecksform angeordnet sind. Damit wird
ein Chimera-Graph mit einer Gro¨ße von mindestens
⌈
N
4
⌉ × ⌈N
4
⌉
beno¨tigt. Dass die
quadratische Schranke auch optimal fu¨r die Qubitzahl ist, zeigt folgendes Theorem:
Theorem 3.1 Die Zahl der beno¨tigten Qubits zur Einbettung des vollsta¨ndigen Gra-
phen KN in den Chimera-Graphen C liegt in O(N2).
Beweis: In C haben alle Knoten einen konstanten Ausgangsgrad von 6. Damit
ko¨nnen zwischen N Knoten maximal 3N Kanten in C gefunden werden und die
Verschmelzung eines zusammenha¨ngenden Teilgraphen mit einem weiteren be-
nachbarten Qubit ergibt maximal eine Erho¨hung des Ausgangsgrades um 5. Ein
vollsta¨ndiger Graph besitzt aber genau 1
2
N(N + 1) Kanten. Um diese zu erhalten,
mu¨ssen daher Qubits kontrahiert werden, deren Anzahl quadratisch in N ist. 
Umgekehrt gilt auch, dass in einen Chimera-Graphen Cn,m mit n,m <∞ maximal ein
vollsta¨ndiger Graph mit N = 4 min(n,m) Knoten eingebettet werden kann.
Weiterhin sind fu¨r die Einbettung auch die Kopplungen zwischen den logischen Knoten
wichtig. Diese ko¨nnen u¨bertragen werden, da fu¨r je zwei Qubitstra¨nge j und l mindes-
tens zwei Knoten existieren, die in jeweils einem der Qubitstra¨nge liegen und zwischen
denen eine Kante im Chimera-Graph existiert. Die Knoten besitzen zum Beispiel die
Indizes Ij,o(j,l) und Il,i(j,l) mit
(o(j, l), i(j, l)) =
{(⌈
l
4
⌉
,
⌈
j
4
⌉
+ 1
)
fu¨r j < l,(⌈
l
4
⌉
+ 1,
⌈
j
4
⌉)
fu¨r j > l.
Da dies symmetrisch unter Vertauschung ist, sei mit
Oj,l := Ij,o(j,l) =
Ij,d l4e fu¨r j < l,Ij,d l4e+1 fu¨r j > l (XX)
der Index des Qubits im Strang zu j gegeben, aus dem die Kante zwischen den logischen
Knoten j und l im Chimera-Graphen herausgeht.
Die Knoten des Interaktionsgraphen eines gegebenen QUBOs ko¨nnen nun den Qubit-
stra¨ngen zugeordnet werden. Dazu seien jv ∈ {1, ..., |V |} und jv 6= jw fu¨r alle v, w ∈ V
mit v 6= w die Durchnummerierung der Knoten entsprechend ihrer Anordnung auf den
Qubitstra¨ngen. Die Indizes des k-ten Qubits im Strang des Knotens v sind Iv,k = Ijv ,k
mit I wie vorher definiert. Damit das entsprechende Chimera-QUBO u¨ber den qI∗,∗ ∈
38
3.2 Einbettung beliebiger QUBOs
{0, 1}|V |×(d |V |4 e+1) eine Lo¨sung des Ausgangs-QUBOs darstellt, muss also nach (XVII)
bei der Einbettung u¨ber den vollsta¨ndigen Graphen KV fu¨r jeden logischen Knoten
v ∈ V gelten
xminv = 1 ⇔ qminIv,k = 1 ∀k = 1, ...,
⌈
|V |
4
⌉
+ 1,
xminv = 0 ⇔ qminIv,k = 0 ∀k = 1, ...,
⌈
|V |
4
⌉
+ 1.
Die Qubits, die zwei Qubitstra¨nge verbinden, ko¨nnen nun analog zu (XX) durch die
Indizes Ov,w und Ow,v angegeben werden mit
Ov,w = Ojv ,jw =
Iv,d jw4 e fu¨r jv < jw,Iv,d jw4 e+1 fu¨r jv > jw.
3.2.3 Gewichte und Sta¨rken
Wurde eine passende Grundstruktur aus Qubitstra¨ngen fu¨r das QUBO zu einem Gra-
phen G = (V,E) gefunden, ko¨nnen die Gewichte der logischen Knoten eingebaut wer-
den. Damit wird zugleich Bedingung (XVII) erzwungen. Besitzt der zu einem Knoten
geho¨rige Qubitstrang eine La¨nge von L > 1, ergibt sich dessen Gewicht g ∈ R aus der
Summe u¨ber den Gewichten aller L Qubits und den Sta¨rken der L− 1 Kopplungen in
dem Qubitstrang. Um die Symmetrie innerhalb des Strangs zu gewa¨hrleisten, erhalten
die Gewichte einen einheitlichen Wert g¯ ∈ R ebenso wie die Sta¨rken S¯ ∈ R. Damit gilt
g = Lg¯ + (L− 1)S¯ = (L− 1)(g¯ + S¯) + g¯. (XXI)
Um das auf den logischen Knoten gegebene QUBO lo¨sen zu ko¨nnen, mu¨ssen die Qubits
der Qubitstra¨nge synchronisiert werden. Daher mu¨ssen auch hier die Auswirkungen der
Verletzung dieser Bedingung abgescha¨tzt werden. Dazu wird ein anderer Ansatz als in
[38] verfolgt. Eine Verletzung tritt dann ein, wenn mindestens einer der L Knoten mit
einem anderen Wert als die anderen belegt wird. Um eine starke Kopplung unter ihnen
zu gewa¨hrleisten, muss aufgrund der Minimierung des QUBOs stets S¯ < 0 gelten.
Eine fa¨lschliche Aktivierung eines Qubits, wenn kein anderes im Strang aktiv ist, wird
durch g¯ > 0 verhindert. Auch du¨rfen ku¨rzere Teilstra¨nge nicht weniger oder gleiches
Gewicht besitzen wie der gesamte Strang, damit eine Stu¨ckelung keine Verringerung
der Zielfunktion bewirkt. Dabei ist irrelevant, ob g positiv oder negativ ist. Das heißt,
es muss fu¨r alle j = 1, ..., L− 1 gelten
jg¯ + (j − 1)S¯ > g.
Diese Bedingung ist klar erfu¨llt, wenn rekursiv gilt
jg¯ + (j − 1)S¯ > (j + 1)g¯ + jS¯ = jg¯ + (j − 1)S¯ + g¯ + S¯.
Das heißt, je ku¨rzer der Qubitstrang ist, desto ho¨her ist dessen Gewicht. Dies ist erfu¨llt,
wenn g¯ < |S¯| gilt. Wa¨re weiterhin |S¯| ≥ 2g¯, wu¨rde der geringsten Fehler, mit einem
Wert von g¯, durch die oben genannte Aktivierung eines einzelnen Qubits im Strang
erzeugt werden. Dies ist somit immer der Fall, wenn der Strang nur aus zwei Qubits
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besteht und das Gewicht des logischen Knotens negativ ist. Andernfalls, wenn |S¯| < 2g¯
ist, ergibt sich die geringste Strafe von genau |g¯ + S¯| < g¯, wenn einer der beiden
Endknoten des Strangs deaktiviert ist, obwohl alle anderen aktiv sind. Soll der Fehler
fu¨r die Qubitstra¨nge aller logischen Knoten v ∈ V mit der La¨nge Lv > 1 auf einen
Wert P ∈ R>0 gesetzt werden, ko¨nnen in diesem Fall durch Ersetzen von −(g¯v + S¯v)
mit P in (XXI) mit
g¯v = gv + (Lv − 1)P,
S¯v = −g¯v − P = −gv − LvP
(XXII)
die entsprechenden Gewichte g¯v und Sta¨rken S¯v im Qubitstrang von v berechnet wer-
den. Sinnvoll erscheint dabei die Wahl P = 1. Jedoch muss P dabei immer g¯v > 0
und S¯v < 0 fu¨r alle v ∈ V einhalten. Damit mu¨ssen insbesondere negative Gewichte gv
beachtet werden und es folgt aus (Lv − 1)P > −gv die Bedingung
P > max
{
0,
−gv
Lv − 1 : v ∈ V
}
. (XXIII)
Ist diese erfu¨llt, gilt auch S¯v < 0 fu¨r alle v ∈ V . Dies wurde jedoch fu¨r den Fall
−(g¯v + S¯v) < g¯v hergeleitet. Aus dieser Ungleichung ergibt sich P < gv + (Lv − 1)P
und damit fu¨r Lv > 2 die weitere Bedingung
P > max
{
0,
−gv
Lv − 2 : v ∈ V
}
, (XXIV)
welche sta¨rker ist, als die obige.
Im letzten Schritt werden die Sta¨rken Se der Kopplungen e ∈ E des Ausgangs-QUBOs
auf die bestehenden Kanten zwischen den Qubitstra¨ngen gesetzt. Dabei kann es vor-
kommen, dass an ein einzelnes Qubit alle Kanten mit negativen Sta¨rken angebunden
werden. Dies wu¨rde bei einer Aktivierung dieser Kanten auch zu einer Aktivierung des
entsprechenden Qubits fu¨hren, wenn dessen Gewicht zu gering ist, um eine Verringe-
rung der Zielfunktion zu verhindern, obwohl die weiteren Qubits im Strang nicht aktiv
sind. Daher muss eine weitere Bedingung an g¯v fu¨r alle v ∈ V gestellt werden:
g¯v > −σˇ(Sv,∗) =
∑
w∈d(v)
1
2
(sgn (Sv,w)− 1)Sv,w =: −σˇ(v),
mit der Funktion σˇ : V → R≤0, die Summe der negativen Sta¨rken der ausgehenden
Kanten eines Knotens v zuru¨ckgibt. Mit Sv,w = 0, wenn {v, w} 6∈ E, kann die Summe
auf alle w ∈ V verallgemeinert werden. Sind keine negativen Sta¨rken gegeben, entfa¨llt
diese Bedingung und kann P wie oben gewa¨hlt werden. Ansonsten muss nach (XXII)
fu¨r alle v ∈ V gelten
P > max
{
0,
−gv − σˇ(v)
Lv − 1 : v ∈ V
}
,
was eine sta¨rkere Bedingung als (XXIII) ist. Bezu¨glich (XXIV) ist sie fu¨r Lv > 2 und
negative Gewichte gv jedoch nur sta¨rker, wenn gilt
gv > (Lv − 2)σˇ(v).
Eine analoge Betrachtung fu¨r den Fall einer fa¨lschlichen Deaktivierung eines Qubits
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im Strang muss ebenso durchgefu¨hrt werden. Diese ist nur dann effektiv, wenn durch
eingehende Kanten mit negativen Sta¨rken der Teilstrang eine Verringerung der Ziel-
funktion liefert, also
(L− 1)g¯v + (L− 2)S¯v + σˇ(v) = gv + P + σˇ(v) < 0
ist. Daher ko¨nnte P > −gv − σˇ(v) fu¨r alle v ∈ V gefordert werden, was sehr große
Werte fu¨r P zur Folge haben kann. Jedoch muss die Strafe P nur groß genug sein,
um eine Aktivierung eines Qubits im Strang zu dem Knoten v entgegen den hohen
Sta¨rken auf den eingehenden Kanten zu erzwingen. Dabei spielen die positiven Sta¨rken
der ausgehenden Kopplungen eine wichtige Rolle und es muss gelten
P > σˆ(Sv,∗) =
∑
w∈V
1
2
(sgn (Sv,w) + 1)Sv,w =: σˆ(v),
wobei σˆ : V → R≥0 die Funktion ist, die die Summe der positiven Sta¨rken zuru¨ckgibt. In
diesem Fall ko¨nnen Teilstra¨nge noch immer die Zielfunktion verringern, aber der Betrag
ist durch den gesamten Strang gro¨ßer. Hier genu¨gt also die Wahl der schwa¨cheren
Bedingung fu¨r einen Knoten v, womit fu¨r alle Knoten folgt:
P > max
{
0,min{−gv − σˇ(v), σˆ(v)} : v ∈ V
}
.
Insgesamt ergibt sich so:
Folgerung 3.2 Mit σˇ und σˆ wie oben definiert, ε > 0 und Pε : RV ×RV×V ×NV → R>0
mit
Pε(g, S, L) := max
{
0, min{0,−gv − σˇ(v), σˆ(v)}, −gv
Lv − 2 ,
−gv − σˇ(v)
Lv − 1 : v ∈ V
}
+ ε
ist (XVII) fu¨r eine Einbettung I des Graphen G = (V,E) mit den La¨ngen L ∈ NV der
Stra¨nge, den Gewichten g ∈ RV und den Sta¨rken S ∈ RV×V in den Chimera-Graphen
erfu¨llt.
Die gezeigten Schranken an P ko¨nnten noch verbessert werden, da jedes Qubit nur
maximal sechs Nachbarn besitzt. Demzufolge ko¨nnten die Summen u¨ber den Sta¨rken
zu einzelnen Termen fu¨r jedes Qubit in einem Strang aufgesplittet werden und daru¨ber
der entsprechende Maximalwert bestimmt werden. Dies ist jedoch zu aufwa¨ndig, um
hier genauer dargestellt zu werden. Gilt zudem eine Begrenzung der Gro¨ße der Gewichte
und Sta¨rken im Chimera-QUBO auf einen bestimmten Wertebereich, wie im Falle des
Quantencomputers von D-Wave Systems auf g, S ∈ [−10, 10], ko¨nnen entsprechende
g¯ und S¯ u¨ber ein passendes P manchmal nur durch eine Skalierung des gesamten
Ausgangs-QUBOs erhalten werden, da fu¨r ein µ > 1
min
{∑
v∈V
gvxv +
∑
{v,w}∈E
Sv,wxvxw : x ∈ {0, 1}V
}
=µmin
{∑
v∈V
gv
µ
xv +
∑
{v,w}∈E
Sv,w
µ
xvxw : x ∈ {0, 1}V
}
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gilt. Da σˇ und σˆ linear in den Sta¨rken sind, skaliert P ebenso mit
Pε(g, S, L) = µP ε
µ
(
1
µ
g, 1
µ
S, L
)
.
Das Gleiche gilt somit fu¨r die Gewichte und Sta¨rken im Strang.
Mit den gezeigten Umformungen entspricht nun die Lo¨sung des Chimera-QUBOs einer
korrekten Aktivierung der Qubitstra¨nge und damit einer Lo¨sung des urspru¨nglichen
QUBOs. Analog sind nicht nur Stra¨nge sondern auch andere Teilgraphen zu logischen
Knoten zusammenfassbar, wobei die obige Abscha¨tzung im konkreten Einzelfall neu
durchgefu¨hrt werden mu¨sste. La¨sst man bei diesen Teilgraphen jedoch genau so viele
Kanten weg, dass die Graphen nur noch minimal zusammenha¨ngend sind, ko¨nnen die
gezeigten Umformungen ebenso angewandt werden. Denn, da keine Kante entfernt
werden kann, so dass der Graph immer noch zusammenha¨ngend ist, ist die Zahl der
Kanten genau um eins geringer als die Zahl der Knoten. Fu¨r die Einbettung eines
beliebigen Graphen mit einer allgemeinen Zielfunktion wie (III) u¨ber den vollsta¨ndigen
Graphen kann nun Folgendes festgestellt werden:
Folgerung 3.3 Fu¨r einen Graphen G = (V,E) mit Gewichten g ∈ RV und Sta¨rken
S ∈ RE gilt mit P = Pε
(
g, S,
(⌈
|V |
4
⌉
+ 1
)
1V
)
fu¨r ein ε > 0 wie vorher definiert, ein
µ > 1 und I und O, wie fu¨r den vollsta¨ndigen Graphen KV angegeben, dass
min
{∑
v∈V
gvxv +
∑
{v,w}∈E
Sv,wxvxw : x ∈ {0, 1}V
}
= min
{∑
v∈V
((
gv +
⌈
|V |
4
⌉
P
) d |V |4 e+1∑
k=1
qIv,k +
(
−gv −
(⌈
|V |
4
⌉
+ 1
)
P
) d |V |4 e∑
k=1
qIv,kqIv,k+1
)
+
∑
{v,w}∈E
Sv,wqOv,wqOw,v : q ∈ {0, 1}V×(d
|V |
4 e+1)
}
= µmin
{∑
v∈V
((
gv
µ
+
⌈
|V |
4
⌉
P
µ
) d |V |4 e+1∑
k=1
qIv,k +
(
−gv
µ
−
(⌈
|V |
4
⌉
+ 1
)
P
µ
) d |V |4 e∑
k=1
qIv,kqIv,k+1
)
+
∑
{v,w}∈E
Sv,w
µ
qOv,wqOw,v : q ∈ {0, 1}V×(d
|V |
4 e+1)
}
.
3.2.4 Allgemeines Einbettungsproblem
Wie in Abschnitt 3.2.2 gezeigt wurde, ist K4n Minor des Chimera-Graphen Cn,m mit
n ≤ m. Damit ist jeder Graph mit weniger oder genau 4n Knoten ein Minor von
Cn,m. Das heißt, auch fu¨r einen Graphen mit endlich vielen Knoten ko¨nnen immer
n,m ∈ N gefunden werden, sodass der Graph Minor von Cn,m ist. Da im unendlich
großen Chimera-Graphen C ein unendlich großer vollsta¨ndiger Graph eingebettet wer-
den kann, ist prinzipiell jeder Graph mit abza¨hlbar vielen Knoten ein Minor von C.
Jedoch stehen in der Realita¨t nie unbegrenzt große Chips zur Verfu¨gung. Daher ist die
Frage, welche Graphen mit mehr als 4n Knoten Minor eines Chimera-Graphen Cn,m
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mit festen n und m sind. Einige spezielle Fa¨lle fu¨r Minoren werden daher im na¨chsten
Abschnitt gezeigt.
Hier wird im Folgenden auf die Lo¨sbarkeit der Fragestellung eingegangen werden, wann
ein beliebiger Graph Minor eines anderen Graphen, speziell eines begrenzten Chimera-
Graphen, ist. Zu entscheiden, ob ein Graph G einen Graphen H als Minor entha¨lt,
ist im Allgemeinen NP-schwer: Sei beispielsweise H ein Kreisgraph mit der gleichen
Knotenzahl wie G. Dann ist die Entscheidung, ob H Minor von G ist, a¨quivalent zur
Frage, ob G einen Hamiltonkreis entha¨lt, und dieses Problem ist nach [28] NP-schwer.
Ist hingegen H beliebig aber fest gewa¨hlt und nur G Teil der Eingabe, ko¨nnen N.
Robertson und P. Seymour in [39] zeigen, dass das Problem in einer Zeit in O(n3)
lo¨sbar ist, wobei n die Zahl der Knoten von G ist. Jedoch versteckt sich in der O-
Notation eine Konstante, deren Wert superexponential von H abha¨ngt. Das heißt, die
umgekehrte Variante bleibt im Allgemeinen NP-schwer.
Der Chimera-Graph besitzt aber eine spezielle Struktur. In C1,1 = K4,4 la¨sst sich immer
ein Hamiltonkreis finden, da die Partitionen gleich groß sind und immer zwischen deren
Qubits gewechselt werden kann. Ein Beispiel ist in Abbildung 16(a) gezeigt. Bricht
man diesen Kreis auf, um weitere benachbarte Einheitszellen hinzunehmen zu ko¨nnen,
geschieht das immer zwischen Knoten unterschiedlicher Partitionen. Dies zeigt, dass ein
Hamiltonkreis in einem Chimera-Graphen Cn,m fu¨r jede Einheitszelle immer genauso
viele horizontale wie vertikale aus der Einheitszelle herauszeigende Kanten umfassen
muss. Daher existiert fu¨r n = 1 und m > 1 kein Hamiltonkreis in Cn,m, da hier keine
vertikalen Kanten vorhanden sind.
Aufgrund des Zusammenbaus aus vollsta¨ndig bipartiten Graphen la¨sst sich jedoch fu¨r
n,m > 1 immer ein Hamiltonkreis finden: Eine Einheitszelle kann bis zu viermal von
einem Hamiltonkreis u¨ber eine horizontale Kopplung betreten und u¨ber eine vertika-
le wieder verlassen werden, oder umgekehrt. Dabei ko¨nnen immer paarweise weitere
Qubits aus unterschiedlichen Partitionen der Zelle mit in den Kreis eingeschlossen
werden. Fu¨r die zugrundeliegende Gitterstruktur Ln,m kann immer ein geschlossener
Pfad gefunden werden, der jeden Knoten mindestens einmal umfasst und dabei immer
(a) Hamiltonkreis in K4,4 (b) geschlossener Pfad u¨ber alle Knoten in Ln,m
Abb. 16: Zusammensetzung eines Hamiltonkreises in Cn,m
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Abb. 17: Hamiltonkreis in C3,4
zwischen horizontalen und vertikalen Kanten wechselt. Dazu muss jeder Knoten nur
maximal viermal betreten werden, wenn nach dem erweiterbaren Schema in Abbildung
16(b) vorgegangen wird. Demzufolge kann mit diesem Schema u¨ber den Einheitszel-
len, wie beispielsweise in Abbildung 17 fu¨r C3,4 gezeigt, ein Hamiltonkreis aufgebaut
werden.
Damit stellt die Suche danach im Chimera-Graphen kein schweres Problem dar und obi-
ges Argument fu¨r die NP-Schwere der Minorenrelation kann nicht angewandt werden.
Da auch weitere Probleme fu¨r bipartite Graphen, im Gegensatz zu beliebigen Graphen,
nicht NP-schwer sind, ist es mo¨glich, dass ein polynomieller Algorithmus existiert, der
entscheidet, ob ein beliebiger Graph in den Chimera-Graphen Cn,m eingebettet wer-
den kann. Letzteres ist a¨quivalent zur Suche nach den kleinsten n und m, so dass der
gegebene Graph Minor von Cn,m ist.
3.3 Spezielle Minoren
Der Chimera-Graph ist ein sehr spezieller Graph, der nur sehr selten selbst als In-
teraktionsgraph der QUBO-Formulierung eines Problems auftritt. Daher werden im
Folgenden Minoren des Chimera-Graphen betrachtet, die eine mo¨glicherweise ha¨ufiger
vorkommende Grundstruktur aufweisen. Des Weiteren werden die QUBOs zu diesen
Graphen aufgestellt und eine Einbettungsmo¨glichkeit in den Chimera-Graphen gezeigt.
In einer Tabelle am Ende dieses Abschnitts werden einige Kennzahlen der in den fol-
genden Abschnitten vorgestellten Graphen noch einmal gegenu¨ber gestellt.
3.3.1 Vollsta¨ndig bipartiter Graph
Neben vollsta¨ndigen Graphen spielen auch vollsta¨ndig bipartite Graphen eine große
Rolle, beispielsweise bei Zuordnungsproblemen. Die Knoten einer Partition besitzen
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dabei keine Kopplungen untereinander, jedoch zu allen Knoten der anderen Partition.
Besitzt die eine Partition n und die andere m Knoten, wird der Graph mit Kn,m
bezeichnet. Es gilt V (Kn,m) = V0 ∪ V1 mit V0 = {1, ..., n} und V1 = {1, ...,m} und
E(Kn,m) = {(j, l) : j ∈ V0, l ∈ V1}. Dieser Graph besitzt dann n + m Knoten und
genau nm Kanten. Ein QUBO mit Interaktionsgraphen Kn,m beno¨tigt daher n + m
bina¨re Variablen x0 ∈ {0, 1}n, x1 ∈ {0, 1}m. Mit den Gewichten g0 ∈ Rn, g1 ∈ Rm und
den Sta¨rken S ∈ Rn×m kann die Zielfunktion u¨ber
kn,m(x) =
n∑
j=1
g0jx
0
j +
m∑
l=1
g1l x
1
l +
n∑
j=1
m∑
l=1
Sj,lx
0
jx
1
l
aufgestellt werden.
Der Chimera-Graph ist bereits bipartit, wobei im Schachbrettmuster u¨ber den Einheits-
zellen gewechselt wird, in welche Partition die horizontalen Knoten und in welche die
vertikalen geho¨ren. Die vertikalen Knoten einer Einheitszelle geho¨ren damit zu einer
anderen Partition als die vertikalen Knoten der Nachbarzelle. Werden diese Knoten
entlang der horizontalen Kopplungen miteinander verschmolzen, besitzen die daraus
entstandenen Knoten weiterhin keine Kante untereinander. Verfa¨hrt man ebenso mit
den horizontalen Knoten und ihren A¨quivalenten in den oben und unten benachbarten
Zellen, entsteht eine weitere Partition. Das Prinzip ist in Abbildung 18 veranschaulicht.
Es zeigt sich, dass durch die Verschmelzung u¨ber ganze Zeilen und Spalten hinweg je
zwei Knoten aus verschiedenen Partitionen u¨ber die diagonalen Kopplungen innerhalb
der Einheitszellen benachbart sind. Aus Cn,m kann also der vollsta¨ndig bipartite Graph
K4n,4m gebildet werden. Andersherum beno¨tigt ein Graph KN,M fu¨r die Einbettung in
den Chimera-Graphen also
⌈
N
4
⌉
mal
⌈
M
4
⌉
Einheitszellen, weswegen die folgende Aus-
sage getroffen werden kann:
Theorem 3.4 Die Zahl der beno¨tigten Qubits zur Einbettung des vollsta¨ndig bipar-
titen Graphen KN,M in den Chimera-Graphen C liegt in O(NM).
Beweis: Analog zum Beweis von Theorem 3.1 ko¨nnen durch den konstanten Aus-
gangsgrad der Qubits nur so die beno¨tigten NM Kanten des Graphen gebildet
werden. 
Bei der Einbettung von K4n,4m in Cn,m verbinden die horizontalen Stra¨nge der La¨nge m
die Knoten der ersten Partition und die vertikalen Stra¨nge der La¨nge n die der zweiten.
Damit lassen sich die Indexmengen folgendermaßen aufstellen:
I0j,k =
(⌈
j
4
⌉
, k, 0, (j − 1 mod 4) + 1)
fu¨r j = 1, ..., 4n mit k = 1, ...,m und
I1j,k =
(
k,
⌈
j
4
⌉
, 1, (j − 1 mod 4) + 1)
fu¨r j = 1, ..., 4m mit k = 1, ..., n. Die Kopplung zwischen zwei Knoten j ∈ {1, ..., 4n}
und l ∈ {1, ..., 4m} findet damit in der Einheitszelle in der Zeile ⌈ j
4
⌉
und der Spalte⌈
l
4
⌉
statt. Demzufolge wird die Kante durch das
⌈
l
4
⌉
-te Element des Stranges zu j
und das
⌈
j
4
⌉
-te Element des Stranges zu l realisiert. Die Gewichte und Sta¨rken in
diesen Stra¨ngen ko¨nnen wie in Abschnitt 3.2.3 ermittelt werden. Mit analogen P wie
in Folgerung 3.2 la¨sst sich nun das zugeho¨rige Chimera-QUBO aufstellen:
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Abb. 18: Qubitstra¨nge im Chimera-Graphen C zum vollsta¨ndig bipartiten Graphen
Folgerung 3.5 Mit ε > 0, g = (g0, g1) ∈ R4n+4m, L = (m14n, n14m) ∈ N4n+4m,
S˜ =
( O S
O O
) ∈ R(4n+4m)×(4n+4m) und P = Pε(g, S˜, L) gilt
min
{
k4n,4m(x) : x ∈ {0, 1}4n+4m
}
= min
{
4n∑
j=1
((
g0j + (m− 1)P
) m∑
k=1
qI0j,k +
(−g0j −mP)m−1∑
k=1
qI0j,kqI0j,k+1
)
+
4m∑
j=1
((
g1j + (n− 1)P
) n∑
k=1
qI1j,k +
(−g1j − nP) n−1∑
k=1
qI1j,kqI1j,k+1
)
+
4n∑
j=1
4m∑
l=1
Sj,lqI0
j,d l4e
qI1
l,d j4e
: q ∈ {0, 1}n×m×2×4
}
.
Allgemein stellt der Chimera-Graph Cn,m ein Gitter mit n mal m Kreuzungspunkten
dar, an denen jeweils ein vollsta¨ndig bipartiter Graph K4,4 liegt. Daher wird fu¨r diesen
Graphen die Notation Ln,m[K4,4] eingefu¨hrt. Nun kann eine Verallgemeinerung getrof-
fen werden: Werden immer k > 1 Zeilen und l > 1 Spalten von Einheitszellen, wie
oben gezeigt, zu einem vollsta¨ndig bipartiten Graphen K4k,4l zusammengefasst, kann
ein analoges Gitter u¨ber diesen Graphen gebildet werden, also Ln
k
,m
l
[K4k,4l], wenn k
Teiler von n und l Teiler von m ist. Der entstandene Graph besitzt die Knotenmenge
V
(
Ln
k
,m
l
[K4k,4l]
)
= V0 ∪ V1 mit
V0 = {1, ..., nk} × {1, ..., ml } × {0} × {1, ..., 4k},
V1 = {1, ..., nk} × {1, ..., ml } × {1} × {1, ..., 4l}
und die Kantenmenge E
(
Ln
k
,m
l
[K4k,4l]
)
= EU ∪ EH ∪ ES mit
EU = {{(r, s, 0, j), (r, s, 1, t)} : r ∈ {1, ..., nk}, s ∈ {1, ..., ml }, j ∈ {1, ..., 4k}, t ∈ {1, ..., 4l}},
EH = {{(r, s, 0, j), (r, s+ 1, 0, j)} : r ∈ {1, ..., nk}, s ∈ {1, ..., ml − 1}, j ∈ {1, ..., 4k}},
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ES = {{(r, s, 1, t), (r + 1, s, 1, t)} : r ∈ {1, ..., nk − 1}, s ∈ {1, ..., ml }, t ∈ {1, ..., 4l}}.
Er ist ebenfalls bipartit und seine Partitionen umfassen ebenso schachbrettmusterartig
u¨ber die Einheitszellen verteilt 4k
⌈
nm
2kl
⌉
+ 4l
⌊
nm
2kl
⌋
beziehungsweise 4l
⌈
nm
2kl
⌉
+ 4k
⌊
nm
2kl
⌋
Knoten. Sobald n oder m gerade ist, sind sie damit gleich groß und umfassen jeweils
2nm
(
1
k
+ 1
l
)
Knoten.
Das QUBO dieses Interaktionsgraphen verallgemeinert die Zielfunktion des Chimera-
Graphen (XVI) zu
cn,m,k,l(x) = c
g
n,m,k,l(x) + c
U
n,m,k,l(x) + c
H
n,m,k,l(x) + c
S
n,m,k,l(x)
u¨ber den bina¨ren Variablen x0 ∈ {0, 1}nk×ml ×4k und x1 ∈ {0, 1}nk×ml ×4l. Die Summanden
sind dabei
c gn,m,k,l(x) + c
U
n,m,k,l(x) =
n
k∑
r=1
m
l∑
s=1
(
4k∑
j=1
gr,s0,jx
r,s
0,j +
4l∑
j=1
gr,s1,jx
r,s
1,j +
4k∑
j=1
4l∑
t=1
U r,sj,t x
r,s
0,jx
r,s
1,t
)
,
c Hn,m,k,l(x) =
n
k∑
r=1
m
l
−1∑
s=1
4k∑
j=1
Hr,sj x
r,s
0,jx
r,s+1
0,j ,
c Sn,m,k,l(x) =
n
k
−1∑
r=1
m
l∑
s=1
4l∑
j=1
Sr,sj x
r,s
1,jx
r+1,s
1,j
fu¨r die Gewichte g0 ∈ Rnk×ml ×4k, g1 ∈ Rnk×ml ×4l und die Sta¨rken U ∈ Rnk×ml ×4k×4l,
H ∈ Rnk×(ml −1)×4k und S ∈ R(nk−1)×ml ×4l.
Die Indexmengen Ir,s0,j der Knoten der vertikalen Partitionen mit den horizontal ver-
bundenen Qubits besitzen die La¨nge l und ko¨nnen fu¨r r = 1, ..., n
k
, s = 1, ..., m
l
und
j = 1, ..., 4k angegeben werden mit
Ir,s0,j,u =
(
k(r − 1) + ⌈ j
4
⌉
, l(s− 1) + u, 0, (j − 1 mod 4) + 1)
fu¨r u = 1, ..., l. Analog ergeben sich die Indexmengen Ir,s1,j fu¨r die Knoten der horizon-
talen Partitionen mit den vertikal verbundenen Qubits fu¨r r = 1, ..., n
k
, s = 1, ..., m
l
,
j = 1, ..., 4l und u = 1, ..., k mit
Ir,s1,j,u =
(
k(r − 1) + u, l(s− 1) + ⌈ j
4
⌉
, 1, (j − 1 mod 4) + 1) .
Daraus ergibt sich eine analoge Einbettung wie in Folgerung 3.5, jedoch erga¨nzt um die
Zeilen- und Spaltenindizes der vollsta¨ndig bipartiten Graphen und um die horizontalen
und vertikalen Kopplungen unter ihnen, welche jeweils zwischen den letzten und den
ersten Elementen der paarenden Stra¨nge realisiert werden. Um die Sta¨rken mit angeben
zu ko¨nnen, sei im Folgenden stets fu¨r alle e ∈ V (G)× V (G) ⊇ EU ∪ EH ∪ ES
S˜e :=

Ue, wenn e ∈ EU ,
He, wenn e ∈ EH ,
Se, wenn e ∈ ES,
0, sonst.
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Folgerung 3.6 Mit P = Pε(g, S˜, L) fu¨r ε > 0, L =
(
l1n
k
,m
l
,4k, k1n
k
,m
l
,4l
) ∈ Nnk×ml ×(4k+4l),
S˜ ∈ R(nk×ml ×(4k+4l))2 und g = (g0, g1) ∈ Rnk×ml ×(4k+4l) gilt
min
{
cn,m,k,l(x) : x ∈ {0, 1}nk×ml ×(4k+4l)
}
= min
{ n
k∑
r=1
m
l∑
s=1
(
4k∑
j=1
((
gr,s0,j + (l − 1)P
) l∑
u=1
qIr,s0,j,u +
(−gr,s0,j − lP) l−1∑
u=1
qIr,s0,j,uqI
r,s
0,j,u+1
)
+
4l∑
j=1
((
gr,s1,j + (k − 1)P
) k∑
u=1
qIr,s1,j,u +
(−gr,s1,j − kP) k−1∑
u=1
qIr,s1,j,uqI
r,s
1,j,u+1
)
+
4k∑
j=1
4l∑
t=1
U r,sj,t qIr,s
0,j,d t4e
qIr,s
1,t,d j4e
)
+
n
k∑
r=1
m
l
−1∑
s=1
4k∑
j=1
Hr,sj qIr,s0,j,lqIr,s+10,j,1
+
n
k
−1∑
r=1
m
l∑
s=1
4l∑
j=1
Sr,sj qIr,s1,j,kqIr+1,s1,j,1
: q ∈ {0, 1}n×m×2×4
}
.
Die Funktionen σˇ und σˆ, welche sich in P verstecken, werden analog zu vorher ver-
wendet und beinhalten u¨ber S˜ nun ebenso die Sta¨rken der horizontalen und vertika-
len Kopplungen. So ist beispielsweise fu¨r einen Knoten (r, s, 0, j) mit r ∈ {1, ..., n
k
},
s ∈ {2, ..., m
l
− 1} und j ∈ {1, ..., 4k}
σˇ(r, s, 0, j) =
4l∑
t=1
1
2
(
1− sgn (U r,sj,t ))U r,sj,t + 1∑
p=0
1
2
(
1− sgn (Hr,sj−p))Hr,sj−p.
3.3.2 Symmetrische Kontraktionen
Die folgenden Minoren orientieren sich an der Struktur des Chimera-Graphen. Daher
bauen sie sich immer gitterartig auf und sind stark symmetrisch. Auf den na¨chsten
Seiten werden dazu Ausschnitte aus den Graphen zu sehen sein. Sie begrenzen sich
meist auf die Knoten, die durch Kontraktion benachbarter Qubits in drei mal drei
Einheitszellen des urspru¨nglichen Chimera-Graphen entstanden sind. Dabei zeigen die
Farben immer Knoten oder Knotenstra¨nge mit gleicher Indizierung an. Fu¨r die bessere
Darstellbarkeit der Graphen wurde daher jede zweiten Spalte und Zeile gespiegelt. Dies
ist mo¨glich aufgrund der Symmetrie des Chimera-Graphen und der gebildeten Minoren.
Erste Kontraktion
Ein naheliegender Schritt zum Bilden eines Minoren des Chimera-Graphen ist die Ver-
schmelzung je zweier Qubits aus unterschiedlichen Partitionen in jeder Einheitszelle.
Dies ist in Abbildung 19(a) zu sehen. Der resultierende Graph wird mit C ′ bezeichnet
und in 19(b) abgebildet. Entstand er aus n mal m Einheitszellen, wird er mit C ′n,m be-
zeichnet. Dabei werden in jeder Einheitszelle (r, s) ∈ {1, ..., n}×{1, ...,m} vier logische
Knoten j = 1, 2, 3, 4 gebildet, welche den Farben rot, gru¨n, blau und orange entspre-
chen. Damit ist V
(
C ′n,m
)
= {1, ..., n} × {1, ...,m} × {1, ..., 4}. Die Knoten in der Zelle
sind nicht nur untereinander alle verbunden, sondern erhalten sowohl horizontale als
auch vertikale Kopplungen zu angrenzenden Zellen, immer zu Knoten mit dem gleichen
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I1,11
1
2
I3,11
1
2
I1,31
1
2
I3,31
1
2
I1,21
1
2
I3,21
1
2
I2,11
1
2
I2,31
1
2
I2,21
1
2
I1,13
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
21
2
I1,12
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
I1,14
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
(a) Qubitstra¨nge im Chimera-Graphen C zu C ′
x1,13
x1,12
x1,11
x1,14
x1,23
x1,22
x1,21
x1,24
x1,33
x1,32
x1,31
x1,34
x2,13
x2,12
x2,11
x2,14
x3,13
x3,12
x3,11
x3,14
x2,23
x2,22
x2,21
x2,24
x2,33
x2,32
x2,31
x2,34
x3,23
x3,22
x3,21
x3,24
x3,33
x3,32
x3,31
x3,34
(b) Minor C ′
Abb. 19: Erste Kontaktion
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Abb. 20: Dreidimensionales Gitter Ln,m,4
ist Teilgraph von C ′
Abb. 21: L2n,2m ist Teilgraph von C
′
Index j ∈ {1, ..., 4}. Damit erho¨ht sich der Ausgangsgrad der verbliebenen Knoten auf
7. Fu¨r die Kantenmenge ergibt sich E
(
C ′n,m
)
= EU ∪ EH ∪ ES mit
EU = {{(r, s, j), (r, s, t)} : r ∈ {1, ..., n}, s ∈ {1, ...,m}, j < t ∈ {1, ..., 4}},
EH = {{(r, s, j), (r, s+ 1, j)} : r ∈ {1, ..., n}, s ∈ {1, ...,m− 1}, j ∈ {1, ..., 4}},
ES = {{(r, s, j), (r + 1, s, j)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m}, j ∈ {1, ..., 4}}.
Damit besitzt der Graph 6nmKanten innerhalb der Zellen. Zusammen mit den erhalten
gebliebenen 4n(m− 1) horizontalen und 4m(n− 1) vertikalen Kopplungen ergibt dies
insgesamt 14nm− 4(n+m) Kopplungen zwischen den 4nm Knoten.
Der Graph C ′ besitzt eine starke Symmetrie: Zwei aneinandergrenzende Zeilen oder
Spalten sind zueinander spiegelverkehrt. Dadurch wiederholt sich das Muster jede zwei-
te Zeile oder Spalte. Dies ist natu¨rlich abha¨ngig von der Darstellung. So ko¨nnten die
Zeilen oder Spalten auch als alle gleich gezeigt werden, indem jede zweite Zeile und
Spalte gespiegelt wu¨rde. Jedoch hilft diese Darstellung, die weiteren Schritte deutlich
zu machen. Die nm Knoten von C ′n,m, die eine gemeinsame Farbe besitzen, induzieren
jeweils einen Gittergraphen der Gro¨ße n mal m. Beschra¨nkt man die Kanten in jeder
Zelle auf denselben Pfad entlang aller Knoten, beispielsweise nach den aufsteigenden
Indizes, und zieht die Gitter daran in eine dritte Dimension auseinander, erha¨lt man
eine dreidimensionale Gitterstruktur der Gro¨ße n × m × 4, welche in Abbildung 20
dargestellt ist.
Durch Weglassen von einigen horizontalen und vertikalen Kanten in C ′ zwischen den
Zellen entsteht ein Teilgraph, wie er in Abbildung 21 gezeigt ist. In diesem erkennt man
deutlich eine weitere Gitterstruktur, die alle Knoten umfasst. Es zeigt sich, dass in C ′n,m
der Gittergraph L2n,2m eingebettet werden kann. Dieser entha¨lt genau (2n− 1)(2m− 1)
= 4mn− 2n− 2m+ 1 Gittermaschen. Es kann festgestellt werden:
Theorem 3.7 Der Gittergraph Ln,m mit n,m > 2 beno¨tigt einen Chimera-Graphen
mit einer Qubitzahl von cnm mit einer Konstanten c > 1.
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Beweis: Da L3,3 in Ln,m mit n,m > 2 immer mindestens einmal enthalten ist, wird
die Aussage zuna¨chst fu¨r diesen Teilgraphen gezeigt. L3,3 besitzt genau einen inne-
ren Knoten mit vier Nachbarknoten. Je ein horizontaler und ein vertikaler Nach-
barknoten dieses inneren Knotens besitzen einen gemeinsamen Nachbarn, wobei
diese paarweise verschieden sind. Unter den maximal sechs Nachbarn eines Qubits
lassen sich keine Paare von Qubits finden, die eine solche Eigenschaft erfu¨llen. Zwei
der Kopplungen fu¨hren zu angrenzenden Einheitszellen, die anderen vier zu den
Knoten der anderen Partition in der Einheitszelle, welche nur noch drei weitere
gemeinsame Nachbarn in der Einheitszelle und keine weiteren außerhalb besitzen.
Somit wird fu¨r die Einbettung von L3,3 fu¨r mindestens einen Knoten mindestens
ein weiteres Qubit beno¨tigt.
Im Gittergraphen Ln,m mit n,m > 2 lassen sich immer
⌊
n
3
⌋ ⌊
m
3
⌋ ≥ 1 disjunkte
L3,3-Teilgraphen finden. Bleibt zu zeigen, dass
nm+
⌊
n
3
⌋ ⌊
m
3
⌋ ≥ cnm.
Dies gilt genau dann, wenn ⌊
n
3
⌋ ⌊
m
3
⌋
nm
≥ c˜
fu¨r ein c˜ > 0 ist. Damit kann c = 1+ c˜ gewa¨hlt werden. Wegen z mod 3 ∈ {0, 1, 2}
ist fu¨r z ≥ 3 ⌊
z
3
⌋
z
=
z − (z mod 3)
3z
≥ 1
3
− 2
3z
≥ 1
9
,
wodurch c˜ ≥ 1
81
fu¨r n,m > 2 gilt. 
Fu¨r symmetrische Kontraktionen mit c ∈ N ist die gezeigte Einbettung eines Gitter-
graphen damit sogar bestmo¨glich.
Das entsprechende QUBO zum Graphen C ′n,m besitzt mit den bina¨ren Variablen x
r,s
j ∈
{0, 1} zu den Knoten (r, s, j) ∈ {1, ..., n} × {1, ...,m} × {1, ..., 4} analog zu (XVI) die
Zielfunktion
c¯n,m(x) = c¯
g
n,m(x) + c¯
U
n,m(x) + c¯
H
n,m(x) + c¯
S
n,m(x) (XXV)
mit
c¯ gn,m(x) + c¯
U
n,m(x) =
n∑
r=1
m∑
s=1
(
4∑
j=1
gr,sj x
r,s
j +
4∑
j,k=1
k>j
U r,sj,kx
r,s
j x
r,s
k
)
,
c¯ Hn,m(x) =
n∑
r=1
m−1∑
s=1
4∑
j=1
Hr,sj x
r,s
j x
r,s+1
j ,
c¯ Sn,m(x) =
n−1∑
r=1
m∑
s=1
4∑
j=1
Sr,sj x
r,s
j x
r+1,s
j ,
wobei die g ∈ Rn×m×4 die Gewichte der Knoten und die U ∈ Rn×m×4×4 die Sta¨rken
der Kopplungen innerhalb einer einzelnen Einheitszelle darstellen und H ∈ Rn×(m−1)×4
und S ∈ R(n−1)×m×4 die Sta¨rken der horizontalen und vertikalen Kopplungen.
Die zweielementigen Indexmengen der Qubitstra¨nge zu dem logischen Knoten (r, s, j)
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ko¨nnen nach Abbildung 19(a) mit
Ir,sj = ((r, s, 0, j), (r, s, 1, ˜))
mit den Knotenkombinationen (j, ˜) ∈ {(1, 3), (2, 1), (4, 2), (3, 4)} angegeben werden.
Jedoch kann im Folgenden aufgrund der Symmetrie des Chimera-Graphen auch in-
nerhalb der Einheitszellen von den Kombinationen (j, j) mit j = 1, ..., 4 ausgegangen
werden. Dabei bleibt die Belegung der Farben wie vorher erhalten. Die Qubits, die
zur Kopplung der logischen Knoten j, l ∈ {1, ..., 4} innerhalb der entstandenen Zelle
(r, s) beitragen, sind damit Ir,sj,1 und I
r,s
l,2 fu¨r j < l oder umgekehrt. Die horizontalen
Kopplungen zwischen zwei Zellen betreffen immer die ersten Qubits im Strang und die
vertikalen die zweiten. Damit gilt nun nach Abschnitt 3.2.3 fu¨r die Qubitstra¨nge der
La¨nge zwei:
Folgerung 3.8 Mit P > max{0,−gv − σˇ(v) : v ∈ V (C ′n,m)} fu¨r g ∈ Rn×m×4 und
S˜ ∈ R(n×m×4)2 gilt
min
{
c¯n,m(x) : x ∈ {0, 1}n×m×4
}
= min
{
n∑
r=1
m∑
s=1
4∑
j=1
(
(gr,sj + P )(qIr,sj,1 + qI
r,s
j,2
) + (−gr,sj − 2P )qIr,sj,1 qIr,sj,2
)
+
n∑
r=1
m−1∑
s=1
4∑
j=1
Hr,sj qIr,sj,1 qIr,s+1j,1
+
n−1∑
r=1
m∑
s=1
4∑
j=1
Sr,sj qIr,sj,2 qIr+1,sj,2
+
n∑
r=1
m∑
s=1
4∑
j,l=1
l>j
U r,sj,l qIr,sj,1 qI
r,s
l,2
: q ∈ {0, 1}n×m×4×2
}
= min
{
n∑
r=1
m∑
s=1
4∑
j=1
(
(gr,sj + P )(q
r,s
0,j + q
r,s
1,j) + (−gr,sj − 2P )qr,s0,jqrs1,j
)
+
n∑
r=1
m−1∑
s=1
4∑
j=1
Hr,sj q
r,s
0,jq
r,s+1
0,j +
n−1∑
r=1
m∑
s=1
4∑
j=1
Sr,sj q
r,s
1,jq
r+1,s
1,j
+
n∑
r=1
m∑
s=1
4∑
j,l=1
l>j
U r,sj,l q
r,s
0,jq
r,s
1,l : q ∈ {0, 1}n×m×4×2
}
.
Des Weiteren kann C ′ aber auch folgendermaßen charakterisiert werden: Die vier Kno-
ten aus jeder Zelle stellen je eine Clique dar. Diese vollsta¨ndigen Teilgraphen K4 sind
an Kreuzungspunkten eines Gitters angeordnet, wobei statt nur einer Kante im Gitter
vier Kanten vorhanden sind. Diese verbinden nur je einen Knoten einer Zelle mit seinem
A¨quivalent, also dem entsprechenden Knoten mit der gleichen Nummer in der gleichen
Partition, aus der anderen Zelle. Wird C ′ auf n Zeilen und m Spalten begrenzt, erha¨lt
man ein Gitter mit n mal m K4’s. Daher sei fu¨r C
′
n,m die Notation Ln,m[K4] eingefu¨hrt.
Diese Struktur ist sogar erweiterbar auf gro¨ßere Cliquen: Dazu bildet man zuna¨chst in
zwei mal zwei Einheitszellen einen vollsta¨ndigen Graphen nach der in Abschnitt 3.2.2
und in Abbildung 15 gezeigten Vorgehensweise. Diese Einbettung erweitert man u¨ber
die noch freie Einheitszelle hinweg, wie in Abbildung 22 gezeigt ist. Dadurch entsteht
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Ir,s1
Ir,s4
3
2
4
1
2
3
4
1
2
3
4
1
2
3
4
1
1 2
3
4
1 2
3
4
1 2
3
4
1 2
3 I
r,s
8
42r-1
2r
2s-1 2s
Abb. 22: K8 erweitert
Abb. 23: Ausschnitt L3,3[K8]
(aus 6× 6 Einheitszellen)
eine neue Zelle mit einem vollsta¨ndigen Graphen u¨ber acht Knoten j = 1, ..., 8, die alle
jeweils zwei horizontale und zwei vertikale Kopplungen in angrenzende Zellen besitzen.
Das Prinzip wird nun schachbrettartig u¨ber ganz C fortgefu¨hrt. Der dabei entstandene
Graph besitzt starke A¨hnlichkeit zu C ′, nur befinden sich nun K8’s an Kreuzungs-
punkten eines Gitters und die Kanten des Gitters entsprechen den acht Kopplungen
zwischen den einzelnen Knoten. Sind n und m gerade, erha¨lt man so in Cn,m genau
n
2
mal m
2
vollsta¨ndige Graphen. Daher sei dieser Graph mit Ln
2
,m
2
[K8] bezeichnet. Er
besitzt damit nur noch 2nm Knoten und 7nm Kopplungen in der Zelle sowie 4n(m
2
−1)
horizontale und 4m(n
2
− 1) vertikale Kopplungen zwischen den Zellen, also insgesamt
11nm−4(n+m) Kopplungen. Ein Ausschnitt eines solchen Graphen mit je drei Zeilen
und Spalten ist in Abbildung 23 gezeigt. Dieser ist aus sechs mal sechs Einheitszellen
des Chimera-Graphen hervorgegangen.
Der Graph Ln
2
,m
2
[K8] mit geraden n und m kann dabei wie vorher C
′ ebenso zu einem
dreidimensionalen Gitter der Gro¨ße n
2
× m
2
× 8 auseinander gezogen werden. Die Zellen
des Graphen erhalten dabei die Indizes (r, s) ∈ {1, ..., n
2
}×{1, ..., m
2
}. Diese entsprechen
genau den halben Indizes der urspru¨nglichen Einheitszelle des Chimera-Graphen in
der rechten unteren Ecke. Die Zielfunktion zu diesem Graphen kann analog zu (XXV)
aufgestellt werden, nur erho¨ht sich die Knotenzahl mit Index j der xr,sj auf acht und
die Summation u¨ber j = 1, ..., 4 muss ersetzt werden durch j = 1, ..., 8. Daher sei
diese Funktion mit c¯n
2
,m
2
,8 : {0, 1}n2×m2 ×8 → R bezeichnet. Sie besitzt die Parameter
g ∈ Rn2×m2 ×8, U ∈ Rn2×m2 ×8×8, H ∈ Rn2×(m2 −1)×8 und S ∈ R(n2−1)×m2 ×8.
Die Definition der Indexmengen der acht Qubitstra¨nge der vollsta¨ndigen Graphen wird
analog zu Ij aus (XVIII) und (XIX) des Abschnitts 3.2.2 u¨bernommen. Jedoch mu¨ssen
zwei Erga¨nzungen vorgenommen werden: Einerseits muss in jedem Qubitstrang je ein
Tupel hinzugefu¨gt werden: (1, 2, 0, j) fu¨r die ersten vier Stra¨nge, also mit Knotenindex
j ≤ 4, an deren Anfang und (1, 2, 1, j − 4) fu¨r die zweiten vier Stra¨nge, mit j ≥ 5, an
deren Ende. Andererseits mu¨ssen die ersten beiden Indizes der Qubits in den Stra¨ngen
durch die Verschiebung u¨ber die Einheitszellen im Chimera-Graphen gea¨ndert werden.
Mit komponentenweiser Addition gilt fu¨r das k-te Qubit des j-ten Strangs in der Zelle
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an Position (r, s), dass
Ir,sj,k = Ij,k + (2r − 1, 2s− 1, 0, 0).
Damit folgt fu¨r den kompletten vierelementigen Strang
Ir,sj,∗ =
(
(2r − 1, 2s, 0, j), (2r − 1, 2s− 1, 0, j), (2r − 1, 2s− 1, 1, j), (2r, 2s− 1, 1, j))
fu¨r j ≤ 4 und
Ir,sj,∗ =
(
(2r, 2s− 1, 0, j − 4), (2r, 2s, 0, j − 4), (2r, 2s, 1, j − 4), (2r − 1, 2s, 1, j − 4))
fu¨r j ≥ 4. Nach (XX) besitzen die Qubits, die zwei Stra¨nge j und l in einer Zelle (r, s)
verbinden, analog die Indizes Os,tj,l und O
s,t
l,j , also fu¨r o.B.d.A. j < l mit
Os,tj,l = I
r,s
j,d l4e, O
s,t
l,j = I
r,s
l,d j4e+1.
Die j-ten Qubitstra¨nge zweier entstandener, horizontal benachbarter Zellen an (r, s)
und (r, s+1) sind damit u¨ber die Qubits qIr,sj,1 und qIr,s+1j,2
fu¨r j ≤ 4 und qIr,sj,2 und qIr,s+1j,1 fu¨r
j ≥ 4 gekoppelt. In zwei vertikal benachbarten Zellen an (r, s) und (r+ 1, s) verbinden
die Qubits qIr,sj,4 und qIr+1,sj,3
fu¨r j ≤ 4 und qIr,sj,3 und qIr+1,sj,4 fu¨r j ≥ 4 die Stra¨nge.
Folgerung 3.9 Mit P = Pε(g, S˜, L) fu¨r ε > 0, g ∈ Rn2×m2 ×8, S˜ ∈ R(n2×m2 ×8)2 und
L = 41n
2
,m
2
,8 ∈ Nn2×m2 ×8 gilt
min
{
c¯n
2
,m
2
,8(x) : x ∈ {0, 1}n2×m2 ×8
}
= min
{ n
2∑
r=1
m
2∑
s=1
8∑
j=1
(
(gr,sj + 3P )
4∑
k=1
qIr,sj,k + (−g
r,s
j − 4P )
3∑
k=1
qIr,sj,kqI
r,s
j,k+1
)
+
n
2∑
r=1
m
2
−1∑
s=1
(
4∑
j=1
Hr,sj qIr,sj,1 qIr,s+1j,2
+
8∑
j=5
Hr,sj qIr,sj,2 qIr,s+1j,1
)
+
n
2
−1∑
r=1
m
2∑
s=1
(
4∑
j=1
Sr,sj qIr,sj,4 qIr+1,sj,3
+
8∑
j=5
Sr,sj qIr,sj,3 qIr+1,sj,4
)
+
n
2∑
r=1
m
2∑
s=1
8∑
j,l=1
l>j
U r,sj,l qOr,sj,l qO
r,s
l,j
: q ∈ {0, 1}n×m×2×4
}
.
Fortfu¨hrend sind analoge Graphen mit gro¨ßeren vollsta¨ndigen Teilgraphen auf 4l Kno-
ten mit l ∈ N nach dem gleichen Prinzip konstruierbar. Allgemein gilt, ist k Teiler
von n und m, kann aus Ln,m[K4l] durch Zusammenfassen von k mal k K4l-Graphen
im Gitter der Graph Ln
k
,m
k
[K4lk] gebildet werden. Dieser besitzt mit V
(
Ln
k
,m
k
[K4lk]
)
=
{1, ..., n
k
} × {1, ..., m
k
} × {1, ..., 4lk} nur noch 4lnm
k
Knoten und mit der Kantenmenge
E
(
C ′n,m
)
= EU ∪ EH ∪ ES und
EU = {{(r, s, j), (r, s, t)} : r ∈ {1, ..., nk}, s ∈ {1, ..., mk }, j, t ∈ {1, ..., 4lk}},
EH = {{(r, s, j), (r, s+ 1, j)} : r ∈ {1, ..., nk}, s ∈ {1, ..., mk − 1}, j ∈ {1, ..., 4lk}},
ES = {{(r, s, j), (r + 1, s, j)} : r ∈ {1, ..., nk − 1}, s ∈ {1, ..., mk }, j ∈ {1, ..., 4lk}}.
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genau 2lnm
k
(4kl − 1) Kanten innerhalb der Zelle und 4ln(m
k
− 1) horizontale und
4lm(n
k
− 1) vertikale Kopplungen. Dies ergibt insgesamt 8l2nm+ 6lnm
k
− 4l(n+m).
Die zugeho¨rigen Zielfunktionen von QUBOs u¨ber dem Graphen Ln,m[K4l] fu¨r l ∈ N
ko¨nnen wie vorher c¯n,m,8 u¨ber c¯n,m,4l : {0, 1}n×m×4l → R mit den Parametern g ∈
Rn×m×4l, U ∈ Rn×m×4l×4l, H ∈ Rn×(m−1)×4l und S ∈ R(n−1)×m×4l angegeben werden.
Bei der Erweiterung der Einbettung dieser vollsta¨ndigen Graphen in den Chimera-Gra-
phen muss jedoch Folgendes beachtet werden: Die Spiegelung der Stra¨nge in die andere
Ecke der Einheitszellen fu¨hrt bei den mittleren Einheitszellen dazu, dass die Qubitteil-
mengen die zu einem logischen Knoten zusammengefasst werden, keine Stra¨nge mehr
sind, sondern eine Art X-Form besitzen. Dementsprechend mu¨sste die Struktur der In-
dexmengen angepasst werden. Jedoch sind die Teilgraphen minimal zusammenha¨ngend
und daher kann die Verteilung der Gewichte und Sta¨rken wie vorher erfolgen.
Zweite Kontraktion
Durch Fortfu¨hren der symmetrischen Kontraktionen in C ′ kann der Graph C ′′ gebildet
werden, welcher in Abbildung 24(b) dargestellt ist. Bei diesem wurden, ausgehend von
C ′, je zwei Knoten verschmolzen, die aus benachbarten Zellen stammen. In einer Zelle
wird dabei jedem Knoten je eine der links, rechts, oben oder unten angrenzenden Ein-
heitszellen zugeordnet. Entlang der Grenze zwischen zwei Zeilen oder Spalten betrifft
dies immer Knoten der gleichen Farbe. Das heißt, formal wird ein Knoten (r, s, j) des
vorigen Abschnittes mit j ∈ {1, ..., 4}, r ∈ {1, ..., n} und s ∈ {1, ...,m} verschmolzen
mit (j, r + 1, s) fu¨r j = 1, wenn r gerade ist,
(j, r + 1, s) fu¨r j = 3, wenn r ungerade ist,
(j, r, s+ 1) fu¨r j = 2, wenn s gerade ist, oder
(j, r, s+ 1) fu¨r j = 4, wenn s ungerade ist.
Dadurch ist ein ebenso symmetrischer, sich wiederholender Graph entstanden, dessen
Knoten einen Ausgangsgrad von 10 besitzen. Nur die 2(n + m) Knoten am Rand von
C ′n,m sind nicht von einer Verschmelzung betroffen und verbleiben daher in C
′′
n,m und
behalten den Ausgangsgrad 6 beziehungsweise 5 in den Ecken. Auch ihre Qubitstra¨nge
im Chimera-Graphen besitzen noch die La¨nge 2. Die Zahl der restlichen inneren Knoten
wird stattdessen halbiert auf 2nm− (n+m). Somit umfasst C ′′n,m genau 2nm+ n+m
Knoten.
Die Knoten von C ′′n,m, deren Qubits senkrecht u¨ber die Zeilen der Einheitszellen hin-
weg verbunden wurden, im Bild mit rot und blau gekennzeichnet, und die anderen,
horizontal u¨ber Spalten verlaufenden, Knoten sollen nun je einer Partition zugeord-
net werden. Erstere induzieren einen Graphen, der ein Gitter der Gro¨ße (n + 1) mal
m entha¨lt, und werden mit dem Partitionsindex p = 0 versehen. Letztere umfassen
stattdessen Ln,m+1 und erhalten den Wert 1 fu¨r p. Da in diesem Graphen die Qubits
u¨ber die Einheitszellen miteinander verschmolzen wurden und somit deren Struktur
im entstandenen Graphen verloren gegangen ist, werden die Knoten nun anhand ihrer
zugrundeliegenden Gitterstruktur indiziert und erhalten zum Partitionsindex jeweils
einen Zeilen- und Spaltenindex anhand ihrer Position im Gitter der Partition. Damit
ergeben sich die Knoten (r,s,0) mit r ∈ {1, ..., n+ 1} und s ∈ {1, ...,m} und (r,s,1) mit
r ∈ {1, ..., n} und s ∈ {1, ...,m+ 1}, also ist
V (C ′′n,m) = V0∪V1 = {1, ..., n+1}×{1, ...,m}×{0}∪{1, ..., n}×{1, ...,m+1}×{1}.
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(a) Qubitstra¨nge im Chimera-Graphen C zu C ′′
x1,11
x1,21
x1,31
x1,41
x2,11
x2,21
x2,31
x2,41
x3,11
x3,21
x3,31
x3,41
x1,10
x2,10
x3,10
x4,10
x1,20
x2,20
x3,20
x4,20
x1,30
x2,30
x3,30
x4,30
(b) Minor C ′′
Abb. 24: Zweite Kontaktion
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Abb. 25: Erweiterter Gittergraph L˜ ist Teilgraph von C ′′
Deren Verteilung u¨ber den Graphen ist in Abbildung 24(b) mit dargestellt. Die Farb-
gebung und damit der Index der Qubits in der Partition einer Einheitzelle, ist zwar
damit kein Teil der Indizierung mehr, la¨sst sich jedoch mit
j(r, s, p) =

1 fu¨r p = 0 und r ungerade,
3 fu¨r p = 0 und r gerade,
2 fu¨r p = 1 und s ungerade,
4 fu¨r p = 1 und s gerade.
(XXVI)
wieder zuru¨ckgewinnen.
Auch zu C ′′ la¨sst sich ein Teilgraph finden, der eine Gitterstruktur besitzt. Dies ist in
Abbildung 25 gezeigt. In diesem Fall ist das Gitter diagonal hineingesetzt, wodurch
C ′′n,m nur nm+ (n− 1)(m− 1) = 2nm−n−m+ 1 Gittermaschen besitzt. Der gezeigte
Graph soll im Folgenden mit L˜n,m bezeichnet werden, wenn er aus n mal m Einheits-
zellen hervorgegangen ist. Er unterscheidet sich nur durch den konstanten Faktor 2
in der Gro¨ßenordnung vom Gittergraphen in C ′n,m. Im Gegensatz zu diesem existieren
jedoch in L˜n,m in jeder Masche auch diagonale Kanten zwischen den Knoten. Dadurch
kann dieser erweiterte Gittergraph eine gro¨ßere Klasse an Problemen abdecken. Hier
zeigt sich zudem deutlich, dass jeder Knoten, der sich nicht auf dem Rand befindet, in
genau vier Cliquen mit jeweils vier Knoten liegt, welche untereinander nicht mehr als
zwei Knoten gemeinsam haben. Diese Eigenschaft kann in dem Beweis zu der folgenden
Aussage genutzt werden:
Theorem 3.10 Die Einbettung von L˜nm mit n,m ≥ 2 in C ′′n,m ist bestmo¨glich. Das
heißt, L˜nm kann nicht in einen Chimera-Graphen eingebettet werden, der weniger als
n Zeilen oder m Spalten hat.
Beweis: L˜nm besitzt n(m−1)+m(n−1) Knoten, der einziger gemeinsamer Knoten
zweier Cliquen ist. Fu¨r eine Clique mit vier Knoten beno¨tigt man nach Abschnitt
3.2.2 mindestens sechs Qubits in einer Einheitszelle, da zwei der Knoten u¨ber je
zwei Qubits dargestellt werden mu¨ssen. Damit werden fu¨r die zwei zusammenha¨n-
57
3 Der Chimera-Graph
Abb. 26: Zwei Cliquen mit ge-
meinsamen Knoten
genden Cliquen mindestens 10 Qubits und so min-
destens zwei Einheitszellen im Chimera-Graphen
besetzt. Werden alle mo¨glichen Belegungen der
Qubits durchgegangen, kann festgestellt werden,
dass der zentrale Knoten immer beide Einheits-
zellen u¨berspannt, also mindestens ein Qubit sei-
nes Stranges in der einen und ein anderes in der
anderen Einheitszelle liegt. Ebenso wird fu¨r die
Hinzunahme einer weiteren Clique nach dem Muster wie in L˜nm erneut eine wei-
tere Einheitszelle mit einem u¨berspannendem zentralen Knoten beno¨tigt. Durch
Fortfu¨hren dieses Aufbaus zeigt sich, dass fu¨r alle zentralen Knoten ein Chimera-
Graph mit n(m−1) Paaren horizontal benachbarter und m(n−1) Paaren vertikal
benachbarten Einheitszellen, also mit mindestens n Zeilen und m Spalten, beno¨tigt
wird. 
Es zeigt sich, dass immer noch die vier Knoten mit unterschiedlichen Farben eine
Clique bilden mit (r, s, 0), (r + 1, s, 0), (r, s, 1) und (r, s + 1, 1) fu¨r r ∈ {1, ..., n} und
s ∈ {1, ...,m}. Da sich jedoch die Farben u¨ber das Gitter hinweg spiegeln, seien die
Indizes der Knoten in der Clique in den Indexmengen Jr,sj ∈ {r, r+1}×{s, s+1}×{0, 1}
fu¨r j = 1, ..., 4 entsprechend ihrer Farben kodiert. Die Indizes erha¨lt man dann aus Jr,sj
durch eine entsprechende Umkehrung von (XXVI). Damit ist E
(
C ′′n,m
)
= EU∪EH∪ES
mit
EU = {{Jr,sj , Jr,sl } : r ∈ {1, ..., n}, s ∈ {1, ...,m}, j < l ∈ {1, ..., 4}}.
Zudem existieren fu¨r jeden Knoten horizontale und vertikale Kopplungen zu anderen
Knoten mit der gleichen Farbe, wodurch weitere Vierercliquen entstehen. Horizontal
ergeben sich somit die Paarungen (r, s, 0) mit (r, s + 1, 0) fu¨r r = 1, ..., n + 1 und
s = 1, ...,m − 1 und (r, s, 1) mit (r, s + 2, 1) fu¨r r = 1, ..., n und s = 1, ...,m − 1. Die
senkrechten Kopplungen ko¨nnen analog aufgestellt werden und es folgt:
EH =
{{(r, s, 0), (r, s+ 1, 0)} : r ∈ {1, ..., n+ 1}, s ∈ {1, ...,m− 1}}
∪ {{(r, s, 1), (r, s+ 2, 1)} : r ∈ {1, ..., n}, s ∈ {1, ...,m− 1}},
ES =
{{(r, s, 1), (r + 1, s, 1)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m+ 1}}
∪ {{(r, s, 0), (r + 2, s, 0)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m}}.
Daraus ergeben sich insgesamt 10nm−m− n− 2 Kopplungen in dem Graphen C ′′n,m.
Die Zielfunktion des zu C ′′n,m geho¨renden QUBOs u¨ber den dazugeho¨rigen bina¨ren
Variablen x0 ∈ {0, 1}(n+1)×m und x1 ∈ {0, 1}n×(m+1) ist
c¯n,m(x) = c¯
g
n,m(x) + c¯
U
n,m(x) + c¯
H
n,m(x) + c¯
S
n,m(x) (XXVII)
mit
c¯ gn,m(x) =
n+1∑
r=1
m∑
s=1
gr,s0 x
r,s
0 +
n∑
r=1
m+1∑
s=1
gr,s1 x
r,s
1 =
1∑
p=0
n+1−p∑
r=1
m+p∑
s=1
gr,sp x
r,s
p ,
c¯ Un,m(x) =
n∑
r=1
m∑
s=1
(
U r,sj(r,s,0),j(r+1,s,0)x
r,s
0 x
r+1,s
0 + U
r,s
j(r,s,0),j(r,s,1)x
r,s
0 x
r,s
1 + · · ·
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+U r,sj(r,s,1),j(r,s+1,1)x
r,s
1 x
r,s+1
1
)
=
n∑
r=1
m∑
s=1
4∑
j,l=1
j<l
U r,sj,l xJr,sj xJ
r,s
l
,
c¯ Hn,m(x) =
n+1∑
r=1
m−1∑
s=1
Hr,s0 x
r,s
0 x
r,s+1
0 +
n∑
r=1
m−1∑
s=1
Hr,s1 x
r,s
1 x
r,s+2
1 =
1∑
p=0
n+1−p∑
r=1
m−1∑
s=1
Hr,sp x
r,s
p x
r,s+1+p
p ,
c¯ Sn,m(x) =
n−1∑
r=1
m∑
s=1
Sr,s0 x
r,s
0 x
r+2,s
0 +
n−1∑
r=1
m+1∑
s=1
Sr,s1 x
r,s
1 x
r+1,s
1 =
1∑
p=0
n−1∑
r=1
m+p∑
s=1
Sr,sp x
r,s
p x
r+2−p,s
p .
Dabei sind g0 ∈ R(n+1)×m, g1 ∈ Rn×(m+1) und U ∈ Rn×m×4×4, H0 ∈ R(n+1)×(m−1),
H1 ∈ Rn×(m−1), S0 ∈ R(n−1)×m, S1 ∈ R(n−1)×(m+1).
Bei der Aufstellung der Indexmengen fu¨r die entsprechenden Qubitstra¨nge muss be-
achtet werden, dass die Knoten, die auf dem Rand des Graphen C ′′n,m liegen, nur zwei
und alle anderen Knoten vier Qubits umfassen. Damit ergibt sich die Indexmenge
Ir,sp ∈ ({1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4})d
mit d = 2 bei einem Knoten (r, s, p) mit r ∈ {1, n+ 1} und s ∈ {1, ...,m}, wenn p = 0,
oder r ∈ {1, ..., n} und s ∈ {1,m + 1}, wenn p = 1, und mit d = 4 bei allen anderen
Mo¨glichkeiten fu¨r r und s. Bei den Stra¨ngen, die u¨ber zwei Einheitszellen verlaufen,
wird mit der Indizierung in der linken beziehungsweise oberen Einheitszelle begonnen.
In Abbildung 24(b) ist dies beispielhaft gezeigt. Es gilt
Ir,s0 =
{
((r − 1, s, 0, 3), (r − 1, s, 1, 3), (r, s, 1, 3), (r, s, 0, 3)) fu¨r r gerade,
((r − 1, s, 0, 1), (r − 1, s, 1, 1), (r, s, 1, 1), (r, s, 0, 1)) fu¨r r ungerade,
und
Ir,s1 =
{
((r, s− 1, 1, 4), (r, s− 1, 0, 4), (r, s, 0, 4), (r, s, 1, 4)) fu¨r s gerade,
((r, s− 1, 1, 2), (r, s− 1, 0, 2), (r, s, 0, 2), (r, s, 1, 2)) fu¨r s ungerade
mit r ∈ {2 − p, ..., n} und s ∈ {1 + p, ...,m}. Damit entsprechen die angegebenen
Stra¨nge der Reihe nach den Farben blau, rot, orange und gru¨n der Abbildung. Fu¨r die
Knoten am linken und oberen Rand mu¨ssen dann nur die ersten beiden Elemente des
entsprechenden Stranges entfernt und die beiden verbleibenden Elemente vertauscht
werden, damit die ersten Elemente der Stra¨nge fu¨r eine Gitterpartition auch in der
gleichen Partition der Einheitszelle liegen. Fu¨r die Knoten am rechten oder unteren
Rand genu¨gt die Entfernung der letzten beiden Elemente. Mit r ∈ {1, ...n} und s ∈
{1, ...,m} gilt
I1,s0 = ((1, s, 0, 1), (1, s, 1, 1)) ,
Ir,11 = ((r, 1, 1, 2), (r, 1, 0, 2)) ,
In+1,s0 =
{
((n, s, 0, 1), (n, s, 1, 1)) fu¨r n gerade,
((n, s, 0, 3), (n, s, 1, 3)) fu¨r n ungerade,
Ir,m+11 =
{
((r,m, 1, 2), (r,m, 0, 2)) fu¨r m gerade,
((r,m, 1, 4), (r,m, 0, 4)) fu¨r m ungerade.
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Es zeigt sich, dass fu¨r die horizontalen Kopplungen in Partition 0 und die vertikalen
Kopplungen in Partition 1 zwischen Knoten gleicher Farbe immer die ersten Elemente
der jeweiligen Stra¨nge sorgen. In den umgekehrten Fa¨llen, bei denen die horizontalen
Kopplungen der xr,s1 einen Spaltenindex und die vertikalen Kopplungen der x
r,s
0 einen
Zeilenindex u¨berspringen, wird das dritte Element des ersten und das zweite Element
des zweiten Qubitstrangs beno¨tigt. Bei den Knoten des linken und des oberen Ran-
des muss das zweite Element zur Kopplung benutzt werden. Des Weiteren treffen sich
in einer Einheitszelle immer, abgesehen von den Einheitszellen am linken und oberen
Rand, das Ende je eines horizontalen und vertikalen Strangs mit einem Anfang ei-
nes horizontalen und eines vertikalen. Darin ist kein sinnvolles Schema zu erkennen.
Jedoch ko¨nnen die Indizes des gekoppelten Qubits in der Einheitszelle aufgrund der
Zuru¨ckrechnung der Farbindizes direkt angegeben werden.
Letztendlich kann mit den Ergebnissen der vorherigen Abschnitte wie folgt zusammen-
gefasst werden:
Folgerung 3.11 Mit P = Pε(g, S˜, L) fu¨r ε > 0, g = (g0, g1) ∈ RV0∪V1 , S˜ ∈ R(V0∪V1)2
und Lv = |Iv| fu¨r alle v ∈ V
(
C ′′n,m
)
= V0 ∪ V1 gilt
min
{
c¯n,m(x) : x ∈ {0, 1}2nm+n+m
}
= min
{
1∑
p=0
n+1−p∑
r=1
m+p∑
s=1
((
gr,sp +
(|Ir,sp | − 1)P) |I
r,s
p |∑
k=1
qIr,sp,k
+
(−gr,sp − |Ir,sp |P) |I
r,s
p |−1∑
k=1
qIr,sp,kqI
r,s
p,k+1
)
+
n+1∑
r=1
m−1∑
s=1
Hr,s0 qIr,s0,1qIr,s+10,1
+
n∑
r=1
m−1∑
s=2
Hr,s1 qIr,s1,3qIr,s+21,2
+
n∑
r=1
Hr,11 qIr,11,2
qIr,31,2
+
n−1∑
r=1
m+1∑
s=1
Sr,s1 qIr,s1,1qIr+1,s1,1
+
n−1∑
r=2
m∑
s=1
Sr,s0 qIr,s0,3qIr+2,s0,2
+
m∑
s=1
S1,s0 qI1,s0,2
qI3,s0,2
+
n∑
r=1
m∑
s=1
4∑
l,k=1
j<k
U r,sj,kq
r,s
0,jq
r,s
1,k : q ∈ {0, 1}n×m×2×4
}
.
Dritte Kontraktion
Eine weitere mo¨gliche Kontraktion findet sich in Abbildung 27(b). Wo vorher Knoten
u¨ber Spalten hinweg kontrahiert wurden, geschah dies nun u¨ber Zeilen und umgekehrt.
Das heißt, formal wird der Knoten (r, s, p) aus dem vorhergehenden Abschnitt mit
p ∈ {0, 1}, r ∈ {1, ..., n+ 1− p} und s ∈ {1, ...,m + p} verschmolzen mit (r, s + 1, p)
fu¨r p = 0, wenn r und s ungerade oder wenn r und s gerade sind, dies entspricht den
roten und den blauen Knoten, oder mit (r + 1, s, p) fu¨r p = 1, wenn r gerade und
s ungerade oder wenn r ungerade und s gerade ist, welche die gru¨nen und orangen
Knoten darstellen. Hierbei ist zu beachten, dass die Knoten in den Ecken des Graphen
nicht mit einem anderen Knoten verschmolzen werden und daher ihre Qubitstra¨nge
im Chimera-Graphen die La¨nge 2 behalten. Die weiteren Knoten im Rand verdoppeln
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(a) Qubitstra¨nge im Chimera-Graphen C zu C ′′′2
x1,1
x2,2
x1,3
x2,4
x3,1
x4,2
x3,3
x4,4
x1,2
x2,1
x3,2
x4,1
x1,4
x2,3
x3,4
x4,3
(b) Minor C ′′′
Abb. 27: Dritte Kontaktion
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ihre Strangla¨nge auf 4 und die inneren Knoten auf 8. Wie in 27(a) zu sehen ist, fu¨gen
sich damit die Stra¨nge der inneren Knoten zu Kreisen zusammen. Durch diese Struktur
vera¨ndert sich das Verha¨ltnis der Zahl der Kanten zu der der Knoten und U¨berlegungen
wie im vorherigen Abschnitt mu¨ssten entsprechend angepasst werden. Jedoch ist es bei
einem Kreis mo¨glich eine Kante durch Nullsetzung ihrer Sta¨rke herauszunehmen und
fu¨r den restlichen Strang die U¨berlegungen von vorher zu u¨bernehmen.
Der Graph C ′′′ ist auch symmetrisch und seine Knoten haben einen Ausgangsgrad von
12. Ausgehend von 8mn Knoten in Cn,m, besitzt dieser Graph nur noch (n+ 1)(m+ 1)
Knoten. Er entha¨lt u¨ber all diesen Knoten wieder einen Gittergraphen Ln+1,m+1, in
dessen Gittermaschen auch die diagonalen Kanten vorhanden sind. Die Knoten be-
sitzen zudem horizontale und vertikale Kanten, die jeweils einen Punkt im Gitter
u¨berspringen. Durch die Kontraktion haben sich nun zahlreiche Cliquen u¨ber fu¨nf Kno-
ten gebildet, wobei sich jeder innere Knoten in genau 5 solcher Cliquen befindet.
Die Partitionen des vorigen Abschnittes sind bei diesem Graphen u¨berflu¨ssig geworden,
daher werden seine Knoten nur anhand der Gitterstruktur mit V = {1, ..., n + 1} ×
{1, ...,m + 1} indiziert und mit den bina¨ren Variablen x ∈ {0, 1}(n+1)×(m+1) versehen.
Die Kanten des Graphen sind E
(
C ′′′n,m
)
= EU ∪ EH ∪ ES mit
EU ={{(r, s), (r + 1, s+ 1)}, {(r + 1, s), (r, s+ 1)} : r ∈ {1, ..., n}, s ∈ {1, ...,m}},
EH ={{(r, s), (r, s+ 1)} : r ∈ {1, ..., n+ 1}, s ∈ {1, ...,m}}
∪ {{(r, s), (r, s+ 2)} : r ∈ {1, ..., n+ 1}, s ∈ {1, ...,m− 1}},
ES ={{(r, s), (r + 1, s)} : r ∈ {1, ..., n}, s ∈ {1, ...,m+ 1}}
∪ {{(r, s), (r + 1, s)} : r ∈ {1, ..., n}, s ∈ {1, ...,m+ 1}}.
Damit la¨sst sich das entsprechende QUBO mit der Zielfunktion
¯¯cn,m(x) = ¯¯c
g
n,m(x) +
¯¯c Un,m(x) +
¯¯c Hn,m(x) +
¯¯c Sn,m(x)
aufstellen, wobei
¯¯c gn,m(x) +
¯¯c Un,m(x) =
n+1∑
r=1
m+1∑
s=1
gr,sxr,s +
n∑
r=1
m∑
s=1
(
U1r,sxr,sxr+1,s+1 + U
2
r,sxr+1,sxr,s+1
)
,
¯¯c Hn,m(x) =
n+1∑
r=1
m∑
s=1
H1r,sxr,sxr,s+1 +
n+1∑
r=1
m−1∑
s=1
H2r,sxr,sxr,s+2,
¯¯c Sn,m(x) =
n∑
r=1
m+1∑
s=1
S1r,sxr,sxr+1,s +
n−1∑
r=1
m+1∑
s=1
S2r,sxr,sxr+2,s
fu¨r g ∈ R(n+1)×(m+1), U ∈ Rn×m×2, H1 ∈ R(n+1)×m, H2 ∈ R(n+1)×(m−1), S1 ∈ Rn×(m+1)
und S2 ∈ R(n−1)×(m+1) ist. Damit ergeben sich insgesamt 6nm+m+n−2 Kopplungen.
Die Stra¨nge im Chimera-Graphen des vorherigen Abschnittes ko¨nnen zum Teil u¨ber-
nommen werden. So gilt beispielsweise fu¨r die Knoten in den Ecken des Graphen
I1,1 = ((1, 1, 0, 2), (1, 1, 1, 2)) ,
I1,m+1 = ((1,m, 0, j), (1,m, 1, j))
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mit j = 1, wenn m ungerade ist und j = 2 sonst,
In+1,1 = ((n, 1, 0, j), (n, 1, 1, j))
mit j = 2, wenn n gerade ist und j = 3 sonst, und
In+1,m+1 = ((n,m, 0, j), (n,m, 1, j))
mit j = 2, wenn n und m gerade sind, j = 4, wenn n und m ungerade sind, j = 1,
wenn n gerade und m ungerade ist und j = 3 sonst. Fu¨r die Stra¨nge der La¨nge vier
am Rand des Chimea-Graphen gilt fu¨r r ∈ {2, ..., n} und s ∈ {2, ...,m}
Ir,1 = ((r − 1, 1, 0, j), (r − 1, 1, 1, j), (r, 1, 1, j), (r, 1, 0, j))
mit j = 3, wenn r gerade ist und j = 2 sonst,
I1,s = ((1, s− 1, 1, j), (1, s− 1, 0, j), (1, s, 0, j), (1, s, 1, j))
mit j = 1, wenn r gerade und j = 3 sonst,
Ir,m+1 = ((r − 1,m, 0, j), (r − 1,m, 1, j), (r,m, 1, j), (r,m, 0, j))
mit j = 3, wenn m und r gerade sind, j = 1, wenn m und r ungerade sind, j = 2, wenn
m gerade und r ungerade ist und j = 4 sonst, und
In+1,s = ((n, s− 1, 1, j), (n, s− 1, 0, j), (n, s, 0, j), (n, s, 1, j))
mit j = 1, wenn n und s gerade sind, j = 3, wenn n und s ungerade sind, j = 2, wenn
n gerade und s ungerade ist und j = 4 sonst. Mit
Ir,s =
(
(r − 1, s− 1, 1, j), (r − 1, s− 1, 0, j), (r − 1, s, 0, j), (r − 1, s, 1, j),
(r, s, 1, j), (r, s, 0, j), (r, s− 1, 0, j), (r, s− 1, 1, j)
)
und j = 4, wenn r und s gerade sind, j = 2, wenn r und s ungerade sind, j = 1, wenn
r ungerade und s gerade ist und j = 3 sonst, ko¨nnen letztendlich die Qubitstra¨nge
der La¨nge acht fu¨r die inneren Knoten mit r ∈ {2, ..., n} und s ∈ {2, ...,m} aufgestellt
werden.
Zur Vereinfachung der Zielfunktionen seien Indexmengen
Or,s ∈ ({1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4})8
fu¨r alle r ∈ {1, ..., n+ 1} und s ∈ {1, ...,m+ 1} definiert. Diese ko¨nnen mit
Or,s =

Ir,s fu¨r |Ir,s| = 8,(←→
Ir,s, Ir,s
)
fu¨r |Ir,s| = 4,(←→
Ir,s, Ir,s,
←→
Ir,s, Ir,s
)
fu¨r |Ir,s| = 2
gebildet werden, wobei
←→
Ir,s das Tupel darstellt, bei dem die Elemente von hinten nach
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vorn getauscht wurden. Da die Qubitstra¨nge zu Ir,1 und Ir,m+1 mit r ∈ {2, ..., n} nicht
wie alle anderen in der Partition 1 beginnen, werden hier noch weitere Vertauschungen
eingebaut. Daher seien fu¨r diese
Or,1 =
(
(r − 1, 1, 1, j), (r − 1, 1, 0, j), (r − 1, 1, 0, j), (r − 1, 1, 1, j),
(r, 1, 1, j), (r, 1, 0, j), (r, 1, 0, j), (r, 1, 1, j)
)
,
Or,m+1 =
(
(r − 1,m, 1, j)(r − 1,m, 0, j), (r − 1,m, 0, j), (r − 1,m, 1, j),
(r,m, 1, j), (r,m, 0, j), (r,m, 0, j), (r,m, 1, j)
)
.
Durch diese Vervielfa¨ltigung ko¨nnen nun die Elemente der Stra¨nge, die an einer Kopp-
lung der entsprechenden logischen Knoten beteiligt sind, ohne Ausnahmen am Rand
bestimmt werden: So lassen sich beispielsweise die horizontalen Kopplungen zwischen
Knoten gleicher Farbe u¨ber die Strangelemente 5 und 7 realisieren. Damit ergibt sich
Folgerung 3.12 Fu¨r P = Pε(g, S˜, L) mit ε > 0, g ∈ R(n+1)×(m+1), S˜ ∈ R((n+1)×(m+1))2
und Lv = |Iv| fu¨r alle v ∈ V
(
C ′′′n,m
)
gilt
min
{
¯¯cn,m(x) : x ∈ {0, 1}(n+1)×(m+1)
}
= min
{
n+1∑
r=1
m+1∑
s=1
(
(gr,s + (|Ir,s| − 1)P )
|Ir,s|∑
k=1
qIr,sk + (−gr,s − |Ir,s|P )
|Ir,s|−1∑
k=1
qIr,sk qI
r,s
k+1
)
+
n+1∑
r=1
m∑
s=1
H1r,sqOr,s5 qOr,s+17
+
n+1∑
r=1
m−1∑
s=1
H2r,sqOr,s6 qOr,s+27
+
n∑
r=1
m+1∑
s=1
S1r,sqOr,s6 qOr+1,s4
+
n−1∑
r=1
m+1∑
s=1
S2r,sqOr,s5 qOr+2,s4
+
n∑
r=1
m∑
s=1
(
U1r,sqOr,s5 qOr+1,s+12
+ U2r,sqOr+1,s7
qOr,s+14
)
: q ∈ {0, 1}n×m×2×4
}
.
Weitere analoge symmetrische Kontraktionen im Graphen C ′′′ von Knoten gleicher Far-
be zwischen ganzen Zeilen oder Spalten sind nicht sinnvoll. Dies fu¨hrt nur dazu, dass die
entsprechenden Zeilen oder Spalten komplett kollabieren. Damit tritt keine Erho¨hung
des Ausgangsgrades der Knoten mehr auf, denn der entstandene Graph besitzt dieselbe
Struktur wie C ′′′. Geht man von einem begrenzten Chimera-Graphen aus, hat er je-
doch weniger Knoten als vorher. Andere Kontraktionen zwischen Knoten, selbst wenn
sie regelma¨ßig u¨ber den Graphen C ′′′ verteilt sind, ko¨nnen zwar den Ausgangsgrad
des entstandenen Knotens erho¨hen, jedoch verringern sie die U¨bersichtlichkeit stark,
weswegen an dieser Stelle keine weiteren Minoren von C ′′′ gezeigt werden.
3.3.3 Variationen
Die gezeigten Kontraktionen wie von C ′ zu C ′′ und C ′′′ lassen sich ebenso in den vorher
erwa¨hnten Graphen Lm,n[K4k] durchfu¨hren. Hier ko¨nnen bei der Verschmelzung u¨ber
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eine Spalte oder Zeile hinweg sogar bis zu k Knoten verwendet werden, da sie nur
entlang der Gitterstruktur, also in vier Richtungen, mo¨glich sind. Die entstehenden
Graphen sind jedoch kaum u¨berschaubar und werden daher hier ebenso nicht gezeigt.
Im Folgenden soll stattdessen noch auf ein weiteres Beispiel eingegangen werden. Dieses
stellt eine Variation des Graphen Lm,n[K4k] dar, mit dem Unterschied, dass zwischen
den Cliquen K4k nicht nur die parallelen Kanten der Knoten mit gleichen Nummer- und
Partitionsindizes sondern alle Kanten vorhanden sind. Das heißt, je zwei benachbarte
K4k-Zellen des Graphen bilden einen vollsta¨ndigen Graphen K8k. Dieser Graph soll mit
Vn,m[K4k] bezeichnet werden. In Abbildung 28 ist als Beispiel ein Ausschnitt u¨ber einem
drei mal drei Gitter der K4’s, also V3,3[K4], gezeigt. Im Gegensatz zur Darstellung von
Lm,n[K4] in Abbildung 19(b) wurden hier fu¨r die U¨bersichtlichkeit die Knoten einer
Zelle in einer Diagonalen dargestellt.
Dieser Graph besitzt wie Lm,n[K4] die 4nm Knoten {1, ..., n} × {1, ...,m} × {1, ..., 4}.
Die Zahl der horizontalen und vertikalen Kopplungen zwischen den Zellen erho¨ht sich
jeweils um 12 und es gilt E (Ln,m[K4]) = EU ∪ EH ∪ ES mit
EU = {{(r, s, j), (r, s, l)} : r ∈ {1, ..., n}, s ∈ {1, ...,m}, j < l ∈ {1, ..., 4}},
EH = {{(r, s, j), (r, s+ 1, l)} : r ∈ {1, ..., n}, s ∈ {1, ...,m− 1}, j, l ∈ {1, ..., 4}},
ES = {{(r, s, j), (r + 1, s, l)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m}, j, l ∈ {1, ..., 4}}.
Damit ergeben sich insgesamt 38nm− 16(n+m) Kanten im Graphen. Das zugeho¨rige
x1,11
x1,12
x1,13
x1,14
x2,11
x2,12
x2,13
x2,14
x3,11
x3,12
x3,13
x3,14
x1,21
x1,22
x1,23
x1,24
x2,21
x2,22
x2,23
x2,24
x3,21
x3,22
x3,23
x3,24
x1,31
x1,32
x1,33
x1,34
x2,31
x2,32
x2,33
x2,34
x3,31
x3,32
x3,33
x3,34
Abb. 28: Vn,m[K4]
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QUBO la¨sst sich analog zu c¯n,m aus (XXV) aufstellen mit
vn,m(x) = v
g
n,m(x) + v
U
n,m(x) + v
H
n,m(x) + v
S
n,m(x)
und
vgn,m(x) + v
U
n,m(x) =
n∑
r=1
m∑
s=1
(
4∑
j=1
gr,sj x
r,s
j +
4∑
j,l=1
l>j
U r,sj,l x
r,s
j x
r,s
l
)
,
vHn,m(x) =
n∑
r=1
m−1∑
s=1
4∑
j,l=1
Hr,sj,l x
r,s
j x
r,s+1
l ,
vVn,m(x) =
n−1∑
r=1
m∑
s=1
4∑
j,l=1
Sr,sj,l x
r,s
j x
r+1,s
l ,
wobei weiterhin g ∈ Rn×m×4 und U ∈ Rn×m×4×4 sind. Nur H ∈ Rn×(m−1)×4×4 und
S ∈ R(n−1)×m×4×4 wurden entsprechend erweitert.
Die Symmetrie und die Gitterstruktur des Graphen Vn,m[K4] sprechen fu¨r eine gute
Einbettungsmo¨glichkeit in den Chimera-Graphen. Jedoch mu¨ssen hierbei die folgen-
den Dinge beachtet werden. Fu¨r die Erstellung dieses Graphen u¨ber Kontraktionen
im Chimera-Graphen wird zuna¨chst von einem vollsta¨ndigen Graphen mit vier Kno-
ten ausgegangen. Dieser kann in einer Einheitszelle, wie vorher gezeigt, durch Koppeln
je zweier Knoten aus unterschiedlichen Partitionen hergestellt werden. Vier weitere
solcher Cliquen mu¨ssen in den umliegenden Einheitszellen so platziert werden, dass
2
1
2
1
2
1
2
1
2
2
2
2
3
3
3
3
1 1 1 1
3 3 3 3
nach
oben
nach
links
nach
rechts
nach
unten
M + r − 2
M + r − 1
M + r
2s 2s + 1
Irs1
Irs2
Irs3
Irs4
Jrs1 J
rs
2 J
rs
3 J
rs
4
Abb. 29: Qubitstra¨nge in T-Form
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jede mit der zentralen gekoppelt werden kann. Das heißt in diesem Fall, dass zwischen
zwei dieser Einheitszellen 16 Kanten entstehen mu¨ssen. Dies ist nur u¨ber eine weitere
Einheitszelle, wie im Falle des vollsta¨ndigen Graphen mit 8 Knoten, mo¨glich. Dabei
werden die Stra¨nge der einen Clique in die horizontale Partition und die Stra¨nge der
anderen in die vertikale Partition dieser zusa¨tzlichen Zelle verla¨ngert. Dieses Prinzip
muss nun fu¨r noch drei weitere Zellen mit je einer weiteren Kopplungszelle im um-
liegenden Graphen fortgefu¨hrt werden. Wu¨rden die Einheitszellen in einer
”
+“-Form
zusammengefasst, ko¨nnten sie nicht entsprechend nah genug an- und aufeinander ge-
legt werden, um diese Bedingung zu erfu¨llen, ohne weitere Einheitszellen hinzunehmen
zu mu¨ssen. Jedoch bietet sich beispielsweise die Mo¨glichkeit an, die Qubitstra¨nge in
einer auf die Seite gelegten T-Form anzulegen. Dies ist in Abbildung 29 gezeigt. Dabei
zeigt die graue Unterlegung die zentrale Einheitszelle an. Die versta¨rkten schwarzen
Kopplungen zeigen die Richtungen an, an denen die angrenzenden T-Strukturen im
Gitter angeordnet sind.
Wie mehrere dieser T-Strukturen im Chimera-Graphen angeordnet sind, zeigt Abbil-
dung 30. Hier wurden die Knoten, die von einer Einheitszelle ausgehen, in der gleichen
Farbe markiert. Die grau unterlegte Fla¨che zeigt die beno¨tigten Einheitszellen zur Bil-
dung eines drei mal drei Gitters an. Es sind insgesamt 23 Einheitszellen. Allgemein zeigt
sich, dass fu¨r alle Zellen in Vn,m[K4], außer denen am rechten Rand des Gitters, jeweils
genau drei horizontal benachbarte Einheitszellen im Chimera-Graphen beno¨tigt wer-
den, welche diagonal versetzt angeordnet sind. Fu¨r die Zellen am rechten Rand werden
nur jeweils zwei weitere Einheitszellen beno¨tigt, bis auf die Zelle in der rechten unte-
ren Ecke, welche sogar nur noch eine weitere Einheitszelle besetzt. Damit ergeben sich
Abb. 30: Qubitstra¨nge im Chimera-Graphen C zu Vn,m[K4]
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insgesamt 3mn− (n + 1) Einheitszellen. Diese liegen aufgrund des versetzten Schach-
brettmusters der zentralen Einheitszellen in einem Chimera-Graphen mit mindestens
n+m− 1 Zeilen und n+ 2(m− 1) Spalten. Jedoch kann hier die Gitterstruktur meist
um Gitterpunkte erweitert werden, die keine ganze Zeile oder Spalte fu¨llen.
Die Zelle (1, 1) mit den vier Knoten in der linken oberen Ecke des Graphen Vn,m[K4]
besitzt bei der Einbettung in den Chimera-Graphen (m, 1) als zentrale Einheitszelle.
Davon ausgehend verteilen sich die weiteren zentralen Einheitszellen in einem gleich-
ma¨ßigen Muster: (m + r − 1, 2s + r − 2) fu¨r r ∈ {1, ..., n} und s ∈ {1, ...,m}. Sofern
beno¨tigt, also wenn die Zelle nicht am Rand von Vn,m[K4] liegt, schließen sich die wei-
teren beno¨tigten Einheitszellen an die zentrale an. Dabei ergibt sich fu¨r jeden Knoten
(r, s, j) ∈ {1, ..., n} × {1, ...,m} × {1, ..., 4} des Graphen eine Qubitmenge, die aus je
zwei Qubitstra¨ngen
Ir,sj , J
r,s
j ∈ ({1, ..., n+m− 1} × {1, ..., n+ 2(m− 1)} × {0, 1} × {1, ..., 4})3
besteht, wobei Ir,sj den horizontalen Teil und J
r,s
j den vertikalen Teil beschreibt. Damit
ergibt sich
Ir,sj,k = (m+ r − 1, 2s+ r + k − 3, 0, j),
Jr,sj,k = (m+ r + k − 3, 2s+ r − 2, 1, j)
fu¨r k = 1, 2, 3. U¨ber Ir,sj,1 und J
r,s
j,2 sind diese also zu der T-Form verbunden. Am Rand
des Graphen ko¨nnen einige der Elemente dieser Stra¨nge wegfallen: In der ersten Zeile
des Graphen entfa¨llt von den vertikalen Stra¨ngen der Teil oberhalb der zentralen Ein-
heitszellen und in der ersten Spalte der unterhalb. Die horizontalen Stra¨nge werden
dagegen nur in der letzten Spalte verku¨rzt.
Deswegen soll mit Lr,s ∈ N die Anzahl der Qubits in der Qubitmenge, die einem
logischen Knoten aus der Zelle (r, s) zugeordnet ist, angegeben werden. Dabei sind
L1,1 = L1,m = Ln,m = 4, Lr,1 = L1,s = 5 fu¨r r ∈ {2, ..., n} und s ∈ {2, ...,m − 1} und
Lr,m = 5 fu¨r r ∈ {2, ..., n − 1}. Fu¨r r ∈ {2, ..., n} und s ∈ {2, ...,m − 1} gilt hinge-
gen Lr,s = 6. Damit la¨sst sich nun ebenfalls das in den Chimera-Graphen eingebettete
QUBO formulieren. Dabei werden die obigen Definitionen fu¨r I und J verwendet, ob-
wohl sie Einheitszellen betreffen ko¨nnen, die nicht direkt zur Einbettung des Graphen
geho¨ren oder sogar u¨ber den Chimera-Graphen hinausragen. Diese Indizes werden je-
doch in der Summation nicht angesprochen und dienen nur dazu, die Reihenfolge der
Strangelemente zu erhalten.
Folgerung 3.13 Fu¨r P = Pε(g, S˜, L) mit ε > 0, g ∈ Rn×m×4, S˜ ∈ R(n×m×4)2 und
Lv = L
r,s fu¨r alle v = (r, s, j) ∈ V (Vn,m[K4]) gilt mit
min
{
vn,m(x) : x ∈ {0, 1}n×m×4
}
= min
{
n∑
r=1
m∑
s=1
4∑
j=1
( (
gr,sj + (L
r,s − 1)P) (qIr,sj,1 + qJr,sj,2)+ (−gr,sj − Lr,sP) qIr,sj,1 qJr,sj,2)
+
n∑
r=1
m−1∑
s=1
4∑
j=1
( (
gr,sj + (L
r,s − 1)P) qIr,sj,3 + (gr,s+1j + (Lr,s+1 − 1)P) qJr,s+1j,3
+
(−gr,sj − Lr,sP) qIr,sj,2 qIr,sj,3 + (−gr,s+1j − Lr,s+1P) qJr,s+1j,2 qJr,s+1j,3 )
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+
n−1∑
r=1
m∑
s=1
4∑
j=1
( (
gr,sj + (L
r,s − 1)P) qIr,sj,2 + (gr+1,sj + (Lr+1,s − 1)P) qJr+1,sj,1
+
(−gr,sj − Lr,sP) qIr,sj,1 qIr,sj,2 + (−gr+1,sj − Lr+1,sP) qJr+1,sj,1 qJr+1,sj,2 )
+
m−1∑
s=1
4∑
j=1
( (
gn,sj + (L
n,s − 1)P) qIn,sj,2 + (−gn,sj − Ln,sP) qIn,sj,1 qIn,sj,2 ) (∗)
+
n∑
r=1
m∑
s=1
4∑
j,k=1
j<k
U r,sj,kqIr,sj,1 qJ
r,s
k,2
+
n∑
r=1
m−1∑
s=1
4∑
j,l=1
Hr,sj,l qIr,sj,3 qJr,s+1l,3
+
n−1∑
r=1
m∑
s=1
4∑
j,l=1
Sr,sj,l qIr,sj,2 qJr+1,sl,1
: q ∈ {0, 1}(n+m−1)×(n+2m−2)×2×4
}
.
Der Summand (∗) wird hierbei beno¨tigt, da die Zellen in der letzten Zeile des Graphen
Vn,m[K4] zwar keine weiteren Kopplungen nach unten besitzen, aber die angesprochenen
Einheitszellen zwischen den zentralen Einheitszellen und denen, die fu¨r die Kopplungen
nach rechts verantwortlich sind, liegen und daher ebenfalls mit den entsprechenden
Gewichten und Sta¨rken der sie durchlaufenden Stra¨nge versehen werden mu¨ssen.
Analog zu Ln,m[K4k], kann das Prinzip von Vn,m[K4] auch auf Vn,m[K4k] erweitert wer-
den: Statt einer einzelnen zentralen Einheitszelle werden nun k mal k Einheitszellen zu
einem vollsta¨ndigen Graphen mit 4k logischen Knoten zusammengefasst. Deren Qubit-
stra¨nge werden ebenso erweitert, wie im Teilabschnitt Erste Kontraktion von 3.3.2
gezeigt wurde. U¨ber diese zentralen Zellen hinweg wird die T -fo¨rmige Struktur in die
angrenzenden Einheitszellen ausgeweitet. Sie umfasst nun k-mal so viele Zeilen und
Spalten wie bei Vn,m[K4]. Durch die gleiche An- und U¨bereinanderlegung dieser T ’s
ko¨nnen die fu¨r Vn,m[K4k] beno¨tigten Kopplungen erreicht werden. Damit beno¨tigt die-
ser Graph einen Chimera-Graphen mit mindestens k(n+m−1) Zeilen und k(n+2m−2)
Spalten.
Es existiert eine Vielzahl weiterer Varianten symmetrischer und nichtsymmetrischer
Kontraktionen, die hier nicht im Einzelnen vorgestellt werden sollen und ko¨nnen. Denn
die Zahl der Minoren des Chimera-Graphen C ist natu¨rlich unendlich. Selbst fu¨r einen
begrenzten Chimera-Graphen sind die Mo¨glichkeiten zusammenha¨ngende Teilgraphen
zur Kontraktion zu wa¨hlen unu¨berschaubar. Allgemein spielen dabei jedoch Minoren
eines auf n Zeilen und m Spalten begrenzten Chimera-Graphen keine Rolle, deren
Knotenzahl kleiner ist als 4 min(n,m). Deren Graph kann u¨ber die Einbettung des
vollsta¨ndigen Graphen besser realisiert werden. Fu¨r einen beliebigen Ausgangsgraphen,
insbesondere fu¨r einen der keine Symmetrie oder Gitterstruktur aufweist, muss immer
im Einzelfall eine mo¨gliche Einbettung in den Chimera-Graphen gefunden werden.
Ist der Graph begrenzt, so kann dies ein schweres Problem darstellen, wie bereits
im vorherigen Abschnitt gezeigt wurde. Aufgrund der gezeigten Strukturen liegt es
daher nahe, bei Berechnungen auf der D-Wave-Maschine QUBOs zu betrachten, die in
ihrem Interaktionsgraphen eine Art Gitterstruktur aufweisen. Beispiele dazu werden
im Abschnitt 3.4.2 gezeigt.
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3.3.4 Zusammenfassung
Auf der vorhergehenden Doppelseite wurden noch einmal die gefundenen Minoren und
eine Tabelle mit den dazugeho¨rigen Kennzahlen gezeigt. Es gibt einige Unterschiede
bezu¨glich der Eigenschaften, weshalb immer je nach Problemstellung der entsprechende
Graph gewa¨hlt werden muss. Die Liste der mo¨glichen Minoren ist dabei keineswegs
vollsta¨ndig und ko¨nnte durch unza¨hlige mo¨gliche Reduktionen im Chimera-Graphen
weiter erga¨nzt werden. Jedoch zeigt sich deutlich, dass die Klasse der Graphen, die gut,
das heißt u¨ber mo¨glichst wenige Einheitszellen, in den Chimera-Graphen einzubetten
sind, doch sehr speziell ist. Daher ist es unwahrscheinlich, dass sich zu diesen Problemen
direkt ein praktischer Bezug herstellen la¨sst.
Die Tabelle liefert zudem die Schranken an die Gro¨ße der einbettbaren Minoren. Auf
dem aktuellen D-Wave-Chip mit 12 mal 12 Einheitszellen lassen sich daher nur die
folgenden gro¨ßtmo¨glichen Minoren darstellen:
L12,12[K4,4] = C12,12, L12,12[K4], V12,1[K4], V10,2[K4], V8,3[K4], V6,4[K4].
L6,6[K8,8], L6,6[K8], V6,1[K8], V4,2[K8],
L4,4[K12,12], L4,4[K12], V4,1[K12], V2,2[K12],
L3,3[K16,16], L3,3[K16], V3,1[K16],
L2,2[K24,24], L2,2[K24], V2,1[K24],
K48,48, K48,
Dies wu¨rde natu¨rlich nur fu¨r solche Chips, die keine Produktionsfehler aufweisen, gel-
ten. Durch das Fehlen einiger Qubits und Kopplungen ko¨nnen diese Graphen mo¨gli-
cherweise nicht vollsta¨ndig einbettet werden.
Die Aufstellung der QUBOs und deren Umformulierung zu Chimera-QUBOs fu¨r die
gezeigten Minoren des vorigen Abschnittes verlief immer nach dem gleichen Muster.
Die im Folgenden noch einmal zusammengefassten Schritte liefern einen allgemeinen
Implementationsweg und ko¨nnen ebenso fu¨r die Betrachtung weiterer Minoren ange-
wandt werden: Zuna¨chst wurde eine passende Indizierung der Knoten des Minoren
gesucht und damit die Knoten- und Kantenmengen formuliert. Insbesondere wenn der
Graph eine Gitterstruktur entha¨lt, erleichtert dies den na¨chsten Schritt: die Zuordnung
von zusammenha¨ngenden Qubitmengen, meist Stra¨ngen, zu jedem einzelnen Knoten.
Dazu wurden Einbettungsfunktionen
I : V → ({1, ..., n} × {1, ...,m} × {0, 1} × {1, ..., 4})d
aufgestellt, die eine geordnete Menge an Qubitindizes einer entsprechenden Gro¨ße d
liefern. Sie liefern die Relationen zwischen den Qubits und den Knotenindizes, wodurch
die Einbettung des Minoren in den Chimera-Graphen realisiert werden kann.
Im na¨chsten Schritt wurden die Gewichte des urspru¨nglichen QUBOs u¨bertragen. An-
hand der La¨nge der zugeho¨rigen Stra¨nge, des Gewichtes und der Sta¨rken der ausge-
henden Kanten, wie sie fu¨r die entsprechenden Funktionen σˇ und σˆ beno¨tigt werden,
ko¨nnen die Werte fu¨r die Qubits ermittelt werden. Nun muss weiterhin fu¨r jede Kante
im Graphen eine entsprechende Kopplung zwischen den Qubits gefunden werden. Das
heißt zu jedem gekoppelten Knotenpaar wird ein Paar von Qubitindizes gegeben. Diese
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ko¨nnen zum einen direkt angegeben werden, oder wenn die Struktur der Qubitstra¨nge
es zula¨sst, u¨ber Strangindizes, die ein bestimmtes Element des Qubitstrangs liefern.
Gezeigt wurde hierbei nur jeweils eine mo¨gliche Indizierung und Zuordnung zwischen
den Mengen.
3.4 Beispiele
3.4.1 Direkte Umsetzung
Fu¨r diese Beispiele gilt, besitzen sie als Ausgangsgraphen einen der gezeigten Minoren
des Chimera-Graphen, wie zum Beispiel den Gittergraphen, dann ko¨nnen sie mit den
entsprechenden Qubitstra¨ngen direkt eingebettet werden. Sind keine speziellen Eigen-
schaften des Ausgangsgraphen bekannt, so la¨sst sich das Problem auf die einfachste
Weise oft nur u¨ber die Einbettung eines vollsta¨ndigen Graphen realisieren. Dies wird
in den folgenden Abschnitten anhand der Beispiele aus Abschnitt 2.3.1 mit den De-
finitionen und Methoden aus 3.2.3 gezeigt. Fu¨r die Darstellung auf dem aktuellen
D-Wave-Chip du¨rfen die Graphen dieser Beispiele nur eine Knotenzahl von maximal
48 besitzen.
Stabile Menge
Ist ein Graph G = (V,E) mit |V | = n gegeben und nur die Gro¨ße seiner kardina-
lita¨tsmaximalen stabilen Menge gesucht, so kann fu¨r alle Gewichte g = −1 und fu¨r alle
Sta¨rken S = 2 gewa¨hlt werden. Mit n > 4 werden Qubitstra¨nge der La¨nge
⌈
n
4
⌉
+ 1 ≥ 3
beno¨tigt. Da hier keine negativen Sta¨rken vorhanden sind, gilt σˇ(v) = 0 fu¨r alle v ∈ V .
Weiterhin ist σˆ(v) = 2 |d(v)|. In einem Graphen, der nur aus isolierten Knoten be-
steht, ist die Suche nach einer stabilen Menge trivial. Daher kann die Nachbarschaft
mindestens zweier Knoten angenommen werden, womit σˆ(v) ≥ 2 fu¨r mindestens ein
v ∈ V und so max{min{1, σˆ(v)} : v ∈ V } = 1 gilt. Somit ist nach Folgerung 3.2
P = 2 ausreichend groß und die entsprechenden Gewichte und Sta¨rken der Qubits in
den Qubitstra¨nge ergeben sich nach (XXII) mit
g¯ = −1 + 2 ⌈n
4
⌉
,
S¯ = −1− 2 ⌈n
4
⌉
fu¨r alle Knoten des Graphen. Die Lo¨sung des Chimera-QUBOs entspricht damit einer
stabilen Menge von G und fu¨r die Stabilita¨tszahl α(G) folgt:
Folgerung 3.14 Mit I und O, wie in Abschnitt 3.2.2 fu¨r die Einbettung des vollsta¨n-
digen Graphen gegeben, gilt
α(G) = −min
{∑
v∈V
((−1 + 2 ⌈n
4
⌉) dn4 e+1∑
k=1
qIv,k −
(
1 + 2
⌈
n
4
⌉) dn4 e∑
k=1
qIv,kqIv,k+1
)
+
∑
{v,w}∈E
2qOv,wqOw,v : q ∈ {0, 1}n×(d
n
4 e+1)
}
.
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v a b c d
gv −2 1 4 3
σˇ(v) −4 −8 −10 −6
σˆ(v) 8 6 2 0
−gv − σˇ(v) 6 7 6 3
(fu¨r P = 8)
g¯v
S¯v
6 9 12 11
−14 −17 −20 −19
(a) Einbettungswerte
a
b
d
c
6
6
-14
9
9
-17
12
12
-20
11
11
-19
6
-4
-8
-2
2
(b) Stra¨nge in Einheitszelle
Abb. 33: Einbettung zu Beispielgraph aus Abbildung 5
Maximaler Schnitt
Gegeben ist ein ungerichteter Graph G = (V,E) mit |V | = n und der Bewertungs-
funktion S : E → R. Wie im Abschnitt 2.3.1 gezeigt, ergeben sich damit fu¨r das
entsprechende Max-Cut-QUBO die Gewichte
gv = −
∑
w∈d(v)
Sv,w
fu¨r alle Knoten v ∈ V und die Sta¨rken 2Sv,w fu¨r alle Kanten {v, w} aus E. Damit gilt
σˇ(v) + σˆ(v) =
∑
w∈d(v)
(Sv,w − |Sv,w|) +
∑
w∈d(v)
(Sv,w + |Sv,w|) = −2gv
und gv ist genau dann negativ, wenn |σˇ(v)| < σˆ(v) ist.
Hierfu¨r la¨sst sich bei der Bestimmung von P keine einfache Regel verallgemeinern,
daher wird das konkrete Beispiel aus Abbildung 5 aus Abschnitt 2.3.1 betrachtet. Der
gezeigte Graph umfasst nur vier Knoten und kann damit in einer einzelnen Einheitszelle
mit vier Qubitstra¨ngen der La¨nge 2, welche je ein Qubit einer vertikalen und einer
horizontalen Partition umfassen, eingebettet werden. In der Tabelle in Abbildung 33
sind die no¨tigen Werte aufgefu¨hrt, die nach Folgerung 3.2 zur Bestimmung von P
beno¨tigt werden. Es zeigt sich, dass P > 7 gewa¨hlt werden muss. Die entsprechende
Einbettung in eine Einheitszelle ist in Abbildung 33(b) gezeigt.
Allgemein gilt fu¨r ein Max-Cut-QUBO:
Folgerung 3.15 Fu¨r P = Pε
(
S1V , 2S,
(⌈
n
4
⌉
+ 1
)
1V
)
mit ε > 0 gilt fu¨r einen Graphen
G = (V,E) mit den Sta¨rken S ∈ RV×V und |V | = n u¨ber die Einbettung des vollsta¨n-
digen Graphenmit I und O, wie in Abschnitt 3.2.2 gegeben, dass
MaxCut(G,S) = −min
{∑
v∈V
(
−
∑
w∈d(v)
Sv,w +
⌈
n
4
⌉
P
) dn4 e+1∑
k=1
qIv,k
+
∑
v∈V
( ∑
w∈d(v)
Sv,w −
(⌈
n
4
⌉
+ 1
)
P
) dn4 e∑
k=1
qIv,kqIv,k+1
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+
∑
{v,w}∈E
2Sv,wqOv,wqOw,v : q ∈ {0, 1}n×(d
n
4 e+1)
}
.
Auch bei diesem Beispiel gilt, besitzt der Graph bereits eine Gitterstruktur oder ent-
spricht sogar einem Teilgraphen der vorher gezeigten Minoren, so ko¨nnen direkt deren
QUBO-Formulierungen verwendet werden. Hierbei werden die Sta¨rken und Gewich-
te eingesetzt, P ausgewa¨hlt und eventuell u¨berflu¨ssige Kanten durch Nullsetzen der
Sta¨rken aus dem QUBO entfernt.
3.4.2 Im Gittergraphen
Wie die Untersuchung der Minoren des Chimera-Graphen gezeigt hat, scheinen beson-
ders Probleme, deren QUBOs eine Gitterstruktur in ihrem Interaktionsgraphen aufwei-
sen, interessant sein, um die Fa¨higkeiten des Quantencomputers von D-Wave-Systems
zu evaluieren. Daher wird im Folgenden auf zwei Problemstellungen eingegangen, die
genau dies vorweisen. Die Graphenprobleme werden zwar direkt in Gittergraphen be-
trachtet, jedoch werden durch ihre U¨bertragung in ein QUBO vera¨nderte Interaktions-
graphen erhalten. Die zugrundeliegende Gitterstruktur bleibt aber erhalten, wodurch
sie mit den Minoren des Chimera-Graphen in Verbindung gebracht werden ko¨nnen.
Matching
In 2.3.1 wurde im Abschnitt zum Matching-Problem gezeigt, dass das entsprechende
QUBO als Interaktionsgraphen den Kantengraph des Ausgangsgraphen besitzt. Daher
ist nun die Frage, welche Graphen einen Minor oder Teilgraphen des Chimera-Graphen
als Kantengraph besitzen. Ob ein gegebener Graph ein Kantengraph ist, kann sogar
in linearer Zeit herausgefunden werden. Einen solchen Algorithmus zeigte N. Rousso-
poulos in [40]. L. Beineke ermittelte vorher in [41] genau neun minimale Graphen, die
keine Kantengraphen darstellen. Mit diesen ko¨nnen Kantengraphen ebenfalls charak-
terisiert werden: Induziert eine Teilmenge von Knoten einen dieser neun Graphen, dass
heißt, bilden sie und alle zwischen ihnen bestehenden Kanten genau diesen Graphen,
Abb. 34: K1,3
kann der Ausgangsgraph kein Kantengraph sein. Einer dieser mi-
nimalen Graphen ist der vollsta¨ndig bipartite Graph K1,3, wel-
cher in Abbildung 34 gezeigt ist. Dieser ist im Chimera-Graphen
sowie in allen gezeigten Minoren Ln
k
,m
l
[K4k,4l], Ln,m[K4k], C
′′
n,m,
C ′′′n,m und Vn,m[K4k] enthalten, da bei letzteren die Knoten einer
Farbe immer ein Gitter bilden. In einem solchen hat ein Kno-
ten, der nicht auf dem Rand liegt, sogar vier Nachbarn, die un-
tereinander jeweils nicht benachbart sind. Daher bilden all diese
Graphen nicht direkt den Kantengraph eines anderen Graphen.
Es ko¨nnten zwar Teilgraphen gesucht werden, in denen versucht wird die neun mi-
nimalen Graphen als induzierte Teilgraphen zu vermeiden. Jedoch ist dies, durch die
Vielzahl an Mo¨glichkeiten Kanten zu entfernen, zu aufwa¨ndig. Daher sollen nun direkt
Gittergraphen und deren Kantengraphen untersucht werden.
Die inneren Knoten eines Gittergraphen Ln,m besitzen jeweils genau vier Nachbar-
knoten. Bei der Konstruktion des Kantengraphs L(Ln,m) fu¨gen sich diese Kanten zu
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(a) Gitter Lnm (b) Kantengraph L (Lnm)
Abb. 35: Kantengraph des Gittergraphen
einer Clique zusammen. Da das gleiche ebenso fu¨r die Nachbarknoten zutrifft, sind die
Cliquen gitterartig verbunden. Dies ist in Abbildung 35 gezeigt. Dieser Graph weist
starke A¨hnlichkeiten mit dem erweiterten Teilgraphen L˜n,m von C
′′
n,m aus Abbildung
25 auf Seite 57 auf. Daher werden die Kanten des urspru¨nglichen Gittergraphen analog
in zwei Partitionen unterteilt: Wert 0 fu¨r die horizontalen Kanten und Wert 1 fu¨r die
vertikalen. Weiterhin werden sie mit der Zeile und der Spalte indiziert, weswegen also
E(Ln,m) = V (L(Ln,m))
=
{
(r, s, p) : p ∈ {0, 1}, r ∈ {1, ..., n− p}, s ∈ {1, ...,m− 1 + p}}
gilt. Im Gegensatz zur Darstellung von C ′′n,m fehlen jedoch einige Kanten. Das sind
zum einen jene horizontalen und vertikalen Kopplungen, die einen Index u¨berspringen,
womit gilt E(L(Ln,m)) = EU ∪ EH ∪ ES mit
EH =
{{(r, s, 0), (r, s+ 1, 0)} : r ∈ {1, ..., n}, s ∈ {1, ...,m− 2}},
ES =
{{(r, s, 1), (r + 1, s, 1)} : r ∈ {1, ..., n− 2}, s ∈ {1, ...,m}}.
Zum anderen fehlen die Diagonalen der Vierercliquen, die in EU kodiert sind. Daher
gilt hierfu¨r
EU = {{(r, s, 0), (r, s, 1)}, {(r, s, 0), (r, s+ 1, 1)}, {(r + 1, s, 0), (r, s, 1)},
{(r + 1, s, 0), (r, s+ 1, 1)} : r ∈ {1, ..., n− 1}, s ∈ {1, ...,m− 1}}.
Die Knoten werden mit den Variablen x0 ∈ {0, 1}n×(m−1) und x1 ∈ {0, 1}(n−1)×m
versehen. Nun kann auch das QUBO zu diesem Kantengraphen mit einer a¨hnlichen
Zielfunktion wie (XXVII) aufgestellt werden mit
`n,m(x) = `
g
n,m(x) + `
U
n,m(x) + `
H
n,m(x) + `
S
n,m(x).
Dabei sind die Summanden gegeben mit g0 ∈ Rn×(m−1), g1 ∈ R(n−1)×m, H ∈ Rn×(m−2)
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und S ∈ R(n−2)×m u¨ber
` gn,m(x) =
1∑
p=0
n−p∑
r=1
m−1+p∑
s=1
gr,sp x
r,s
p ,
` Hn,m(x) =
n∑
r=1
m−2∑
s=1
Hr,sxr,s0 x
r,s+1
0 ,
` Sn,m(x) =
n−2∑
r=1
m∑
s=1
Sr,sxr,s1 x
r+1,s
1 .
Weiterhin ist mit U ∈ R(n−1)×(m−1)×2×2
` Un,m(x) =
n−1∑
r=1
m−1∑
s=1
U r,s0,0x
r,s
0 x
r,s
1 + U
r,s
0,1x
r,s
0 x
r,s+1
1 + U
r,s
1,0x
r+1,s
0 x
r,s
1 + U
r,s
1,1x
r+1,s
0 x
r,s+1
1
=
n−1∑
r=1
m−1∑
s=1
1∑
p=0
1∑
t=0
U r,sp,tx
r+p,s
0 x
r,s+t
1 .
In der QUBO-Formulierung des kardinalta¨tsmaximalen Matchings aus 2.3.1 sind die
Gewichte der Kanten mit −1 und die Sta¨rken der Kanten im Kantengraph mit 2
gegeben, das heißt gr,sp = −1 und Hr,s = Sr,s = U r,st,p = 2 fu¨r alle entsprechenden p, r,
s und t. Fu¨r das gewichtsmaximale Matching sind die Gewichte stattdessen u¨ber die
Bewertungsfunktion gegeben mit ge = −Se und die Sta¨rken der Kanten mu¨ssen mit
einem entsprechenden Straffaktor versehen werden und ergeben P . Allgemein kann
damit fu¨r das Matching-Problem im Gittergraphen geschlussfolgert werden:
Folgerung 3.16 Fu¨r den Graphen Ln,m mit der Bewertungsfunktion S : E(Ln,m)→ R,
gilt mit P > max{0, Se : e ∈ E(Ln,m)}
MaxMatch(Ln,m, S) = −min
{
−
1∑
p=0
n−p∑
r=1
m−1+p∑
s=1
Sr,sp x
r,s
p + P
n∑
r=1
m−2∑
s=1
xr,s0 x
r,s+1
0
+ P
n−2∑
r=1
m∑
s=1
xr,s1 x
r+1,s
1 + P
n−1∑
r=1
m−1∑
s=1
1∑
p=0
1∑
t=0
xr+p,s0 x
r,s+t
1 :
x0 ∈ {0, 1}n×(m−1), x1 ∈ {0, 1}(n−1)×m
}
.
Aufgrund der zum Minor C ′′nm passenden Struktur des Kantengraphen, la¨sst sich auch
dementsprechend leicht aus Folgerung 3.11 das dazugeho¨rige Chimera-QUBO aufstel-
len. Die Ho¨he des Strafwertes kann wieder mit Pε(S, P1E(L(Ln,m)), L) fu¨r ε > 0 und
obigem P > max{0, Se : e ∈ E(Ln,m)} gefunden werden. Es gilt Le = |Ie| fu¨r al-
le e ∈ E (Ln,m) = V (L(Ln,m)) mit den entsprechenden Indexmengen I, wie fu¨r C ′′nm
definiert. Fu¨r die Knoten e mit Stra¨ngen der La¨nge 4 gilt daher Le − 2 = 2 = 12 |Ie|
und fu¨r die Knoten am Rand des Kantengraphen mit Stra¨ngen der La¨nge 2 ebenso
Le− 1 = 1 = 12 |Ie|, womit die Unterscheidung in den Strafbedingungen entfallen kann.
Da die Sta¨rken der Kanten auch hier wieder konstant und positiv mit P gegeben sind,
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gilt wie bei dem Beispiel der stabilen Menge, dass σˇ(e) = 0 und σˆ(e) ≥ P fu¨r alle
e ∈ E(Ln,m). Damit ist
max
{
0,min{0, Se, σˆ(e)}, Se1
2
|Ie| : e ∈ E(Ln,m)
}
= max
{
0, Se : e ∈ E(Ln,m)
}
< P.
Daher kann bei der Einbettung derselbe Strafwert verwendet werden und es gilt:
Folgerung 3.17 Fu¨r den Graphen Ln,m mit der Bewertungsfunktion S : E (Ln,m)→ R
gilt mit P > max{0, Se : e ∈ E (Ln,m)} und, dass
MaxMatch(Ln,m, S)
=−min
{
1∑
p=0
n−p∑
r=1
m−1+p∑
s=1
((−Sr,sp + (|Ir,sp | − 1)P) |I
r,s
p |∑
k=1
qIr,sp,k
+
(
Sr,sp − |Ir,sp |P
)|Ir,sp |−1∑
k=1
qIr,sp,kqI
r,s
p,k+1
)
+P
n∑
r=1
m−2∑
s=1
qIr,s0,1qIr,s+10,1
+ P
n−2∑
r=1
m∑
s=1
qIr,s1,1qIr+1,s1,1
+P
n−1∑
r=1
m−1∑
s=1
∑
p∈{1,4}
∑
t∈{1,4}
qr,s0,pq
r,s
1,t : q ∈ {0, 1}(n−1)×(m−1)×2×4
}
.
Diese Formulierung beno¨tigt daher fu¨r einen Gittergraphen der Gro¨ße n mal m einen
Chimera-Graphen mit mindestens n−1 Zeilen und m−1 Spalten. Das bedeutet, dieses
Problem kann nur bis zu einer Gro¨ße von 13× 13 Gitterpunkten auf der aktuellen D-
Wave-Maschine gerechnet werden.
In der NP-schweren Variante dieses Problems kommt eine Bedingung und damit die
Straffunktion p≥ aus (XII) hinzu. Diese erzeugt fu¨r jede Kante einen quadratischen
Term, der alle Kanten, die aus den Knoten der Kante herausgehen, mit einschließt. Im
Kantengraphen des Gittergraphen bedeutet dies, dass u¨ber allen Nachbarknoten eines
Abb. 36: Siebenerclique
Knotens eine Clique gebildet wird. Da ein Knoten,
der im Inneren dieses Graphen liegt, in zwei Vierer-
cliquen liegt, entsteht dadurch eine Siebenerclique, wie
sie in Abbildung 36 gezeigt ist. Diese sind aufgrund
der Verteilung der Vierercliquen im Graphen zum Teil
u¨bereinandergelagert. Das heißt, es wird eine Struktur
beno¨tigt die a¨hnlich zu Vn,m[K4] ist. Jedoch muss dabei
in jeder inneren Zelle dieses Graphen jeder Knoten mit
seinem A¨quivalent in einer der benachbarten Zelle ver-
schmolzen werden, wobei jede der vier Richtungen genau einmal verwendet werden
muss. Dadurch bilden diese verschmolzenen Knotenpaare die zentralen Knoten der
Siebenercliquen wie in der Abbildung. Da der entstehende Graph jedoch nur wenig
anschaulich ist, soll im Folgenden weder dieser gezeigt noch auf die konkrete Problem-
formulierung im Chimera-Graphen eingegangen werden. Jedoch kann diese bezu¨glich
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der Zahl der beno¨tigten Einheitszellen abgescha¨tzt werden: Jede der n− 2 mal m− 2
Vierercliquen, die im Inneren des Kantengraphen liegen, beno¨tigen eine Zelle von
Vn−2,m−2[K4]. Das heißt es wird mindestens ein Chimera-Graph mit n + m − 5 Zei-
len und n+ 2m− 8 Spalten beno¨tigt. Die fehlenden Knoten am Rand besetzen zudem
weitere Qubits. Daher wird die Zahl an Einheitszellen, die fu¨r die Einbettung dieses
Problems beno¨tigt wird, in O(n2 +m2 + nm) liegen.
Spannbaum
Auch bei der Suche nach einem aufspannenden Baum in einem Graphen G = (V,E)
musste nach Abschnitt 2.3.6 ein Graph u¨ber den Kanten gebildet werden. Hinzu ka-
men hierbei die Kanten des Dualgraphen, wodurch das Problem u¨ber 4|E| Variablen
aufgestellt werden konnte. Im Interaktionsgraphen entstehen dabei durch die Straf-
funktion (XIII) mehrere kleine Cliquen: u¨ber den sich kreuzenden Kanten und u¨ber
den ausgehenden Kanten jedes Knotens. Da diese entscheidend sind fu¨r die Einbet-
tungsmo¨glichkeit in den Chimera-Graphen, soll im Folgenden analysiert werden, wie
diese im zugeho¨rigen Interaktionsgraphen des Spannbaumproblems in einem Gitter-
graphen verteilt sind. In Abbildung 37(a) auf der folgenden Seite ist dazu zuna¨chst
ein Gittergraph, in gru¨n, und der zugeho¨rige Dualgraph, in rot, dargestellt. Es zeigt
sich, dass der Dualgraph von Ln,m mit n,m > 3 neben dem zusa¨tzlichen Wurzelknoten
ebenfalls einen Gittergraphen entha¨lt. Dieser hat die Gro¨ße (n− 1)× (m− 1).
In Abbildung 37(b) wurde der Interaktionsgraph aufgestellt, der zum QUBO des ein-
fachen Spannbaumproblems geho¨rt. Die gru¨nen Knoten zeigen dabei die Kanten des
Ausgangsgraphen und die roten die des dualen Graphen an. Außer zum Wurzelkno-
ten r∗ ergeben sich dabei zwischen zwei Knoten immer eine
”
+“- und eine
”
–“-Kante,
wobei
”
+“ fu¨r die vom linken zum rechten Knoten beziehungsweise vom oberen zum
unteren Knoten herauszeigende Kante im Gittergraphen und
”
–“ fu¨r die entsprechen-
de umgekehrte Kante steht. Die linken und oberen roten
”
–“-Knoten stehen fu¨r die
in den Wurzelknoten zeigenden Kanten des Dualgraphen. Da aus der Wurzel keine
Kanten hinauszeigen ko¨nnen, fehlen die entsprechenden
”
+“-Knoten der umgekehrten
Richtung.
Insgesamt zeigt sich, dass dieser Graph wie beim Matching-Problem gitterartig Vie-
rercliquen miteinander verbindet und damit ebenso einem Teilgraphen von C ′′ ent-
spricht. Demzufolge la¨sst sich die Zielfunktion des QUBOs analog zum vorherigen Ab-
schnitt aufstellen. Jedoch wird fu¨r die Suche nach einem Spannbaum im Gittergraphen
Ln,m aufgrund der Hinzunahme des Dualen der Graph L˜2(n−1),2(m−1) als Grundlage fu¨r
den Interaktionsgraphen beno¨tigt. Das bedeutet bei der Einbettung in den Chimera-
Graphen muss dieser mindestens eine Gro¨ße von 2(n− 1) Zeilen und 2(m− 1) Spalten
besitzen.
Wird nun eine NP-schwere Variante dieses Problems betrachtet, muss der gezeigte
Interaktionsgraph erweitert werden. Die einzige Variante bei der keine weiteren Kno-
ten hinzukommen, stellt die Suche nach einem Hamiltonpfad, also die zusa¨tzliche Be-
schra¨nkung des Eingangsgrades auf 1 durch die Straffunktion (XIV), dar. Dadurch
entsteht fu¨r jeden Knoten eine weitere Clique im Interaktionsgraphen. Eine solche ist
beispielhaft fu¨r einen Knoten in Abbildung 38 auf der Seite 81 gezeigt. Wie dabei fest-
gestellt werden kann, u¨berspannt diese die urspru¨nglich zum Knoten geho¨rende Clique.
Werden diese Kanten fu¨r jeden Knoten des Ausgangsgraphen hinzugefu¨gt, entsteht ein
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r∗
(a) Gitter Ln,m und dessen Duales
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
+ – + – + – + –
– + – + – + – +
(b) Interaktionsgraph zu Ln,m und seinem Dualen
Abb. 37: Spannbaumproblem im Gittergraphen
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Graph mit mehreren sich u¨berlappenden Cliquen. Dies ist in Abbildung 39 dargestellt.
Durch diese und die zusa¨tzlichen Knoten der Kanten des dualen Graphen sind hierbei
keine A¨hnlichkeiten zu den vorher gezeigten Minoren erkennbar. Daher kann an dieser
Stelle keine Einbettung in den Chimera-Graphen gezeigt werden.
Abb. 38: Zusa¨tzliche Kanten fu¨r einen Knoten bei Hamiltonpfadproblem
Abb. 39: Zusa¨tzliche Kanten im Interaktionsgraphen
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4 Satellitenzeitplanung
Insbesondere bei Weltraummissionen ist die Vorabplanung von essentieller Bedeutung.
Der erfolgreiche Betrieb eines Raumfahrzeuges ha¨ngt stark davon ab, wie gut des-
sen Komponenten zusammenarbeiten. Auch die Missionsziele und deren Erreichbarkeit
mu¨ssen evaluiert werden. Daher hat das DLR das Projekt
”
Virtueller Satellit“ geschaf-
fen, in dem viele unterschiedliche Disziplinen zusammengefu¨hrt werden. Dabei werden
unter anderem Simulationen zur geplanten Flugbahn des Satelliten durchgefu¨hrt. Bei
den mehrfachen Erdumrundungen ergeben sich Randbedingungen, unter denen der
Satellit dennoch seine Arbeit verrichten ko¨nnen muss.
Daraus la¨sst sich ein Optimierungsproblem aufstellen, welches im folgenden Abschnitt
na¨her betrachtet wird. Dabei wird grundsa¨tzlich der Problemdarstellung, wie sie in [42]
vorgestellt wird, gefolgt. Die darauffolgenden Modelle stellen Mo¨glichkeiten dar, dieses
zu vereinfachen. Zuna¨chst wird dafu¨r die Zeit diskretisiert. Anschließend wird eine
lineare Variante dieses Problems betrachtet. Zuletzt wird das Problem in ein QUBO
umgewandelt und dessen Gro¨ße abgescha¨tzt. Damit la¨sst sich die Lo¨sbarkeit mittels des
eingeschra¨nkten adiabatischen Quantenrechners von D-Wave Systems evaluieren. Am
Ende dieses Kapitels ist eine Zusammenfassung der kompakten formalen Darstellungen
aller Probleme zu finden.
4.1 Kontinuierliches Modell
4.1.1 Allgemeines
Die Satellitenmission ist fu¨r einen bestimmten Zeitraum angesetzt, beginnt also bei
Startzeit 0 und endet zu einem festen Zeitpunkt T ∈ R>0. Dabei umfliegt der Satellit
auf einer vorher definierten Bahn die Erde. Seine Aufgaben verrichtet der Satellit, in
dem er verschiedene Zusta¨nde einnimmt. Zu diesen geho¨ren beispielsweise das Laden
der Akkus oder Senden von Daten zu einer Bodenstation. Die Daten werden durch
verschiedene Experimente gesammelt, die der Satellit ausfu¨hren kann, wie zum Bei-
spiel Sternenbilder oder Sonnenflecken fotografieren. Ungu¨nstig aber mo¨glicherweise
notwendig dabei ist auch der Leerlauf. Damit ergibt sich eine endliche Menge von
Zusta¨nden, wie S = {Idle,Link,Charge,ExpI,ExpII}. Dabei kann von jedem Zustand
in einen anderen gewechselt werden. In der Realita¨t ist es auch mo¨glich, dass sich zwei
Zusta¨nde u¨berschneiden, wie gleichzeitiges Laden und Experimentieren. Im Folgenden
wird sich auf die vereinfachte Variante, dass der Satellit zu jedem Zeitpunkt nur genau
einen Zustand annehmen kann, beschra¨nkt. Ebenso wird eine Mindestdauer fu¨r einen
Zustand auf einen festen Wert ds ∈ R fu¨r alle s ∈ S festgelegt. Dies entspricht bei-
spielsweise Warmlauf- oder Hochfahrzeiten und gewa¨hrleistet, dass der Satellit nicht
zu viel zwischen den Zusta¨nden springt.
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Resultat der Optimierung soll am Ende ein Plan fu¨r den Satelliten sein, was zu welchen
Zeitpunkt ausgefu¨hrt wird. Das heißt, gesucht ist eine Abbildung P : S → P ([0, T ])
mit ⋃·
s∈S
⋃·
I∈P (s)
I = [0, T ]. (K1)
Dabei mu¨ssen alle Intervalle die Mindestdauer erfu¨llen:
t1 − t0 ≥ ds ∀[t0, t1] ∈ P (s) ∀s ∈ S. (K2)
Hierbei wird davon ausgegangen, dass der letzte Zustand vollsta¨ndig abgeschlossen
wird, also auch die Mindestdauer gelaufen ist. Das heißt fu¨r das s ∈ S mit [t0, T ] ∈ P (s)
gilt, dass t0 ≤ T−ds. Dies kann abgeschwa¨cht werden, indem t1 6= T bei (K2) gefordert
wird.
4.1.2 Umgebungsbedingungen
Bestimmte Zusta¨nde ko¨nnen u¨berhaupt erst angenommen werden, wenn einige Bedin-
gungen erfu¨llt sind. So kann der Akku nur geladen werden, wenn die Solarpanele ins
Sonnenlicht gedreht werden ko¨nnen und sich der Satellit nicht im Erdschatten befin-
det. Begibt er sich in einen bestimmten Bereich u¨ber einer Bodenstation, so ist es ihm
erst dann mo¨glich, Daten an diese zu senden. Daher ergibt sich fu¨r jeden Zustand eine
endliche Menge an disjunkten Zeitabschnitten aus dem Intervall [0, T ], in denen dieser
Zustand angenommen werden kann:
Bs =
Ks⋃·
k=1
Ik ⊂ 2[0,T ].
Damit muss fu¨r alle Zusta¨nde s ∈ S fu¨r die Funktion P gelten:
∀I ∈ P (s) ∃J ∈ Bs : I ⊆ J. (K3)
Dementsprechend ko¨nnen bereits vor der Optimierung alle Intervalle aus Bs ausge-
schnitten werden, die ku¨rzer als die Mindestdauer ds sind.
4.1.3 Gera¨tebedingungen
Der Satellit besitzt zudem einen Akku mit einer nach oben und unten begrenzten
Kapazita¨t Cmin, Cmax ∈ R≥0 mit Cmin < Cmax und eine Festplatte zum Speichern von
Daten, deren Gro¨ße ebenso begrenzt ist durch Mmin,Mmax ∈ R≥0 mit Mmin < Mmax.
Begonnen wird die Mission mit einem mit Kapazita¨t C0 ∈ [Cmin, Cmax] geladenem Akku
und einer Festplatte mit belegtem Speicher M0 ∈ [Mmin,Mmax] . Jeder Zustand zieht
oder erzeugt eine gewisse Lade- und Speicherkapazita¨t. Wa¨hrend Experimente Daten
auf die Festplatte laden, ko¨nnen durch das Senden zur Bodenstation Daten gelo¨scht
werden. Daraus ergeben sich konstante Raten cs,ms ∈ R mit
cs ≤ 0 ∀s ∈ S \ {Charge},
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cCharge > 0,
mExpI,mExpII > 0,
mLink < 0,
mCharge = mIdle = 0.
Wird beispielsweise u¨ber eine Dauer d ∈ R≥0 geladen, ergibt sich eine Erho¨hung des
Akkustandes um d · cCharge. Sinnvollerweise sollte daher auch fu¨r jeden Zustand s ∈ S
gelten
ds|cs| ≤ Cmax − Cmin,
ds|ms| ≤Mmax −Mmin.
Sollte das Systemmodell um weitere Zusta¨nde erweitert werden, ko¨nnen deren Kosten
analog gegeben werden.
Zu jedem Zeitpunkt muss aber nun gewa¨hrleistet sein, dass die Kapazita¨t nie unter
den Minimal- und nie u¨ber den Maximalwert tritt. Fu¨r alle t ∈ [0, T ] sind also die
folgenden Bedingungen einzuhalten:
Cmin ≤ C0 +
∑
s∈S
cs
∑
[t0,t1]∈P (s)
t1≤t
(t1 − t0) ≤ Cmax, (K4)
Mmin ≤M0 +
∑
s∈S
ms
∑
[t0,t1]∈P (s)
t1≤t
(t1 − t0) ≤Mmax. (K5)
Da eine A¨nderung der Summe erst bei einem Wechsel des Zustands auftritt, ko¨nnen
die Bedingungen auf die Intervallendpunkte t ∈ [0, T ] mit ∃s ∈ S ∃I ∈ P (s) : I = [t0, t]
begrenzt werden.
4.1.4 Ziele
Nun werden mo¨gliche Missionsziele in das Optimierungsproblem eingebracht. Diese
ko¨nnen stark variieren unter den zu beachtenden Aspekten und Anspru¨chen der ver-
schiedenen zusammenarbeitenden wissenschaftlichen Disziplinen. Im Gesamtkonzept
spielen beispielsweise auch die Lebensdauer der Bauteile eine Rolle, so dass beispiels-
weise der Akku nicht zu oft nur kurz geladen oder die Kamera nicht zu oft in der Sonne
benutzt werden soll, da diese sonst Schaden nehmen ko¨nnten. Die Wahl der Priorita¨ten
liegt dabei bei den verantwortlichen Ingenieuren. Im Folgenden werden verschiedene
Aspekte des Sammelns von Daten betrachtet.
Zum einen ist es mo¨glich, die Anforderungen an den Satelliten in Form von zusa¨tzlichen
Bedingungen einzubringen: Sollen beispielsweise zum Experiment I nicht mehr als eine
Datenmenge von MExpI ∈ R>0 gesammelt werden, ergibt sich die Ungleichung
mExpI
∑
[t0,t1]∈P (ExpI)
(t1 − t0) ≤MExpI.
Das Senden einer gewissen Gesamtdatenmenge Mall ∈ R>0 la¨sst sich folgendermaßen
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erzwingen:
−mLink
∑
[t0,t1]∈P (Link)
(t1 − t0) ≥Mall.
Dabei ist es jedoch mo¨glich, dass keine Optimallo¨sung existiert, also kein Zeitplan,
bei dem diese Datenmenge u¨berhaupt gesammelt werden kann. Deswegen kann auch
direkt daru¨ber optimiert und entsprechend eine Zielfunktion f , die abha¨ngig von der
Funktion P ist, mit
f(P ) = mLink
∑
[t0,t1]∈P (Link)
(t1 − t0)
gewa¨hlt werden. Damit la¨sst sich das allgemeine Optimierungsproblem folgendermaßen
formulieren:
min
{
f(P ) : P : S → 2[0,T ] erfu¨llt (K1) – (K5)} .
Des Weiteren ko¨nnte eine Forderung lauten, dass die Laufzeit eines Zustands wie dem
Leerlauf minimiert wird. Dies verursacht Kosten, ohne dass ein Ertrag gebracht wird.
Weitere Ziele ko¨nnen mit einer entsprechenden Gewichtung hinzugefu¨gt werden. Dann
ist zum Beispiel mit A,B ∈ R>0
f˜(P ) = Af(P ) +B
∑
[t0,t1]∈P (Idle)
(t1 − t0)
die zugeho¨rige Zielfunktion. Die hier aufgezeigten Zielanforderungen ließen sich durch
lineare Funktionen beschreiben. Dennoch sind weitere und mo¨glicherweise komplexere
Variationen ebenso denkbar.
4.1.5 Parameter aus technischen Voraussetzungen
In diesem Abschnitt werden nun beispielhaft einige Parameter, wie die Raten oder
Kapazita¨ten, die in dem Problem aufgetaucht sind, aufgefu¨hrt. Dies dient der Veran-
schaulichung der Gro¨ßenordnungen, in denen sich die Ingenieure bei der Planung einer
Mission ungefa¨hr bewegen. Dabei wurde sich stark an einer Beispielimplementation aus
[42] orientiert, welche einen direkten Bezug zum Technologieerprobungstra¨ger TET-1
nimmt, einem Mikrosatelliten des DLR, der seit 2012 die Erde mit einer Umlaufzeit
von 95min umrundet.
T = 365d = 525600 min, Cmin = 40Ah = 2400Amin,
Cmax = 240Ah = 14400Amin, CStart = 240Ah = 14400Amin,
Mmin = 0MB, Mmax = 512MB,
MStart = 0MB, cIdle = −0.5A,
cLink = −1A, cCharge = 10A,
cExpI = −1A, cExpII = −1A,
mIdle = 0, mLink = −2, 2Mbits = −16, 5MBmin ,
mCharge = 0, mExpI =
1
6
MB
min
,
mExpII = 3
MB
min
.
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4.1.6 Herangehensweise
Das gezeigte Problem ist kein Optimierungsproblem im klassischen Sinne. Statt u¨ber
einer festen Zahl an Variablen wird u¨ber einer Funktion optimiert, die eine Zuordnung
von der diskreten Zustandsmenge zu dem kontinuierlichen Zeitintervall liefern soll.
Zudem ergeben sich sehr viele Nebenbedingungen, deren genaue Zahl ebenfalls von
dieser Funktion abha¨ngen. Daher muss ein anderer Weg gefunden werden, wie an das
Problem herangegangen werden kann.
Eine Mo¨glichkeit stellt die Umformulierung zu Arbeitspaketen dar, wenn fu¨r jedes
Experiment Exp ∈ {ExpI,ExpII, ...} eine Mindestdatenmenge MExp > 0 gegeben ist.
Das heißt die Bedingung
mExp
∑
[t0,t1]∈P (Exp)
(t1 − t0) ≥MExp
muss erfu¨llt werden. Dabei ergibt sich aus der Mindestdatenmenge eine Mindestlaufzeit
TExp > 0 durch die gegeben konstanten Raten mit MExp = mExpTExp. Mit der Mindest-
dauer dExp, die ein Zustand laufen muss, wenn er einmal gestartet wurde, ergeben sich
damit
⌈
TExpd
−1
Exp
⌉
Arbeitspakete zu diesem Experiment, die in der Mission abgeleistet
werden mu¨ssen. Solche Arbeitspakete lassen sich fu¨r jedes Experiment definieren. Sie
mu¨ssen dabei nicht zwingend die gleiche Dauer haben. Damit la¨sst sich eine Menge A
von Arbeitspaketen aufstellen, wobei da > 0 die Dauer und ca > 0 der Stromverbrauch
der Aufgabe a ∈ A ist. Nun ist die Frage, ob alle diese Aufgaben von dem Satelliten
wa¨hrend seiner Mission erfu¨llt werden ko¨nnen. Die gewu¨nschte Datenmenge, welche
gesammelt werden soll, verbirgt sich dabei in den Arbeitspaketen.
Da der Satellit bei seinem Flug um die Erde einer festen Bahn folgt, ko¨nnte von einer
gewissen Periodizita¨t der Umgebungsbedingungen ausgegangen werden. Dementspre-
chend wa¨re mo¨glicherweise ein fester wiederkehrender Zeitpunkt wa¨hlbar, an dem der
Akku wieder voll geladen wird, beispielsweise jedes Mal, wenn der Satellit wieder in der
Sonne ist. Das dazwischenliegende Zeitintervall von Ende des Ladens bis zum erneuten
Start habe eine feste La¨nge von TWork ∈ R>0. Unter diesen Bedingungen la¨sst sich die
Gesamtlaufzeit T der Mission in r ∈ N solcher Intervalle unterteilen. Ob die Arbeit-
spakete alle in den r Intervallen zwischen den Ladungen ausgefu¨hrt werden ko¨nnen,
kann durch ein Zula¨ssigkeitsproblem gelo¨st werden. A¨quivalent dazu kann die Frage
beantwortet werden, wie viele solcher Intervalle werden mindestens beno¨tigt, damit die
Mission ihre Ziele erreicht. Analog zum Bin-Packing-Problem aus 2.3.6 werden hierfu¨r
Variablen
Xa,k =
{
1, wenn Arbeitspaket a im k-ten Intervall ausgefu¨hrt wird,
0, sonst
fu¨r a ∈ A und k ∈ {1, ..., r} beno¨tigt. Diese mu¨ssen die Bedingungen∑
a∈A
daXa,k ≤ TWork,∑
a∈A
caXa,k ≤ Cmax − Cmin
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fu¨r alle k ∈ {1, ..., r} und
r∑
k=1
Xa,k = 1
fu¨r alle a ∈ A erfu¨llen. Wird das Problem allein mit diesen Nebenbedingungen be-
trachtet, stellt es bereits eine Erweiterung des Bin-Packing-Problems dar, wodurch es
NP-schwer ist. Dabei wurden jedoch die Bedingungen an den Speicher bisher nicht
beachtet. Ko¨nnte dieser ebenfalls durch den Downlink außerhalb der Arbeitszeit des
Satelliten komplett geleert werden, wu¨rde die Bedingung∑
a∈A
maXa,k ≤Mmax −Mmin
hinzukommen. Dies stellt aber eine starke Vereinfachung des Problems dar, da die
Zeit, in der geladen werden kann, oft nicht synchron zu der liegt, in der Kontakt
zur Bodenstation aufgenommen werden kann. Daher mu¨ssten weitere Vera¨nderungen
an dieser Formulierung vorgenommen werden. Sollen zudem die Zeiten fu¨r das Laden
und das Senden der Daten flexibel bleiben, bietet sich eine andere Mo¨glichkeit an, die
Diskretisierung der Zeit, welche in dem folgenden Abschnitt gezeigt wird.
4.2 Diskretisiertes Modell
4.2.1 Allgemeines
Um das Problem besser in den Griff zu bekommen, bietet sich die Mo¨glichkeit, die Zeit
zu diskretisieren. Dies bedeutet die Gesamtzeit wird in endlich viele Zeitabschnitte der
gleichen La¨nge unterteilt und diese entsprechend durchnummeriert mit t ∈ {1, ..., T}
und T ∈ N. Zusammen mit der Menge der Zusta¨nde S kann das Problem nun u¨ber
einer festen Zahl an Variablen aufgestellt werden. Diese seien x ∈ {0, 1}S×T mit
xs,t =
{
1, wenn der Satellit zum Zeitpunkt t in Zustand s ist,
0, sonst.
Gesucht ist dann bei der Optimierung eine Belegung dieser Variablen, die ebenfalls
einem Plan fu¨r den Satelliten entspricht. Analog zu (K1) kann sich der Satellit zu
jedem Zeitpunkt in nur genau einem Zustand befinden. Damit ergibt sich fu¨r alle
t ∈ {1, ..., T} die Bedingung ∑
s∈S
xs,t = 1. (D1)
Entsprechend (K2) kann eine Mindestdauer fu¨r jeden Zustand angegeben werden. Fu¨r
diese gilt jedoch nun ds ∈ N ∀s ∈ S und bezieht sich auf die Anzahl der aufeinanderfol-
genden Zeitabschnitte. Die Einhaltung der Mindestdauer erfordert weitere Bedingun-
gen an die x-Variablen: Wenn xs,t−1 = 0 und xs,t = 1 sind, dann markiert der Zeitpunkt
t den Anfang des Zustandes s ∈ S. Dementsprechend muss der Satellit die folgenden
ds − 1 Zeitpunkte ebenfalls im Zustand s bleiben. Daraus ergibt sich die Bedingung
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xs,t+1 = ... = xs,t+ds−1) = 1, welche genau dann erfu¨llt ist, wenn
t+ds−1∏
j=t+1
xs,j = 1.
Wegen
¬ [a ∧ b⇒ c] = [(a ∧ b) ∧ (¬c)] = ab(1− c) != 0
folgt wie im Abschnitt 2.3.4
(1− xs,t−1)xs,t
(
1−
t+ds−1∏
j=t+1
xs,j
)
= 0 ∀t ∈ {1, ..., T − ds + 1} ∀s ∈ S. (D2)
Diese multilinearen Polynome vom Grad ds + 1 schließen noch nicht die Mo¨glichkeiten
ein, ob ein Zustand das Zeitende u¨berschreiten darf oder ob er nicht mehr gestartet
werden kann, sollte dies durch die Mindestdauer erzwungen werden. Trifft ersteres zu
kann (D2) einfach um
(1− xs,t−1)xs,t
(
1−
T∏
j=t+1
xs,j
)
= 0 ∀t ∈ {T − ds + 2, ..., T} (D2a)
erweitert werden. Andernfalls gilt, ist xs,T−ds+1 = 0, dann mu¨ssen auch alle xs,t = 0
fu¨r t = T − ds + 2, ..., T sein. Daraus ergibt sich
(1− xs,T−ds+1)
(
T∑
t=T−ds+2
xs,t
)
= 0. (D2b)
Es zeigt sich also, dass diese zuna¨chst im kontinuierlichen Fall sinnvoll erscheinende
Maßnahme des Einfu¨gens einer Mindestdauer im diskreten Fall schwierigere Nebenbe-
dingungen hervorbringt.
4.2.2 Umgebungs- und Gera¨tebedingungen
Aus den feststehenden Bedingungen kann auch fu¨r die endlich vielen Zeitabschnitte
festgelegt werden, ob in diesen ein Zustand einnehmbar ist oder nicht. Daher ergeben
sich analoge Zeitteilmengen
Bs ⊆ {1, ..., T}
fu¨r jeden Zustand s ∈ S. Entsprechend (K3) gilt fu¨r einen Zeitpunkt t ∈ {0, ..., T} mit
t 6∈ Bs, dass zu diesem Zeitpunkt s nicht angenommen werden kann:
xs,t = 0 ∀t ∈ {1, ..., T} \Bs ∀s ∈ S. (D3)
Diese Variablen ko¨nnen daher aus dem Optimierungsproblem eliminiert werden. Eben-
so wie beim kontinuierlichen Modell ko¨nnen auch hier aufeinanderfolgende Zeitab-
schnitte, deren Zahl geringer ist als ds, entfernt werden.
89
4 Satellitenzeitplanung
Auch bei den Gera¨tebedingungen zeigt sich der Vorteil der Diskretisierung. Analog
zu den Akku- und Speichergrenzen wie in (K4) und (K5) lassen sich die folgenden
Ungleichungen fu¨r alle Zeitabschnitte aufstellen:
Cmin ≤ C0 +
∑
s∈S
cs
t∑
τ=1
xs,τ ≤ Cmax ∀t ∈ {1, ..., T}, (D4)
Mmin ≤M0 +
∑
s∈S
ms
t∑
τ=1
xs,τ ≤Mmax ∀t ∈ {1, ..., T}. (D5)
Dabei mu¨ssen nur die Raten cs,ms ∈ R entsprechend der La¨nge der Zeitabschnitte
angepasst werden.
4.2.3 Ziel
Wie auch im vorherigen Abschnitt ko¨nnen die Ziele zum einen als Bedingungen und zum
anderen direkt in die Zielfunktion eingefu¨gt werden. Diese la¨sst sich nun aber u¨ber eine
Funktion in den x-Variablen formulieren und so das allgemeine Optimierungsproblem
min
{
f(x) : x ∈ {0, 1}S×T erfu¨llt (D1) – (D5)}
aufstellen. Dabei kann ebenso mit der entsprechenden Gewichtung A,B > 0 zum Bei-
spiel der Downlink maximiert werden, wa¨hrend die Leerlaufzeit minimiert wird:
f(x) = −A ·mLink
T∑
t=1
xLink,t +B
T∑
t=1
xIdle,t.
Eine U¨bertragung der zusa¨tzlichen Bedingungen, wie beispielsweise die Datenobergren-
ze MExpI ∈ [Mmin,Mmax] fu¨r das erste Experiment, ist ebenso unproblematisch:
−mExpI
T∑
t=1
xExpI,t ≤MExpI.
4.2.4 Analyse
Fu¨r dieses Modell werden zuna¨chst |S| ·T bina¨re Variablen beno¨tigt. Durch die Umge-
bungsbedingungen (D3) ko¨nnen einige dieser Variablen eliminiert werden und die Zahl
sinkt auf ∑
s∈S
|Bs|.
Diese werden, entsprechend der angegebenen Beispiele, u¨ber einer linearen Zielfunktion
optimiert. (D4) und (D5) stellen fu¨r alle t ∈ {1, ..., T} jeweils zwei lineare Nebenbe-
dingungen an das Optimierungsproblem dar. Zusammen mit (D1) ergeben sich damit
insgesamt 5T Nebenbedingungen. Es kommen weitere hinzu, sollten Zielanforderun-
gen in Bedingungen gefasst werden. Des Weiteren besitzt dieses Optimierungsproblem
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entweder durch (D2a) |S| · T oder durch (D2b)∑
s∈S
(T − ds + 2)
nichtlineare Nebenbedingungen. Bereits lineare ganzzahlige Optimierungsprobleme sind
im Allgemeinen NP-schwer. Die nichtlinearen Nebenbedingungen fu¨hren zudem dazu,
dass der Definitionsbereich der Variablen vermutlich nicht mehr konvex ist. Daher kann
dieses Problem nur mit den sehr aufwa¨ndigen Methoden der nichtkonvexen Optimie-
rung, mo¨glicherweise auch nur lokal, gelo¨st werden.
4.2.5 Erweiterungen
Eine Mo¨glichkeit, die sich im diskreten Modell bietet, ist die zeitliche Vera¨nderung
einiger gegebener Parameter. Dies ha¨tte im kontinuierlichen Modell zu Bedingungen
mit Integralen gefu¨hrt. Der Bezug zu realen Gegebenheiten zeigt sich beispielsweise
dadurch, dass Akkus nach einiger Zeit an Kapazita¨t verlieren oder elektronische Bau-
teile durch kosmische Strahlung gescha¨digt werden. Dementsprechend kann sich fu¨r die
maximale Kapazita¨t eine positive, monoton fallende Funktion Cmax : {1, ..., T} → R>0
mit Cmax(1) < ∞ ergeben. Ebenso lassen sich Fehler in der Festplatte mit Mmax oder
auch die Raten bezu¨glich der Zeit angeben. Fu¨r (D4) folgt damit beispielsweise
Cmin ≤ C0 +
∑
s∈S
t∑
τ=1
cs(τ)xs,τ ≤ Cmax(t) ∀t ∈ {1, ..., T}.
4.3 Vereinfachtes lineares Modell
Was fu¨r das kontinuierliche Modell sinnvoll war, damit nicht zu viele Spru¨nge zwischen
den Zusta¨nden entstehen, verkompliziert jedoch das diskretisierte Modell stark: die
Mindestdauer eines Zustandes. Wa¨hlt man stattdessen eine Mindestdauer ds = 1 fu¨r
alle s ∈ S, so entfa¨llt die Bedingung (D2). Da diese als einzige nichtlinear ist, wird
dadurch sogar das komplette System linear.
Weiterhin bietet sich eine Mo¨glichkeit die Zahl der Variablen, u¨ber denen optimiert
wird, zu reduzieren: In den meisten Modellen kann der Satellit zu jedem Zeitpunkt
einfach nichts tun. Das heißt, die Zahl der bina¨ren Variablen xIdle,t ist genau T . Wird der
Leerlaufzustand entfernt und stattdessen die Mo¨glichkeit geschaffen, keinen Zustand
einzunehmen, ko¨nnen diese eingespart werden. Dies bedeutet, statt (D1) ist die folgende
Bedingung zu erfu¨llen: ∑
s∈S
xs,t ≤ 1. (L1)
Mit dieser Bedingung bleibt das System auch linear. Sollte fu¨r einige Zeitpunkte jedoch
mal kein Idle-Zustand verfu¨gbar sein, la¨sst sich dies weiterhin durch ein Gleichheits-
zeichen in (L1) erzwingen. Die Bedingung (D3) kann dagegen als (L2) u¨bernommen
werden.
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Um ebenso den Stromverbrauch im Leerlauf zu beru¨cksichtigen, kann eine Grundlast
cBase ∈ R≥0 eingefu¨hrt werden. Mit cBase = −cIdle und c˜s = cs + cBase fu¨r alle s ∈ S
entspricht
Cmin ≤ C0 − cBase · t+
∑
s∈S
c˜s
t∑
τ=1
xs,τ ≤ Cmax ∀t ∈ {1, ..., T} (L3)
wegen
t∑
τ=1
cIdle(1− xIdle,t) =
∑
s∈S\{Idle}
cIdle
t∑
τ=1
xs,t
genau der Bedingung (D4). Damit die Raten weiterhin den technischen Voraussetzun-
gen mit c˜s ≤ 0 ∀s ∈ S \ {Charge} entsprechen, muss cBase ≤ |cs| fu¨r alle außer dem
Ladezustand gelten. Fu¨r diesen muss cCharge + cBase ≤ Cmax−Cmin gelten. Eine analoge
A¨nderung bei der Speicherbedingung ist nicht no¨tig, da im Leerlauf der Speicher nicht
angefasst wird und somit mIdle Null ist. Damit ist (L4) gleich (D5).
4.4 Abgeleitetes quadratisches Modell ohne
Nebenbedingungen
In diesem Abschnitt soll nun zu dem vorgestellten Problem ein QUBO hergeleitet wer-
den. Dies wa¨re durchaus fu¨r das nichtlineare diskrete Modell mo¨glich, in dem durch
Reduktion der Grad verringert wird. Im folgenden soll sich jedoch auf die vereinfach-
te lineare Variante konzentriert werden. In diesem Fall ko¨nnen alle der vorgeschlagen
Mo¨glichkeiten fu¨r die Zielfunktion f u¨ber den Variablen x ∈ {0, 1}S×T uneingeschra¨nkt
u¨bernommen werden, da sie einen weniger als quadratischen Grad besitzen. Jedoch
mu¨ssen die Freiheiten der gegebenen Parameter eingeschra¨nkt werden, damit die Glei-
chungen und Ungleichungen aus den Bedingungen durch bina¨re Variablen realisiert
werden ko¨nnen. Anschließend werden diese durch die bereits vorgestellten Techniken
umgeformt. Letztendlich wird die Gro¨ße des entstandenen QUBOs abgescha¨tzt und
damit die Berechenbarkeit dieses Problems auf dem D-Wave-Systems Chip evaluiert.
4.4.1 Einschra¨nkungen fu¨r die Parameter
Aufgrund der Verwendung von bina¨ren Variablen ist es zwar mo¨glich Gleitkommazah-
len darzustellen, dies erfordert jedoch großen Aufwand und besonders eine hohe Zahl
an bina¨ren Variablen. Um die QUBO-Formulierung daher so klein wie mo¨glich zu hal-
ten, muss sich zum einen fu¨r die Kapazita¨ten Cmin, Cmax, C0,Mmin,Mmax und M0 auf
natu¨rliche Zahlen beschra¨nkt werden. Zum anderen du¨rfen auch die Raten cs,ms fu¨r alle
Zusta¨nde s ∈ S nur ganzzahlig sein, um eine endliche Zahl an Summationsergebnissen
in den Bedingungen (L3) und (L4) zu erhalten und damit die entsprechende Darstellung
der Bedingungen in Straffunktionen u¨ber bina¨ren Variablen zu gewa¨hrleisten.
Dementsprechend liefert dieses Problem nur noch eine starke Vereinfachung des eigent-
lichen Modells. Zudem verringern sich die Variationsmo¨glichkeiten fu¨r unterschiedliche
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Zusta¨nde. Dabei eignet sich aber dennoch fu¨r eine grobe Abscha¨tzung der Erreichbar-
keit von Missionszielen des Satelliten.
4.4.2 Nebenbedingungen
Die Bedingungen (L1), (L3) und (L4) ko¨nnen nun wie im Kapitel 2 entsprechend um-
geformt werden. Dabei ergibt sich fu¨r (L1)
p(L1)(x) =
∑
s∈S
(
T∑
t=1
xs,t − 12
)2
− 1
4
|S| =
∑
s∈S
T∑
t1,t2=1
t2>t1
xs,t1xs,t2 .
Die in (L2) auf Null gesetzten Variablen kann man komplett eliminieren, sowohl in
der Zielfunktion, als auch in dieser und den folgenden Straffunktionen. Damit bleiben
nur noch die xs,t mit t ∈ Bs. Bei (L3) und (L4) ist weiterhin zu beachten, dass fu¨r
jeden Zeitpunkt t die mittleren Terme einen anderen Wert ergeben ko¨nnen. Das heißt,
die Differenzen mu¨ssen immer durch jeweils andere Schlupfvariablen korrigiert werden.
Daher werden y ∈ {0, 1}T×D+1 und z ∈ {0, 1}T×L+1 fu¨r D = blog2 (Cmax − Cmin)c und
L = blog2 (Mmax −Mmin)c beno¨tigt. Damit ko¨nnen dann die Bedingungen durch
p(L3)(x, y) =
T∑
t=1
(
C0 − cBaset+
∑
s∈S
cs
t∑
τ=1
xs,τ − Cmin −
D−1∑
n=0
2nyt,n −
(
d− 2D + 1) yt,D)2,
p(L4)(x, z) =
T∑
t=1
(
M0 +
∑
s∈S
ms
t∑
τ=1
xs,τ −Mmin −
L−1∑
n=0
2nzt,n −
(
d− 2L + 1) ztL)2
erzwungen werden. Die Strafgewichte zu diesen Funktionen mu¨ssen je nach Wahl der
Zielfunktion bestimmt werden. Da bei einer Verletzung der entsprechenden Bedingung
die jeweilige A¨nderung fu¨r die Straffunktion genau 1 betra¨gt, mu¨ssen sie gro¨ßer als ∆f
gewa¨hlt werden. Damit la¨sst sich das Optimierungsproblem als QUBO aufstellen mit
min
{
f(x) + P1p(L1)(x) + P2p(L3)(x, y) + P3p(L4)(x, z) :
x ∈ {0, 1}S×T , y ∈ {0, 1}T×(D+1), z ∈ {0, 1}T×(L+1)}.
4.4.3 Analyse
Insgesamt ergeben sich damit fu¨r dieses QUBO∑
s∈S
|Bs|+ T (D + L+ 2)
=
∑
s∈S
|Bs|+ T
( blog2 (Cmax − Cmin)c+ blog2 (Mmax −Mmin)c+ 2)
Variablen. Durch jedes Quadrieren einer großen Summe, wie in p(L1), wird jeder Sum-
mand mit jedem anderen multipliziert wird. Das bedeutet, die Bedingung (L1) erzeugt
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fu¨r jeden Zeitpunkt einen vollsta¨ndigen Teilgraphen im Interaktionsgraphen u¨ber allen
zu diesem Zeitpunkt mo¨glichen Zusta¨nden. Bei den Akku- und Speicherbedingungen
kommen zusa¨tzlich die Schlupfvariablen aufgrund der Ungleichungen hinzu. Diese er-
weitern die durch (L3) und (L4) entstandenen vollsta¨ndigen Teilgraphen u¨ber allen
Zeitvariablen eines Zustandes zusa¨tzlich. Damit wird ein fast vollsta¨ndiger Graphen
u¨ber allen vorhanden Variablen beno¨tigt.
4.4.4 Beispiel
In diesem Abschnitt soll nun ein kleines Minimalbeispiel mit den folgenden Daten
ausgewertet werden:
T = 12
BCharge = {2, 3, 4, 6, 7, 8, 10, 11, 12},
BLink = {2, 7, 12},
BExpI = {1, 2, 5, 6, 9},
BExpII = {1, ..., 11},
Cmax = 100,
Cmin = 36,
Mmax = 128,
Mmin = 0.
Nach der Formel des vorherigen Abschnitts ergeben sich damit insgesamt
9 + 3 + 5 + 11 + 12(log2(64) + log2(128) + 2) = 208
Variablen. Angenommen man wu¨rde dieses QUBO u¨ber einem vollsta¨ndigen Graphen
auf einem D-Wave-Chip darstellen, dann beno¨tigte man zur Abbildung 52×52 Einheits-
zellen, also ungefa¨hr 22000 Qubits. Dies steht in keinem Verha¨ltnis zur urspru¨nglichen
Gro¨ße des linearen Problems, zeigt aber deutlich die Schwierigkeit, ein passendes An-
wendungsproblem fu¨r diesen Rechner zu finden.
94
4.4 Abgeleitetes quadratisches Modell ohne Nebenbedingungen
4.5 Zusammenfassungen
Kontinuierliches Satellitenzeitplanungsproblem
Gegeben: • T ∈ R>0
• S 6= ∅ mit |S| <∞
• ds ∈ R≥0 ∀s ∈ S
• Bs =
Ks⋃·
k=1
Ik ⊂ 2[0,T ] mit Ks ∈ N, |Ks| <∞ ∀s ∈ S
• Cmin, Cmax ∈ R≥0 mit Cmin < Cmax, C0 ∈ [Cmin, Cmax]
• Mmin,Mmax ∈ R≥0 mit Mmin < Mmax, M0 ∈ [Mmin,Mmax]
• cs ∈ R mit ds|cs| ≤ Cmax − Cmin ∀s ∈ S
• ms ∈ R mit ds|ms| ≤Mmax −Mmin ∀s ∈ S
Gesucht: min f(P )
s.t. (K1) P : S → 2[0,T ] mit
⋃·
s∈S
⋃·
I∈P (s)
I = [0, T ]
(K2) t1 − t0 ≥ ds ∀[t0, t1] ∈ P (s) ggf. mit t1 6= T ∀s ∈ S
(K3) ∀s ∈ S ∀I ∈ P (s) ∃J ∈ Bs : I ⊆ J
(K4) Cmin ≤ C0 +
∑
s∈S
cs
∑
[t0,t1]∈P (s)
t1≤t
(t1 − t0) ≤ Cmax ∀t ∈ [0, T ]
(K5) Mmin ≤M0 +
∑
s∈S
ms
∑
[t0,t1]∈P (s)
t1≤t
(t1 − t0) ≤Mmax ∀t ∈ [0, T ]
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Diskretes Satellitenzeitplanungsproblem
Gegeben: • T ∈ N
• S 6= ∅ mit |S| <∞
• ds ∈ N ∀s ∈ S
• Bs ⊆ {1, ..., T} ∀s ∈ S
• Cmin, Cmax ∈ R≥0 mit Cmin < Cmax, C0 ∈ [Cmin, Cmax]
• Mmin,Mmax ∈ R≥0 mit Mmin < Mmax, M0 ∈ [Mmin,Mmax]
• cs ∈ R mit ds|cs| ≤ Cmax − Cmin ∀s ∈ S
• ms ∈ R mit ds|ms| ≤Mmax −Mmin ∀s ∈ S
Gesucht: min f(x)
s.t. (D1) x ∈ {0, 1}S×T mit
∑
s∈S
xs,t = 1 ∀t ∈ {1, ..., T}
(D2) (1− xs,t−1)xs,t
(
1−
t+ds−1∏
j=t+1
xs,j
)
= 0 ∀t ∈ {1, ..., T − ds + 1}
mit (D2a) (1− xs,t−1)xs,t
(
1−
T∏
j=t+1
xs,j
)
= 0
∀t ∈ {T − ds + 2, ..., T}
oder (D2b) (1− xs,T−ds+1)
(
T∑
t=T−ds+2
xs,t
)
= 0
∀s ∈ S
(D3) xs,t = 0 ∀t ∈ {1, ..., T} \Bs ∀s ∈ S
(D4) Cmin ≤ C0 +
∑
s∈S
cs
t∑
τ=1
xs,τ ≤ Cmax ∀t ∈ {1, ..., T}
(D5) Mmin ≤M0 +
∑
s∈S
ms
t∑
τ=1
xs,τ ≤Mmax ∀t ∈ {1, ..., T}
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Lineares Satellitenzeitplanungsproblem
Gegeben: • T ∈ N
• S 6= ∅ mit |S| <∞ (ohne Leerlauf)
• Bs ⊆ {1, ..., T} ∀s ∈ S
• Cmin, Cmax ∈ R≥0 mit Cmin < Cmax, C0 ∈ [Cmin, Cmax]
• Mmin,Mmax ∈ R≥0 mit Mmin < Mmax, M0 ∈ [Mmin,Mmax]
• cBase ∈ R≥0, cBase < Cmax − Cmin
• cs ∈ R mit |cs − cBase| ≤ Cmax − Cmin ∀s ∈ S
• ms ∈ R mit |ms| ≤Mmax −Mmin ∀s ∈ S
Gesucht: min f(x)
s.t. (L1) x ∈ {0, 1}|S|×T mit
∑
s∈S
xs,t ≤ 1 ∀t ∈ {1, ..., T}
(L2) xs,t = 0 ∀t ∈ {1, ..., T} \Bs ∀s ∈ S
(L3) Cmin ≤ C0 − cBase · t+
∑
s∈S
cs
t∑
τ=1
xs,τ ≤ Cmax ∀t ∈ {1, ..., T}
(L4) Mmin ≤M0 +
∑
s∈S
ms
t∑
τ=1
xs,τ ≤Mmax ∀t ∈ {1, ..., T}
97
4 Satellitenzeitplanung
QUBO-Satellitenzeitplanungsproblem
Gegeben: • T ∈ N
• S 6= ∅ mit |S| <∞
• Bs ⊆ {1, ..., T} ∀s ∈ S
• Cmin, Cmax ∈ N mit Cmin < Cmax, C0 ∈ {Cmin, ..., Cmax}
• Mmin,Mmax ∈ N mit Mmin < Mmax, M0 ∈ {Mmin, ...,Mmax}
• cBase ∈ N mit cBase < Cmax − Cmin
• cs ∈ Z mit |cs − cBase| ≤ Cmax − Cmin ∀s ∈ S
• ms ∈ Z mit |ms| ≤Mmax −Mmin ∀s ∈ S
• P1, P2, P3 ausreichend groß
Gesucht: min f(x) + P1
∑
s∈S
T∑
t1,t2=1
t2>t1
xs,t1xs,t2
+ P2
T∑
t=1
(
C0 − cBaset+
∑
s∈S
cs
t∑
τ=1
xs,τ − Cmin
−
D−1∑
n=0
2nyt,n −
(
d− 2D + 1) yt,D)2
+ P3
T∑
t=1
(
M0 +
∑
s∈S
ms
t∑
τ=1
xs,τ −Mmin
−
L−1∑
n=0
2nzt,n −
(
d− 2L + 1) zt,L)2
s.t. x ∈ {0, 1}S×T , y ∈ {0, 1}T×(D+1), z ∈ {0, 1}T×(L+1)
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Zielsetzung dieser Arbeit war es, die Struktur des Chimera-Graphen zu analysieren
und Probleme zu finden, die speziell auf deren Einschra¨nkungen abgestimmt sind.
Zu diesem Zweck wurden unterschiedliche Minoren des Graphen betrachtet, anhand
derer verschiedene Aussagen getroffen werden konnten. Da bisher kein effizienter Al-
gorithmus existiert, der eine bestmo¨gliche Einbettung eines allgemeinen Graphen in
den Chimera-Graphen liefern kann, wurden zuna¨chst vollsta¨ndige und vollsta¨ndig bi-
partite Graphen untersucht. Diese erlauben die Einbettung beliebiger beziehungsweise
beliebiger bipartiter Graphen mit gleicher Knotenzahl, ohne das weitere Kenntnisse
u¨ber deren Struktur bekannt sind. Jedoch wurde festgestellt, dass die Zahl der hierbei
beno¨tigten Qubits aufgrund des hohen Ausgangsgrades der Knoten quadratisch in der
Eingabegro¨ße ist. Deswegen ist die maximale Gro¨ße solcher vollsta¨ndigen Graphen, die
auf einem beschra¨nkten Chimera-Graphen eingebettet werden ko¨nnen, sehr gering.
Daraufhin wurden spezielle Minoren aus der Struktur des Chimera-Graphen abgelei-
tet, wobei u¨ber den gesamten Chimera-Graphen symmetrisch verteilte Kontraktionen
angewandt wurden. Im ersten Schritt blieb dabei die gitterfo¨rmige Aufteilung in ho-
rizontal und vertikal aneinanderliegende und verbundene Zellen erhalten. Diese Zellen
stellen vollsta¨ndige oder vollsta¨ndig bipartite Teilgraphen dar, deren Gro¨ße erweiterbar
ist. Die Knotenzahl des gesamten Graphen ist fu¨r einen festen Erweiterungsgrad nur
um einen konstanten Faktor geringer als die Zahl der Qubits des verwendeten Chime-
ra-Graphen. Im zweiten und dritten Schritt wurden die Zellen zunehmend aufgelo¨st
und die zugrundeliegende Gitterstruktur trat deutlicher hervor. Im Zuge dessen konnte
jeweils eine bestmo¨gliche Einbettung fu¨r den Gittergraphen und den erweiterten Git-
tergraphen mit diagonalen Kanten angegeben werden. Diese beno¨tigen ebenfalls nur
eine Qubitzahl, die linear in der Zahl der Knoten ist. Somit liegt es nahe, bei Berech-
nungen auf der D-Wave-Maschine Probleme zu betrachten, die eine Art Gitterstruktur
aufweisen.
Fu¨r die Realisierung auf der Maschine wurden fu¨r alle Minoren die dazugeho¨rigen
QUBOs formuliert. Mit einer geeigneten Indizierung der Graphen konnten zudem die
fu¨r die Einbettung notwendigen Qubitstra¨nge aufgestellt und in der Formulierung der
zugeho¨rigen Chimera-QUBOs genutzt werden. Der gezeigte Implementationsweg ist
fu¨r jeden Minor anwendbar. Insbesondere die Verteilung der Gewichte und Sta¨rken im
Qubitstrang kann explizit u¨ber ein einheitliches Strafgewicht bestimmt werden. Fu¨r
dessen Mindestgro¨ße konnten geeignete Schranken angegeben werden.
Um eine Verbindung zu bekannten Problemen zu schaffen, wurden einige konkrete
Beispiele der diskreten Optimierung herangezogen. Deren allgemeine Formulierungen
mussten dazu meist erst in QUBOs transformiert werden. Daher wurde in Kapitel 2
zuna¨chst die schrittweise Methodik dargestellt. Es stellte sich heraus, dass bei Graphen-
problemen besonders die Umwandlung von Nebenbedingungen die Komplexita¨t des In-
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teraktionsgraphen entscheidend beeinflusst, da diese meist zu vollsta¨ndigen Teilgraphen
u¨ber den beteiligten Knoten fu¨hrt. Damit eignen sich Probleme mit Nebenbedingungen
u¨ber vielen Variablen, wie beispielsweise Bin Packing, nur bedingt zur Berechnung auf
dem D-Wave-Computer. Im Gegensatz dazu ko¨nnen das Problem der gro¨ßten stabilen
Menge und das des maximalen Schnittes eines Graphen direkt u¨ber diesem als QUBO
dargestellt werden. Kann jedoch dessen Struktur mit keinem der Minore in Verbindung
gebracht werden, ist die Einbettung auch nur u¨ber den vollsta¨ndigen Graphen mo¨glich.
Daraufhin wurden zwei weitere Problemstellungen, das Matching- und das Spannbaum-
Problem, betrachtet. Diese wiesen in ihren linearen Formulierungen nur Nebenbedin-
gungen u¨ber sehr wenigen Variablen auf, weshalb die Transformation zu einem QUBO
nur lokal begrenzte Auswirkungen im Interaktionsgraphen hat. Um die Gitterstruktur
des Chimera-Graphen aufzugreifen, wurde als Ausgangsgraph zudem ein Gittergraph
gewa¨hlt. Die leichten Varianten dieser Probleme zeigten dabei einen starken Zusammen-
hang mit einem Minor des Chimera-Graphen, dem erweiterten Gittergraphen. Durch
die Erga¨nzung der Nebenbedingungen, die die Probleme NP-schwer machen, wurden je-
doch weitere Kopplungen hinzugefu¨gt. Wa¨hrend der entstandene Interaktionsgraph des
Matching-Problems anna¨hernd einem Minor des Chimera-Graphen entsprach, konnten
beim Spannbaum-Problem keinerlei A¨hnlichkeiten festgestellt werden.
Abschließend folgte die Anwendung der gezeigten Methoden auf eine praktische Pro-
blemstellung der Raumfahrt: die Planung von Satellitenmissionen. Aus einem kontinu-
ierlichen Modell konnte durch Diskretisierung und Vereinfachung ein lineares Optimie-
rungsproblem erstellt werden. Dessen Nebenbedingungen in Form von Ungleichungen
erho¨hen die Komplexita¨t des Interaktionsgraphen des QUBOs jedoch so stark, dass sich
der D-Wave-Computer fu¨r deren Berechnung, insbesondere mit realistischen Missions-
laufzeiten, als ungeeignet herausstellt.
Fortfu¨hrend ko¨nnten zuna¨chst die oben genannten speziellen QUBO-Formulierungen
auf dem Chimera-Graphen gegenu¨berstellend sowohl auf klassischen Systemen als auch
mit der D-Wave-Maschine gelo¨st werden. Durch einen Vergleich der Laufzeiten ko¨nnte
eine U¨berlegenheit des Quantencomputers gegenu¨ber klassischen Rechnern zumindest
in absoluten Zahlen evaluiert werden. Mit der Entwicklung eines effizienten Algorithmus
zur Einbettung eines beliebigen Graphen in den Chimera-Graphen, sofern dies mo¨glich
ist, ließen sich weitere Probleme, ohne spezielle Grundstruktur, ebenso testen. Eine
tatsa¨chliche Aussage u¨ber die Laufzeit in Abha¨ngigkeit der Eingabewerte kann jedoch
nur eine weitere Erforschung der physikalischen Hintergru¨nde des Quantencomputers
und der daraus resultierenden mathematischen Zusammenha¨nge liefern.
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