Longevity risk and the modeling of trends and volatility for mortality improvement has attracted increased attention driven by ageing populations around the world and the expected financial implications. The original Lee-Carter model that was used for longevity risk assessment included a single improvement factor with differential impacts by age. Financial models that allow for risk pricing and risk management have attracted increasing attention along with multiple factor models. This paper investigates trends, including common trends through co-integration, and the factors driving the volatility of mortality using principal components analysis for a number of developed countries including Australia, England, Japan, Norway and USA. The results demonstrate the need for multiple factors for modeling mortality rates across all these countries. The basic structure of the Lee-Carter model can not adequately model the random variation and the full risk structure of mortality changes. Trends are found to be stochastic. Common trends and co-integrating relationships are found across ages and across countries highlighting the benefits from modeling mortality rates as a system in a Vector-Autoregressive (VAR) model and capturing long run relationships in a Vector Error-Correction Model (VECM) framework.
Introduction
Longevity risk has been recognized as one of the significant risks impacting on the financing of ageing populations around the world. It has implications for insurance companies issuing life annuity and other products providing longevity insurance, pension funds as well as governments with social security pension obligations. Mortality rates have been declining globally at different rates and with volatilities varying by age-group and country (Tuljapurkar et al 2000) . There has also been observed decreasing improvements with age and increasing trends in rates of change by age (Wong Fupuy-and Haberman 2004).
The Lee-Carter model (Lee and Carter 1992) has become a standard model for estimating and projecting mortality improvement. It has the benefit of modeling trends and volatilities by age and includes a common factor for the general level of improvement. Singular value decomposition is used to estimate the common factor and future projections are extrapolated based on trends in past data. The Lee-Carter model assumes a specific form of trend and of factors driving the underlying observed dynamics. It also assumes a common factor across ages. There have been proposed improvements to the model by including more factors, allowing for cohort effects, including more general error distributions and applying more efficient estimation techniques. Wills and Sherris (2008) provide a discussion of these model developments. Modeling mortality series across time for multiple ages and for many countries requires an understanding of the nature of trends in the data, common factors driving volatility or changes in mortality rates as well as an assessment of the number of significant factors to include in the model. Econometric, and time series, analysis of data is based on an assessment of the nature of trends and volatility in the data and has been well developed in the application to modeling economic and financial time series (Juselius 2006 , Pagan and Pesaran 2008 and Pfaff 2008 . Trends may be either deterministic or stochastic and differentiating between these cases is critical to the modeling of the series. Unit-root tests, such as the Dickey-Fuller and Phillips-Perron tests, are used to determine if the historical series show evidence of stochastic trends (Pfaff 2008) . For multiple series an analysis of the number of factors driving the volatility of the series allows a dimension reduction for the estimation of the series as well as providing valuable information about the factors driving changes in mortality. Econometric techniques also allow the modeling of multiple series and the estimation of long-run equilibrium relationships in the historical series as well as short term variations as the series move towards the long-run equilibrium. This can provide valuable insights into mortality changes across ages, across countries and across other factors such as sex.
This paper provides an assessment of longevity risk using econometric analysis of age-specific death rates in a number of developed countries including Japan and Australia from the Asia-Pacific region. The analysis considers the statistical evidence in the data in order to determine if models for longevity risk should assume trend or difference stationary processes and to understand if these vary across country. It also provides estimates of the number of factors driving the changes in the age-specific death rates for different countries and considers the extent to which these factors are common across the countries. Certain factors impacting changes to mortality rates would be expected to be common to certain age-groups, certain cohorts and the entire population, even though such changes may only be temporary (Pitacco 2007) .
The investigation of mortality rates is based on population data obtained from the Human Mortality Database, University of California, Berkeley (USA) and Max Planck Institute for Demographic Research (Germany) for Australia, England and Wales, Japan, Norway and USA. These countries were selected because they provide a coverage of different parts of the world, are all developed countries with similar economic and social environments and generally expected to exhibit consistent mortality patterns (Tuljapurkar 2000) .
The aim of the paper is to provide an analysis of trends and volatility of the historical longevity data across ages and for a number of countries expected to have experienced similar longevity improvements. There has been no previous econometric analysis of mortality for a range of countries investigating the nature of trends, number of factors driving volatility as well as applying cointegration models. development.
The first section of the paper considers the econometric analysis of the trends in the data. Following that the results from a principal components analysis (PCA) for the number of factors that affect mortality across age and country are summarised. Cointegration as a modeling approach is reviewed and applied to assess cross country common trends.
Modeling Mortality Trends
Average mortality rates have been declining globally. Figure 1 represents mean rates of mortality across the countries in this study for all the years of data that are available. It shows this trend and it is noticed that for the countries whose data dates back to the 19th century, the decline in mortality rates has been very significant over the past 50-80 years. Lee (2000) attributes the improvements in life expectancies to greater reductions in mortality rates at lower ages rather than at higher ages. Figure 2 shows this clearly for the Australian data. To indicate an overall level of mortality for each country a simple average of the population mortality rates is used in 1. However, in order to compare across countries standardized mortality rates are better. World Health Organization (WHO) World standard values (see appendix) are used to standardize the mortality rates. The time series plots of the female and male standardized population mortality rates for common time periods, m t are shown in Figures 3 and 4 respectively. This indicates that mortality improvement across these countries, for both females and males, has common trends. There is also significant variability in the trends. When modeling mortality rates by age across time a system of equations is often used for discrete ages. The trends by age are captured by an age based model such as the Lee-Carter model. Mortality rates exhibit trends across time for a given age. At any given time there are trends across age. However as individuals age trends occur for a cohort of individuals born in the same year. Trends for a cohort reflect changes in time as well as changes in age. The mortality rates of most interest are the cohort rates since these are used to project future mortality based on each cohort year of birth. These are a combination of trends across time and by age. To examine trends in mortality, two types of differences can be considered:
∆ h m(x, t) shows how mortality rates changes over time for a given age x. They reflect time trends only for any given age. When all ages are considered they allow common trends to be identified across time for levels of mortality.
shows how mortality for a given age cohort changes from one .002
.003
.004
.005
.006
.007
.008
.009
.010
.011
.012
.013
.014
.015
.016
.017
.018
.019
.020
.021
.022
.023
. year to the next. These are mortality changes for a set of individuals born in the same year and who experience common factors through time. The changes in the cohort rates include effects from age and from time. Figure 5 shows the diagonal or cohort differences and Figure 6 shows the period differences for the Australian data. The changes in cohort mortality in Figure 5 vary by age although they generally fluctuate around a constant level. Modeling mortality rates by cohort requires an allowance for trends varying by age but otherwise the graphs are not inconsistent with stationary differences. The changes in the mortality rates by fixed age over time that are given in Figure 6 indicate that the differences of the age specific mortality rates are stationary and integrated of order one and have an approximately normal distribution from the histograms at various ages. Formal modeling and testing of model assumptions is required to confirm these observations.
The stationarity or non-stationarity of a time series is very important in developing an appropriate model. A mortality rate series may have a deterministic trend around which the series fluctuates and the trend-stationary time series has the form
with |φ| < 1. After fitting the trend the model errors would then be station- Alternatively the mortality rates may have a stochastic trend and the rate of change in mortality would be stationary with drift or trend. The random walk with drift takes the form
Using the backshift operator B such that By t = y t−1 the difference operator is ∆y t = (1 − B)y t = y t − y t−1 . The random walk with drift can be written as:
∆y t is a stationary variable and stationarity has been induced by differencing once. The characteristic equation is (1 − x) = 0 and has a root x = 1, hence y t is referred to as having a unit root. Differentiating between these two situations is important in fitting mortality trends since the nature of the trends and shocks will have quite different implications for modeling future rates. To illustrate the importance of this consider a stationary AR(1) mean adjusted series y t as:
where u t is a random mean zero shock. This can be written in terms of lagged values as:
which becomes
If φ < 1 then as T → ∞ the effect of the past random shocks gradually diminishes since lim T →∞ φ T = 0, which implies y t is stationary.
If φ = 1 then the series has a unit root and as T → ∞ the effect of the shocks persist since lim T →∞ φ T = 1 and they accumulate as stochastic trends in the series:
For the trend stationary model it is necessary to estimate the trend as part of a stationary model using the levels of the series. In the case of the series with the unit root it is necessary to take differences and to model the differences as a stationary series. For the difference stationary series, the series is said to be integrated of order 1 or I(1). Unit root tests are critical in determining the model assumptions. For difference stationary models, shocks to the series have permanent effects and the variance increases with time. With a trend stationary model the shocks around the trend have constant variance and shocks are transitory.
Lee and Carter 1992
Lee and Carter (1992) model the age-specific death rates as a time series using:
where α(x) is the age pattern of mortality averaged over time, β(x) are the age specific deviations from the time factor k(t) and (x, t) are short term fluctuations assumed to be normally distributed in the classical Lee-Carter Model. This models trends with one random factor k(t) that drives changes. The age-specific reaction to shocks is assumed to be fixed over time as b(x) is constant. The Lee-Carter model is driven by the mortality index k(t) which is often assumed to be a random walk or an AR(1). The Lee-Carter (1992) model can be re-written in the following form for age x with a random walk assumption for trends given by k(t) = µ + k(t − 1) + ξ(t):
where
Only in this case, with the random common mortality trend for the log of the rates assumed to be a random walk, will the Lee-Carter (1992) model correspond to a difference stationary model. Volatility is modeled with a single common factor k(t) and independent noise (x, t) (Ahlo 2000; Lee 2000).
The results of fitting the Lee-Carter model to the mortality data from the countries in this study are presented in Figure 7 . In the first column the mortality trends from the Lee-Carter model are given. The patterns across the countries vary and, although there is evidence of a common downward trend reflecting mortality improvement across these countries, an examination of the second column showing the model error structure indicates that there are trends not captured by the Lee-Carter model. This visual display of the Lee-Carter model results for these countries indicates the need to assess if the mortality improvement trends are stochastic, whether there are common trends across countries and also how many factors are required to explain the variation in mortality rates.
Unit Root Tests
To determine if the series are trend or difference stationary there are econometric tests that have been developed in the econometric and financial literature since this is a common feature in many economic and financial series. (Phillips and Perron 1988) . These tests consider the null hypothesis that the series is non-stationary and require evidence to reject the null hypothesis.
The assumptions for the standard Dickey Fuller test is to write the series with a deterministic linear trend as:
which after subtracting y t−1 from each side becomes:
The null hypothesis is that the coefficient on y t−1 is zero. If this null is rejected then the series is modeled as stationary but if it is not rejected then the series is modeled as difference stationary. Non-standard test statistics are required under the null hypothesis.
The standard Dickey Fuller test is only valid if the white noise u t terms are not autocorrelated. This situation is handled in the augmented Dickey Fuller model by including a number of lags, p, for y t and the model becomes:
where the number of lags, p are usually selected either based on the frequency of the data, where for monthly data 12 lags would be used or for quarterly data 4 lags, or based on an information criterion to select the number of lags that minimizes the value of the information criterion.
It is important to select the number of lags with care since including too few lags will not remove all the autocorrelation while including too many lags reduces the power of the test. The mortality rate time series were found to be sensitive to the lag length.
Phillips and Perron (1988) and Perron (1988) introduce a test that allows for autocorrelated residuals. In the Dickey Fuller Test u t are assumed to be independent and identically distributed while in the Phillips-Perron test u t are assumed to be serially correlated. The Phillips-Perron test is usually more powerful than the Augmented Dickey-Fuller test but it is also more sensitive to miss-specification of the order of the lag of its autoregressive and moving average components.
These tests have been known to have low power if the process is stationary but with root close to 1. For these series it is difficult to determine if they have long run trends or are random walks with stochastic trends. Tests such as the Kwiatkowski, Phillips, Schmidt, and Shin (KPSS, 1992) test are then used since they assume stationarity as the null hypothesis (H 0 : y t ∼ I(0)) and require evidence of non-stationarity. The joint use of unit root tests and stationarity tests places checks on the standard unit root tests and provides a stronger basis for determining if trends are deterministic or stochastic.
There are four possible outcomes of this analysis using both unit root tests along with stationarity tests: Unit root and stationarity tests were performed on the mortality rate time series for the period from 1963-2004. The period from 1963-2004 is considered because there is a very drastic improvement in mortality for Japan between 1947 and 1962 which may distort the effects of common trends. Differences are considered for fixed ages across time in order to model time trends. The unit root tests and stationarity test were conducted in Eviews. The ADF test was conducted with Schwartz Information Criterion used to determine the appropriate lag length, p. The Phillips and Perron test was also conducted. Table 1 and Table 2 present the ADF and PP test results as well as the stationarity tests for females and males respectively for the countries in this study. The unit root tests confirm that the population level mortality rates are all non-stationary and are integrated of order one, I(1). For both the males and the females, the ADF and PP test p-values do not reject the null hypothesis of the existence of a unit root for the country mortality time series but they all reject this null hypothesis for the first differences. The test statistic is greater than the critical value for the country mortality series but is smaller than the critical value for the differenced mortality series, hence the tests confirm that the series are integrated of order one for both the males and the females. The country level tests for both males and females for the KPSS tests and these confirm the conclusion that differences of the mortality rates at the country level are stationary and not the levels.
Phillips Perron tests were applied to age specific mortality rates for groups of ages across the countries in the study. The results are presented for the total population as well as male and females separately for the time period 1947-2004 in Tables 3, 4 and 5. These results do not reject the null hypothesis of unit roots and stochastic trends in the mortality data except at the older age groups for a few of the countries. There are some exceptions for example at England's age 0, Norway's age 5-19 age groups and for ages 75 and above for some of the countries in the study. The mortality rates for most age groups are difference stationary and have stochastic trends.
The analysis demonstrates that mortality rates for fixed ages across time, based on the historical population data for the countries in this study, are mostly difference stationary with stochastic trends. Time trends in mortality rates for fixed ages across time should be modeled as difference stationary where they have unit roots. Shocks across time are permanent for these ages and the volatility of mortality rates increases across time. Thus uncertainty about future mortality will increase with increased forecast horizons in contrast to trend stationary models that assume a long run stationary level of volatility. 
Principal Components Analysis
A basic VAR time series model of age-specific death rates can be written as a system of equations for ages from 0 to N including a drift µ(·).
. . .
where Π i is the coefficient of the lagged mortality rate time series for age i.
The errors have covariance matrix:
Principal Components Analysis (PCA) can then be used to identify factors driving the volatility after removing the trend through the drift term. The number of factors is determined by the eigenvalues of the variance-covariance matrix of the errors. The effects of the factors across age is given by the eigenvectors of the variance-covariance matrix.
Dimension reduction is necessary for efficient handling of large data sets such as mortality rates for many time periods. Principal components analysis or singular value decomposition (Martinez and Martinez 2005 ) are a means of doing this dimension reduction leading to a more parsimonious model for practical applications.
Singular value decomposition (SVD) gives the minimum number of dimensions required to represent an mxn data matrix, say, A that can be decomposed as:
such that U and V T are orthogonal matrices Σ is a diagonal matrix with the singular values of A as the diagonal elements.
If some entries {σ i,i } on the diagonal of Σ are zero, then for some d, Hotelling (1933) suggests PCA for quantifying factors that affect the data when the factors are not explicitly given. PCA determines the eigenvectors corresponding to the largest eigenvalues of the covariance matrix. One way to determine the number of principal components to use is by looking at the percentage of variance explained or the characteristics of the singular values. The first step in PCA is to center the data around its mean, then compute the covariance matrix of the data. The total variance of mxn matrix A with element a i,j is:
Σ ρ ≥ 0 , the covariance matrix, can be written as Σ ρ = HDH T where
. . h m ) with h i as orthogonal matrices. The principal components are computed as the eigenvectors of the variance-covariance matrix Σ ρ and the associated variance is described by the corresponding eigenvalues. Figure 8 gives the PC's for the mortality rate levels of Female, Male and Total age specific death rates for Australia. In order to explain 90% of the variance in the data, the number of principal components required are 4, 5 and 4 for females, males and the total population respectively. Each principal component also explains a different percentage of the variance. For example, the first component explains 72.8%, 50.3% and 69.1% of the variation of each of the three groups respectively. PCA was carried out for the time trends, based on errors for horizontal differences of the mortality rates, from the simple VAR model for the age based mortality data. This determines the number of factors that affect mortality over time for the various ages. PCA was performed for each country on the time differences of the levels of the mortality data assuming a first order stochastic trend. A summary of the results is in Table 6 giving the number of PC's that explain 98% of the variation.
Models based on deterministic trends for the level of mortality rates should include a larger number of factors driving mortality changes than the one common factor assumed in the Lee-Carter model. There is also a similar number of factors across the countries suggesting the possibility of common factors across countries. This similar number of factors holds for both time trends (horizontal differences) and cohort trends (diagonal differences). This is not surprising since the cohort trends include the time trends along with an age effect. The number of factors is much higher in the differences of the levels than in the levels themselves. Table 6 : PCA Factors using for differences in rates for countries in study Figure 9 gives a plot of the principal components for different countries. Each principal component affects mortality at different ages in a different way. The common feature for the different countries is that for the lower ages the effects are fairly constant but at different intensities. At the higher ages (above age 75) there is a lot more variability in the way each principal component affects a specific age's mortality change. The first principal component has a similar general effect in all five countries being initially fairly constant and then decreasing as age increases. The second principal component for Japan and the third principal component for USA both increase as age increases. This may be the same principal component but its order differs for each country. For some countries, such as Japan, the PC's are more variable, while for the other countries they appear relatively constant between age 75 and age 85. 75  76  77  78  79  80  81  82  83  84  85  86  87  88  89  90  91  92  93  94  95  96  97  98  99 . This is useful in modelling mortality rates. There exist shocks that drive the mortality system. These shocks are generally unobservable. In multivariate cointegration analysis all variables are assumed to be stochastic and a random shock to one variable is transmitted to all the other variables in the system until the system moves to a new equilibrium position. Treating mortality at each age as a non-stationary variable, cointegration allows the determination of the ages that have experienced similar persistence of random shocks. The unit root tests show that the trends in mortality improvement should be modeled as difference stationary. They have stochastic trends through time and the major shocks to mortality rates accumulate in the series. These non-stationary time series require a transformation such as differencing to obtain stationarity. The underlying long-run information of a non-stationary time series is removed if the data is detrended or differenced. Cointegration analysis can be used to model the long-run relationship and retain statistical information. We can therefore use cointegration analysis to study if there exist long-run relationships between age specific death rates and for different countries.
Non-stationary time series variables possess the property of cointegration when a linear combination of the time series is stationary (Engle 1987 , Juselius 2006 , Pfaff 2008 ) and these variables should not wander arbitrarily far from each other (diverge) in the long run.
A linear combination of two I(1) variables is usually I(1). Generally, a combination of variables with different orders of integration has an order of integration equal to the largest order of integration. This implies that a linear combination of non-stationary mortality time-series should also be non-stationary with an order of integration equal to the largest order of integration of the mortality time-series.
In the simplest case, two I(1) time series, {Y t } and {Z t }, are said to be cointegrated if for a linear combination of the two series there exists a cointegrating parameter, β, such that the difference, ε t = Z t − βY t , is stationary. Z t = βY t is defined as the long run or equilibrium relationship between {Y t } and {Z t }.
Some studies have analyzed cointegration in mortality but with emphasis on how cointegration affects Lee-Carter (Chan 2008 ) and the cointegration of the parameters in the Lee-Carter model (Darkiewicz and Hoedemakers 2004; Lazar 2004 ). Darkiewicz and Hoedemakers (2004) suggest that cointegration analysis can be used as a diagnostic check of the validity of the Lee-Carter model. They do cointegration analysis of England and Wales log-mortality rates. Lazar (2004) finds that for Romanian mortality rates at high ages (63+) and given Lee-Carter's ln m(x, t) and k(t), if the ages are pairwise cointegrated then the Lee-Carter model is the cointegration relation. The Lee-Carter model can be written as a cointegration relation when x is fixed:
as compared with
z t (or ln m(x, t)) and y t (or k(t)) evolve together in time with a long term equilibrium disturbed by random shocks with short-term effects. Following Pfaff (2008) , once it has been established that there exists a unit root, it is necessary to specify an error correction model (ECM) where the changes in the value of a time series variable are explained in terms of its own past values, lagged changes in other time series variables in the system and residuals. The VAR(p) model explains endogenous variables using their own history. In order to analyse the cointegration structure vector error correction models (VECM) are used because cointegration relations do not appear explicitly in VAR(p) models for time series with stochastic trends.
A VAR(p) for p lags is written as:
where m t = (m 1t , . . . , m kt , . . . , m Kt ) for k = 1, . . . , K time series. The key assumptions in the VAR(p) model are that there is no serial correlation and no heteroscedasticity in the residuals and that the residuals are normally distributed. A VAR(p) model is stable if it generates stationary time series over a long time period (Pfaff (2008) and this stability is indicated by eigenvalues of A 0 that are less that one. Choice of VAR(p) is largely influenced by the lag order, p. The optimal lag length is determined by use of information criteria such as Akaike's AIC and Schwarz's SIC or by use of Akaike's final prediction error (FPE) whereby the most accurate model has the smallest FPE. Several VAR(p) models are usually estimated then analysed to check that the models assumptions hold based on diagnostic tests. To test for serial correlation of the residuals a Portmanteau test is performed (Harvey 1991) , to test for heteroscedasticty ARCH tests are performed while to test for normality of the residuals normality tests such as the Jarque-Bera test are performed.
Once the appropriate VAR(p) has been estimated then it is converted to a vector error correction model. The long-run specification of the VECM is:
Alternatively, the transitory specification of the VECM is:
In the long-run form of the VECM the levels of the components of m t enter the model lagged at t − p while in the transitory specification they enter the model lagged by 1.
Vector Error Correction Models for a VAR(p) can be described in either a long-run form or a transitory (short-run) form. Each includes lagged differences of m t and an error correction term that must be stationary for the VECM to be balanced (stationary on both the right hand side and the left hand side of the equation). For m t whose components are at most I(1) time series, the left hand side of the VECM is stationary due to first differences and the right hand side is stationary due to the stationary error correction terms.
The long run equilibrium, Π, is the same in both specifications of the VECM hence it does not matter which form of VECM is used in order to analyse Π (Juselius 2006 , Pfaff 2008 , Lütkepohl and Krätzig 2004 . The stationarity of the error correction terms depends on characteristics of the matrix Π. The rank of the matrix rk(Π) = r gives the maximum number of linearly independent rows/colomns of the matrix, Π. This rank, r, (the cointegration rank of the system m t ) is the number of cointegration relationships present in the system (Lütkepohl and Krätzig 2004). In cointegration studies there are 3 cases to consider: Case 1. r = K, all linear combinations are stationary and a VAR model in levels should be used Case 2. r = 0, there are no linear combinations that are stationary except for any trivial solution and a VAR model in differences should be used Case 3. 0 < r < K, so that there exist two matrices α and β such that Π = αβ .
Π is of reduced rank and cointegrating relations must be incorporated in the VAR through a VECM.
Since ∆m t is stationary the only term that may not be stationary is Πm t−p (Juselius 2006) . It is necessary to select Π such that Πm t−p = αβ m t−p is stationary or alternatively β m t−p is stationary. Since β may not be unique, one element of β is usually normalised to one. The parameters α give the sensitivity to the long-run equilibrium and is referred to as the loading matrix. An initial step in testing for cointegration involves testing the alternative hypothesis H 1 : Π = αβ by computing trace and eigenvalue statistics. These statistics are discussed in Juselius (2006) and Lütkepohl and Krätzig (2004) .
For a VAR(2) model the VECM would be:
When α kj is positive, then changes in the error correction term j have a positive impact on changes in m k,t and when it is zero it implies that there is no impact of the error correction term. The magnitude of α kj indicates the extent to which departures from the long run equilibrium are incorporated in the next time period levels. The cointegrating vector, β is the long-run equilibrium of the error correction model. The α can also be considered as a measure of how much and to what extent each cointegration equation (stationary linear combination) influences the changes in each of the variables.
The VECM provides information about how changes in the variable are related. This is transformed to a VAR(p) model in the levels for modelling the variable of interest:
Cross-Country Mortality Rate Cointegration
Population mortality rates across countries are expected to contain common stochastic trends and to be cointegrated based on the previous analysis. The mortality rates for males and females differ and are analysed separately based on the standardized age specific mortality rates for Australia, England, Japan, Norway and USA from 1947-2004. This analysis is carried out for the standardized country mortality rates to estimate long run equilibrium common stochastic trends and estimating a VAR model and if required a VECM model that incorporates those long run stochastic trends. This allows data to be combined across countries leading to more efficient estimates of future mortality rates and providing information about the relationship between the different countries mortality improvement and longevity risk.
For mortality rates that are cointegrated econometric models can be used to estimate the long run relationships between the countries and how changes in country mortality rates respond to departures from the long run equilibrium between the mortality rates. The technique used is Johansen's Methodology (Juselius 2006) . After determining the number of lags, p, a VAR(p) model is estimated. The number of cointegrating relations in the estimated model is then determined. This is used to estimate the VECM and the cointegrating coefficients. The analysis was implemented in R-statistical using the methodology outlined in Pfaff (2008) .
Denoting A = Australia, E = England and Wales, J = Japan, N = Norway and U = USA, then a VAR(1) model for this system would be specified as:
Π measures the long-run parameters. Cointegration implies that Π is of reduced rank with rk(Π) = r where r is the number of cointegration relationships that exist between the variables or the cointegration rank. The α paramters are the loading matrix while β contains the coefficients of the long run relationships such that β m t−1 gives the cointegrating relations.
The unit root tests indicated there may be cointegration of the mortality rates for the five countries. A VAR model is estimated then diagnostic tests are performed to assess the assumptions of the VAR model. There should be no serial correlation and no heteroscedasticity in the residuals and the residuals should be normally distributed.
The Appendix reports the analysis results for VAR models for the countries based on the standardized mortality rates. The VAR model was initially applied to the levels of the mortality rates. The optimal lag length, p, for an unrestricted VAR model to analyse the cointegration was determined. A range of information criteria including the AIC and the final prediction error were used but it is also important to have a parsimonious model with as few lags as possible. For the time period from 1963 to 2004 a VAR model was estimated included a constant and a trend as the deterministic regressors. The estimates for VAR(1) and VAR(2) models for the levels of the Australian standardized mortality rates are given in Figure 10 and Figure 11 . These show that a VAR(1) model for the Australian mortality rates is appropriate and that the ACF and PACF demonstrate the model captures autocorrelation. However, based on the test statistics reported in the Appendix, the errors are serially correlated which makes inference for parameters and goodness of fit unreliable based on the assumption of no serial correlation. Sim- ilar figures can be produced for each of the countries to confirm the model fit. However the serial correlation of the errors suggests a transform of the data. A similar analysis using a log transform of the standardized rates for each country also showed that the non-seriality assumption for the residuals holds. The Box-Cox transform is often used in econometrics and a special case is the log transform. Models were also fitted for lags p = 1 and p = 2. Diagnostic tests were conducted on the estimated models to determine which transformation and which number of lags, p, would yield the best VAR(p). A Portmanteau Test was performed to test for autocorrelation of the disturbances. The null hypothesis is that the coefficients of the lags of disturbances are zero up to a given lag, h, (H 0 : the disturbances are not autocorrelated). The test statistic of the Portmanteau Test, Q, is computed and the p-value is reported in the appendix. If the null hypothesis is rejected then at least one value of the coefficients of the disturbances is statistically different from zero at the specified significance level. These results were based on a maximum lag of 7. These tests illustrate that the logarithm of the standardized rates along with a VAR(1) model capture the auto-correlation in the series. This is not the case for the levels of the standardized rates. In the VAR(2) statistics report that the model performs worse in terms of serial correlation.
A Jarque-Bera Test is performed on the residuals of the estimated VAR(p) models to determine which model has residuals that are close to normality. Deviation from normality increases the Jarque-Bera Test statistic.
The analysis demonstrates that a VAR(1) model is appropriate for both males and females based on the logarithms of the standardized rates. For this model the normality assumption for the residuals is not rejected and the model captures all significant serial correlations. Plots are shown in figures 12 and 13 for Males and Females respectively.
The full details of the tests are given in the Appendix. The VAR(1) model estimated has Π = −(I − A 1 ) with determinant different from zero. This implies that r = k = 5. Thus this has no cointegration relations. From Triacca (2002) , if the elements of m t are not cointegrated then Πm t−1 is I(1). This will further imply that u t are I(1). However, from the unit root tests it was found that ∆ ln m t are stationary. Thus, Π must be the null matrix. Hence, ∆ ln m t = u t . Thus it is sufficient to model the differences of ln m t . . . . This analysis demonstrates how the standardized mortality rates across countries have shown stochastic trends based on the historical data. These stochastic trends are not common to all the countries in this analysis. Modeling the differences of the standardized mortality rates is sufficient to capture trends for each country.
Conclusions
This paper has presented the results from an analysis of longevity risk across a number of major countries from an econometric analysis of trends and volatility. This provides a basis for the development of country and age-based longevity risk models that capture trends including common trends across age, sex and country and provide a basis for assessing longevity risk in a consistent modeling framework. Stochastic common trends can be included in the Lee-Carter model consistent with a difference stationary model but the Lee-Carter model does not include sufficient random factors driving mortality changes.
Mortality rates are found to have stochastic trends for almost all ages and across all the countries in the study. This means that trends in the historical rates are stochastic and shocks are permanent. Volatility increases through time as shocks accumulate in the series. Multiple factors are driving mortality changes. The number of factors driving changes in the mortality rates is similar across the countries. More factors are required than is usually assumed in models such as the Lee-Carter model and extensions.
These results allow us to include key factors consistent with empirical data across a range of countries in a mortality model. This Appendix reports the results from the fitting of VAR and VECM models to the levels, log levels and the reciprocals of the standardised mortality rates across the five countries A = Australia, E = England and Wales, J = Japan, N = Norway and U = USA. 
