A debate has appeared in the literature on loop quantum gravity and spin foams, over whether secondary simplicity constraints should imply the shape matching conditions reducing twisted geometries to Regge geometries. We address the question using a model in which secondary simplicity constraints arise from a dynamical preservation of the primary ones, and answer it in the affirmative. The origin of the extra condition is to be found in the different graph localisations of the various constraints. Our results are consistent with previous claims by Dittrich and Ryan, and extend their validity to Lorentzian signature and a priori arbitrary cellular decompositions. Finally, we show how the (gauge-invariant version of the) twist angle ξ featuring in twisted geometries equals on-shell the Regge dihedral angle multiplied by the Immirzi parameter, thus recovering the discrete extrinsic geometry from the Ashtekar-Barbero holonomy.
Introduction
In this paper we are concerned by the possible presence and meaning of secondary simplicity constraints in the dynamics of loop quantum gravity, in particular in its definition by the spin foam formalism. The current state of the art in spin foams is the EPRL model [1, 2, 3, 4, 5, 6, 7] , in which secondary constraints are not explicitly posited. The question is rather central [8] , and has received a certain amount of attention in the literature [9, 10, 11, 12, 13, 14, 15, 16, 17] . In the continuum theory, these constraints arise from the stabilisation of the primary simplicity constraints. While the latter impose that the bivector B IJ is simple and thus expressed in terms of the tetrads, the former encode (the spatial projection of) Cartan's equation. They thus imply that the spacetime connection is Levi-Civita, and capture the non-linearity of Einstein's theory in the first order formalism. The reason why the secondary constraints are usually not included is partly because their non-linearity introduces ambiguities and difficulties when discretising them, but mostly because of a key result due to Barrett and Crane [18] . They discretised the covariant constraints on a flat 4-simplex, and split them into primary or secondary according to whether they involve only bivectors on adjacent boundary faces, or bivectors on opposite faces and the bulk connection. Then using classical geometry, they proved that gauge invariance (in the guise of the local closure conditions) plus the primary simplicity constraints are enough to impose also the secondary ones. This result has led to what could be called the 'Barrett-Crane logic': imposing the primary constraints 'at all times' (that is, on the full boundary of the 4-simplex) imposes automatically the secondary ones as well. This is a solid result, and indeed the EPRL model benefits from it, for instance it is crucial for the derivation of the Regge action at the saddle point approximation at large areas [19] , one of the many good properties of the model. There are nonetheless unresolved issues, which justify the concerns of [8] and the active research pursued in this area. First of all, the result by Barrett and Crane is classical, so quantum fluctuations in the path integral may not be properly taken into account. And even at the classical level, the result uses heavily the rigidity of a flat 4-simplex, and does not extend to arbitrary polytopes dual to general spin foams. The latter are however rather natural to define [6, 7] , and indeed necessary if one wants amplitudes for arbitrary loop quantum gravity states. Finally, there is evidence that on a large triangulation, the equations of motion defining the saddle point are only compatible with flat solutions, where the Regge deficit angle vanishes at each hinge instead of the non-commuting fluxes, and to bridge easily between structures which are local on the links, and structures which are local on the nodes. Specifically, we will take advantage of the relation between the Ashtekar-Barbero and Lorentzian holonomies established in [33] , and of the geometric description of SU (2) invariants at the node proposed by Freidel and Hnybida in [45] , allowing to describe fully reduced variables for the gauge-invariant phase space, in particular, a gauge-invariant analogue of the twist angle ξ of twisted geometries. We use I = 0 . . . 3 for Minkowskian indices, A = 0, 1 for spinorial indices. We label links of the graph by i, j, k, and try to avoid writing explicitly internal SU(2) indices. Finally, we use mostly-plus signature, so spacetime vectors are mapped to anti-hermitian matrices.
Simplicity constraints and gauge orbits
In the continuum theory, the secondary simplicity constraints turn the primary ones from first class to second class constraints. Accordingly, the solution to the secondary constraints can be interpreted as a non-trivial gauge fixing of the orbits generated by the primary constraints. Such gauge fixing plays a crucial role: it says that the spatial part of the connection is Levi-Civita, and this in turns allows to extract the extrinsic geometry from the Ashtekar-Barbero connection. This is a key property of the structure of the theory, and understanding how it is to be implemented on a fixed graph is necessary for the study of spin foam amplitudes. Fixing a graph corresponds to a truncation of the theory [26] , and introduces some peculiarities with respect to the continuum theory. Firstly, some of the primary simplicity constraints are already second class by themselves: this is a well-known consequence of the non-commutativity of the discrete fluxes. Secondly, the connection per se can not be properly spoken of: all it exist on a fixed graph is the holonomy. Therefore the embedding we are talking about is that of the SU(2) holonomy (appearing e.g. as the argument of spin network states) in the covariant phase space T * SL(2, C) L , associated to a graph with L links. To understand the details of these structures, let us briefly recall the twistorial representation of the Lorentzian holonomyflux algebra, referring the reader to the literature for further details. For this, we focus first on a single link of the graph. The holonomy and self-dual generators for source ('untilded') and target ('tilded') nodes of a link are
and the (complex) area matching constraint C = πω −πω = 0 has to be satisfied in order for the twistor space Ì 2 to describe T * SL(2, C) and its Poisson algebra. Here πω := π A ω A is the Lorentz invariant contraction, and we follow the conventions of [33] and set {π A , ω
We work in the time gauge, where the time-like normal to each node is n I = (1, 0, 0, 0). This allows us to identify the function on phase space corresponding to the external dihedral angle between the frames associated to the source and target nodes, that is
The linear simplicity constraints [5] in the time gauge read
where γ = cot θ 2 is the Immirzi parameter. They are to be imposed on both source and the target generators, and as the norms of source and target generators coincide, this amounts to 5 real constraints per link. They can be conveniently split into a real, Lorentz-invariant diagonal constraint S, and two complex, n I -dependent off-diagonal constraints F andF ,
The diagonal constraint is solved by requiring that πω =πω = (γ +i)j, with j ∈ R, whereas the F constraints can be solved eliminating part of the π A spinors in favour of the ω A , and similarly for the tilded spinors. Only the diagonal constraint is first class, whereas the real and imaginary parts of F form a second class pair,
and equally forF . As anticipated above, the fact that some of the primary constraints are already second class by themselves is a peculiarity of the discretisation and the associated non-commutativity of the fluxes. Since we are interested in the non-trivial gauge fixing that would be provided by the secondary constraints, we focus attention on the orbits generated by the first class, diagonal constraint. They preserve the fluxes but change the holonomy,
As pointed out in [33] , the key property of these orbits is to shift the dihedral angle Ξ: we have
hence Ξ is pure gauge with respect to the primary constraints. Given its interpretation in terms of the 4-dimensional dihedral angle, this result is already a strong indication that secondary constraints are mandatory if we want to be able to reconstruct the extrinsic geometry out of the holonomy-flux phase space: if, as in the continuum, the secondary constraints turn the primary into second class, their solution will provide a non-trivial gauge-fixing of the orbits, that is a relation between Ξ and the reduced data.
Such reduced data can be found in two steps [33] ; first, reducing Ì 2 by the simplicity constraints (4 second class and 1 first class), giving two spinors satisfying the reduced area matching condition,
where z 2 = 2j, and induced Poisson brackets {z A ,zB} = iδ AḂ = −{z A ,zB}. Then, reducing by the first class constraint C, a step which gives the symplectic manifold T * SU(2), as shown in [34] ,
What is new thanks to the Lorentzian starting point is the possibility to appreciate the role of the Immirzi parameter γ: it introduces a phase shift in the relation between left-handed and right-handed structures (3), captured by the γ-dependent phase of the reduced spinors (9) . This in turn twists the reduced holonomy g in such a way that it is not anymore the restriction of h to the stabiliser of n I . Precisely as in the continuum, the twist introduces a dependence of the reduced holonomy on the boosts degrees of freedom of the Lorentz holonomy. This can be made explicit if we reintroduce the orbits of S, and look at the reduced space as if S were second class. This space has the structure of a bundle T Ξ := T * SU(2) × R, where the fibres are the orbits of S. On T Ξ , the Lorentzian holonomies and fluxes reduce to
which makes it clear that the relation between g and h mixes boosts and rotations for non-vanishing γ. Using an interaction picture to factorise the path-ordered exponentials defining the holonomies, one can prove [33] that
where
The relation (12) is the fixed-graph version of the well-known relation between the antiself-dual Lorentz connection ω ASD , and the Ashtekar-Barbero connection, A AB = ω ASD + (γ − i)K, where K is the boost part, and shows that g should be thought of as the lattice version of the Ashtekar-Barbero connection. This is a neat result, that in our view shows the usefulness of the twistorial formalism for loop gravity. The purpose of this paper is to study how the dynamics introduces a non-trivial gauge-fixing of the orbits, which in turn allows to extract directly the extrinsic geometry out of the reduced data.
Secondary constraints from flat dynamics
We take a hybrid discretisation approach, whereby we foliate spacetime as M = Σ× R, where Σ is discretised via an arbitrary cellular decomposition dual to the graph Γ, and t ∈ R is a continuous time parameter. This is the same approach used for instance in [22, 9] and it allows for a straightforward construction of a symplectic form on phase space. 1 The kinematical phase space S Γ associated to the graph Γ is defined by a copy of T * SL(2, C) on each link, described by simple twistors as above, plus the Gauss law imposing gauge invariance at each node. Because we are working in the time gauge, boosts are fixed and the Gauss law is restricted to the SU(2) stabiliser of n I , that is G n = l∈n L l . This closure constraint commutes with the simplicity and-area matching constraint, so it does not change the analysis that was done above at the level of a single link. In the following, we will restrict attention to graphs which are dual to polyhedral decomposition of space, where we require that each node is at least 4-valent, and two nodes are connected at most by one link only.
The system is very similar to the one considered in [9] , where additional constraint where added, coming from a suitably discretised form of the torsion-less condition of the continuum theory. These constraints are then shown to contain the shape-matching conditions reducing twisted geometries to Regge geometries. As discussed in the introduction, this specific claim has been disputed by other authors [15] , and it is our propose here to shed light on the debate by deriving the secondary constraints from a suitable discrete dynamics. To that end, we consider a BF Hamiltonian constraint, imposing flatness of the covariant connection everywhere on Γ. This can be described in a gauge-invariant fashion via the following constraint:
for all elementary faces of the graph, which imposes complete flatness of the gauge-invariant phase space.
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The constraints are actually redundant, since the faces in a graph are not all independent, however there is no issue in imposing all of them since they commute among each other. For a closed graph, the constraints require that the 4-dimensional polytope defined by the polyhedral decomposition dual to the graph is flat. Adding Lagrange multipliers for all the constraints, the full action reads
Let us see how the addition of the flatness constraint changes the structure of the system. H f commutes with itself, and with all the area matching and closure constraints. On the other hand, it does not commute with the simplicity constraints, because of the non-vanishing bracket between S and the holonomy, see (6) . Let us introduce the notation h
f , meaning the partial loop holonomy of f , with base point the target of l and group element h l removed. Then for each link l sharing the face f , we have
Together with (5), these are the only Poisson brackets not vanishing on the constraint surface. A straightforward canonical analysis, which we report in the Appendix, shows the need of secondary constraints for the stability of S l . These stem from the usual assumption of non-vanishing lapse, and can be read from (16) to be
These are the only secondary constraints, and furthermore the stabilisation of (17) leads to equations fixing the Lagrange multipliers λ l , therefore Dirac's procedures stops and no further constraints arise: the full system is described by (15) plus (17) . The effect of the non-zero terms (54,55) is just to fix the Lagrange multipliers of the F andF constraints. The key property of the secondary constraints is to turn the diagonal primary simplicity constraints into second class:
and similarly for S l and ψ l ′ f on different links, see the Appendix. The equations (17) and (18) are our first result: a simple Hamiltonian constraint, such as the flatness condition (14) , is already enough to generate secondary constraints, and turn the first class primary simplicity into second class. This is an encouraging result, because it implies that Ξ does not drop out from the reduced phase space, which therefore does carry information about the extrinsic geometry. The primary being all second class now, the relevant constraint surface (prior to solving the Hamiltonian and secondary constraints) is the bundle T Ξ on each link. The next question is how to solve the secondary constraints and recover explicitly the extrinsic curvature out of the SU(2) phase space. Before addressing it, let us make a few remarks on the structure of the secondary constraints (17) we derived:
• They can be taken as equations for the variables Ξ l , providing a non-trivial gauge fixing for the orbits of the diagonal primary simplicity constraints, or in other words, a non-trivial section on the bundle T Ξ .
• They are non-linear, and not local in the sense of the graph, but almost: they involve first-neighbours of each pair link-face on which they are defined; hence, the solutions will depend on such neighbouring data.
• Crucially, there are more constraints than links, contrarily to the intuition from the continuum theory. This is due to the fact that the simplicity constraints are local on links, whereas the flatness constraint is local on faces. As a consequence, each link has as many secondary constraints as there are faces sharing it, a fact that will have strong implications.
• They are not manifestly a discretisation of the torsion-less condition. The second equality in (17) shows that the secondary constraints are rather conditions on the Lie derivative of the loop holonomy. However, we will see below that indeed, solving these constraints amounts exactly to the statement that the covariant connection is Levi-Civita, and so the torsion vanishes.
In order to proceed, it is convenient to manipulate the Hamiltonian and the secondary constraints and rewrite them using a basis of nodal SL(2, C) invariants. Using spinors, these can be written as the following bilinears considered for instance in [39] ,
The usual invariants given by scalar and mixed products of generators can be easily expressed in this basis, which furthermore form a closed algebra of Poisson brackets. 3 For ease of notation we have omitted a node label in the above invariants, and as we have restricted attention to graphs with nodes connected by one link at most no ambiguity arises. Consider a 3-valent face; expanding the trace of the loop holonomy using (1) and (19), we obtain
In this way, the the Hamiltonian and the secondary constraints equal (up to normalisation) cubic polynomials of invariants. On-shell of the primary simplicity constraints, using (9), we have
are a basis of SU(2) invariants. Introduced in this context in [46] , they also form a closed algebra, with u(N ) sub algebra generated by the E ij . Notice that the F ij are not linearly-independent: they satisfy the Plücker identities
as a direct consequence of the spinorial identity. 4 Recalling the expression (2) for the dihedral angle Ξ, the reduced Hamiltonian and secondary constraints can be written in a compact form as follows,
Analogue expressions can be obtained for faces of arbitrary valence. In spite of their apparent complexity, we will now show that these constraints can be explicitly solved. To that end, we need to trade the spinors for more geometric variables.
Twisted geometries and spinor phases
To improve the geometric understanding of the system, and be able to solve explicitly the constraints, it is convenient to trade the spinors for twisted geometry variables, representing the intrinsic and extrinsic geometry of the polyhedra associated with a cellular decomposition dual to the graph. The reduction from spinors to twisted geometries requires to perform the explicit reduction by the two sets of first class constraints corresponding to area-matching and closure. Since the constraints are associated to different structures of the graph, respectively to links and nodes, solving one set first or the other leads to different intermediate steps, and thus different parametrisations of the final result, see the following scheme. The 'right-down' path involves solving first the area-matching reduction, and parametrizing the SU(2) holonomies and fluxes in terms of normal vectors and a twist angle,
A nice feature of this parametrization is that (j, ξ) forms an abelian conjugate pair. The Hopf sections ζ andζ provide stereographic coordinates for the sphere, with N (ζ) andÑ (ζ) the associated unit vectors, identified with the directions of the fluxes (10),
Consider next the closure condition around each node imposed by gauge invariance. By Minkowski's theorem, these data define a unique convex polyhedron, whose adjacency matrix and intrinsic shapes are determined by the scalar products X i · X j , see [25] for details. On the other hand, the twist angle ξ i between two adjacent frames is not gauge invariant, and in the reduction it has to be traded for a gauge-invariant angle built from the loop holonomies. This leads to cumbersome expressions which hinder an explicit solution of the constraints (26) . The analysis simplifies considerably if we take the 'down-right' path in the scheme, thanks to the results of [35, 45] , which we now review, based on the geometric interpretation of the nodal invariants as 'framed' polyhedra. The idea is that the global phase of the spinor, which is irrelevant to characterise X, can be used to provide a framing vector F on the face [35] . This is defined as
and satisfies F 2 = 1, and F · X = 0. On a link, we have two such framing vectors, corresponding to source and target spinors. The angle between them can be immediately identified with the twist angle: in a common frame with both N andÑ normals to the shared face along the z direction, a straightforward calculation gives
Then, let us follow [45] and parametrize the SU(2) spinor invariants as
where ǫ ij is a sign introduced for commodity of parametrization. Using (30) and (31), it can be easily shown that
That is, φ ij are the 3-dimensional external dihedral angles, and α i j the angles between the edge vectors and the framing vectors. Formulae (33) will play a crucial role for solving explicitly the secondary constraints. Notice that there is a 2 − to − 1 map between spinors and normal vectors, and thus also between spinor configurations and reconstructed geometries. In fact, as spinors' phases, α i j are defined modulo 2π, but the reconstructed geometry (34) is modulo π.
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Notice that these formulas hold independently of the closure condition, as they just refer to the individual pairs of vectors. When the closure holds, and ij are adjacent faces, 6 the angles φ ij are the exterior dihedral angles, X i ∧ X j is the polyhedral edge vector, and α The relation between the phases α i j and twisted geometries is easily derived plugging the parametrization (29) in (33), and one gets
5 On top of this Z 2 symmetry, there is another subtlety that should be kept in mind when applying (33) in practical calculations. It is customary to take both normals on a link pointing outwards in their respective frames. This introduces a parity transformation, so to have the minus sign in the adjoint actionX = −gXg −1 . Twisted geometries can be parametrised with the parity either in the holonomy, as in the original paper [24] , or in the generators, as we did here in (10) . This is convenient to parametric in the same way for the source and target spinors the solution to the simplicity constraints. As a consequence, the 'tilded' outgoing normal is given by the parity transformed spinor |z], see (30) -recall that [z|σ|z] = − z|σ|z . In terms of the angles, this corresponds to
where ϕ AB ij is the phase of the matrix element A|n † (ζ i )n(ζ j )|B . Furthermore,
so the α i j 's are conjugated to the areas, albeit do not form canonically conjugated pairs, since the phases α i j are not linearly independent: they satisfy the Plücker identities induced from (24) . They are also not invariant under the action of the area-matching constraint, since from (37) we immediately see that {C i , α i j } = −2. The advantage of working with the α i j 's instead of the linearly-independent ξ i 's, is that it is easier to extract the area-matching invariant part of the α i j 's than the rotation-invariant part of ξ i 's. In fact, while the latter requires taking traces of loop holonomies, and leads to lengthy expressions involving also the direction variables ζ i 's, the former is simply a linear combination of the α i j 's associated to the same link. To show this, let us look again at the action of the area matching constraint on α i j . So far we have assumed that all links where outgoing from the node. To keep track of the incoming links, which have spinorial Poisson brackets of opposite sign, we will use a notation αĩ j . Then,
Hence, any phase difference of the type ξ
is area-matching invariant. And as the α i j are rotational invariant at the nodes, these angles are invariant under both closure and the area matching constraints, and provide good variables for the fully reduced phase space, as already pointed out in [45] .
Replacing ξ i by ξ i jk solves the issue of the non-gauge invariance of the former, and it is a neat improvement in the understanding of twisted geometries. The drawback of working with the ξ i jk is that there is too many of them, one for each face sharing the link, and one should select a single representative for each link. Notice that we have arrived at a construction completely analogous to the one by Dittrich and Ryan [9] , where one defines multiple 'proto-dihedral' angles on each link, and chooses one (say the averaged sum) as the phase space variable. Once this choice is made, the gauge-invariant reduced phase space can be parametrised in terms of areas j i , the variables for the intrinsic shapes of the polyhedra [25] , and the given choice of ξ i jk . The ξ i jk 's are automatically independent of the face labels (jk), and thus just the right number of independent variables, for the special configurations where the shapes of the triangles match. In fact, the shape matching conditions have been defined in [23] as the matching of the 2-dimensional dihedral angles seen from the two adjacent frames. In our notations,
where jil and kim are links belonging to two different faces. If we now look at the definition of the gaugeinvariant angle ξ i jk , we immediately see that the shape-matching conditions make the value of the angle independent of the lower labels (jk).
In concluding this Section, let us summarise the various angle variables that have been introduced so far, and their geometric interpretation: 
Solving the secondary constraints
Now that we have indulged enough on the formalism, we are in a position to show how the secondary constraints can be explicitly solved, giving the discrete Levi-Civita connection. We continue to consider the case of tri-valent faces, directly relevant for the 4-simplex, for the sake of being explicit. However the formulas immediately extend to arbitrary faces, and we will discuss the general case in the end. As a first step, we substitute the geometric decomposition of the spinor bilinears (33) in the A µ coefficients of (26) . We obtain
where we introduced the shorthand notations 
As expected, only the geometric (that is, gauge-invariant and area-matching invariant) angles ξ i jk enter the expressions. The formulae (33) allow us to write the Hamiltonian and secondary constraints as equations among trigonometric functions of dihedral angles:
By taking sums of the three different pairs of secondary constraints, we can recast them in the following equivalent form,
Let us look first at the imaginary part of these equations: they are solved by Θ µ = 0 or γΘ µ = χ µ , which in turn imply
where the labels jk in the right-hand side are fixed by the face we are looking at, see (43) . The first solution corresponds to a degenerate configuration with zero extrinsic curvature. The second solution, allowing for non-zero extrinsic curvature and expressing it in terms of 3-dimensional geometry, is the one we are interested in. First of all, the relation between 4-dimensional and 3-dimensional geometry depends on the Immirzi parameter, as in the continuum theory. Second, the solution implies the shape-matching conditions: as the same link i is shared by different faces, ξ i jk should be independent of (jk) which as we recalled above requires the matching of shapes. Notice that the latter is a restriction on the angles φ ij but also on the areas j i , which via the closure constraint makes the φ ij not independent.
Next, let us look at the real part of the secondary constraints. It can be solved first taking the ratio
and then observing from (42) that
Equating (47) and (48) in the three cases (ij) = (12), (23) , (31) , we arrive at
These are nothing but the spherical cosine laws in the Lorentzian case (see e.g. [48] ), expressing the 3-dimensional dihedral angles in terms of 4-dimensional ones. Equations (46) and (49) are the solutions to the secondary constraints, the main result of this paper.
In the case of a triangulation, there are as many independent φ ij (two per tetrahedron) as Ξ i (one per triangle), and the formulas can by immediately inverted, to express the extrinsic curvature in terms of the 3-dimensional data,
Because of the shape matching conditions imposed by the first half of the solution, (46), we are dealing effectively with a Regge geometry, and (49) is nothing but the expression of the holonomy is the Levi-Civita connection compatible with the flat Regge metric of the 4-simplex. We remark that the procedure provides an explicit gauge fixing of the diagonal simplicity constraint's orbits via (49) , and tells us how the extrinsic geometry can be recovered from purely SU(2) data: on-shell of the constraints, the SU(2) angle ξ i jk equals γ times the 4-dimensional dihedral angle, in turn determined by (50) . Notice that this perfectly reproduces the result previously found by simply evaluating holonomies and fluxes on a Regge geometry [26] .
Finally, let us comment on the case of more general graphs. As specified above, we would still like to restrict attention to graphs dual to a polyhedral decomposition, and avoid further complications due to non-trivial topologies or pairs of polyhedra connected by more than one face. The main equations we have derived, (44) and (46) , extend immediately to such more general graphs. Hence, so do our main conclusions, that is that the secondary constraints require the shape matching conditions, and provide a relation between the 4-dimensional dihedral angles and the reduced SU(2) data. However, some non-trivial differences should be properly taken into account. First of all, for a closed graph there are now 2 n (val n − 3) = 4L − 6N independent angles φ ij , to be compared with the number L of independent angles Ξ i , therefore the formulas (49) and (50) impose additional consistency conditions on the available data, whose consequences have to be investigated. Furthermore, recall that the adjacency matrix of each polyhedron depends on the 3-dimensional angles [25] , thus it is not possible a priori to establish the valency of each face in its boundary. This hinders the use of the graph structure to pre-identify the edges, and makes the analysis of the shape matching conditions more complicated, see [25] .
Conclusions
In this paper we addressed the question of the presence and meaning of secondary simplicity constraints in a model in which they can be dynamically derived on a fixed graph. We answered both questions posed in the introduction in the affirmative: firstly, dynamical stabilisation of the primary simplicity constraints leads to secondary constraints; secondly, these are a discrete version of the Levi-Civita condition for the connection, and their solution requires the shape-matching conditions restricting a twisted geometry to a Regge geometry. In our construction, the origin of the additional shape-matching conditions is a direct consequence of the different locality properties of the constraint used, on the links of the graphs the primary simplicity, on the faces the flatness Hamiltonian constraint. As a consequence, each link has as many secondary constraints as there are faces sharing it. In explicitly solving the constraints, we used heavily the parametrization in terms of twisted geometries, and especially the results of [45] that introduced a geometric characterisation of the SU(2) invariants in terms of framed polyhedra [35] , and a gauge-independent version of the twist angle ξ. In particular, our results show in what precise sense this angle carries the extrinsic geometry, and the presence of the Immirzi parameter in the relation.
An immediate question for future research is whether our analysis could be carried through also with a Hamiltonian constraint allowing for curvature. One could for instance think of the formalism of quasiconstraints of [31, 49, 50] , or of attempts at discretising the Hamiltonian constraint of LQG on a fixed graph such as [27, 22] . Let us also point out the model by Wieland [17, 51] , where a continuous time parameter is introduced while working with a discrete spacetime triangulation proper to spin foams. It would be interesting to add the Hamiltonian constraint here considered, or a more general one, to that model, to study the possible appearance of secondary constraints.
We thus obtain the following system of equations,
The whole system is solved so that the total Hamiltonian is correctly first class and no tertiary constraints are generated:
• the equationsṠ l = 0 can be solved by setting M f l = 0. This is the only solution considering that the matrix {S l ′ , ψ f l } can not be inverted;
• the equationsḞ l =Ḟ l = 0 are solved setting µ l =μ l = 0, which in turns imply λ l = 0 from the last set of equations,ψ f l = 0.
