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Abstract. Like reachability, coverability is an important tool for verify-
ing behavioural properties of dynamic systems. When a system is mod-
elled as a Petri net, the classical Karp-Miller coverability tree construc-
tion can be used to decide questions related to the (required) capacity of
local states. Correctness (termination) of the construction is based on a
monotonicity property: more resources available implies more behaviour
possible. Here we discuss a modification of the coverability tree construc-
tion allowing one to deal with concurrent occurrences of actions (steps)
and to extend the notion of coverability to a dynamic action-based notion
(thus viewing bandwidth as a resource). We are in particular interested
in component-based systems in which steps are subject to additional
constraints like (local) synchronicity or maximal concurrency. In general
the behaviour of such systems is not monotonous and hence new termi-
nation criteria (depending on the step semantics) are needed. We here
investigate marked graphs, a Petri net model for systems consisting of
concurrent components communicating via buffers.
Keywords: Petri nets; step semantics; step coverability tree; bound-
edness; decidability; maximal concurrency; marked graphs; components;
localities
1 Introduction
Coverability can be applied as an important tool for verifying behavioural prop-
erties of dynamic systems with quantified state information — typically captur-
ing the presence of certain kinds of resources — modelled as parallel program
schemata, like Vector Addition Systems [11], Petri nets [16], or state machines
communicating via buffers [5]. In this paper, Place/Transition Petri nets (PT-
nets) are used as our basic system model. The dynamics of a PT-net derives
from a ‘firing rule’ describing enabledness of individual actions i.e., the potential
to occur at a global state or ‘marking’, and the effect such occurrence has on
a marking. This sequential firing rule can then be extended to step firing rules
for sets or multisets of simultaneously occurring transitions. Firing rules lead
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to behavioural descriptions of a PT-net in terms of firing or step sequences as
well as reachability graphs (labelled transition systems) in which such execution
sequences are combined with state information. The latter have proved to be
very useful as they allow behavioural analysis and verification (including model
checking [21]). An important property for verification purposes is the ‘bound-
edness’ of a PT-net which amounts to saying that its state space is finite. The
standard construction to investigate boundedness is the ‘coverability tree’ (CT)
introduced in [11] and investigated in e.g., [9, 16, 22, 7]. CTs can be used to an-
swer also questions related to boundedness of local states (resources) such as
‘will there be enough resources available?’ (e.g., to avoid deadlocks) or ‘is the
amount of resources generated unbounded?’ (and hence restricting the capacity
of certain parts of the system may constrain its behaviour). Similarly to reacha-
bility graphs or trees, CTs can be a tool for deciding other relevant behavioural
questions as well, even in the case of infinite state spaces. The reason is that the
constructed CT is always finite, with the termination of the construction being
based on a ‘monotonicity’ property implying that no current behaviour is lost
when more resources become available.
The standard CT is defined only for the interleaving (sequential) semantics
of PT-nets and, as a consequence, issues relating to the step based semantics are
not accurately reflected. To capture this aspect of concurrency, the concept of a
‘covering’ step or ‘extended’ step was introduced in [12]. The resulting step cov-
erability tree (SCT) of a PT-net extends the behavioural information conveyed
by the sequential CT, by providing a more concurrency-oriented view of the be-
haviour of the PT-net. Whereas the standard approach is concerned with the use
of resources, here bandwidth is also a resource (steps may require unbounded
capacity), and one may be interested in e.g., whether restricting the bandwidth
of steps can lead to a restricted (or even incorrect) behaviour. Moreover, SCTs
can be applied to other Petri net models or PT-nets operating under a step
semantics involving more concurrency constraints. The sequential and standard
step based semantics of PT-nets are in many respects equivalent. By the sub-
step property each step can be sequentialised to a sequence of transitions with
the same effect and so the reachable markings are the same for both semantics.
However, there are practically relevant extensions of PT-nets for which this does
not hold, such as PT-nets with inhibitor arcs and the a priori step semantics for
which the construction of an SCT needs to be adjusted. However, for such nets
even the standard CT construction no longer works, mainly because the presence
of additional resources may constrain behaviour. Thus in [3], a CT construction
has been developed for (a subclass of) PT-nets with inhibitor arcs. and in [12]
this construction was extended to deal with the a priori step semantics.
In our research we are interested in coverability in the context of distributed
systems consisting of communicating components. Systems of this kind often be-
have in a ‘globally asynchronous locally synchronous’ (GALS) manner implying
that at the local level their computational progress is captured by a maximally
concurrent step semantics. For such systems, an accurate behavioural represen-
tation can be provided by PT-nets with localities (PTL-nets [13]) with explicitly
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located transitions. A maximally concurrent semantics however does not in gen-
eral satisfy the substep property nor will it be monotonous. Still, it can be viewed
as monotonic in the weaker sense that adding resources can enable larger steps
without invalidating already enabled transitions. This weak monotonicity can
then perhaps be used to construct SCT for such systems. Here we undertake a
first case study of this execution model, by looking at marked graphs, a basic
Petri net model for systems with components communicating through buffers.
The paper is a follow-up to our investigations in [12] where we introduced
SCTs more or less ad hoc for a class of inhibitor nets. It initiates a systematic in-
vestigation of SCTs, focussing on the correctness of the construction for systems
where transitions occurring in steps are subject to additional synchronisation
constraints based on the localities (of the components) they belong to. Here
we explore the construction of step coverability trees for two extreme options:
no synchrony i.e., the standard PT-net step semantics, and full synchrony i.e.,
maximal concurrency, for a simple class of nets without local choices. Hence we
recall the construction of SCTs derived from [12], specialising the basic results
and proofs to the case of PT-nets and thus making them more accessible and
so amenable to possible modification. Next, we demonstrate how to construct
SCTs for the class of marked graphs operating under the maximally concurrent
semantics.
We use standard mathematical notation, in particular, ⊎ denotes disjoint
set union, N = {0, 1, 2, . . .} the set of natural numbers, and ω the first infinite
ordinal. We assume that ω+α = ω−α = k ·ω = ω, n−ω = 0 ·ω = 0 and n < ω,
for n ≥ 0, k > 0 and α ∈ N ∪ {ω}.
A multiset over a set X (in this paper always finite) is a function µ : X → N,
and an extended multiset (over X) is a function µ : X → N∪{ω}. Any subset of
X may be viewed through its characteristic function as a multiset over X , and
a multiset may always be considered as an extended multiset. For an extended
multiset µ, we write x ∈ µ if µ(x) > 0. For a multiset µ over X , the cardinality
of µ is defined as |µ|
df
=
∑
x∈X µ(x). We will use formal sums to denote extended
multisets; thus we write 2×a+b+ω×c for the multiset µ with µ(a) = 2, µ(b) = 1,
µ(c) = ω, and µ(x) = 0, for x 6= a, b, c. For an extended multiset µ over X ,
its ω-domain is domω(µ) = {x ∈ X | µ(x) = ω}. Let µ and µ′ be extended
multisets over X . We write µ ≤ µ′ and say that µ′ covers µ if µ(x) ≤ µ′(x)
for all x ∈ X . If µ(x) ≤ µ′(x) and µ(x) 6= µ′(x), we write µ(x) < µ′(x).
Moreover, (µ + µ′)(x)
df
= µ(x) + µ′(x), and (µ− µ′)(x)
df
= max{0, µ(x)− µ′(x)}.
The multiplication of µ by a natural number is given by (n · µ)(x)
df
= n · µ(x). If
µ is a multiset over X , µ′ an extended multiset over the same set X and k ≥ 0,
then we say that µ is a k-approximation of µ′ if, for all x ∈ X , µ(x) = µ′(x) if
µ′(x) < ω, and otherwise µ(x) > k. We denote this by µ ⋐k µ
′.
In proofs we may use implicitly Dickson’s Lemma which states that every
infinite sequence of extended multisets over a common finite set contains an
infinite non-decreasing subsequence, and Ko¨nig’s Lemma which states that every
infinite, finitely branching tree has an infinite path starting from the root.
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2 PT-nets
A net is a triple N = (P, T,W ) such that P and T are disjoint finite sets of
places and transitions, respectively, and W : (T × P ) ∪ (P × T ) → N is the
weight function of N . In diagrams, places are drawn as circles and transitions
as rectangles. If W (x, y) ≥ 1 for some (x, y) ∈ (T × P ) ∪ (P × T ), then (x, y)
is an arc leading from x to y. As usual, arcs are annotated with their weight
if this is 2 or more. A double headed arrow between p and t indicates that
W (p, t) = W (t, p) = 1. We assume that, for every t ∈ T , there is a place p such
that W (p, t) ≥ 1 or W (t, p) ≥ 1, i.e., transitions are never isolated. (Requiring
that transitions are not isolated instead of imposing the stronger condition that
each transition has both at least one input place and at least one output place
has no technical consequences, but it allows for smaller examples.)
Given a transition t of a net N = (P, T,W ), we denote by t• the multiset
of places given by t•(p)
df
= W (t, p) and by •t the multiset of places given by
•t(p)
df
= W (p, t). Both notations extend to multisets U of transitions in the
following way: U•
df
=
∑
t∈U U(t) · t
• and •U
df
=
∑
t∈U U(t) ·
•t. For a place p, we
denote by •p and p• the multisets of transitions given by p•(t)
df
= W (p, t) and
•p(t)
df
=W (t, p), respectively.
The states of a net N = (P, T,W ) are given as multisets of places, so-called
markings. Given a marking M of N and a place p ∈ P , we say that p is marked
(underM) ifM(p) ≥ 1 and thatM(p) is the number of tokens in p. In diagrams,
every token in a place is drawn as a small black dot. Also, if the set of places of
N is implicitly ordered, P = {1, . . . , n}, then we will represent any marking M
of N as the n-tuple (M(1), . . . ,M(n)) of natural numbers.
Transitions represent actions which may occur at a given marking and then
lead to a new marking. First, we discuss the sequential semantics of nets.
A transition t of N = (P, T,W ) can occur at a marking M of N if for each
place p, the number of tokensM(p) in p is at leastW (p, t). Formally, t is enabled
at M , denoted by M [t〉, if •t ≤M . If t is enabled at M , then it can be executed
(or fired) leading to the marking M ′
df
= M − •t+ t•, denoted by M [t〉M ′. Thus
M ′ is obtained fromM by deleting W (p, t) tokens from each place p and adding
W (t, p) tokens to each place p.
A firing sequence from a marking M to marking M ′ in N is a possibly empty
sequence of transitions σ = t1 . . . tn such that M =M0 [t1〉M1 [t2〉M2 · · · Mn−1
[tn〉Mn = M ′, for some markings M1, . . . ,Mn−1 of N . Note, that if σ is the
empty firing sequence, then M = M ′. If σ is a firing sequence from M to M ′,
then we write M [σ〉fs M ′ and call M ′ fs–reachable from M (in N ).
Figure 1(a) shows a net with marking (1, 0, 0). It has infinitely many non-
empty firing sequences starting from (1, 0, 0), such as σ1 = t, σ2 = u, σ3 = uv,
and σ4 = uvv. The set of markings fs–reachable from the marking (1, 0, 0) is also
infinite and it comprises, for example, (1, 1, 1), (0, 1, 0), (0, 1, 1), and (0, 1, 2).
Next we define a semantics of nets in terms of concurrently occurring tran-
sitions. A step of a net N = (P, T,W ) is a multiset of transitions, U : T → N.
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(a)
3 2
1
t u
v
(b)
(0, 1, ω) (0, 1, 0) (1, 0, 0) (1, ω, ω) (1, ω, ω)
(0, 1, ω) (0, ω, ω) (0, ω, ω) (1, ω, ω)
v
uv t v
u t
v
(c)
(0, 1, ω) (0, 1, 0) (1, 0, 0) (1, ω, ω) (1, ω, ω)
(0, 1, ω) (0, ω, ω) (0, ω, ω) (1, ω, ω)
ω×v
uv t ω×v
u+ ω×v t+ ω×v
ω×v
Fig. 1. A PT-net (a) with its sequential (b) and step (c) coverability trees.
A step U is enabled, at a marking M of N if •U ≤ M . Thus, in order for U
to be enabled atM , for each place p, the number of tokens in p under M should
at least be equal to the accumulated number of tokens needed as input to each
of the transitions in U , respecting their multiplicities in U . If U is enabled at
M , then it can be executed leading to the marking M ′
df
=M − •U +U•, denoted
M [U〉M ′. Thus the effect of executing U is the accumulated effect of executing
each of its transitions (taking into account their multiplicities in U).
A step sequence from a marking M to marking M ′ in N is a possibly empty
sequence τ = U1 . . . Un of non-empty steps Ui such thatM =M0 [U1〉M1 [U2〉M2
· · · Mn−1 [Un〉Mn = M ′, for some markings M1, . . . ,Mn−1 of N . If τ is a step
sequence from M to M ′ (in N ), we write M [τ〉M ′ and M ′ is said to be step–
reachable or simply reachable from M (in N ). Obviously, every firing sequence
can be seen as a step sequence. Conversely, it is immediate that every step leading
from a marking M to M ′ can be sequentialised to a firing sequence from M to
M ′. Hence, thanks to this substep property, fs–reachability and step–reachability
are the same for nets.
The net in Figure 1(a) has infinitely many step sequences starting from
(1, 0, 0), e.g., τ1 = t, τ2 = t(t + v), τ3 = t(t + v)(t + 2×v) and τ4 = t(t +
v)(t+ 2×v)(t + 3×v).
A Place/Transition net (or PT-net) is a net equipped with an initial mark-
ing. It is specified as a tuple N = (P, T,W,M0), where N ′ = (P, T,W ) is its
underlying net, and M0 is a marking of N ′. All terminology and notation with
respect to enabling, firing, and steps carry over from N ′ to N . A step (firing)
sequence of N is a step (firing) sequence starting from its initial marking M0.
The set of reachable markings of N consists of all markings reachable from M0.
A place p of a PT-net N = (P, T,W,M0) is bounded if there is n ∈ N
such that M(p) ≤ n for every marking M reachable from M0; otherwise it is
unbounded. N itself is bounded if all its places are bounded. Considering the
PT-net in Figure 1(a), one can easily see that 1 is the only bounded place.
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The place boundedness problem for PT-nets is to decide whether a given
place of a PT-net is bounded; the boundedness problem is to decide whether all
places in a given PT-net are bounded.
In the subsequent constructions of coverability trees, we use extended mark-
ings and extended steps, generalising the markings and steps defining the exe-
cution semantics of PT-nets, to extended multisets of respectively places and
transitions. Enabling and firing, as well as the result of executing transitions(s),
are defined as for the finite case. Note that since ω − ω = ω, an ω-marked place
remains ω-marked even after the execution of a step which ‘removes’ from it ω
tokens. It should be stressed that the ω-entries in extended markings and steps
do not represent actual tokens or fired transitions, but rather, indicate that the
number of tokens or simultaneous firings of transitions can be arbitrarily high.
3 Coverability tree
We begin by recalling the notion of a coverability tree for a PT-net and how
such tree can be constructed assuming the sequential semantics of PT-nets (see,
e.g., [9, 11, 16, 7]). A coverability tree CT = (V,A, µ, v0) for a PT-net N =
(P, T,W,M0) has a set of nodes V , a root node v0, and a set of directed labelled
arcs A with labels in T . Each node v is labelled by an extended marking µ(v) of
N . A t-labelled arc from v to w will be denoted as v
t
−→ w. We write v ;A w
(or v ;σA w) to indicate that node w can be reached from node v (with σ as the
sequence of labels along the path from v to w).
An algorithm for the construction of CT is given in Table 1. Initially, CT has
one node corresponding to the initial marking. A node labelled with an extended
marking that already occurs as a label of a processed node, is terminal and does
not need to be processed since its successors already appear as successors of
this earlier node. For each transition enabled at the extended marking of the
node being processed, a new node and a new arc labelled with that transition
between these two nodes is added. The label of the new node is the extended
marking reached by executing that transition. Note that the algorithm as we give
it here is non-deterministic since one may choose which node to process next.
Imposing an order on the processing of the nodes is not relevant for the results
mentioned here. A key aspect of the algorithm in Table 1 is the condition (*)
which allows one to replace some of the integer entries of an extended marking
by ω (to indicate that the number of tokens in the corresponding place can be
arbitrarily high). This is justified by the monotonicity of the sequential semantics
of PT-nets, according to which any sequence of transitions (starting from some
M ′) labelling the path from an ancestor node to a newly generated one (and
leading to M with M ′ < M) can be repeated indefinitely. This implies the
unboundedness of all places p for which M ′(p) < M(p).
The following are well-known facts (see, e.g., [9, 7, 3]) about the algorithm in
Table 1, proving its correctness and indicating how its result CT is a finite repre-
sentation of the firing sequences of the PT-net N and provides a useful covering
set for its reachable markings. First of all, we observe that the algorithm always
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Table 1. Algorithm generating a coverability tree of a PT-net N = (P, T,W,M0)
CT = (V,A, µ, v0) where V = {v0}, A = ∅ and µ[v0] =M0
unprocessed = {v0}
while unprocessed 6= ∅
let v ∈ unprocessed
if µ[v] /∈ µ[V \unprocessed ] then
for every µ[v][t〉M
V = V ⊎ {w} and A = A ∪ {v
t
−→ w} and unprocessed = unprocessed ∪ {w}
if there is u such that u ;A v and µ[u] < M (*)
then µ[w](p) = (if µ[u](p) < M(p) then ω else M(p))
else µ[w] =M
unprocessed = unprocessed \ {v}
terminates. This fact can be proved using condition (*) in Table 1, necessary for
the introduction of additional ω-entries in the labels of the nodes.
Fact 1 CT is finite. 3
All firing sequences of N are represented in CT , though sometimes one needs
to ‘jump’ from one node to another (labelled by the same extended marking).
Fact 2 For each firing sequence M0[t1〉M1 . . .Mn−1[tn〉Mn of N , there are arcs
v0
t1−→ w1, v1
t2−→ w2, . . . , vn−1
tn−→ wn in CT such that: (i) µ[wi] = µ[vi] for
i = 1, . . . , n− 1; and (ii) Mi ≤ µ[vi] for i = 0, . . . , n− 1, and Mn ≤ µ[wn]. 3
As a consequence, each reachable marking of N is covered by an extended
marking occurring as a label in CT . Also, by the next fact, the ω-entries of an
extended marking appearing in CT , indicate that there are reachable markings
of N which simultaneously grow arbitrarily large on the corresponding places
and have, for other places, exactly the same entries as the extended marking.
Fact 3 For every node v of CT and k ≥ 0, there is a reachable marking M of
N which is a k-approximation of µ[v], i.e., M ⋐k µ[v]. 3
Consequently, boundedness of (each place of) N can be read off from CT .
Fact 4 A place p of N is bounded iff µ[v](p) 6= ω for every node v of CT. 3
A coverability tree CT for the PT-net in Figure 1(a) is shown in Figure 1(b).
Note that according to the facts above, the markings of places 2 and 3 can grow
unboundedly at the same time and place 1 is the only bounded place.
4 Coverability tree and step semantics
The construction in Table 1 is satisfactory when one considers the sequential se-
mantics of PT-nets. However, it turns out to be problematic when steps and step
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Table 2. Algorithm generating a step coverability tree of a PT-net N = (P, T,W,M0)
SCT = (V, A,µ, v0) where V = {v0}, A = ∅ and µ[v0] =M0
unprocessed = {v0}
while unprocessed 6= ∅
let v ∈ unprocessed
if µ[v] /∈ µ[V \unprocessed ] then
for every µ[v][U〉M with U ∈ select(µ[v])
V = V ⊎ {w} and A = A ∪ {v
U
−→ w} and unprocessed = unprocessed ∪ {w}
if there is u such that u ;A v and µ[u] < M (**)
then µ[w](p) = (if µ[u](p) < M(p) then ω else M(p))
else µ[w] =M
unprocessed = unprocessed \ {v}
sequences are relevant. Consider, for example, the two PT-nets in Figure 2(a, b)
for which the algorithm in Table 1 generates the same coverability tree shown in
Figure 2(c). Yet, clearly, the first PT-net enables arbitrarily large steps (multiple
occurrences of a) whereas the latter enables only singleton steps. An attempt to
fix the problem could be to use steps of executed transitions rather than single
transitions to label the arcs. But this still would not be enough since, as in the
case of the PT-net in Figure 2(a), there may be infinitely many steps enabled
at a reachable extended marking. The solution as presented next is to adapt the
coverability tree construction by incorporating not only ordinary steps, but also
extended steps with ω-components.
Table 2 shows an algorithm for constructing a step coverability tree. It is sim-
ilar to that in Table 1 but uses extended steps rather than single transitions to
label edges. The for-loop is executed for steps from a finite yet sufficiently rep-
resentative subset select(.) of extended steps enabled at the non-empty extended
marking under consideration. We define select(µ[v]) as the set of all extended
steps of transitions U enabled at µ[v] with U(t) = ω for each transition t such
that ω×t is enabled at µ[v]. We refer to the algorithm resulting from this instan-
tiation as the SCTC (step coverability tree construction). Figures 1(c) and 2(d)
show the results of applying SCTC to the nets in Figures 1(a) and 2(a).
We now establish the correctness of the SCTC in Table 2. The proof of
the first result is based on the monotonicity of the step semantics employed in
condition (**).
Theorem 1 ([12]). SCT is finite.
The next result shows that every step sequence of the PT-net can be retraced
in SCT if not exactly, then at least through a covering step sequence.
Theorem 2. For each step sequence M0[U1〉 . . . [Un〉Mn of N , there are arcs
v0
V1−→ w1, v1
V2−→ w2, . . . , vn−1
Vn−→ wn in SCT such that: (i) Ui ≤ Vi for
i = 1, . . . , n, and µ[wi] = µ[vi] for i = 1, . . . , n − 1; and (ii) Mi ≤ µ[vi] for
i = 0, . . . , n− 1, and Mn ≤ µ[wn].
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(a)
1
2
a
(b)
1
2
a
(c)
(1, 0)
(1, ω)
(1, ω)
a
a
(d)
(1, 0)
(1, ω)
(1, ω)
ω×a
ω×a
Fig. 2. Two PT-nets (a, b) with their sequential (c) coverability tree, and a step (d)
coverability tree of the first PT-net.
Proof. We proceed by induction on n. Clearly, the base case for n = 0 holds.
Assume that the result holds for n and consider Mn[Un+1〉Mn+1.
Let vn be the first generated node such that µ[vn] = µ[wn]. As Mn ≤ µ[vn]
and Mn[Un+1〉Mn+1, there is M such that µ[vn][Un+1〉M and Mn+1 ≤ M . Let
Vn+1 be the ≤-smallest step in select(µ[vn]) satisfying Un+1 ≤ Vn+1 (such a
step always exists). Moreover, let M ′ be such that µ[vn][Vn+1〉M ′. It is easy
to see that Mn+1 ≤ M ′. We then observe that during the processing of vn
an arc vn
Vn+1
−→ wn+1 is created such that Mn+1 ≤ µ[wn+1] which follows from
Mn+1 ≤M ′ ≤ µ[wn+1]. ⊓⊔
As stated next, the ω-entries of the extended markings appearing in SCT ,
faithfully indicate (simultaneous) unboundedness of the corresponding places.
If µ is a multiset over some set X , then we let µω 7→k denote the multiset over
X such that, for all x ∈ X , µω 7→k(x) = k if µ(x) = ω, and µω 7→k(x) = µ(x)
otherwise.
Theorem 3. For every node v of SCT and k ≥ 0, there is a reachable marking
M of N such that M ⋐k µ[v].
Proof. By induction on the distance from the root of the nodes of the tree. In
the base case, v = v0 is the root of the tree and so µ[v] =M0. Suppose that the
result holds for a node w, and that w
U
−→ v with µ[w][U〉M ′′. Note that by the
SCTC domω(µ[w]) ⊆ domω(M ′′) ⊆ domω(µ[v]). Let k ∈ N.
First assume that domω(M
′′) = domω(µ[v]). Consider now Y
df
= Uω 7→0 and let
M ′ be a reachable marking of N such that M ′ ⋐k′ µ[w] where k′ = k+1+ |•Y |.
Then Y
df
= Uω 7→0 is enabled at M
′. Let M be the reachable marking of N such
that M ′[Y 〉M . Since t ∈ domω(U) implies that all input and output places of t
are in domω(µ[w]), it now follows immediately that M ⋐k µ[v].
Next consider the case that domω(M
′′) 6= domω(µ[v]). Thus R
df
= {p ∈ P |
µ[v](p) = ω ∧M ′′(p) 6= ω} 6= ∅. For all places p not in R we have µ[v](p) =
M ′′(p). From the construction of SCT we then know, that there is a node u such
that u ;A v and µ[u] < M
′′. Hence there is a path u = w1
U1−→ w2 . . . wn
Un−→
wn+1 = v (i.e., wn = w and Un = U) in SCT . Let Wi
df
= (Ui)ω 7→0 for i = 1, . . . , n
and let cons
df
=
∑
i∈{1,...,n} |
•(Wi)| be the total number of tokens consumed along
the arcs of the path from u to v by non-ω occurrences of transitions. LetM ′ be a
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reachable marking of N such that M ′ ⋐k′ µ[u] where k′ = k+1+ k · cons . Then
σ = (W1 . . .Wn)
k is enabled at M ′. Let M be the reachable marking of N such
that M ′[σ〉M . As before, it can now easily be seen that that M ⋐k µ[v]. ⊓⊔
From Theorems 1, 2, and 3 it follows that step coverability trees (like cover-
ability trees) can be used to decide on the boundedness of places of a PT-net.
Theorem 4. Place p of N is bounded iff µ[v](p) 6= ω for all nodes v of SCT.
The step coverability tree however makes it possible to investigate concur-
rency aspects of the behaviour of PT-nets. Not only, as implied by Theorem 3
are all executable steps covered in the SCT (by the labels of the arcs), it also
gives exact information on possible unbounded auto-concurrency and potential
simultaneous execution of unboundedly many occurrences of (different) transi-
tions. As an example one may compare the step coverability tree in Figure 1(c)
derived for the PT-net in Figure 1(a) with its coverability tree in Figure 1(b).
Theorem 5. For every k ≥ 0 and every W labelling an arc in SCT, there is a
step U enabled at a reachable marking of N satisfying U ⋐k W .
Proof. Let v
W
−→ w be an arc in SCT . Moreover, let k ∈ N, U = Wω 7→k+1,
and k′ = |•U |. From W being enabled at µ[v], it follows that domω(•W ) ⊆
domω(µ[v]). By Theorem 3, there is a reachable M of N such that M ⋐k′ µ[v]
and so U is enabled at M . This and U ⋐k W completes the proof. ⊓⊔
We then obtain a result which, together with Theorem 1, implies that the
step executability problem for PT-nets is decidable.
Theorem 6. A step U is enabled at some reachable marking of N iff there is
an arc in SCT labelled by W such that U ≤W .
Proof. Follows immediately from Theorems 2 and 5 and the substep property
of the step semantics of PT-nets by which a step U is enabled at a marking M
whenever U ≤ U ′ (U is a substep of U ′) for some U ′ enabled at M . ⊓⊔
5 Weak monotonicity and component-based systems
When talking about a component-based distributed system, one is typically
specifying its architecture in terms of components communicating through, e.g.,
point-to-point buffers or partial broadcast. In many cases, such a static descrip-
tion is the only aspect of compositionality which is explicitly specified, and one
simply assumes that the dynamic behaviour follows a standard execution rule
like the one given earlier in this paper in terms of step sequences for PT-nets, or
in terms of interleaving sequences (traces) as in the case of standard process al-
gebras [14, 10, 2, 15]. As a result, when dealing with software systems, one might
not take into account the fact that an individual component would often run on
a dedicated multi-core processor, or that the clocks of some of these processors
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can be tightly synchronised, where one would therefore expect task schedulers
to achieve a significant degree of urgency and synchronisation of enabled tasks
within component(s). In case of hardware, similar observations can be made in
the context of networks-on-a-chip.
A way to capture such synchronicity is to stipulate that actions belonging to
a specific component (or a set of components) are executed withmaximal concur-
rency, leading to a clustering of actions into synchronously operating localities,
and allowing asynchronous execution at the inter-locality level. As a result, the
component-based nature of the system is reflected at the level of behaviours.
These considerations led to the introduction, in [13], of PT-nets with localities
(PTL-nets, for short). Formally, a PTL-net is a PT-net augmented with a local-
ity mapping associating localities to transitions, and so partitioning the set of
transitions in disjoint sets of co-located transitions. The new enabling condition
for steps allows only those steps to occur which are locally maximally concurrent
with respect to the localities they involve. A special subclass of PTL-nets is one
where the locality mapping maps all transitions to a single location leading to
what is usually referred to as maximally concurrent or maximal step semantics.
In such a case, we omit the explicit locality mapping and state that a step U is
max-enabled at a marking M if •U ≤ M and there is no transition t such that
•U + •t ≤M . The notions of max-reachability, etc, are defined accordingly.
For the problem considered in this paper, an important feature of the (locally)
maximal step semantics is that such steps cannot in general be split and so the
interleaving view of their semantics is not accurate. In particular, the set of
max-reachable markings of a PT-net (lmax-reachable markings of a PTL-net)
is in general a proper (and typically much smaller) subset of the fs–reachable
markings. Another aspect is that, although the dynamic behaviour of PTL-nets
is not monotonic it can be seen as monotonic in a weak sense. Increasing the
number of tokens will never invalidate the enabledness of individual transitions.
Thus providing more tokens may disable a previously enabled step, but will
always lead to the enabling of an extension of this step.
In the last part, we explore the step coverability tree construction for marked
graphs [4] subject to the maximally concurrent semantics. Marked graphs do not
exhibit local choices between transitions and are typically used to model systems
with a high degree of concurrency. A marked graph is an unweighted PT-net
N = (P, T,W,M0), i.e., W (x, y) ≤ 1 for all x, y ∈ (T × P ) ∪ (P × T ), such that
each place p has one input and one output transition (i.e., |•p| = |p•| = 1) and
each transition t has at least one input and one output place (i.e., |•t| ≥ 1 ≤ |t•|).
Although marked graphs are a simple class of nets, they are practically rele-
vant [23] as they can be thought of as representing systems consisting of (strongly
connected) components without local choices which communicate through asyn-
chronous buffers, a fairly common component-based architecture [5].
Each strongly connected component of a marked graph is covered by (concur-
rent) circuits that may share transitions. A circuit (cycle) of N is a non-empty
sequence x1, x2, . . . , xk of distinct places and transitions such that xi+1 ∈ xi•
for all 1 ≤ i ≤ k − 1, and x1 ∈ xk•. It is well-known (see, e.g., [6] where marked
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(a) (b)
Fig. 3. Two live marked graphs.
graphs are called T-systems) that the token count on a circuit of a marked graph
is invariant under the firing of transitions. As a consequence, transitions with
an input place belonging to an initially unmarked circuit, will never be enabled.
On the other hand, a marked graph is live if and only if all its circuits have at
least one token in the initial marking. (A PT-net is said to be live if for all its
fs–reachable markingsM and transitions t there is a marking fs–reachable from
M which enables t.) We will restrict ourselves here to live marked graphs.
Figure 3 shows two live marked graphs, which both have an unbounded
(buffer) place under the sequential semantics, but under the maximally con-
current semantics only the one on the right has an unbounded place. However,
adding one token to the left cycle in Figure 3(a) and one token to the right cycle
in Figure 3(b), would reverse the situation. Examples like these demonstrate that
boundedness for maximally concurrent marked graphs is a non-trivial problem,
being sensitive both to the graph structure and initial marking.
For the class of marked graphs and the maximal step semantics we define the
mapping select(.) as in the previous section, but now consider only max-enabled
steps. Thus select(µ[v]) is the set of all extended steps of transitions U max-
enabled at µ[v] with U(t) = ω for each transition t such that ω×t is enabled at
µ[v]. Furthermore we adapt the algorithm in Table 2 by changing line (**) to
‘if there are u, u′ such that u ;τA u
′
;
τ
A v and µ[u] < µ[u
′] < M ’
That is, we require not only an inequality on markings, but double inequalities
and the same (maximal) step sequences in-between the three markings. As il-
lustrated by the marked graph in Figure 3(a), the original condition (**) is too
weak. Since, in the maximal step semantics the fact that M [U1 . . . Uk〉M ′ and
M < M ′ does not necessarily guarantee that U1 is enabled at M
′, there is no
guarantee that U1 . . . Uk can be repeated indefinitely.
We refer to the result of a run of the thus modified algorithm as maxSCTmg.
Before establishing that maxSCTmg has the desired properties, we prove using
weak monotonicity, as a general property of all unweighted PT-nets executed
under the maximal step semantics, that maximal step sequences that do not
lead to a decrease of the number of tokens per place and which can be repeated
at least twice from a marking can be repeated indefinitely from that marking.
In what follows, we use M〈τ〉 to denote the marking reached from a marking
M after executing step sequence τ . Moreover, #t(τ) will denote the number of
occurrences of any transition t within τ .
Theorem 7. Let N be an unweighted PT-net with initial marking M0. If κ
and τ are two sequences of steps such that κττ ∈ stepsmax (N ) and M0〈κ〉 ≤
M0〈κτ〉 ≤M0〈κττ〉, then κτ
i ∈ stepsmax(N ) for all i ≥ 1.
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Proof. Let τ = U1 . . . Uk and k ≥ 1. By M0〈κτ〉 ≤ M0〈κττ〉 and U1 being en-
abled at M0〈κτ〉, there is U such that U1 ≤ U and κττU ∈ stepsmax (N ). More-
over, since N has only arcs with weight 1 and M0〈κττ〉 −M0〈κτ〉 = M0〈κτ〉 −
M0〈κ〉 it follows that U = U1. Similarly, we can show that κττU1 . . . Ui ∈
stepsmax (N ) for every i ≤ k, and so κτ3 ∈ stepsmax (N ). Moreover, M0〈κτ3〉 −
M0〈κτ2〉 =M0〈κτ2〉 −M0〈κτ1〉. Hence M0〈κτ2〉 ≤M0〈κτ3〉. Proceeding in this
way, we easily see that κτ i ∈ stepsmax (N ) for all i ≥ 1. ⊓⊔
We now define a class of extended marked graphs (EMG) which, intuitively,
are strongly connected live marked graphs supplied with some additional infras-
tructure for (acyclic) communication.
A Each strongly connected live marked graph belongs to EMG.
B Let N be a net in EMG, t be a transition of N , and p be a fresh place
with an arbitrary marking. Adding an arc from t to p results in a net which
belongs to EMG.
C Let N be a net in EMG, p1, . . . , pk (k ≥ 1) be places of N without outgo-
ing arcs, t a fresh transition, and q1, . . . , qm (m ≥ 1) be fresh places with
arbitrary markings. Adding an arc from each pi to t, and from t to each qj ,
results in a net which belongs to EMG.
D Let N be a net in EMG, p1, . . . , pk (k ≥ 1) be distinct places of N without
outgoing arcs, N ′ be another, disjoint, strongly connected live marked graph
and t1, . . . , tk be distinct transitions of N ′. Adding an arc from each pi to ti
results in a net which belongs to EMG.
Properties important here are that each live marked graph belongs to EMG
and that each PT-net in EMG is live. The next two results provide some insight
in the dynamics of the component nets. By the first observation, the firing dis-
tance between transitions in a component of a marked graph is always bounded.
Proposition 1. Let N be a strongly connected marked graph. Then there is a
constant ℓ such that |#t(τ)−#u(τ)| ≤ ℓ for every step sequence τ of N and for
all transitions t and u.
Proof. Clearly, for any two transitions on any given circuit there is such a con-
stant. The result follows from this, N being connected and covered by cir-
cuits which synchronise on common transitions, and the inequality |a − b| ≤
|a− c|+ |c− b| for any a, b, c. ⊓⊔
Secondly, when a component returns to a marking it must be the case that
each of its transitions has fired the same number of times.
Proposition 2. Let N be a strongly connected marked graph with initial mark-
ing M0, and κτ be a step sequence of N such that M0〈κ〉 = M0〈κτ〉. Then
#t(τ) = #u(τ) for all transitions t and u.
Proof. The equality holds if t and u belong to a circuit. Moreover,N is connected
and covered by circuits which synchronise on common transitions. ⊓⊔
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Now we are ready for a precise characterisation of the behaviour of (extended)
marked graphs subject to the maximal step semantics.
Theorem 8. Let EMG be a net in EMG with initial marking M0.
Then there are non-empty sequences of non-empty steps, κ and τ , such that
κτ i ∈ stepsmax(EMG) for all i ≥ 1. Moreover, #t(τ) > 0 for all t.
Proof. We proceed by induction on the structure of EMG.
A: Then EMG is finite state, and for each reachable marking there is only
one maximal step enabled. Since EMG is live, the statement follows.
B: Then p does not have any influence on the behaviour of N within EMG,
and the result holds by the induction hypothesis.
C: By the induction hypothesis, there are non-empty sequences of non-empty
steps, κ and τ , such that κτ i ∈ stepsmax (N ) for all i ≥ 1. Moreover, #t′(τ) > 0
for all t′ of N . We observe that t does not have any influence on the behaviour
of N within EMG. Hence there are sequences µi (i ≥ 0) of steps such that:
µ0µ1 . . . µi ∈ stepsmax (EMG) for all i ≥ 0 with µ̂0 = κ and µ̂i = τ (i ≥ 1),
where each µ̂j is µj after deleting all the occurrences of t.
Let Mi
df
= M0〈µ0µ1 . . . µi〉 for i ≥ 1. We observe that from the definition of the
maximal step semantics it follows that, for every h ≤ k and m ≥ 1,
Mm(ph) =M1(ph) +m ·#th(τ)−minj{M1(pj) + (m− 1) ·#tj (τ) + #tj (τ
′)}
where each ti is the input transition of pi and τ = τ
′U with U a step of EMG.
Hence, for sufficiently large m, the minimum is realised by l such that #tl(τ) =
minj{#tj (τ)} > 0 and, moreover, M1(pl) + #t1(τ
′) ≤ M1(pj) + #tj (τ
′) for all
j such that #tl(τ) = #tj (τ). As a result, for such an m, Mm(pl) = U(tl). This
means, in turn, that there is L such that M(pl) ≤ L for every marking M max-
reachable from Mm (we can take L = U(tl) + #t1(τ)). Furthermore, there is
n ≥ m such that for all j satisfying #tl(τ) < #tj (τ) and marking M max-
reachable from Mn, we have M(pj) > L and so all such places are irrelevant
for the executability of t at M (i.e., they cannot block it). Finally, for each j
satisfying #t1(τ) = #tj (τ), we have that Mi(pj) =M1(pj)−M1(pl) + U(tl) for
all i ≥ m. Hence it follows from the definition of the maximal step semantics that
µ˜m = µ˜m+1 = . . . , where each µ˜j is µj with all the occurrences of transitions
of N deleted, and so µm = µm+1 = . . . which yields the desired result since also
#t(µm) > 0.
D: By the induction hypothesis, there are non-empty sequences of non-empty
steps, κ and τ , such that κτ i ∈ stepsmax (N ) for all i ≥ 1. Moreover, #t′(τ) > 0
for all t′ of N . We observe that N ′ does not have any influence on the behaviour
of N within EMG. Hence there are sequences µi (i ≥ 0) of steps such that:
µ0µ1 . . . µi ∈ stepsmax (EMG) for all i ≥ 0 with µ̂0 = κ and µ̂i = τ (i ≥ 1),
where each µ̂j is µj after deleting all the occurrences of transitions in N ′.
Let Mi
df
=M0[µ0µ1 . . . µi〉 for i ≥ 1. Moreover, let ui be the only input transition
of pi, and I
df
= {pi | ∀j : #ui(τ) ≤ #uj (τ)}.
We first observe that, due to Proposition 1 and N ′ being finite state, there is m
such that for each marking M which is max-reachable from Mm, places pj /∈ I
have no influence on the firing of tj .
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Moreover, also by Proposition 1, for some n ≥ m, there is K such that for
all p, p′ ∈ I and all markings M max-reachable from Mm, |M(p)−M(p′)| ≤ K.
Now, if no place p ∈ I ever blocks a transition belonging to N ′ after Mh, for
some h ≥ n, then N ′ behaves under the maximal step semantics as a strongly
connected live marked graph within EMG. By the induction hypothesis, it has
its own sequences of steps κ′ and τ ′ as in the formulation of this result, and after
at most |τ | · |τ ′| steps N and N ′ start executing a common τ ′′.
Otherwise we have such blocking infinitely many times, and so there is L such
that for infinitely many j we have Mj(p) ≤ L for some p ∈ I. And so there is Q
such that for all such indices j, Mj(p) ≤ Q for all p ∈ I. It therefore follows that
the same marking on places I is repeated infinitely many times on the places of
I as well as the places of N ′ (recall that N ′ is finite-state). This means that we
can find two markings, M ′ and after that M ′′, for which, in addition, we have
that they happened after the execution of the same Ul within τ on the part of
N . It now suffices to consider τ ′ to be the step sequence between M ′ and M ′′,
and then proceed similarly as in the previous case. ⊓⊔
That maxSCTmg is finite now follows from Theorem 8 and the fact that
live marked graphs under the under maximal concurrent semantics are deter-
ministic systems (the reachability graph does not have any branching nodes).
Moreover, that the ω-markings generated by maxSCTmg are sound and indeed
reflect unboundedness of places follows from Theorem 7.
Actually, Theorem 8 provides us with a complete description of the behaviour
of extended marked graphs. Since each extended marked graph EMG is a de-
terministic system (with a ‘linear’ reachability graph), it follows from our result
above that there are κ and τ , such that every maximal step sequence of EMG
is a prefix of κτ i for some i ≥ 0. Thus, intuitively, Theorem 8 states that, under
maximal concurrency, a live marked graph behaves as a set of cogs (each cog
corresponding to the cyclic behaviour of a strongly connected component) which
initially can progress fairly erratically, but which after some time all synchronise
and work in a highly regular manner, irrespective of the initial marking (pro-
vided that it puts at least one token on any circuit). This has the rather pleasant
consequence that if one embeds the marked graph in an environment which can
add or delete tokens (without emptying any circuit) then the system sooner or
later self-stabilises assuming a cyclic pattern of execution.
6 Concluding remarks
In this paper we have continued our investigation initiated in [12] on the con-
struction of step coverability trees which can be useful for the analysis of various
Petri net models. It can be already said that SCTs extend in a smooth way
the standard CTs and can be used to answer concurrency-related questions to
which the latter are simply insensitive. We also added results on the viability of
the SCT construction presented in [12] for inhibitor nets by adapting the con-
struction to deal with marked graphs executed under the maximally concurrent
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semantics. In particular, the results allow one to decide (place) boundedness for
such a system model. Although the class of marked graphs is limited, we feel
that the results we obtained are a crucial stepping stone in the discovery of
coverability tree constructions for wider classes of system models.
Acknowledgement. We thank the reviewers for their constructive comments.
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