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Nesta dissertação analisamos a Decomposição em Valores Singulares e algumas 
das suas aplicações.  
Começamos por evidenciar o trabalho efectuado pelos matemáticos que mais 
contribuíram para evolução deste tipo de decomposição até à actualidade. De seguida, é 
feita a exposição, demonstração de existência e interpretação geométrica da 
decomposição em valores singulares, assim como também são evidenciadas algumas 
das propriedades que fazem desta decomposição uma das mais importantes e com um 
maior número de utilizações em diversos campos. 
Posteriormente são expostas algumas das imensas aplicações da decomposição em 
valores singulares, nomeadamente na compressão de imagens, na reconstrução e 
reconhecimento facial, na recuperação da estrutura tridimensional, na recuperação de 
informação, na criptografia e na reconstrução da matriz de expressão dos genes. 
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In this thesis we study the main properties of the singular value decomposition and 
some of its applications. 
We begin with a short account of the history of the singular value decomposition. 
After giving the existence theorem and the geometric interpretation, we present its main 
properties. 
The applications we show cover image compression, facial reconstruction and 
recognition, 3D structure reconstruction, information retrieval, cryptography and 
missing data retrieval in gene expression. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Key-words: Singular Value Decomposition, facial recognition, information retrieval, 
cryptograms, gene expression, image compression. 
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O curso de mestrado, no qual esta dissertação se insere, tem como principal 
objectivo o desenvolvimento profissional dos docentes de matemática dos ensinos 
básico e secundário, através do aprofundamento da sua formação científica. 
Assim, pretendemos com esta tese, actualizar, aperfeiçoar e complementar os 
conhecimentos já adquiridos, através da análise de um tipo de decomposição matricial 
não estudado na licenciatura. A decomposição matricial que vamos estudar é a 
Decomposição em Valores Singulares.  
A Decomposição em Valores Singulares, também designada por SVD1, tem mais 
de cem anos de existência. Este tipo de factorização para matrizes quadradas foi 
descoberta por Beltrami em 1873 e Jordan em 1874. A técnica foi posteriormente 
estendida para matrizes rectangulares por Eckart e Young na década de 30 do séc. XX e 
o seu uso ao nível computacional deu-se a partir de 1960. Gene H. Golub e Charles F. 
Van Loan também se têm debruçado sobre este tipo de decomposição e demonstrado a 
sua aplicabilidade com bastante sucesso em diversas áreas.  
O estudo da Decomposição em Valores Singulares é importante pois esta possui 
propriedades muito interessantes no que diz respeito ao cálculo de normas, à 
determinação da característica de uma matriz, assim como na resolução de sistemas 
lineares no sentido dos mínimos quadrados. Devido às suas potencialidades, este tipo de 
                                                 
1 Do inglês, Singular Value Decomposition. 
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decomposição é muito utilizado na álgebra linear e tem diversas aplicações, como já foi 
referido atrás. 
A elaboração desta dissertação teve como base o artigo “Singular Value 
Decomposition, Eigenfaces, and 3D Reconstructions”, [1]. Este foca as principais 
propriedades da Decomposição em Valores Singulares e algumas aplicações como a 
reconstrução e o reconhecimento facial e a recuperação da estrutura tridimensional a 
partir de imagens num filme. 
Nesta dissertação será abordada a contribuição da Decomposição em Valores 
Singulares na compressão de imagens, na reconstrução e reconhecimento facial usando 
faces próprias, na recuperação da estrutura tridimensional a partir de imagens de um 
filme, na recuperação de informação, na criptografia e na reconstrução da matriz de 
expressão dos genes. 
O carácter de interdisciplinaridade destes conhecimentos é importante quer para a 
formação profissional, assim como para futura divulgação aos alunos, no sentido de 
motivá-los para o estudo e interesse pela Matemática evidenciando aplicações práticas e 
actuais. 
De um modo geral, o auxílio da Decomposição em Valores Singulares em todas as 
aplicações atrás mencionadas, reside no facto de através desta decomposição matricial 
se poder reduzir significativamente a dimensão do espaço inicial, podendo reter apenas 
os dados que são mais importantes, desprezando os outros.  
Neste trabalho começamos por, no capítulo 2, evidenciar o trabalho efectuado pelos 
matemáticos que mais contribuíram para evolução deste tipo de decomposição até à 
actualidade.  
Seguidamente é apresentada a decomposição e a respectiva demonstração de 
existência, sendo depois feita a sua interpretação geométrica e estudadas as suas 
propriedades, no que diz respeito ao cálculo de normas e característica de uma matriz, 
condicionamento e resolução de sistemas lineares no sentido dos mínimos quadrados.  
Nos capítulos seguintes são estudadas algumas aplicações deste tipo de 
decomposição matricial, sendo referidos os conteúdos considerados pertinentes para 
expor a importância da Decomposição em Valores Singulares na resolução desses 
problemas.  
A primeira aplicação, apresentada no capítulo 3, é a compressão de imagens. A 
Decomposição em Valores Singulares é utilizada como suporte para aumentar a rapidez 
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de descarga de imagens e poupança de lugares na memória de um computador. Para isso 
utilizamos matrizes aproximadas, com característica inferior.  
No capítulo 4 estuda-se a reconstrução e o reconhecimento facial. Nesta situação, a 
utilização da decomposição dá um grande auxílio na construção de uma base ortogonal 
para o subespaço que contém todas as imagens faciais.  
A recuperação da estrutura tridimensional a partir de imagens de filmes, é 
apresentada no capítulo 5. A ajuda da Decomposição em Valores Singulares é notável 
para o cálculo da característica efectiva da matriz de observação.  
No capítulo 6, estudamos a Recuperação de Informação. Neste caso recorre-se à 
decomposição para organizar os documentos pela sua relevância de acordo com uma 
pesquisa efectuada. 
A descodificação de mensagens cifradas, um tema da criptografia, é estudada no 
capítulo 7. A decomposição é utilizada no cálculo de matrizes aproximadas com 
características um e dois para aproximar a frequência de cada letra no criptograma e 
para fazer a separação das letras, respectivamente. 
Por fim no capítulo 8, estudamos a determinação da expressão dos genes. 
Utilizamos a decomposição para calcular entradas em falta na matriz de expressão dos 
genes. Escrevemos os vectores que representam os genes com dados em falta como 
combinação linear dos genes próprios significativos. 
Neste trabalho, para além das referências citadas no texto, inclui-se também uma 
bibliografia adicional, com outros materiais por nós consultados. 
Para complementar a exposição das aplicações, a maioria dos capítulos vem 
acompanhada de exemplos concretos da aplicação. Para isso foram elaborados 
programas em MATLAB 6.5. 
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Desde o século XVIII, a teoria das matrizes tem sido tema de estudo por parte de 
diversos matemáticos, [2]. A introdução do conceito de matriz teve origem no 
desenvolvimento dos determinantes, para determinar os coeficientes de sistemas de 
equações lineares. 
Uma das descobertas mais proveitosas foi a decomposição matricial, para além da 
SVD, a decomposição em valores próprios, a decomposição LU e a decomposição QR, 
são outras decomposições notáveis. A apresentação de matrizes nesta forma tem sido 
muito utilizada para resolver diversos problemas. 
Eugénio Beltrami (1835-1899), em 1873 deu um contributo notável para o 
aparecimento da decomposição em valores singulares. A sua contribuição mais 
importante e a primeira nesta área surgiu no jornal “ Journal of Mathematics for the use 
of the students of the Italian Universities” e o seu principal objectivo era incentivar os 
alunos para o estudo das formas bilineares. É de notar, a falta de generalização e as 
poucas propriedades enunciadas, para esta apresentação da decomposição em valores 
singulares. Beltrami, neste trabalho considerou-a apenas para matrizes quadradas não 
singulares e tendo valores singulares distintos.  
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Um ano mais tarde, em 1874, Jordan (1838-1922), independentemente de E. 
Beltrami, publicou o seu trabalho: ‘Mémoire sur les formes bilinéaires’ onde aparecem 
os valores singulares para formas bilineares. Jordan reduziu uma forma bilinear para 
uma forma diagonal por substituições ortogonais. 
James Joseph Sylvester (1814-1897) também demonstrou a decomposição em 
valores singulares, em 1889, para matrizes reais quadradas, tendo chamado 
multiplicadores canónicos aos valores singulares.  
Em 1907, Erhard. Schmidt (1876-1959), definiu os valores singulares no domínio 
dos operadores integrais.  
H. Weyl (1885-1955) em 1912, deu também um contributo importante para o 
estudo dos valores singulares de uma matriz A
~
, aproximada de A. 
O desenvolvimento para qualquer tipo de matrizes foi realizado por Eckart e 
Young em 1939.  
Em 1965, Golub e Kahan introduziram a decomposição em valores singulares na 
análise numérica e em 1970 Golub propôs um algoritmo para a sua computação que 
ainda continua a ser muito utilizado actualmente. Surgiu também, em meados da década 
de 70, [3] e nos princípios dos anos oitenta [4] a Decomposição em Valores Singulares 
Generalizada que tem bastantes aplicações, nomeadamente na comparação de 
sequências de ADN de dois organismos diferentes [5]. 
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Seja m × n o espaço das matrizes reais de ordem nm× . 
 
Definição 2.1: Se A ∈ m × n. Definimos a norma euclideana de A (também chamada 
norma-dois) através de 
212
A max
2
xA
x =
= . 
 
A decomposição em valores singulares de uma matriz ∈A m × n, é dada pelo 
seguinte teorema: 
 
Teorema 2.1: Seja A ∈ m × n uma matriz. Então existem matrizes U ∈ m × m e V ∈ 

n×n
,
 ortogonais, tais que TVUA Σ= , onde ∈=Σ )(diag 21 p,,,  
m × n, p = min 
{m,n} e  021 ≥≥≥≥ p  .  
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Demonstração: (ver, por exemplo, [6]) 
 
Seja 12 σ=A  e sejam
( )1
1u ∈ 
m, ( )11v  ∈ 
n, tais que ( ) ( ) 1 
2
1
12
1
1 == vu  e 
( ) ( )1
1
1
11
vAu =σ . 
Escolhamos agora vectores ( ) ( )112 ,, muu   ∈ 
m e ( ) ( )112 ,, nvv   ∈ 
n tais que 
( ) [ ( ) ( ) ( ) ] 112
1
1
1
muuuU =  e 
( ) [ ( ) ( ) ( ) ]112
1
1
1
nvvvV =  sejam ortogonais.  
Então temos: 
 
( ) ( ) ( ) ( ) ( ) ( )[ ] AvAvAvUAVU n
TT 11
2
1
1
111 =  
 
                                                     
( )
( )
( )
( ) ( ) ( )[ ] 1
1
1111
2
1
11
1
1
2
1
1
0
  A
B
w
 AvAvu
u
u
u
T
n
T
m
T
T
≡





=














=
σ
σ 

 
 
Como ( ) ( )11   e VU são ortogonais, 
2121
AA ==σ  e portanto 
 
 
1
A max 111
2
1
211
2
11
1
12112
11
2
σσ
σ
σ
σ ≥+≥
+






≥==
=
ww
www
AxA
T
Tx
. 
 
A desigualdade anterior só pode ser satisfeita se w1 = 0. A conclusão é que 
 
( ) ( )






=
1
111
0
0
B
 AVU
T σ
. 
 
Repetindo agora o procedimento para 1B  ∈ 
(m-1) × (n-1), sejam ( )21U  ∈ 
(m-1) × (m-1) e 
( )2
1V ∈ 
(n-1)× (n-1) ortogonais, tais que  
 
( ) ( )






=
2
22
11
2
1
0
0
B
VBU
T σ
. 
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 Definindo então  
 
( )
( )    0
01
2
1
2






=
U
U e ( ) ( ) 





= 2
1
2
0
01
V
V , as matrizes ( ) ( )iiU V  ,  e A satisfazem 
 
( ) ( ) ( ) ( )










=
2
2
1
2112
00
00
00
B
VAVUU
TT
σ
σ
. 
 
Continuando da mesma forma para B2 e assim sucessivamente, chegamos à conclusão 
que Σ=AVU T , o que demonstra o teorema.                                                                         
 
Os valores ),,1( pii =σ são os valores singulares da matriz A. As colunas das 
matrizes U e V são os vectores singulares esquerdos e os vectores singulares direitos 
de A, respectivamente. 
 
A SVD pode ser estendida ao conjunto das matrizes complexas, mas tal não será 
abordado nesta dissertação.  
Se m ≠ n, a matriz Σ  apresenta uma das seguintes formas. 
 
Para m > n: 






















=Σ
000
000
00
00
00
2
1







nσ
σ
σ
. 
Para m < n: 
 












=Σ
0000
0000
0000
2
1




mσ
σ
σ
. 
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Como é fácil de verificar, 
                                    TTTTT UUUVVUUAA ΣΣ=ΣΣ=                               (2.1) 
e 
 
                                     ΣΣ=ΣΣ= TTTTT VVVUUVVAA ,                            (2.2) 
 
em que  
                                  )0,,0,,,,( diag 222
2
1  p
T σσσ=ΣΣ ∈ m × m                           (2.3) 
e  
                                 )0,,0,,,,( diag 222
2
1  p
T σσσ=ΣΣ ∈  n × n,                           (2.4) 
sendo p = min {m,n}. 
 
Um aspecto importante a ter em conta é que dada uma matriz nmA × , AA
T é uma 
matriz simétrica e portanto é diagonalizável, sendo os seus valores próprios reais e não 
negativos e os vectores próprios ortogonais. 
As colunas de U são os vectores próprios de TAA e as colunas de V são os vectores 
próprios de AAT . Além disso, verifica-se que os quadrados dos valores singulares de A 
são os valores próprios de TAA e de AAT . 
Como se viu atrás, TTT VVAA ΣΣ= , o que implica que ΣΣT  contém os valores 
próprios de AAT e V contém os vectores próprios correspondentes.  
Desta forma, obtemos a decomposição em valores singulares de uma matriz, 
resolvendo um problema de valores próprios. 
 
Suponhamos que, de (2.2), já conhecemos os valores singulares e a matriz V. Falta 
determinar a matriz U.  
 Sabemos que TVUA Σ= . Então 
                                                            Σ= UAV ,                                                   (2.5) 
 
ou seja, 
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                         [ ] [ ]






















=
000
000
00
00
00
2
1
2121








nmn
uuuvvvA σ
σ
σ
,                     (2.6) 
(no caso de nm > ). 
 
Se efectuarmos a multiplicação das matrizes obtemos 
 
                             [ ]nAvAvAv 21 = [ ]nnuuu σσσ 2211 .                      (2.7)               
Portanto,  
                                      
j
j
jjjj
Av
uuAv
σ
σ =⇔= , j=1, …, k,                               (2.8) 
onde k é a característica de A. 
 
No caso geral, se mk < , é necessário acrescentar km −  vectores de forma a 
obtermos uma base ortogonal em m. 
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Vejamos primeiramente o caso bidimensional, 2== nm . 
Consideremos S, uma circunferência, à qual é aplicada uma transformação do tipo 
TVUA Σ= .  
Seja 





=
y
x
z , um ponto na circunferência S.  
                                                           zVUzA TΣ=  .                                                  (2.9) 
 
Seja  
                                                             zVw T=  .                                                     (2.10) 
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Como V é uma matriz ortogonal, TV também é ortogonal, isto é, uma matriz de 
rotação. Temos assim que, sem perda de generalidade,  
 
                                                  










 −
=
y
x
w
θθ
θθ
cossin
sincos
.                                        (2.11) 
 
Esta transformação é uma rotação (no sentido contrário ao dos ponteiros do 
relógio) com uma amplitude θ . Assim, quando aplicamos TV à circunferência S ela 
roda de um ângulo θ , no sentido contrário ao dos ponteiros do relógio. 
 
 
 
 
 
 
 
 
Fig. 2.1 Rotação no sentido contrário aos ponteiros do relógio 
 
Continuamos agora, transformando S, depois de rodada, através de Σ . Como 






=Σ≡
22
11
w
w
wv
σ
σ
, vemos que a circunferência é transformada numa elipse cuja 
excentricidade é 
2
1
2
21
σ
σ
− .  
 
 
 
 
 
 
 
 
Fig. 2.2 Transformação da circunferência numa elipse 
V 
T 
x 
y 
 Σ 
x 
y y 
x 
θ 
 12 
θ 
 U 
y 
x 
y 
x 
Finalmente a aplicação de U à elipse fá-la rodar, em sentido contrário, de um 
ângulo θ . 
 
 
 
 
 
 
 
Fig. 2.3 Rotação no sentido dos ponteiros do relógio 
 
A transformação é ilustrada nas figuras 2.1, 2.2 e 2.3 para uma circunferência 
unitária e 21 =σ  e 12 =σ . 
Esta interpretação geométrica é naturalmente estendida ao caso em que S é uma 
esfera unitária em n. Neste caso, definimos uma hiperelipse (generalização de uma 
elipse) em m, como a superfície obtida por deformação da esfera unitária ao longo das 
direcções ortogonais muuu ,,, 21   de 
m, de acordo com os valores m ,,, 21  . 
Eventualmente, algumas destas quantidades podem ser nulas e assim pode obter-se uma 
hiperelipse de dimensão n num espaço de dimensão m, onde m > n. Analogamente, os 
vectores ii uσ  são os semi-eixos principais da hiperelipse e os valores singulares 
m ,,, 21   correspondem aos respectivos comprimentos.  
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Através dos valores singulares de uma matriz podemos facilmente calcular a sua 
norma euclideana. Com efeito, facilmente se verifica que 
 
                                                          λ
σλ )(2
max
AA
T
A
∈
= ,                                         (2.12) 
 
onde  )( AATσ  é o conjunto dos valores próprios da matriz AAT . 
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Como vimos, 221 ,, nσσ   são os valores próprios de AA
T e estão ordenados por 
ordem não crescente; logo de (2.12), 
 
                                                              12 σ=A .                                                     (2.13) 
 
Se agora atendermos ao facto que 
                                                         
2
1
2
2
sup AxA
x =
=  ,                                            (2.14) 
 
concluímos que o comprimento do maior semi-eixo da hiperelipse, referido no final do 
subcapítulo 2.4, é igual a
2
A . 
Se A é de ordem n e invertível então 
 
                                                            
n
A
σ
1
2
1 =− ,                                                 (2.15) 
onde nσ é o menor valor singular de A. Com efeito,                        
                               TUVA 11 −− Σ= , com 

	





=Σ−
nσσ
1
,,
1
diag
1
1  .                       (2.16) 
 
 Outra norma que também pode ser calculada é a norma de Frobenius. Tal como 
para norma euclideana, o cálculo da norma de Frobenius está directamente relacionado 
com os valores singulares, como veremos mais à frente.  
 Dada uma matriz A, a norma de Frobenius é, por definição,  
 
                                                    
2
1
2
1 1



	






= 
= =
m
i
n
j
jiF
aA .                                         (2.17) 
 
Note-se que )( AAtrA T
F
= , onde tr  é o traço da matriz.  
A norma de Frobenius é invariante através de transformações ortogonais, pois se Q é 
uma matriz ortogonal, [ ]
F
TTTT
F
AAAtrQAQAtrQAQAtrQA ==== )()()()( . 
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Assim sendo, temos 
                                    2
1
22
1 )( pFF
T
F
VUA σσ ++=Σ=Σ=  ,                       (2.18) 
 
ou seja, 
                                      { }nmpA pF ,min;
22
1
2
=++= σσ  .                             (2.19) 
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No que segue, designamos por car (A) a característica de uma matriz A. Muitos 
resultados da Álgebra Linear são apenas válidos para matrizes com característica 
completa; no entanto, problemas que podem ocorrer, sobretudo a nível computacional, 
como erros devido a arredondamentos, fazem com que seja difícil determinar com 
precisão a característica de uma matriz.  
De seguida, vamos mostrar que a utilização da decomposição em valores singulares 
é uma solução para esse problema, por caracterizar eficientemente uma aproximação de 
matrizes de característica definida. A base dessa solução é o facto de o número de 
valores singulares não nulos de uma matriz A ser igual à sua característica. 
 
De facto, se considerarmos os valores singulares de uma matriz A,  
                                       
                                      0121 ===>≥≥≥ + prr σσσσσ  ,                             (2.20) 
 
podemos reescrever a decomposição em valores singulares de A na seguinte forma 
reduzida: 
 
                         [ ] TrrrT
rn
T
r
r
rmr VU
V
V
UUA Σ=




















=
−
−
)(
1
)(
00
0
σ
σ

,                (2.21) 
 
 onde rU  ∈ 
m× r contém as primeiras r colunas da matriz U, rΣ ∈ 
r× r contém as 
primeiras r colunas da matriz Σ  e rV ∈ 
n× r contém as primeiras r colunas da matriz V. 
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Por outro lado, como U e V são ortogonais, car (A) = car (UΣ VT) = car(Σ).  Mas  
visto que matriz Σ é uma matriz diagonal, a sua característica é igual ao número de 
elementos não nulos da diagonal e portanto a característica de A é igual a r . 
Repare-se que (2.21) pode ser escrita como a soma de matrizes com característica 
um, na forma 
 
                                                        
=
=
r
j
T
jjj vuA
1
σ .                                              (2.22) 
 
Um aspecto que há a salientar é que por vezes em determinadas aplicações existem 
matrizes cujos valores singulares mais pequenos deveriam ser nulos, mas não o são por 
vários motivos, nomeadamente devido ao ruído em experiências. É comum substituir 
esses valores por zero, desprezando as suas contribuições, e considerar uma matriz 
aproximada. Pode assim pensar-se em kA , (k < r) como uma boa aproximação a A, 
sendo 
 
                                                      
=
=
k
j
T
jjjk vuA
1
σ .                                              (2.23) 
 
De (2.22) e (2.23) verifica-se que kAA −  é uma matriz com os valores singulares 
rk σσ + ,,1  , logo, de (2.12) 
 
                                                        12 +σ=− kkAA .                                               (2.24) 
 
 (Claro que rkk >=σ +  se,01 ). 
 
Este facto é apresentado pelo seguinte teorema. 
 
Teorema 2.2: Seja A ∈ m×n com SVD como no teorema 2.1. Se )(Acarrk =<  e 

=
=
k
j
T
jjjk vuA
1
σ , então 122)(
min +
=
=−=− kk
kBcar
AABA σ . 
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Demonstração: (ver, por exemplo, [6]) 
 
Observe-se que, como )0,,0,,,diag( 1  kk
T
VAU σσ= , temos kAcar k =)(  e 
),,,0,,0diag()( 1 pkk
T VAAU σσ  +=− . Logo 12 +σ=− kkAA .  
Suponhamos agora que kBcar =)( , para alguma matriz B∈ m× n. Então podemos 
encontrar vectores knxx −,,1   ortonormais, tais que o núcleo de B é o espaço gerado 
por esses vectores. 
O teorema das dimensões mostra que { }0,,,, 111 ≠∩ +− kkn vvxx  .  
Seja z um vector unitário (norma dois) nesta intersecção. Como 0=zB  e 

+
=
=
1
1
)(
k
i
i
T
ii uzvzA σ temos  
                            ( ) 2 1
1
1
222
2
2
2
2
2
)( +
+
=
≥==−≥−  k
k
i
T
ii zvAzzBABA σσ .                            
 
A matriz kA  é a melhor aproximação de A, no sentido da norma dois, de todas as 
matrizes de característica inferior a k. Portanto, se 1+σk  for suficientemente pequeno, é 
seguro considerar apenas k valores singulares. Neste caso diz-se que k é a característica 
efectiva da matriz A. 
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Sabemos que o núcleo da matriz A, N(A), é o conjunto de vectores x, tais que Ax=0, 
e o espaço gerado pelas colunas de A, R(A), é o conjunto de vectores b para os quais    
Ax = b, tem solução x. 
Considerando as partições das matrizes U e V como se viu em (2.21) podemos 
afirmar que as colunas de rU  formam uma base ortonormal para o espaço gerado pelas 
colunas de A, ou seja uma base para )(AR . 
As restantes colunas de U, )( rmU −  formam uma base ortonormal para o núcleo 
esquerdo de A; ou seja para o complemento ortogonal do espaço gerado pelas colunas 
de A, ⊥)(AR = )( TAN . 
 17 
R(A) 
N(A) 
R(A)
⊥
 
v 1 … v r 
u 1 … u r 
vr+1 … v n 
ur+1…um 
N(A)
⊥
 
No que diz respeito às colunas de rV , estas formam uma base ortonormal para o 
espaço gerado pelas linhas de A, ou seja para o complemento ortogonal do núcleo de A, 
⊥)(AN = )( TAR . 
As colunas de )( rnV −  formam uma base para o núcleo de A, )(AN =
⊥)( TAR .  
O seguinte esquema mostra os quatro subespaços fundamentais: 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.4 - Os quatro subespaços fundamentais 
 
Desta forma, tem-se que o núcleo de A corresponde ao complemento ortogonal do 
espaço gerado pelas linhas de A em n e o núcleo esquerdo de A corresponde ao 
complemento ortogonal do espaço gerado pelas colunas de A em m. 
Se a matriz A tem característica r, então o espaço gerado pelas colunas de A é igual 
ao espaço gerado pelas primeiras r colunas da matriz U, ou seja, )()( rURAR = . 
Observe-se que 1−Σ= rrr AVU ; então )()( ARUR r ⊂  e 
T
rrr VUA Σ=  implica 
)()( rURAR ⊂ ; logo )()( rURAR = . 
Verifica-se também que o espaço gerado pelas linhas da matriz A é igual ao espaço 
gerado pelas primeiras r colunas da matriz V, ou seja )()( r
T VRAR = . 
De forma análoga ao caso anterior, 1−Σ= rr
T
r UAV  implica )()(
T
r ARVR ⊂  e 
T
rrr
T UVA Σ= implica que )()( r
T VRAR ⊂ ; logo )()( r
T VRAR = . 
Os restantes vectores singulares formam as bases ortogonais para o núcleo de A e 
para o núcleo de AT.  
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Tendo em conta (2.21), verifica-se que o núcleo de A é igual ao espaço gerado 
pelas últimas n - r colunas de V, pois esta partição da matriz A implica que 0=−rnVA ; 
logo )()( ANVR rn ⊂− . Como V é uma matriz ortogonal, )( rnVR −  é o complemento 
ortogonal, em n, de )()( Tr ARVR = ; logo )()( rnVRAN −= . 
Verifica-se também que o núcleo de AT é igual ao espaço gerado pelas últimas m - r 
colunas de U. 
De forma análoga, 0=−rmUA ; logo )()(
T
rm ANUR ⊂− . Como U é uma matriz 
ortogonal, )( rmUR −  é o complemento ortogonal, em 
m, de )()( ARUR r = ; logo 
)()( rm
T
URAN −= . 
 
Se usarmos a decomposição em valores singulares de uma matriz A, podemos 
facilmente obter as projecções ortogonais sobre os quatro espaços associados a A. 
Assim, se A é uma matriz m×n, com característica r, tem-se: 
 
T
rr UU  é a projecção sobre )(AR ; 
T
rmrm UU −−  é a projecção sobre )(
TAN  
T
rr VV  é a projecção sobre )(
TAR ; T rnrn VV −−  é a projecção sobre )(AN . 
 
De facto, por exemplo, para a projecção sobre )(AR  verifica-se que 
)()( ARUUR Trr = , 
T
rr
T
rr
T
rr
T
rr UUUUUUUU == ))(()(
2  e Trr
TT
rr UUUU =)( . 
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O número de condição, K(A), de uma matriz A ∈ m× n, relativamente à norma 
euclideana, pode ser definido, em termos dos valores singulares, como: 
                                                       
                                         





=+∞=
≠=
0)(se,)(
,0)(se,
)(
)(
)(
min
min
min
max
AAK
A
A
A
AK
σ
σ
σ
σ
                              (2.25) 
Para o caso particular m = n, o número de condição mede o grau de singularidade 
de uma matriz. Quanto maior é K(A), mais A se aproxima de uma matriz singular. 
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Se considerarmos o problema da resolução de sistemas de equações lineares,  
 
                                                                A x = b,                                                       (2.26) 
 
o número de condição, atrás definido, mede a sensibilidade da solução x a alterações em 
b.  
 
Exemplo: 
 






=











⇔=
1440.0
8642.0
1441.02161.0
8648.02969.1
y
x
bxA . 
 
A solução exacta deste sistema é 





−
=
2
2
x . 
 
Se considerarmos 





=
14400001.0
86419999.0~
b , a solução obtida é 





−
=
4870.0
9911.0~x . (Cálculos 
efectuados com o programa MATLAB). 
 
Verificamos que uma pequena alteração no vector b, provoca um grande erro na 
solução.  
Para este exemplo, K(A)= 2.497292665336376×108, e o sistema é mal 
condicionado.                                                                                                      
 
Na realidade demonstra-se que se Ax = b, A invertível e 0≠b , bbyAA ∆+=∆+ )( , 
)(
1
AKA
A
<
∆
, então  
                                      


	





 ∆
+
∆
∆
−
≤
−
b
b
A
A
A
A
AK
AK
x
yx
)(1
)(
.                              (2.28) 
 
No entanto, a determinação da decomposição em valores singulares, para qualquer 
matriz, é um problema bem condicionado, ou seja, pequenos erros relativos nos dados 
produzem pequenos erros relativos no resultado. 
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Sejam 
TVUA Σ=  
e 
                                  UWU ∆+=ˆ , onde IWW T =  e ε≤∆
2
U ;                          (2.29) 
                                    VZV ∆+=ˆ , onde IZZ T =  e ε≤∆
2
V ;                           (2.30) 
                                     ZAAW T )(ˆ ∆+=Σ  onde 122 εσε =≤∆ AA .                   (2.31) 
 
As matrizes Uˆ , Vˆ  e Σˆ  são as aproximações de U, V e Σ  respectivamente. O valor 
ε é um pequeno múltiplo da precisão utilizada. 
Tem-se, do teorema 2.2, que  
( ) 2111
min BA
kBcar
k −=
−=
σ   
                                                         
( )
( )
2111
min ZBAW T
kBcar
−=
−=
 
                                                         
( ) 2111
min ZBWAZW TT
kBcar
−=
−=
 
                                                         
( ) 21
min BAZW T
kBcar
−=
−=
 
                                                         
( ) 21
)()ˆ(min ZAWB T
kBcar
∆−−Σ=
−=
,  
uma vez que ZAWAZW TT )(ˆ ∆−Σ=  de (2.31). 
 
Como 122)( εσε =≤∆ AZAW
T  e 
( ) kkkBcar
B σˆˆmin
21
=−Σ
−=
 verifica-se que 
21
ˆ A kk εεσσ =<− , para k = 1, …, p. Sendo p ,,1   os valores singulares de A 
e pσσ ˆ,,ˆ1   os valores calculados numericamente. 
 
Concluímos assim que os valores singulares calculados pσσ ˆ,,ˆ1   estão próximos 
dos valores singulares exactos. No entanto, a precisão relativa no cálculo dos valores 
singulares só é realmente boa para valores singulares não muito inferiores a 1σ . Isto tem 
uma consequência prática: se for encontrado um valor singular com ordem de grandeza 
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próxima da precisão da máquina não será possível dizer, com certeza, se ele é diferente 
de zero ou não. Este facto pode gerar uma indeterminação acerca da característica da 
matriz A. 
 
 
Exemplo: 
 
Seja 
                                 
















−
−
−
−
−−
=
25.05.05.05.0
1.01.02.04.0
55.095.01.18.0
3.045.06.03.0
4.01.18.04,1
A  
                                                          
= TVU
















×
×
−
−
0000
100255.4000
0100386.200
0069684.00
0008835.2
17
16  
 
 
Os cálculos foram efectuados com o programa MATLAB e têm precisão 
16102042.2 −×=ε ; portanto, em termos práticos, não se pode distinguir, de zero, os dois 
menores valores singulares de zero. Assim, numericamente, a característica de A é dois, 
embora os valores singulares 3σˆ  e 4σˆ  não sejam nulos.                                                   
 
Em geral, os valores singulares de uma matriz são a melhor forma de determinar 
numericamente a sua característica, mas, como já se viu, está sujeita a erros.  
Quanto maior for ε  e a imprecisão na obtenção da matriz A (por vezes é obtida a 
partir de resultados de experiências), mais incerta será a determinação da característica. 
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Consideremos o sistema de equações Ax = b, onde 










=
mnm
n
aa
aa
A



1
111
 ∈ m×n, 










=
nx
x
x 
1
∈ n e 










=
mb
b
b 
1
∈ m. Para nm ≠ , a matriz A é rectangular e como tal não 
tem inversa. No entanto, com o auxílio da decomposição em valores singulares 
podemos generalizar àquelas matrizes a noção de matriz inversa. 
Seja 
A ∈ m× n TVUA Σ= que tal  e rAcar =)( . 
Podemos definir 
                             

	





=ΣΣ= 0,,0,
1
,,
1
 onde, 
1
††† 
r
TUVA
σσ
 ∈ m×n                (2.32) 
A †A  dá-se o nome de pseudo – inversa de A. É a única matriz que verifica as 
quatro condições de Moore-Penrose: 
i) AAAA =†  
ii) ††† AAAA =  
iii) †† )( AAAA T =  
iv) AAAA T †† )( = . 
No caso de A ser invertível, †A =A-1. 
 
Calculemos agora a expressão para †A , sendo nm >  e car (A) = n. Nesta situação, 
)( AAT  é uma matriz invertível.  
Como TTTTTTTT VVVVVUUVAA 1111 )()()()( −−−− ΣΣ=ΣΣ=ΣΣ= , verifica-se que  
TTTTTTTTTTT AAAUVVVUVVVUVA 1-1†††† )()()( −=ΣΣΣ=ΣΣΣ=Σ= .         (2.33)       
Por outro lado, se nm <  e car (A) = m, a matriz )( TAA  é invertível e constata-se 
que TTTTTTTT UUUUUVVUAA 1111 )()()()( −−−− ΣΣ=ΣΣ=ΣΣ= . 
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Daqui resulta que 
1-1†††† )()()( −=ΣΣΣ=ΣΣΣ=Σ= TTTTTTTTTTT AAAUUUVUUUVUVA .         (2.34) 
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Começamos por considerar o caso em que nm >  e car (A) = n, ou seja, A tem 
característica completa. Nesta situação o sistema possui um maior número de equações 
do que incógnitas, é por isso sobredeterminado.  
Em geral )(ARb ∉  por isso o sistema não tem solução. É necessário encontrar uma 
solução aproximada. Como 0≠− bAx , consideramos 
                                                             bAxr −= ,                                                    (2.35) 
o resíduo. Pretendemos encontrar MQxx =ˆ  que minimiza o comprimento desse vector.  
A MQxx =ˆ  chama-se solução aproximada no sentido dos mínimos quadrados de 
Ax=b. 
Calculemos  
                    bbAxbAxAxbAxbAxbAxr TTTTT +−=−−=−= 2)()(
2
2
2
2
.          (2.36) 
Determinemos agora o mínimo de (2.36). Para isso, temos de resolver  
 
                                        
[ ]
0
)()(
=
∂
−−∂
i
T
x
bAxbAx
, i =1, …, n.                             (2.37) 
Se juntarmos as n derivadas parciais numa única equação obtemos 
 
                                                     022 =− AbAAx TTT ,                                            (2.38) 
ou seja 
                                                           bAAxA TT = .                                                  (2.39) 
 
Como Am×n ( nm > ) tem característica completa, AA
T é invertível e temos 
                                             bAAAAxAAA TTTT 11 )()( −− = ,                                     (2.40) 
 
                                                                bAAAx TTMQ
1)( −= ,                                  (2.41) 
ou seja 
                                                              bAxMQ
†= .                                                  (2.42) 
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Analisemos agora o caso em que nm <  e car (A) = m, tendo portanto A 
característica completa. 
Nestas circunstâncias o sistema Ax = b tem mais variáveis do que equações, ou 
seja, é indeterminado. Existe um número infinito de soluções, como tal procura-se a 
solução de norma mínima. Pretende-se encontrar uma solução NMx  que minimize 2x . 
A solução de norma mínima é dada por 
                                                   bAAAbAx TT 1† )( −== ,                                         (2.43) 
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No caso da característica ser incompleta, isto é, ),min()( nmAcar < , o sistema é 
indeterminado. Nesta situação há um número infinito de soluções, é necessário procurar 
a solução de norma mínima. Essa solução é 
 
                                                         i
r
i i
T
i
NM v
bu
x 
=
=
1 σ
,                                               (2.44) 
sendo r é a característica de A. 
 
A expressão (2.44) minimiza 
2
bAx − e tem a menor norma dois e 

+=
=−
m
ri
T
iNM bubAx
1
22
2
)( , [6]. 
De facto, para qualquer x∈ n e xV T=α  temos: 
2
2
2
2
2
2
))(( bUbUxVAVUbAx TTTT −Σ=−=− α  
                                             
+==
+−=
m
ri
T
i
r
i
T
iii bubu
1
2
1
2 )()( ασ  
Se o vector x resolve o problema dos mínimos quadrados, então 

	





=
i
T
i
i
bu
σ
α , para 
ri ,,1 = . Se considerarmos 0=α  para i = r +1, …, n, então verifica-se que x tem 
norma dois mínima. 
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Desde há alguns anos são bastantes as áreas onde existe a necessidade de transmitir 
imagens de uma forma adequada. Existem várias técnicas para o fazer. Uma muito 
utilizada é a que faz uso da decomposição em valores singulares. 
A transmissão de imagens, dependendo da sua resolução, pode tornar os sistemas 
de transmissão pouco eficientes. Para solucionar este problema, são utilizados recursos 
de compressão que visam reduzir o tempo de transmissão, diminuindo o espaço 
necessário para armazenamento das imagens estáticas ou vídeo. Neste âmbito, a SVD 
pode ser utilizada para transmitir uma imagem de forma adequada. 
No entanto, deve ter-se sempre em consideração a possibilidade de perda de 
qualidade da imagem. Esta perda de qualidade por vezes é imperceptível a olho nu e 
dependendo do fim a que se destinam as imagens o sistema de transmissão pode ou não, 
ser eficiente. 
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Computacionalmente as imagens são geralmente representadas através de matrizes. 
A posição de cada pixel na matriz corresponde à sua posição no plano da imagem e a 
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intensidade de cada pixel é representada pelo valor de cada entrada na matriz. Assim, 
dada uma imagem, o computador faz a sua leitura armazenando os dados numa matriz. 
Se a imagem estiver a preto e branco, cada pixel é substituído pelo número 0 (zero) ou 
pelo número 1 (um); caso a imagem esteja em ‘grayscale’- escala de cinzentos, cada 
pixel é substituído por um número real no intervalo [0, 1] ou por um número inteiro no 
intervalo [0, 255], onde 0 corresponde ao preto e 255 ao branco puro.  
No que diz respeito a imagens coloridas, a informação transmitida é 
multidimensional. O espaço de cor usado pela maioria dos computadores é o espaço 
tridimensional RGB2. Neste caso, cada pixel pode ser representado por um vector 
tridimensional onde cada componente representa a intensidade de cada uma das cores 
primárias: vermelho, verde e azul. 
Neste trabalho as imagens serão convertidas para uma escala de cinzentos, usando 
o comando rgb2gray, no programa MATLAB.  
Nas situações em que se trabalha com muitas imagens é conveniente que, após a 
leitura da imagem, a matriz seja transformada num vector. Esta transformação tem 
como objectivo reduzir a complexidade computacional.  
Cada imagem, com resolução m × n, é considerada inicialmente como uma matriz 
de dimensão m × n. Depois de efectuada a vectorização, a imagem corresponde a um 
vector num espaço de dimensão m n.  
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Fig. 3.1 – Leitura e vectorização de uma imagem 
O processo de vectorização pode ser feito de diversas formas. Os pixeis podem ser 
organizados de maneira que uma coluna da matriz original fique disposta após outra, 
como se pode observar na figura 3.1, ou uma linha após outra ou ainda uma ordem 
definida por uma função específica.  
No caso do reconhecimento e reconstrução facial apresentados no capítulo 4, 
algumas das imagens têm uma resolução de 256 × 256. Quando é efectuado o processo 
                                                 
2 Red Green Blue 
 
 
Imagem 
 
(Resolução m × n) 
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de vectorização como exemplificado no esquema da figura 3.1, cada imagem é referida 
como um vector num espaço de dimensão 65536. Assim, este espaço vectorial pode 
descrever todas as imagens que têm a mesma resolução. 
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A SVD pode ser útil na transmissão de imagens no sentido em que a matriz inicial 
pode ser aproximada de uma matriz com característica inferior, tal como foi visto no 
capítulo anterior.  
De seguida apresentamos um exemplo com uma fotografia com resolução 
1536×2048.  
 
Fig. 3.2 - Biblioteca Central da Universidade do Algarve 
 
Consideremos A como sendo a matriz que resulta da leitura da imagem. Façamos 
depois uma aproximação do tipo: 
=
=≈
k
j
T
jjjk vuAA
1
σ . 
A matriz que corresponde à imagem é uma matriz A ∈ 1536 × 2048 e tem 
característica completa 3.  
Elaborámos um programa em MATLAB que após a leitura da imagem da figura 
3.2 converte-a numa imagem em escala de cinzentos. Posteriormente, calcula a SVD da 
matriz que representa a imagem e faz aproximações do tipo acima referido.  
 
                                                 
3 Cálculo efectuado no programa MATLAB 
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Vejamos algumas dessas aproximações através de matrizes com característica inferior e 
igual a 1536. 
      
 Fig. 3.3 – Imagem obtida para k = 10                                 Fig. 3.4 – Imagem obtida para k = 30      
 
Fig. 3.5 – Imagem obtida para k = 40                               Fig. 3.6 – Imagem obtida para k = 100   
 
 
Fig. 3.7 – Imagem obtida para k = 1536 
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Verifica-se que a nitidez vai aumentando e que, para valores de k próximos de 40, 
já se obtém uma boa aproximação da imagem original. Isto é devido ao facto de os 
primeiros valores singulares conterem a informação essencial.  
No gráfico 3.1 estão representados os primeiros cem valores singulares de A. 
 
 
 
Gráfico 3.1 - Os primeiros cem valores singulares de A 
 
Constata-se que os valores singulares decrescem rapidamente e que o 60º valor já 
está próximo de zero, enquanto que o 1º é cerca de 1000. Daí resulta que basta 
considerar os primeiros valores singulares, por exemplo apenas 40, para obter uma boa 
aproximação da imagem inicial. 
A qualidade da aproximação Ak, com respeito a A, pode ser quantificada [7], 
através do erro relativo,  
                                                               
1
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σ
σ
ε += k                                                          (3.1) 
 
e do raio de compressão, 
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O erro relativo, ε , caracteriza os valores singulares dominantes, os que não podem 
ser ignorados, caso contrário a imagem perde por completo a qualidade.  
Verifica-se que a imagem começa a perder qualidade para valores superiores a 10-3 
e para valores superiores a 10-2 a qualidade da imagem é realmente pobre. 
O raio de compressão relaciona a quantidade de armazenamento requerida para Ak 
com respeito à necessária para A. Como se pode observar o raio é menor que a unidade 
só se
nm
mn
k
+
< .  
Na tabela 3.1 estão listados, para alguns valores de k, os valores singulares, o erro 
relativo e o raio de compressão. 
  
k kσ  ε  r 
1 1002.9706 1.7629 × 10-1 1.1393 × 10-3 
5 64.3929 5.0022 × 10-2 5.6966 × 10-3 
10 30.5557 2.7162 × 10-2 1.1393 × 10-2  
15 21.8884    2.0579 × 10-2 1.7090 × 10-2 
30 11.6811    1.1486 × 10-2 3.4180 × 10-2 
40 9.0650    8.8138 × 10-3 4.5573 × 10-2 
100 4.3309    4.2574 × 10-3 1.1393 × 10-1 
500 0.6471 6.4389 × 10-4 5.6966 × 10-1 
1000   0.1171 1.1566 × 10-4 1.1393  
1500 0.0202 1.9841 × 10-5 1.709 
 
Tabela 3.1 – Valores singulares, erro relativo e raio de compressão para a figura 3.2 
 
Verifica-se um grande decréscimo logo nos primeiros valores singulares, o que 
indica que, de facto, são estes os mais importantes. No entanto observe-se a primeira 
aproximação que foi feita à imagem, considerando apenas os primeiros dez valores 
singulares. Não se consegue verificar de que imagem se trata, mas de facto a informação 
principal esta lá. Ao considerarmos por exemplo mais vinte valores singulares já nos 
conseguimos aperceber de que imagem se trata, depois à medida que se acrescentam 
mais valores singulares, outros detalhes são acrescentados à imagem. 
Este procedimento é bastante utilizado na Internet para descarregar fotos, 
diminuindo o tempo de espera por parte de utilizador e ao mesmo tempo poupando 
lugares na memória do computador. Por vezes também é utilizado para transmitir 
imagem de satélites para a Terra. 
Este método tem ainda outras aplicações, por exemplo pode-se também modificar 
apenas uma parte da imagem representada pela matriz A
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adequadamente e aproximar a submatriz correspondente por uma matriz de 
característica inferior. Para a imagem do exemplo anterior, por exemplo, pode-se querer 
ver com alguma definição a entrada da biblioteca e o resto da imagem pode ter menos 
nitidez. 
 
 
Fig. 3.8 – Biblioteca (entrada com mais nitidez do que o resto da imagem) 
 
Dada uma matriz A correspondente a uma imagem que se pretende transmitir, a 
ideia é dividir a matriz em blocos, como por exemplo se apresenta a seguir: 
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Posteriormente aplica-se a SVD a cada um dos blocos. Nesta fase dever-se-á ter em 
conta que podemos escolher a característica que se considere necessária para cada um 
dos blocos. Isto de forma a transmitir a imagem com a qualidade que se pretende 
ocupando o menor espaço possível na memória do computador. 
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Isto significa que os valores singulares nulos podem ser ignorados porque não 
transmitem qualquer informação acerca de A.  
 Foi elaborado um programa em MATLAB para comprimir imagens por blocos, 
como se pode observar na figura 3.8. Utilizámos cinco blocos como mostra o esquema 
anterior e considerámos característica 2 para todos os blocos, à excepção do bloco A3, 
para o qual considerámos característica 40. Este último, por ter maior característica 
corresponde à parte da imagem com maior nitidez.  
O programa pode ser consultado no Anexo B. 
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Um dos sistemas de identificação mais usados, e aquele a que, por enquanto, 
estamos mais habituados, é a utilização de senhas / códigos (password/ PIN). Todos os 
dias o utilizamos quando, por exemplo, efectuamos operações bancárias em máquinas 
automáticas. Mas este, é um sistema que é facilmente corrompido. Todavia, este tipo de 
identificação de pessoas associado a um eficiente sistema de detecção facial é uma 
opção pouco evasiva uma vez que não requer uma acção específica do utilizador. 
O reconhecimento facial, que pertence à área da biometria, é uma das soluções 
possíveis, tendo o seu desenvolvimento automático começado em meados dos anos 
setenta, do século XX. 
Para além do reconhecimento facial há outros sistemas biométricos para 
identificação de pessoas, como por exemplo, o reconhecimento da impressão digital, da 
retina, da íris, da voz, ou da dinâmica da escrita manual.  
A face humana apresenta um problema interessante a nível computacional pela sua 
imprecisão e complexidade. As faces têm a sua estrutura geral, à qual se acrescenta a 
originalidade dos detalhes e dos traços, a cor da pele, a adição de acessórios, como 
 34 
óculos escuros, os quais propõem situações amplamente variadas que normalmente não 
são vistas em outras aplicações de processamento de imagem e de reconhecimento. Daí 
o interesse em fazer o reconhecimento de pessoas através da sua face. 
Os sistemas de reconhecimento facial, que permitem comparar uma imagem facial 
com um conjunto de imagens armazenadas, transitaram do laboratório para a realidade e 
são bastante utilizados, para fazer face às constantes exigências da sociedade. Por 
exemplo, actualmente, uma delas é o combate ao terrorismo. A pressão da sociedade 
implicou um rápido desenvolvimento de algoritmos e da tecnologia. 
O reconhecimento facial foi escolhido como um problema de visão computacional 
no início dos anos setenta, tendo progredido bastante devido aos contributos de Kirby e 
Sirovich [8] e mais tarde Turk e Pentland [9]. 
Naquela altura, o interesse em identificar faces estava nos padrões e determinados 
traços faciais; com o passar do tempo, desenvolveu-se para criar um conjunto de faces 
que combinadas podem formar qualquer face, prestando atenção assim às variações 
matemáticas entre as faces das pessoas e não às suas características.  
Actualmente, o desafio tecnológico não está em lembrar-se de muitas faces mas 
sim tentar diferenciar as pessoas numa grande base de imagens (porque quanto mais 
indivíduos forem, menos diferenciados eles são). 
Deste modo, na identificação facial compara-se uma imagem de entrada (imagem 
de teste) com um conjunto de imagens (conjunto de treino) e verifica-se qual destas é a 
melhor aproximação da outra.  
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O conjunto de treino é um conjunto de imagens faciais escolhido para ser 
representativo de todas as faces que um sistema pode encontrar.  
A construção deste conjunto é um passo muito importante em todo o processo de 
reconhecimento e reconstrução facial, pois caso este conjunto não seja bem construído 
os resultados obtidos não serão os melhores [10].  
Para a obtenção do conjunto de treino é necessário que as faces sejam normalizadas 
no que diz respeito à posição, tamanho, orientação, e luminosidade, isto é, todas as faces 
devem estar na mesma posição, ter o mesmo tamanho, etc. Existem processos para fazer 
a normalização das faces mas que não serão aqui explorados; parte-se do princípio que 
todas as faces no conjunto de treino estão normalizadas.  
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Naturalmente, nem todas as faces estão incluídas no conjunto de treino, podendo 
até haver alguns indivíduos que são tão únicos que o sistema não consegue  abranger. 
Há dois tipos de sistemas de reconhecimento facial: o sistema em tempo real (pode 
ser visto um exemplo em [11]), em que são armazenadas várias imagens de uma pessoa 
numa base de dados, e o sistema em tempo não real, onde é armazenada apenas uma 
imagem por pessoa.  
Neste trabalho efectuaram-se testes de reconhecimento com os dois tipos de 
conjunto de treino atrás referidos. 
Para o sistema em tempo não real, construímos o ‘Conjunto de Treino 1’, com 
uma imagem facial por pessoa. Este conjunto é constituído por 150 imagens faciais, 
cada uma com resolução 256×256. As condições de luminosidade são idênticas e foram 
retirados o fundo e o cabelo das fotos. Na figura 4.1 podem ver-se exemplos de faces 
neste conjunto de treino. Estas imagens faciais podem ser encontradas em 
http://www.stat.ucla.edu/~sczhu/Courses/UCLA/Stat_231/Face_modeling.html. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4.1 - Exemplos de imagens faciais no ‘Conjunto de Treino 1’ 
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Para o sistema em tempo real temos o ‘Conjunto de treino 2’, com 10 imagens 
faciais por pessoa (mais expressões faciais e diferentes ângulos de observação). As 
condições de luminosidade são diferentes, as expressões faciais variam e por vezes há a 
utilização de adereços (óculos). Foram escolhidas imagens de 9 pessoas, cada uma delas 
tem resolução 112×92. Temos na figura 4.2 exemplos de imagens de 3 faces diferentes 
neste conjunto de treino, com 5 fotografias cada. Estas imagens podem ser encontradas 
em http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig.4.2 - Exemplos de imagens faciais no ‘Conjunto de Treino 2’ 
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Actualmente existem várias técnicas para se fazer o reconhecimento facial de uma 
pessoa. De entre as diferentes técnicas, destaca-se a das faces próprias, também 
conhecida por eigenfaces. Este método surgiu devido aos contributos de Sirovich e 
Kirby [8] em 1987, tendo sido desenvolvido mais tarde, no MIT Media Lab4, por Turk e 
                                                 
4 Podem ser vistos alguns trabalhos em http://www.media.mit.edu/. 
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Pentland [9] em 1991. Presentemente é uma das práticas com maior sucesso no 
problema do reconhecimento facial. 
A técnica das faces próprias consiste no seguinte: de um conjunto inicial de 
imagens faciais num certo espaço (de imagens), encontrar um subespaço que seja 
representativo de todas as faces, ou seja, que preserve a informação mais significativa 
Este procedimento consiste na extracção das características relevantes contidas numa 
imagem facial, de modo a representá-la o melhor possível.  
Como se viu no capítulo 3, cada imagem bidimensional, com resolução m × n, 
depois de passar pelo processo de vectorização, pode ser considerada como um vector 
(ou um ponto) num espaço de dimensão mn. Ao utilizarmos a técnica das faces próprias, 
aplica-se este procedimento a todas as imagens do conjunto de treino. Obtemos assim p 
vectores de dimensão mn, sendo p o número de imagens no conjunto de treino. O 
espaço gerado por estes vectores é designado por espaço de faces. As faces próprias são 
vectores ortogonais que formam uma base para o espaço de faces. 
Noutros sistemas, é necessário caracterizar as faces e, para tal, tem de se verificar a 
presença de características faciais tais como olhos, nariz, boca, sobrancelhas. Perante a 
utilização de faces próprias, sem analisar as características faciais separadamente, 
analisa-se a variação dos valores assumidos pelos pixeis num conjunto de imagens 
faciais. 
As faces próprias podem ser obtidas através de uma técnica conhecida por Análise 
de Componentes Principais [12].  
A Analise em Componentes Principais tem como objectivo reduzir a dimensão do 
espaço original, através da eliminação das variáveis de menor variância.  
Neste caso em concreto, da reconstrução e reconhecimento de faces, os vectores 
que representam as faces, são reescritos noutro sistema de eixos mais conveniente para a 
sua análise. Estes novos vectores são as componentes principais e as suas coordenadas 
são uma combinação linear das coordenadas dos vectores originais. Para além disso, são 
ortogonais entre si e ordenados em termos de quantidade de variância dos dados. Isto 
significa que se os dados estão muito afastados uns dos outros a variância é grande e a 
estes é associado a primeira componente principal; caso estejam próximos, a sua 
variância é menor e está-lhes associado outro vector. Assim sendo, o primeiro vector 
encontra-se na direcção de maior variância. Portanto, a primeira componente principal 
contém mais informação acerca das faces do que a segunda componente principal, que 
não abrange informações contempladas anteriormente e assim sucessivamente.  
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Tendo em conta que os eixos são ortogonais verifica-se que a correlação entre as 
componentes principais é nula. 
O número de total componentes principais, ou seja, de faces próprias é igual ao 
número total de vectores originais e apresenta a mesma informação que estes vectores. 
Porém, este método permite a redução do número total de variáveis, uma vez que as 
primeiras componentes principais contêm normalmente mais de 90% da informação 
estatística dos dados originais. 
Verifica-se que esta técnica reduz o número total de variáveis quando existe 
redundância nos dados, ou seja, perante dados correlacionados. 
Para averiguar a existência ou não de redundância deve analisar-se a matriz de 
covariância.  
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As imagens faciais, por vezes, são difíceis de serem reconhecidas, pois todas 
possuem basicamente a mesma estrutura. É devido a esta semelhança entre as faces 
humanas que elas possuem uma grande correlação. Portanto cada pixel é correlacionado 
com os outros pixeis. Tal como foi referido anteriormente, esta correlação pode ser 
verificada através do estudo da matriz de covariância. 
Sejam njf j ,,1 onde , = , os vectores que, depois do processo de vectorização, 
referido no capítulo 3, representam n faces. Temos assim uma distribuição de vectores, 
cuja matriz de covariância é dada por: 
                                                ( ) ( )
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−−=
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 é a média das n faces. 
Considerando afx jj −= , normalmente designado por caricatura da face j – a 
versão do desvio não normalizado, podemos reescrever C na forma: 
                                                               TXXC = ,                                                      (4.2) 
onde 
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X 21
1
= .                                            (4.3) 
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Quando calculamos a covariância das faces interessa-nos investigar a correlação 
entre esses vectores. 
Geometricamente procuramos a direcção que melhor se aproxima dessa 
distribuição de vectores, ou seja procuramos a direcção u tal que: 
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Tendo em conta a matriz de covariância escrita na forma (4.2) é possível reescrever 
(4.4) como: 
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Uma vez que C é uma matriz real e simétrica, é diagonizável com uma matriz 
ortonormal CU : 
                                                         TCCC UUC Λ= ,                                                   (4.6) 
 
onde ( )  e.decrescent ordempor  ordenados  com ,,, diag  j1 λλλ mC =Λ Os  jλ são todos 
positivos ou nulos. 
Assim,  
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Como 1 que sabemos , e ortonormal é
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tendo em conta que 
                                                             1
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Logo [ ]Tey 001  e 11 === λµ . 
Como 1eUyUu CC == , a direcção de máxima variação u é exactamente o vector 
próprio 1u  da matriz de covariância C, que diz respeito ao maior valor próprio 1λ . Desta 
forma 1λ  mede a variação na direcção de 1u . 
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Procurando a direcção de máxima variação ortogonal a 1u , temos de calcular (4.5), 
mas desta vez sujeito a (4.9) e a 01 =ye
T . Isto implica que a primeira componente de y 
tem de ser nula. Então segue-se que (4.8) é calculado sujeito a 1
2
2
=
=
m
j
iy . Isto leva-
nos a [ ] 222  seja,ou ,0010 ueUuey C
T
====  , o vector próprio de C 
correspondente ao segundo maior valor próprio. 
Continuando neste sentido concluímos que o primeiro vector próprio da matriz de 
covariância C aponta na direcção da variação máxima, e o valor próprio correspondente 
mede a variação nessa direcção, isto é, a variância nessa direcção. Os restantes vectores 
próprios apontam em direcções de máxima variação ortogonal às anteriores direcções e 
os valores próprios continuam a medir as variações. 
Todavia, neste trabalho, utilizamos a função svd.m do MATLAB para calcular 
numericamente a decomposição em valores singulares. 
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Para o cálculo das faces próprias é necessário encontrar uma base ortonormal para 
o espaço gerado pelos jx , ou seja, uma base para R(X). Esses vectores são depois 
utilizados para a reconstrução de qualquer face, quer a face pertença ou não ao conjunto 
de treino. A base é constituída pelas colunas da matriz U. No entanto, lembremos que 
esses vectores correspondem aos vectores próprios de TXX ; assim sendo basta calcular 
a decomposição em valores próprios da matriz de covariância C. 
  Encontrados os valores próprios, sabemos que os valores singulares se obtêm da 
seguinte forma: 
piii ,,1, == λσ  
 
onde iσ são os valores singulares e iλ  os valores próprios da matriz de covariância. 
Desta forma tomamos os primeiros k vectores próprios associados a valores 
próprios não nulos e assim obtemos a base, cujos vectores constituintes são as faces 
próprias.  
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Um aspecto importante a focar no reconhecimento facial, nomeadamente no 
cálculo das faces próprias, é a média das faces que é subtraída a todas as faces. 
 
 
Figura 4.3 - Média das faces do ‘Conjunto de Treino 1’ 
 
A média pode não ser subtraída, o que pode trazer vantagens nalgumas situações e 
desvantagens noutras. A vantagem é que certos aspectos da análise das imagens poderão 
ser facilitados, uma vez que a média não tem de ser considerada à parte. No entanto, 
qualquer imagem é representada através de um vector constituído apenas por elementos 
não negativos (intensidade dos pixeis) e, de um modo geral, situa-se longe da origem. 
Subtraindo a média a todas as imagens significa retirar os elementos que são comuns a 
todas as faces e assim estamos a tratá-las de forma uniforme e com mais vantagens pois 
se a média representar um grande desvio da origem nós, ao subtrairmo-la, temos maior 
facilidade no tratamento dos dados. Mais ainda, subtraindo a média asseguramos que os 
desvios normalizados da média da face dados por: 
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são próximos de zero, que é uma propriedade muito útil para alguns algoritmos 
baseados em faces próprias,[13]. Outra vantagem da subtracção da média é que se 
compararmos as caricaturas das faces podemos observar a variação entre as faces e não 
das imagens gerais [14]. 
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Neste trabalho para efectuarmos a reconstrução e o reconhecimento facial, utilizaremos 
a versão dos desvios normalizados. 
Vejamos uma face do conjunto de treino e a mesma sem a média: 
  Fig. 4.4 – Imagem no ‘Conjunto de Treino 1’               Fig. 4.5 – Imagem 4.4 sem a média  
                ||Face|| 2 =113.0951                                   ||Face-Média|| 2 = 23.9064 
 
Verificamos que quando se subtrai a média a uma face esta fica mais próxima da 
origem, como foi referido atrás. 
 
Gráfico 4.1 – Os valores singulares da matriz de faces do ‘Conjunto de Treino 1’,  
                                   subtraindo a média 
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Nos gráficos 4.1 e 4.2 estão representados os valores singulares calculados para a 
matriz de faces do ‘Conjunto de treino 1’ subtraindo a média e sem a subtrair, 
respectivamente. 
 
 
 
            Gráfico 4.2 – Os valores singulares da matriz de faces ‘Conjunto de Treino 1’, 
                                  sem subtrair a média 
 
Para complementar esta análise, calculámos também o decréscimo de cada valor 
singular relativamente ao anterior, 

	




 −+
i
ii
σ
σσ 1 , e ainda relativamente ao primeiro valor 
singular, 

	




 −
1
1
σ
σσ i . 
 
Verificamos que quando não se subtrai a média, o segundo valor singular, 
relativamente ao primeiro, decresce mais rapidamente. No entanto os valores singulares 
seguintes decrescem mais lentamente. 
 
Nas figuras 4.6 a 4.11 podemos visualizar as faces próprias associadas aos valores 
singulares 1σ , 2σ , 40σ , 100σ , 149σ  e 150σ . 
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                        Fig. 4.6 - 1ª face própria                                Fig. 4.7 - 2ª face própria 
 
 
 
                    
 
 
 
                             
    
 
 
 
                        Fig. 4.8 - 40ª face própria                          Fig. 4.9 - 100ª face própria 
 
 
 
 
 
 
 
 
 
 
                 Fig. 4.10 -  149ª face própria            Fig. 4.11 - 150ª face própria 
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Uma aplicação possível das faces próprias é a reconstrução facial. Uma vez que um 
vector que representa uma imagem facial é projectado num espaço de dimensão inferior, 
então esse vector pode ser escrito como combinação linear dos vectores da nova base. 
Desta forma podemos reconstruir faces. 
Assim, qualquer face pode ser representada exactamente em termos de uma 
combinação linear de faces próprias ou pode também ser aproximada usando apenas as 
“melhores” faces próprias, que são aquelas que correspondem aos maiores valores 
singulares e que são as que apresentam maior variação dentro do conjunto das imagens 
faciais.  
De um modo geral, chama-se representação através de faces próprias à melhor 
aproximação de uma face em termos de faces próprias. 
Dadas as faces próprias νuuu ,,, 21   e os coeficientes νyyy ,,, 21   pode obter-se a 
representação de uma face através da soma da média com uma combinação linear das 
faces próprias: 
 
                                       auyuyuyf ++++= νν2211
~
                            (4.12) 
 
Vejamos um exemplo da reconstrução de uma face do conjunto de treino. Para 
efectuar essa reconstrução utilizaram-se quarenta faces próprias, isto é, :40=v  
auyff
i
ii
=
+=≈
40
1
~
. 
 
O resultado pode ser visualizado na página 46. 
 
Dado o vector [ ]νyyy 1=  e a matriz [ ]νν uuU 1= , então a relação (4.12) pode 
ser escrita na forma 
 
                                                       ayUf += ν
~
.                                           (4.13) 
 
Isto significa que precisamos apenas de utilizar ν  faces próprias e os respectivos 
coeficientes para representar f
~
.  
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≈ = 
Face Original Face Reconstruída 
  = - 0.3332 +  0.3201    + … - 0.0647     +   
1ª face própria 2ª face própria 40ª face própria Média das faces 
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No exemplo anterior 40=ν ; utilizámos menos de um terço de todas as faces 
próprias. Portanto esta representação é mais eficiente do que se tivéssemos utilizado 
todas as faces próprias, ou seja, se considerássemos a imagem original. 
Segue-se então de (4.13) que 
 
                                                             yUaf ν=−
~
,                                                 (4.14) 
ou seja, 
                                                          ( )afUy T −= ~ν .                                                (4.15) 
Mas como f∆ , o erro da representação, é ortogonal a todos νuu ,,1  e fff ∆−=
~
 
( )affUy T −∆−= ν  
                                                         ( )afU T −= ν                                                      (4.16) 
Esta representação captura todas as características associadas a uma face f, e em vez 
de comparar as faces directamente, comparamos as características de y. 
Uma vez que (4.16) é uma projecção ortogonal, perdemos informação, no entanto f 
é uma face do conjunto de treino, portanto 
2
f∆  é pequeno. 
Verifica-se assim que aproximação (4.13) da representação de uma face minimiza  
 
                                                    ( )
22
~
ffff ∆=−=ε .                                        (4.17) 
O valor ( )fε  é conhecido como distância ao espaço de faces e utilizado no 
reconhecimento facial para classificação de imagens. 
Foi elaborado um programa em MATLAB, para reconstrução de imagens, com base 
no código disponível em ftp://dip.sun.ac.za/, que vem mencionado em [1]. Pode ser 
consultado no Anexo B. 
 
De seguida apresentam-se alguns dos testes de reconstrução facial efectuados com 
faces que pertencem ao conjunto de treino e outras que não pertencem. Realizámos 
também testes com partes de faces ocultas.  
Para cada teste apresenta-se a imagem de teste e as imagens das reconstruções. 
Apresentamos também tabelas onde são apresentados a representação das faces de teste 
assim como as normas dois e de Frobenius do erro de cada reconstrução. 
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Teste 1: Reconstrução de uma face que pertence ao conjunto de treino  
Utilizámos, 10, 20, 100 e 150 faces próprias para fazer as reconstruções. Observemos as 
diferentes imagens obtidas na figura 4.12. 
 
 
Fig. 4.12 – Reconstruções de uma face que pertence ao conjunto de treino 
 
Nestas reconstruções observámos que à medida que vão sendo acrescentadas faces 
próprias o erro vai diminuindo, como se pode confirmar na tabela 4.1, e como esta face 
pertence ao conjunto de treino ela pode ser reconstruída sem erro.  
 
 Representação  || f∆ || 2 || f∆ || Frob 
1ª Reconstrução 
 

f
i
ii
i
ii uyauyf
∆
==
 ++=
150
11
10
1
 
    
7.6008 
 
   
16.8678 
 
2ª Reconstrução 
 

f
i
ii
i
ii uyauyf
∆
==
 ++=
150
21
20
1
 
 
5.1330 
 
13.6618 
3ª Reconstrução 

f
i
ii
i
ii uyauyf
∆
==
 ++=
150
101
100
1
 
1.8829 
 
6.6085 
 
4ª Reconstrução auyf
i
ii
=
+=
150
1
 0 0 
Tabela 4.1 – Resultados das reconstruções da face que pertence ao conjunto de treino 
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Teste 2. Reconstrução de uma face que não pertence ao conjunto de treino e está 
normalizada 
 
 
 
Fig. 4.13 – Reconstruções de uma face que não pertence ao conjunto de treino e está 
normalizada  
 
Ao efectuarmos estas reconstruções verificámos que o erro vai diminuindo, no 
entanto nunca é próximo de zero, mesmo utilizando um grande número de faces 
próprias, como se pode confirmar na tabela 4.2. 
 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução f
i
ii auyf ∆++=
=
10
1
 
 
6.8413 
 
16.0899 
2ª Reconstrução f
i
ii auyf ∆++=
=
20
1
 
 
6.4736 
 
 
15.0977 
 
3ª Reconstrução f
i
ii auyf ∆++= 
=
100
1
 
 
4.8511 
 
 
12.6293 
 
4ª Reconstrução f
i
ii auyf ∆++= 
=
150
1
 4.5367 
 
12.1184 
 
 
Tabela 4.2 – Resultados das reconstruções da face que não pertence ao conjunto  
                                  de treino 
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O facto anteriormente mencionado deve-se ao facto desta imagem não pertencer ao 
conjunto de treino e portanto não estar descrita na sua totalidade pelas faces próprias.  
Vejamos ainda outras reconstruções da mesma face. Numa primeira reconstrução 
omitimos a primeira face própria, considerámos as faces próprias da 2ª até à 20ª e na 
segunda reconstrução omitimos as duas primeiras faces próprias, ou seja considerámos 
as faces próprias da 3ª até à 20ª. 
 
 
 
Fig. 4.14 – Reconstruções de uma face que não pertence ao conjunto de treino considerando 
apenas algumas faces próprias até à 20ª e respectivos erros 
 
 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução 
 
f
i
ii auyf ∆++=
=
20
2
 8.8309 17.3468 
2ª Reconstrução 
 
f
i
ii auyf ∆++=
=
20
3
 10.0867 19.2319 
 
Tabela 4.3 – Resultados das reconstruções da face que não pertence ao conjunto  
                                  de treino utilizando apenas algumas faces próprias 
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Tendo em conta a figura 4.14 e os resultados da tabela 4.3, verificamos que em 
ambas as reconstruções que o erro aumenta relativamente à 2ª reconstrução efectuada 
anteriormente, em que foram utilizadas 20 faces próprias. Podemos assim verificar a 
importância das primeiras faces próprias na reconstrução de uma face. 
 
Teste 3. Reconstrução de uma face que não pertence ao conjunto de treino e não 
está normalizada 
 
 
 
Fig. 4.15 – Reconstruções de uma face que não pertence ao conjunto de treino e não está     
normalizada (utilizando 10 e 20 faces próprias) e respectivos erros 
 
As reconstruções efectuadas têm uma fraca qualidade. No entanto se observarmos 
nas figuras 4.15 e 4.16 a imagem do erro de cada uma das reconstruções, nomeadamente 
a região da boca, verificamos que esta pode ser decisiva na identificação da face em 
causa.  
Podemos concluir também que não se obtém uma boa reconstrução desta face, 
mesmo utilizando todas as faces próprias, por esta não estar normalizada.  
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Fig. 4.16 – Reconstruções de uma face que não pertence ao conjunto de treino e não está 
normalizada (utilizando 100 e 150 faces próprias) e respectivos erros 
 
 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução 
 
f
i
ii auyf ∆++=
=
10
1
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28.0344 
 
2ª Reconstrução 
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3ª Reconstrução 
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4ª Reconstrução 
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7.5626 
 
 
19.9709 
 
 
Tabela 4.4 – Resultados das reconstruções da face que não pertence ao 
                                         conjunto de treino utilizando apenas algumas faces próprias 
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Decidimos substituir duas faces no conjunto de treino por duas faces que não estão 
normalizadas. Nestas novas faces vêem-se os dentes como na face utilizada para realizar 
os testes. 
 
 
Fig. 4.17 - Imagens de faces não normalizadas colocadas no conjunto de treino 
 
Efectuaram-se testes utilizando o mesmo número de faces próprias que se no caso 
anterior. 
 
Fig. 4.18 – Reconstruções de uma face que não pertence ao conjunto de treino utilizando 
                         algumas das primeiras 20 faces próprias 
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 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução f
i
ii auyf ∆++=
=
10
1
 15.1391 
 
28.0628 
 
2ª Reconstrução f
i
ii auyf ∆++=
=
20
1
 13.1839 26.0182 
3ª Reconstrução 
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4ª Reconstrução 
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7.4539 
 
   
19.8900 
 
 
Tabela 4.5 – Resultados das reconstruções da face que não pertence ao conjunto 
                                  de treino utilizando outro conjunto de treino 
 
Em todas as reconstruções efectuadas verifica-se pela tabela 4.5 e pela imagem 4.18 
que o erro praticamente não se altera, ou seja, a introdução de duas faces não 
normalizadas não foi o suficiente para que esta face fosse melhor descrita pelas faces 
próprias.  
Constata-se assim que as faces próprias não sofreram alterações significativas de 
forma a reconstruir esta face com menor erro. Seria necessário fazer mais substituições 
de faces conjunto de treino por faces não normalizadas para obter melhores resultados. 
 
Sejam 1f∆ , o erro da reconstrução apresentada sem utilizar as novas faces no 
conjunto de treino e 2f∆ , o erro da reconstrução apresentada utilizando as novas faces 
no conjunto de treino, 
1
150
1
111
~
auyf
i
ii
=
+=  a reconstrução efectuada utilizando o conjunto de 
treino habitual e 
2
150
1
222
~
auyf
i
ii
=
+=  a reconstrução efectuada utilizando o novo conjunto 
de treino (isto para a utilização de todas as faces próprias). Podemos verificar pelas 
tabelas 4.4 e 4.5 que 21 ff ∆≈∆ . De certo que 21 aa ≈ , o que implica que 

==
≈
150
1
22
150
1
11
i
ii
i
ii
uyuy .  
No âmbito da reconstrução facial, podemos pensar na reconstrução de faces com 
oclusão. Em diversas situações, as pessoas utilizam adereços como óculos escuros, 
lenços ou cachecóis, o que pode causar oclusões parciais do rosto.  
 De seguida apresentam-se alguns testes que foram efectuados. 
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Teste 4. Reconstrução de uma face que pertence ao conjunto de treino, com oclusão 
 
 
Fig. 4.19 – Imagens de reconstruções de uma face que pertence ao conjunto de treino, 
                            com oclusão (a branco) e respectivo erro  
 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução f
i
ii auyf ∆++=
=
20
1
 42.1637 
 
47.2734 
 
2ª Reconstrução f
i
ii auyf ∆++=
=
50
1
 38.3813 
 
44.0895 
 
Tabela 4.6 – Resultados das reconstruções da face que pertence ao conjunto de  
                                    treino com oclusão (a branco) 
 
Estas reconstruções podem ser comparadas com as reconstruções efectuadas no 
Teste 1, uma vez que se trata da mesma face. Verifica-se que o facto da face ter uma 
região oculta faz com que o erro aumente bastante.  
Quando é feita a leitura destas imagens, com o programa MATLAB, cada pixel é 
substituído por um número real no intervalo [0, 1], sendo que zero corresponde à cor 
preta e um ao branco puro. Como tal o aumento do erro deve-se ao facto de um grande 
número de pixeis na imagem ser substituído pelo número um. 
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Comparando os resultados obtidos nas quatro reconstruções efectuadas, verificamos 
que para um maior número de faces próprias o erro diminui e o resultado obtido já é 
mais satisfatório.  
Decidimos efectuar também testes com a mesma imagem mas com a oclusão 
pintada de preto. 
 
 
Fig. 4.20 – Imagens de reconstruções de uma face que pertence ao conjunto de treino, 
                           com oclusão (a preto) e respectivos erros 
 Representação || f∆ || 2 || f∆ || Frob 
1ª Reconstrução 
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=
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2ª Reconstrução 
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ii auyf ∆++=
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33.4025 
 
39.7346 
Tabela 4.7 – Resultados das reconstruções da face que pertence ao conjunto 
                                      de treino com oclusão (a preto) 
 
Verificamos através da tabela 4.7 e figura 4.20 que há um maior decréscimo do erro 
(considerando qualquer um dos tipos de norma) para um grande número de faces 
próprias utilizadas. 
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Utilizando a oclusão pintada a preto o erro é inferior provavelmente devido à 
‘máscara’que também é preta utilizada em cada uma das imagens faciais e porque a cor 
preta é substituída pelo número zero quando é feita a leitura da imagem. 
De um modo geral, podemos considerar que quando temos uma face com uma parte 
oculta podemos também fazer a sua reconstrução através das faces próprias. 
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Tal como foi referido no início deste capítulo, para ser feito o reconhecimento facial 
de uma pessoa, é comparada uma imagem de entrada, aqui designada por imagem de 
teste, com um conjunto de imagens, o conjunto de treino. Podem ser vistos alguns 
trabalhos sobre o reconhecimento facial, por exemplo em [11, 13, 14, 15]. 
Para o sistema de reconhecimento facial não é requerida uma boa reconstrução. 
Apenas é necessário que as características se distingam entre diferentes indivíduos. 
No reconhecimento facial é necessário fazer a localização da face numa imagem, o 
que não é uma tarefa simples pois muitos objectos têm a forma semelhante à de uma 
face e além disso as faces são objectos que não possuem formas bem definidas. 
 Na indústria por vezes é utilizado o reconhecimento de objectos, como a inspecção 
automática de uma peça numa linha de produção, mas as peças possuem uma posição e 
dimensões específicas e luminosidade controlada. Contrariamente, as faces podem 
apresentar-se com oclusão parcial, variação de posição, diferenças de iluminação (que 
até podem tornar certas características invisíveis ou deformadas pelo efeito de sombras), 
além de por vezes, as pessoas usarem óculos, chapéus, lenços, etc. 
 Devido à sua complexidade; são feitas algumas restrições e por exemplo podemos 
considerar a detecção de faces apenas quando estas aparecem na posição frontal.  
Por vezes, uma razão para que sejam feitas estas restrições tem a ver com a 
aplicação a que o sistema se destina. 
 
 
Há vários métodos para fazer a detecção e localização de faces numa imagem, entre 
eles podem destacar-se: 
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• Métodos baseados em conhecimento humano e morfologia 
 
Estes métodos são desenvolvidos a partir do conhecimento humano sobre a 
caracterização de faces. Podemos por exemplo caracterizar uma face pelos dois olhos 
dispostos com simetria vertical, nariz e boca interiores a uma região aproximadamente 
elíptica. Pelo tamanho e disposição destas características, também é possível estimar o 
tamanho e posição relativa das outras características. 
Alguns métodos foram desenvolvidos de forma a procurar características invariantes 
nas faces, tais como sobrancelhas, olhos, nariz e boca são facilmente destacados através 
da detecção de bordas. Depois de destacadas as características, são utilizados métodos 
estatísticos para verificar a existência de uma face. Os problemas que mais afectam esses 
métodos são variações na iluminação o que pode causar sombras e oclusão de 
características. 
Pode também haver o problema das imagens das faces serem relativamente 
pequenas e nesse caso as características ficam representadas por um pequeno número de 
píxeis e normalmente não são reconhecidas pelo sistema. 
 
• Métodos baseados em comparação de padrões  
 
Neste método é construído um modelo de face padrão através de representações 
matemáticas apropriadas ou manualmente. Dada uma imagem de entrada são feitas 
comparações com a imagem padrão. Por exemplo, o contorno de uma face pode ser 
parametrizado pela equação de uma elipse ou por diversos segmentos de recta. Dada 
uma imagem de entrada, o valor de correlação com a imagem padrão é calculado para o 
contorno da face, olhos, boca e nariz, independentemente. A existência da face é baseada 
nos valores de correlação. Este método, no entanto, tem-se mostrado inadequado para a 
detecção facial principalmente quando há alterações de escala, posição e forma das 
faces. 
• Métodos baseados em aparência 
 
Neste tipo de método, os sistemas de detecção “aprendem” quais são as 
características das imagens de interesse através de um conjunto de imagens exemplo. 
Estes métodos normalmente utilizam métodos estatísticos e de aprendizagem (machine 
learning) para encontrar características de imagem face ou imagem não face. As 
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características aprendidas são armazenadas na forma de modelos de distribuição ou de 
funções. Deste modo, muitos métodos podem ser abordados de forma probabilística.  
Outra abordagem é a utilização de uma função específica, isto é, que separa as 
classes de faces e não-faces. Por terem determinadas semelhanças, as faces encontram-se 
agrupadas numa região específica do espaço imagem. Este subespaço pode ser 
delimitado pela função referida anteriormente, normalmente baseada numa distância, 
construída para realizar a classificação em faces ou não-faces.  
 
Após ter sido feita a localização da face são extraídas as suas características e passa-
se à fase do reconhecimento. 
As imagens faciais de diferentes indivíduos ocupam posições bastante diferentes no 
espaço de faces.  
Verifica-se também que quando mais de uma imagem da face de um mesmo 
indivíduo é projectada no espaço de faces, as suas projecções agrupam-se numa pequena 
região desse espaço. Cada um desses agrupamentos pode ser visto como uma classe. A 
distância euclidiana entre um ponto qualquer, pertencente ao espaço de faces, e o 
centróide de uma classe é definida por distância no espaço de faces. Designaremos essa 
distância por ( )fI . 
Vejamos a representação simplificada do espaço de faces, para ilustrar os quatro 
resultados possíveis da projecção de uma imagem no espaço de faces.  
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Fig.4.23 – Representação simplificada do espaço de faces 
 
 
1u  
2u  
   
    
 
( )fI  (1)     ×  
× (2) 
  × (3) 
    × (4) 
    ×  
  ×  1ω  
2ω  
3ω  
U 
U  
Espaço de 
faces 
( )fε
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De um modo geral, existem quatro possibilidades para a posição de uma imagem 
facial qualquer em relação a um espaço de faces (U) — neste caso existem duas faces 
próprias principais ( 1u  e 2u ) e três classes de faces conhecidas ( 1ω , 2ω e 3ω ). Como 
mostra a figura 4.21. 
 
(1) Perto de espaço de faces e perto de uma classe 
     A face é detectada e reconhecida 
(2) Perto do espaço de faces e distante de qualquer classe 
     A face é detectada mas a sua identidade não é reconhecida 
(3) Fora (distante) do espaço de faces, com projecção no espaço de faces perto de 
uma das classes 
A imagem não representa uma face  
(4) Distante do espaço de faces, com projecção no espaço de faces distante de 
qualquer classe de faces conhecidas 
A imagem não representa uma face 
 
A distância entre uma imagem facial e o espaço de faces, ( )fε , deve ser pequena 
(menor que um determinado limiar). Além disso, uma imagem facial conhecida deve ter 
a sua projecção compreendida no espaço de faces e próxima da classe correspondente. 
Isto é, sua distância da respectiva classe no espaço de faces, ( )fI , deve ser pequena 
(menor que outro limiar estabelecido). Ambos os limiares são calculados através de 
experiências. 
Apresentam-se de seguida as principais fases no processo do reconhecimento facial: 
 
1. Adquirir um conjunto de treino de imagens faciais e calcular as faces próprias 
que definem o espaço de faces; 
2. Adquirir um conjunto de teste com algumas imagens faciais e outras, para testar 
o sistema. Projectar uma destas imagens no espaço de faces; 
3. Decidir a classificação da imagem, de acordo com a distância ao espaço de faces 
( )fε  e distância no espaço de faces ( )fI .  
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Será importante analisar a distância das faces no espaço original de faces ao espaço 
de faces.  
É de notar que as faces do ‘Conjunto de treino 1’ estão todas aproximadamente à 
mesma distância do espaço de faces por todas terem as mesmas características, ou seja 
por estarem normalizadas.  
 
 
Fig. 4.22 – Face não normalizada 
 
 
Número de faces 
próprias consideradas/ 
dimensão do espaço de 
faces 
Distância (euclidiana)  
média das faces ao 
espaço de faces 
Número de faces 
próprias consideradas/ 
dimensão do espaço de 
faces 
Distância (euclidiana)  
média das faces ao 
espaço de faces 
1 25.5506 50 10.0011 
2 23.7209 60 8.9106 
3 22.5455 70 7.9230 
4 21.3686 80 6.9920 
5 20.4404 90 6.0938 
10 17.6224 100 5.2273 
15 15.9006 110 4.3789 
20 14.6046 120 3.5302 
30 12.7139 130 2.5961 
40 11.2264 140 1.4968 
 
Tabela 4.8 – Distância média das faces do ‘Conjunto de Treino1’ ao espaço de faces 
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A face da figura 4.22 não pertence ao conjunto de treino nem está normalizada e 
está a uma distância de 22.8601, num espaço de faces de dimensão 50. Está portanto a 
cerca do dobro da distância das outras faces que estão normalizadas (ver tabela 4.8). 
Verificamos que à medida que consideramos um espaço de faces de dimensão 
superior a distância ao espaço de faces diminui. Portanto o espaço de faces é o que mais 
se aproxima, ou seja, o que está mais próximo, no sentido da norma dois, de todas as 
faces no conjunto de treino. 
 
Foi elaborado um programa em MATLAB para efectuar reconhecimento de faces. 
Neste programa para o reconhecimento facial considerámos o espaço de faces com 
dimensão 50. Os procedimentos são idênticos aos do programa para reconstrução facial, 
sendo depois necessária fazer a classificação da imagem testada. 
Uma das dificuldades que surge frequentemente nos programas de reconhecimento, 
para a classificação de imagens, é o cálculo de limiares adequados para ( )fε e para ( )fI . 
No nosso sistema, para determinarmos o limiar para ( )fε , calculámos a distância 
euclideana entre cada uma das faces no conjunto de treino e a respectiva reconstrução. 
Considerámos como limiar para ( )fε , o maior desses valores. Para o limiar ( )fI , 
calculámos a distância euclideana entre a projecção de cada face e todas as outras 
projecções das faces do conjunto de treino e considerámos o seu valor mínimo. 
Para o Conjunto de Treino 1, obtivemos como limiar ( )fε , o valor 0.5333 e como 
limiar ( )fI , o valor 0.7791.  
Verificámos que para certas faces normalizadas que não pertencem ao conjunto de 
treino, o sistema reconhece a face. Isto deve-se ao facto desta ser parecida com as faces 
que pertencem ao conjunto de treino. Em todas as outras situações as imagens foram 
correctamente classificadas. 
Na tabela 4.9 apresentam-se resultados de testes efectuados para uma face do 
conjunto de treino; para duas faces que não pertencem ao conjunto de treino, uma não 
normalizada e outra normalizada e também para uma imagem que não é uma face. 
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 Imagem de teste Imagem reconstruída ( )fε  ( )fI  Resposta 
 
 
 
 
 
Face que 
pertence ao 
conjunto de 
treino 
 
 
 
 
0.0957 0 
Face 
conhecida 
(correcto) 
 
 
 
Face que não 
pertence ao 
conjunto de 
treino 
(normalizada) 
 
 
 
 
 
 
0.1218 0.6791 
Face 
conhecida 
(incorrecto) 
 
 
 
Face que não 
pertence ao 
conjunto de 
treino (não 
normalizada) 
 
 
 
 
 
 
0.2033 0.9239 
Face 
desconhecida 
(correcto) 
 
 
 
 
 
Imagem que 
não é uma 
face 
 
 
 
 
0.6526 0.8495 
Não é uma 
face 
(correcto) 
 
Tabela 4.9 – Resultados de testes de reconhecimento para o ‘Conjunto de Treino1’ 
 
Para o Conjunto de Treino 2, obtivemos como limiar ( )fε , o valor 0.3696 e como 
limiar ( )fI , o valor 0.2492. Na tabela 4.10 apresentamos alguns resultados obtidos. 
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 Imagem de teste Imagem reconstruída ( )fε  ( )fI  Resposta 
 
 
 
Face que 
pertence ao 
conjunto de 
treino 
 
 
 
 
 
 
 
0.0560 
 
0 
Face 
conhecida 
(correcto) 
 
 
 
Face que não 
pertence ao 
conjunto de 
treino  
 
 
 
 
 
 
0.2802 0.9277 
Face 
desconhecida 
(correcto) 
 
 
 
 
 
Imagem que 
não é uma 
face 
 
 
 
 
0.2372 0.7753 
Face 
desconhecida 
(incorrecto) 
 
Tabela 4.10 – Resultados de testes de reconhecimento para o ‘Conjunto de Treino 2’ 
 
Verificámos que as imagens do conjunto de treino, assim como as que não 
pertencem, são correctamente classificadas. No entanto, experiências com imagens que 
não são faces não foram correctamente classificadas. Isto pode dever-se ao facto de no 
conjunto de treino estarem imagens de faces em diferentes posições e com adereços, o 
que pode dar uma certa ‘liberdade’ no cálculo do limiar ( )fε . 
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      Na área da análise de movimento, a determinação da estrutura tridimensional de 
objectos em movimento, por exemplo a partir de imagens de vídeo, tem sido muito 
estudada. Este problema é usualmente denominado por structure from motion (SFM). 
      O SFM tem sido objecto de maior estudo nas últimas duas décadas. A sua análise 
iniciou-se com Ullman [16] em 1979, mas só em 1992 foi introduzido por Tomasi e 
Kanade [17] o método da factorização, que resolve o problema de uma forma simples, 
fiável e robusta. Este método tem como base um tipo de projecção, designada por 
projecção ortográfica, sendo depois alargado a outros métodos mais gerais em [18]. Em 
[19], aplica-se o SFM para a segmentação a partir do movimento, permitindo a 
recuperação da estrutura 3D de vários objectos. 
Pretende-se neste capítulo estudar a recuperação da estrutura tridimensional de um 
corpo rígido a partir de vídeo. Para isso, estudamos as várias fases do seu 
processamento. Começamos por estimar o movimento bidimensional da projecção do 
objecto no plano da imagem, fazendo a selecção e seguimento dos pontos característicos. 
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Posteriormente, estimamos a estrutura tridimensional através da factorização da matriz 
constituída pelas trajectórias dos pontos seguidos.  
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 Nesta secção analisamos como é que os objectos filmados são projectados no plano 
da imagem.  
Para fazer este estudo consideraremos que é utilizada a projecção ortográfica. Neste 
tipo de projecção, os objectos são projectados no filme, paralelos ao eixo óptico, eixo 
Oz. Qualquer projecção é perpendicular ao plano da imagem.  
 
 
 
Fig. 5.1 Modelo da projecção ortográfica 
 
 
Este tipo de projecção é utilizado em desenhos de engenharia e arquitectura para 
representar um objecto mantendo as proporções relativas do objecto. A aparência deste 
objecto pode ser reconstruída a partir de observações de diferentes ângulos.  
Na projecção ortográfica, os pontos de uma imagem são projectados no plano da 
imagem ao longo de linhas paralelas. As linhas paralelas da imagem tridimensional são 
projectadas como linhas paralelas na imagem, não existindo deformação dos objectos. 
Seleccionando posições diferentes para se observar uma imagem, pode obter-se 
diferentes vistas bidimensionais dos objectos contidos nesta imagem. 
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Cada imagem do filme é composta por pontos, os chamados pixeis. Alguns destes 
pontos são considerados característicos quando são passíveis de serem seguidos na 
sequência das imagens. 
Quando pretendemos recuperar a estrutura tridimensional de um objecto num filme, 
quanto mais imagens do objecto observarmos e de diferentes ângulos, maior será a 
informação recolhida e mais facilmente se obtém uma aproximação da estrutura 
pretendida. 
A escolha dos pontos característicos deve ser feita de uma forma correcta, pois são 
importantes para a descrição do movimento devendo ser possíveis de identificá-los nas 
imagens posteriores. (Normalmente escolhem-se pontos da imagem como cantos, sinais 
ou marcas). Depois de ser feita a selecção dos pontos característicos do objecto é feito o 
seu seguimento nas sucessivas imagens. Assim, os pontos característicos são 
seleccionados em todas as imagens, sendo de seguida feita a correspondência entre os 
novos e os antigos.  
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Nesta secção abordar-se-á a recuperação da estrutura tridimensional de um objecto 
utilizando factorização matricial. 
No trabalho original de Tomasi Kanade [17] a formulação do problema considera 
apenas o movimento de rotação, não tendo em conta o movimento de translação. Nesse 
trabalho a translação foi eliminada porque quando é utilizada projecção ortográfica ela 
não dá informação adicional acerca da forma do objecto em estudo. No entanto se o 
objectivo for recuperar a estrutura tridimensional de múltiplos objectos que se movem 
independentemente, esta já é indispensável.  
Neste trabalho, também será considerado o movimento de translação. 
Para fazer este estudo, assumimos que uma câmara fixa filma um único objecto em 
movimento. Na representação desta situação são necessários dois sistemas de 
coordenadas, um no objecto e outro na câmara, como mostra a seguinte figura: 
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Fig. 5.2 – A câmara e o objecto com os seus sistemas de coordenadas. (Os vectores i e j 
definem o plano da imagem) 
 
Escolhemos no objecto um sistema de coordenadas onde se define a origem de um 
referencial tridimensional.  
 
Cada ponto escreve-se como 
 
                                                        ni
z
y
x
p
i
i
i
i ,,1, =










= .                                          (5.1) 
 
Considerando n pontos do objecto obtém-se uma matriz, a chamada matriz de 
forma, que reúne as coordenadas dos pontos característicos:  
 
                                                     [ ]npppS 21= .                                                  (5.2) 
 
Evidentemente que os pontos característicos de um corpo rígido não mudam 
relativamente ao sistema de coordenadas fixo ao objecto. Mas se o objecto roda com 
respeito ao sistema de coordenadas fixo à câmara, cada ponto característico é projectado, 
no plano do filme, nas diferentes posições, em consecutivas imagens da sequência do 
vídeo.  
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Consideremos um dos pontos característicos, ip , do objecto, representado no 
sistema de coordenadas fixo ao objecto, como é dado em (5.1). Quando o objecto se 
movimenta, a rotação relativamente ao sistema de coordenadas da câmara, no tempo t, 
na imagem do vídeo, é dada pela matriz de rotação: 
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e a translação dada pelo vector: 
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T
T .                                                       (5.4)                   
Então ip  é dado no sistema de coordenadas da câmara por 
                                                          tit
c
it TpRp += .                                                  (5.5) 
Esta representação pode ser simplificada se forem usadas coordenadas 
homogéneas5.  
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A equação (5.5) pode ser escrita da seguinte forma: 
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ttitt
c
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s 
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=

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




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=

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=
×× 101101 3131
,                            (5.7) 
 
                                                 
5 As coordenadas homogéneas ( )4321 ,,, xxxx  de um ponto ( )zyx ,,  no espaço tridimensional, são quaisquer 
números que satisfaçam: x
x
x
=
4
1 , y
x
x
=
4
2  e z
x
x
=
4
3 . Por uma questão de comodidade consideramos 14 =x . 
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para cada ponto característico do objecto. 
Verifica-se que um ponto  
                                                       ][ Titititcit ZYXP ,,=                                                (5.8) 
na câmara, é projectado num ponto cujas coordenadas correspondem aos dois primeiros 
elementos de citP , ou seja, 
                                                          [ ]Tititit YXP ,= ,                                                (5.9) 
devido ao facto de se utilizar a projecção ortográfica. 
Pode escrever-se: 
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ou seja,  
                                                   [ ] ittZcitZit pTROPOP ==                                          (5.11) 
 
onde ZO  é a matriz de projecção ortográfica;  
 
                                                       
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
=
0010
0001
ZO .                                            (5.12) 
 
Procedendo desta forma para todos os n pontos, obtém-se uma matriz: 
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Por sua vez, considerando uma sequência de f  imagens, obtém-se: 
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a chamada matriz de observação.  
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Cada linha tem as coordenadas da abcissa ou ordenada de cada ponto característico 
em cada imagem e cada coluna representa a trajectória de um ponto em toda a sequência 
de imagens. 
 
Verificamos que a matriz de observação pode ser obtida pelo produto das matrizes 
de movimento e de forma. 
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Considerando 
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como a matriz de movimento e a matriz de forma respectivamente, tem-se:  
 
                                                                W = M S.                                                      (5.17) 
 
Pode assim constatar-se que, dada a matriz W, o problema é encontrar M e S, ou 
seja, reduz-se à factorização da matriz de observação na matriz de movimento e na 
matriz de forma.  
A característica máxima dessas matrizes é 4, basta observar (5.15), logo W tem 
também, no máximo, característica 4.  
Nesta etapa da reconstrução do objecto 3D utiliza-se a decomposição em valores 
singulares para calcular a característica efectiva de W.  
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Viu-se atrás que é necessário factorizar a matriz de observação W nas matrizes de 
movimento 42 ×fM  e de forma nS ×4 . Para isso calcula-se a decomposição em valores 
singulares da matriz de observação: 
                                                             TVUW Σ=                                                     (5.18) 
 
Uma vez que W ∈ 2f × n, a sua característica é normalmente superior a 4, pois 
naturalmente, 2f  4 e n  4. Assim, escolhem-se os quatro maiores valores singulares e 
forma-se uma matriz W
~
, aproximação de W, com característica 4, 
 
                                                           TVUW +++Σ=
~
,                                                (5.19) 
onde 
                                                 ),,,(  diag 4321 σσσσ=Σ+ .                                      (5.20) 
 
As matrizes +U ∈ 
2f × 4 e +V ∈ 
n × 4 correspondem às primeiras quatro colunas de 
U e V respectivamente. 
A expressão (5.19) é a melhor aproximação da matriz W, por uma matriz com 
característica quatro, no sentido da norma dois. Desta forma, pode escrever-se: 
 
                                                              SMW
~~~
= ,                                                    (5.21) 
onde  
                                               2
1
~
++
= UM     e   TVS ++=
2
1
~
.                                      (5.22) 
 
Verifica-se no entanto, que esta factorização não é única. Seja 44×A uma matriz 
invertível. Então: 
                                                         ( ) ( )SAAMW ~~~ 1−=                                                (5.23) 
 
é outra factorização possível. Isto deve-se ao facto das matrizes de movimento e de 
forma serem encontradas a menos de uma transformação afim. Temos de encontrar uma 
matriz A de modo que  
                                                             AMM
~
= ,                                                     (5.24) 
 
possua todas as propriedades da matriz de movimento. 
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Podemos considerar 
 
                                                             [ ]tR aAA = ,                                                   (5.25) 
 
onde RA  é uma submatriz de dimensão 4×3 e corresponde à parte rotacional e ta é um 
vector  4×1 que diz respeito à translação. Tem-se assim: 
 
                                                 [ ]
tR aMAMAMM
~~~
== .                                          (5.26) 
 
As equações que se escrevem a seguir surgem do facto de RAM
~
 ser uma matriz de 
rotação e como tal as suas linhas e colunas são ortogonais e normalizadas. 
Para se obter RA , que é a parte rotacional do movimento é necessário que: 
  
                                                     1~~ =i
T
RR
T
i mAAm                                                     (5.27) 
 
                                                     1~~ =j
T
RR
T
j mAAm                                                     (5.28) 
 
                                                     0~~ =j
T
RR
T
i mAAm                                                    (5.29) 
 
para ffjfi 2,,1e,,1  +== , onde Tim
~ e Tjm
~  são as linhas i e j da matriz M
~
. 
Podemos verificar que o sistema (5.27) – (5.29) é dado por (5.30). Para mais 
detalhes pode consultar-se o Anexo A. 
                                                        13110103 ××× = ff CaB                                               (5.30) 
 
e que é um sistema sobredeterminado, por possuir um maior número de equações do que 
incógnitas. Como tal procura-se uma solução aproximada, no sentido dos mínimos 
quadrados, 
                                                               CBa †= .                                                     (5.31)                               
Desta forma encontramos as entradas da matriz TRR AA . Seguidamente factorizamos 
esta matriz na forma: TTRR UUAA Σ= , por ser uma matriz simétrica. 
Calculamos assim 2
1
UAR = . 
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Vejamos de seguida como encontrar ta , ou seja, o movimento de translação. 
Quando se utiliza projecção ortográfica, o centróide dos pontos característicos do 
objecto 3D coincide com o centróide da projecção dos pontos característicos. Este ponto 
pode ser escrito na forma 
                                            [ ] 





=


























=




=
=
=
=
1
~~
1
1
1
1
1
1
1
1
1
1
p
aMAM
Y
n
X
n
Y
n
X
n
w tr
n
s
sf
n
s
sf
n
s
s
n
s
s
 ,                                  (5.32) 
onde 
                                                            
=
=
n
s
sp
n
p
1
1
,                                                 (5.33) 
é o centróide do objecto. 
Como a origem do sistema de coordenadas no objecto é arbitrária, pode escolher-se 
0=p . Consequentemente, de (5.32) obtém-se: 
 
                                                            144212
~
×××
= tff aMw .                                        (5.34) 
 
Este sistema de equações também é sobredeteminado, então resolve-se no sentido 
dos mínimos quadrados. 
                                                             ( ) wMat
†~
=                                                    (5.35) 
                                                                 ( ) wMMM TT ~~~ 1−=                                       (5.36) 
                                                                 wUUU TT 2
11
2
1
2
1
Σ

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ΣΣ=
−
                         (5.37) 
                                                                  wU T2
1
−
Σ=                                                (5.38) 
Encontramos assim todas as entradas da matriz A e consequentemente 
AUM 2
1
++
=  e TVAS +
−
+
= 2
1
1 . 
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A evolução das bibliotecas digitais e o crescimento exponencial da quantidade de 
documentos disponíveis na Internet transformou profundamente o processamento, o 
armazenamento e a procura de informação. Neste contexto tecnológico, sistemas digitais 
armazenam dados relativos a pesquisas, factos ou acontecimentos relatados diariamente, 
que são disponibilizados para buscas e utilizados por um grande número de pessoas. 
Uma maneira comum de disponibilizar esses dados na Internet, é sob a forma de 
hiperdocumentos, que podem ser vistos como uma rede de informações estruturadas com 
ligações entre si que são facilmente acessíveis aos utilizadores. Um dos problemas 
relacionados com esta forma de se estruturar e disponibilizar a informação é a 
dificuldade em se realizar pesquisas sobre conteúdos, na Internet. Essa procura de 
hiperdocumentos expõe os utilizadores a uma pesada sobrecarga cognitiva, uma vez que 
são eles próprios os responsáveis por analisar a informação e relacioná-la do ponto de 
vista semântico.  
Desta forma, tornaram-se necessários métodos eficazes para o armazenamento, o 
processamento e a recuperação de informações. É o que acontece com a generalidade 
dos motores de busca existentes actualmente. 
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Os utilizadores definem perguntas, através de palavras-chave e o sistema fornece 
conjuntos de documentos relacionados com elas através de um processamento de dados. 
Essas palavras-chave são comparadas com palavras presentes nos documentos da base 
de dados. Uma desvantagem desta abordagem é que a recuperação baseada em palavras-
chave geralmente introduz uma distância semântica entre a necessidade do utilizador e o 
conjunto de documentos que são devolvidos, ou seja, nem sempre os documentos 
devolvidos são os do interesse do utilizador. Essa distância pode aumentar perante a 
dificuldade em se trabalhar com texto em linguagem natural, pois estes textos podem 
não ser bem estruturados ou serem ambíguos. Como resultado, quando efectuamos uma 
pesquisa, a presença de documentos não relevantes entre os documentos devolvidos é 
bastante comum.  
A área da ciência da computação denominada Recuperação de Informação, RI, é 
uma área que trata da representação, do armazenamento, da organização e do acesso a 
informações que tanto podem estar na forma de texto como de imagens multimédia. 
Apesar destas diferenças de formato, um sistema de recuperação de informação trabalha 
com essas informações como se fossem apenas textos.  
 Muitas das vezes são associados índices aos documentos para se fazer a pesquisa de 
informação. Para manipular colecções de documentos e para comparar consultas aos 
documentos, os sistemas de Recuperação de Informação utilizam uma série de 
mecanismos tais como: análise textual léxica; filtragem de informação por meio de 
extracção de “stopwords6”; técnicas de redução de palavras aos seus radicais; técnicas 
de indexação como, por exemplo, arquivo invertido, que corresponde a um índice textual 
composto por um vocabulário e uma lista de ocorrências; modelos matemáticos e 
estatísticos para a representação de documentos, de consultas e a definição de 
coeficientes de similaridades; ou estruturas de categorização e de expansão de consultas 
por meio da utilização de, por exemplo, dicionário de sinónimos e análise de relevância 
por parte do utilizador. 
Assim, o principal objectivo de um sistema de Recuperação de Informação é 
recuperar o maior número possível de documentos relevantes e o menor número possível 
de documentos não relevantes.  
Uma forma trivial de gerar um conjunto resposta para a consulta do utilizador é 
determinar quais são os documentos de uma colecção que contêm exactamente as 
                                                 
6 Conjunções, proposições e artigos. 
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palavras-chave presentes na consulta. Esta técnica é muito utilizada, mas tal forma de 
recuperação implica que documentos relevantes para o utilizador possam não ser 
recuperados. E além disso, muitas palavras possuem múltiplos significados; como 
resultado, palavras numa consulta podem aparecer em documentos não relevantes.  
Numa tentativa de melhor satisfazer a necessidade de informação do utilizador, 
tenta-se que os documentos devolvidos sejam ordenados de acordo com o grau de 
relevância em relação a essa consulta.  
É evidente que o sucesso e a eficiência de um sistema de Recuperação de 
Informação são medidos de maneira subjectiva. Por vezes, as informações desejadas são 
todos os dados que o sistema possui relacionados com a pesquisa do utilizador. Noutras, 
o utilizador deseja apenas algumas informações que lhe sejam suficientes, e a devolução 
de todos os dados relevantes poderia dificultar-lhe o trabalho. 
Por outro lado, na visão do sistema, algumas informações não relevantes para o 
utilizador são consideradas como relevantes. Em resumo, pode acontecer uma das 
seguintes situações:  
• Documentos relevantes serem devolvidos; 
• Documentos relevantes não serem devolvidos; 
• Documentos não relevantes serem devolvidos;  
• Documentos não relevantes não serem devolvidos. 
 
Encontramos aqui uma situação análoga à que acontece no reconhecimento facial, 
onde uma face que é detectada pode ser reconhecida ou não; ou outra imagem que não é 
uma face pode ser erradamente reconhecida ou não representar uma face para o sistema. 
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Actualmente este é o modelo mais utilizado. A recuperação de documentos 
relevantes é feita através da comparação de termos entre os documentos da colecção e a 
consulta.  
Neste modelo os dados são representados através de uma matriz:  
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,                                  (6.1) 
onde it  são os termos e jd  os documentos.  
Na matriz A, designada por matriz de termos × documentos, cada aij é o peso de 
cada termo ti associado ao documento dj , njmi ≤≤≤≤ 1,1 , sendo m e n o número de 
termos e documentos respectivamente, contidos na base de dados do sistema. As colunas 
da matriz A podem ser ou não normalizadas. 
Normalmente cada aij é decomposto em lij e gi, tal que aij= lij gi. Neste caso gi é a 
influência global que um termo ti tem sobre todos os documentos, por sua vez, lij é o 
peso local que um termo ti possui sobre um documento dj. 
Suponhamos, por exemplo, temos um conjunto de documentos com conteúdo 
matemático. O termo ‘matemática’, nesse caso teria uma influência global, sobre todos 
os documentos. Como a inclusão deste termo na descrição dos documentos não é muito 
importante, é suficiente termos um gi pequeno. A palavra ‘geometria’, por sua vez, é 
mais específica, nem todos os documentos iriam tratar disso, por isso é apropriado 
termos pesos lij diferentes para cada documento dj. 
 Os pesos lij podem ser representados de diversas formas: como uma variável 
boleana, frequência do termo no documento, funções envolvendo logaritmos, entre 
outras. Caso se utilizem pesos binários, como faremos nesta apresentação, 0=ijl se o 
termo não estiver relacionado com documento e 1=ijl , caso contrário. 
Os pesos ig  podem também ser representados de diversas formas. Podem ser feitas 
normalizações, entre outro tipo de transformações. Neste trabalho consideraremos 
1=ig , ou seja, ijij la = . 
No modelo vectorial, cada pesquisa é definida como um vector Tmppp ),,( 1 =  e 
a medida de similaridade entre uma pesquisa p e um documento Tmjjj aad ),,( 1 = , é 
dada pelo coseno do ângulo jθ  formado por jd  e p: 
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22
)cos(
pd
pd
j
T
j
j =θ                                               (6.2) 
Se não existir nenhuma relação entre a pesquisa p e o documento jd , diremos que 
os dois vectores são ortogonais sendo então 0)cos( =jθ . Quanto maior for o coseno, 
mais dj e p estão relacionados.  
O conjunto de documentos relevantes para a pesquisa p é designado por 
 
                                                    { }LdR jjp >= )cos(θ ,                                            (6.3) 
 
sendo L um limiar previamente definido. (Se cos (θj) > L, então dj é um documento 
relevante para a pesquisa p) 
O valor para L é normalmente definido através de experiências e depende do tipo de 
colecção com que se está a trabalhar. De um modo geral o limiar para a similaridade 
acima mencionada é 0.9 [20].  
Um valor elevado para o limiar pode ser justificado pelo facto de que quando se 
trabalha com bases de dados com milhões de documentos, se o limiar não for elevado 
quando se faz uma pesquisa, são devolvidos milhares de documentos, o que pode 
dificultar o trabalho à pessoa que efectuou a pesquisa. Assim são devolvidos apenas os 
documentos com maior relevância. 
 
 Exemplo: 
Consideremos os m = 7 termos  
T1: geometri(a)(camente)   T4: seminário(s) 
T2: exponencial     T5: professores 
T3: universidade    T6: matemática 
T7: estudo 
 
Observemos que os termos são indicados pelo radical da palavra. Por essa razão 
‘geometria’ e ‘geometricamente’ são semanticamente equivalentes e identificados de 
maneira única. Do mesmo modo, o plural de uma palavra é identificado juntamente com 
o seu singular correspondente. 
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Consideremos agora os n = 6 documentos existentes no sistema:  
D1= Seminários para professores na Universidade do Algarve: ‘Um estudo acerca da 
geometria hiperbólica’; 
D2= O crescimento exponencial do preço dos combustíveis; 
D3= Horários dos professores de Matemática; 
D4= A diminuição do abandono escolar; 
D5= Seminário: ‘Geometricamente falando’; 
D6= Milhares de professores no desemprego. 
 
A matriz A, de termos × documentos, é dada por: 
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000001
000100
100101
010001
000001
000010
010001
A , 
 
onde 1 significa que o termo está no documento e 0 o caso contrário.  
 Normalizando (norma - dois) as colunas de A, obtém-se: 
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=
000004472.0
0007071.000
1007071.004472.0
07071.00004472.0
000004472.0
000010
07071.00004472.0
A  
 
 Seja agora 1p  o vector de pesquisa que representa a procura pela palavra 
‘seminário’:  
 
[ ]Tp 00010001 =  
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 Aplicando (6.2), obtemos o vector de cosenos: 
( ) [ ]T07071.00004472.0cos =θ . 
 Se estabelecermos um limiar, por exemplo, de 0.4, uma vez que se está perante uma 
colecção de documentos e termos escassos, verificamos que todos os documentos 
relevantes são devolvidos, tendo o D5 uma maior relevância.  
 
 Consideremos agora a pesquisa pelas palavras: ‘seminário’ e ‘ professor’:  
 
[ ]Tp 00110002 =  
 
 O vector de cosenos, que mede a similaridade entre a pesquisa p2 e os seis 
documentos, é o seguinte: 
 
( ) [ ]T7071,05.005.006324.0cos =θ  
 
 Considerando o mesmo limiar, continuamos a verificar que todos os documentos 
relevantes são devolvidos. Verificamos que o último é o que tem maior peso; no entanto 
a palavra seminário não está contemplada neste documento. Portanto este documento 
não deverá ser o mais relevante para esta pesquisa.                                                                         
 
Diversos tipos de técnicas são utilizados para evitar este e outro tipo de erros, 
comuns neste modelo [20, 21], que também não considera as relações entre os termos e 
o contexto em que estão inseridos. É sabido que muitas palavras têm  múltiplos 
significados e os termos de uma consulta poderão estar presentes em documentos 
irrelevantes. Além disso, podem haver muitas maneiras de expressar um conceito e 
termos de documentos relevantes que não estão indexados por algum termo da consulta 
não serão recuperados.  
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O método de Indexação Semântica Latente ou Análise Semântica Latente é uma 
variante do modelo vectorial, em que é feita uma aproximação da matriz de documentos 
× termos por uma matriz de característica inferior [22]. Este método tem como suporte a 
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decomposição em valores singulares e faz uso do modelo vectorial para representar as 
descrições de documentos, de termos e de consultas. 
Neste caso consideramos TVUA Σ= , onde as colunas da matriz U são designadas 
por vectores dos termos e colunas de V por vectores dos documentos. 
O modelo de Indexação Semântica Latente realiza uma análise estatística do uso das 
palavras entre todos os documentos da base de dados, permitindo que documentos 
relacionados semanticamente com uma consulta sejam recuperados, mesmo sem 
compartilhar os mesmos termos. Foi criado para minimizar um problema fundamental 
que dificulta as técnicas de recuperação existentes. Um dos principais problemas é que 
os utilizadores querem recuperar dados na base do significado dos conceitos e as 
palavras soltas (fora do seu contexto) não são evidentes acerca do seu significado. Como 
há muitas maneiras de exprimir um conceito, os termos isolados podem não coincidir 
com o seu significado num documento relevante. Há a acrescentar que muitas palavras 
têm vários significados, então os mesmos termos em diferentes documentos podem não 
ser do interesse do utilizador. Tem-se assim que algumas dificuldades na Recuperação 
de Informação automática são: os diferentes idiomas; vários tipos de informação: texto, 
figura, áudio, vídeo; sinónimos (várias palavras com o mesmo significado); polissemia 
(palavras que se escrevem da mesma maneira com significados diferentes), enorme 
quantidade de documentos e um recurso limitado de processamento. O método de 
indexação semântica latente tenta solucionar estes problemas por meio da organização 
automática de texto numa estrutura semântica mais apropriada para a recuperação de 
informação. 
Neste modelo utiliza-se a matriz de termos × documentos com característica 
reduzida, pois o espaço gerado pelas colunas da matriz A original não é, 
necessariamente, a melhor representação da base de dados. A redução da característica 
de A permite remover algumas informações menos pertinentes.  
Seja kA  uma matriz aproximada da matriz A, matriz de termos × documentos. 
Normalmente k é definido através de experiências. Na escolha desse valor k tem de se ter 
em conta que ele deve ser suficientemente grande para descrever a estrutura dos dados e 
suficientemente pequeno para desprezar erros ou detalhes sem importância. Esta 
aproximação de A diminui a probabilidade de consultas e documentos referenciarem o 
mesmo conceito utilizando termos diferentes. A partir disso, a matriz aproximada é 
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considerada para organizar a estrutura semântica e a aproximação das informações a 
serem recuperadas.  
Outro aspecto que também há a salientar é que considerando a existência de muitas 
palavras-chave manipuladas por um sistema de Recuperação de Informação, é natural 
que o número de termos relacionados com um documento seja pequeno em relação ao 
número total de termos de uma colecção. A matriz A é, portanto, esparsa, bem como o 
vector p. É de notar que como p e A são esparsos, os cálculos são consideravelmente 
pequenos.  
 
     Utilizando a decomposição em valores singulares no exemplo atrás mencionado,  
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=
0.1570    0.6895-   0.5824-   0.3292-   0.0000    0.1503    0.1727-  
0.0000-   0.0000-   0.4528-   0.8121     0.0000-  0.2671-   0.2533- 
0.0000    0.0000     0.2671     0.2533-   0.0000    0.4528-   0.8121- 
0.6895     0.1570    0.1503      0.1727    0.0000-   0.5824    0.3292- 
0.1570-   0.6895    0.5824-   0.3292-   0.0000     0.1503    0.1727- 
0.0000    0.0000-   0.0000-   0.0000    1.0000     0.0000    0.0000   
0.6895-   0.1570-   0.1503    0.1727    0.0000-   0.5824    0.3292- 
U  
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=Σ
0         0         0         0         0         0         
0.0000    0         0         0         0         0         
0         0.4529    0         0         0         0         
0         0         0.5866    0         0         0         
0         0         0         1.0000    0         0         
0         0         0         0         1.1609    0         
0         0         0         0         0         1.4502    
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=
0.0000       0.5898        0.4318-   0.0000     0.3901-  0.5600-
0.0000      0.4693        0.4163      0.0000     0.7095    0.3210-
1.0000-    0.0000        0.0000      0.0000     0.0000     0.0000  
0.0000      0.2900-      0.6736      0.0000     0.4385-  0.5194-
0.0000     0.0000        0.0000       1.0000     0.0000     0.0000  
0.0000      0.5898-     0.4318-     0.0000     0.3901     0.5600-
V . 
 
Como se viu no capítulo 2, uma aproximação de A com característica inferior é 
dada por 
=
=Σ=
k
j
T
jjj
T
kkkk vuVUA
1
σ , podendo portanto desprezar-se os valores 
singulares mais pequenos, encontrando desta forma uma matriz aproximada da matriz 
inicial.  
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Vamos agora mostrar como utilizar a decomposição em valores singulares para 
calcular a similaridade entre termos e documentos numa pesquisa.  
Seja Ak a matriz de termos × documentos aproximada, com característica k, p o 
vector de pesquisa e jkeA  a coluna j da matriz Ak. Então os cosenos dos ângulos entre o 
vector de pesquisa e os vectores dos documentos aproximados são dados por: 
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para j= 1, …., n. 
 
 Considerando  
                                                           j
T
kkj eVs Σ=  ,                                                    (6.5) 
 
para j=1, …., n  , tem-se: 
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j =θ .                                             (6.6) 
É de notar que (6.6) pode ser calculado sem formar a matriz Ak explicitamente e que 
2j
s  é calculada apenas uma vez para cada matriz de termos × documentos e 
independentemente da pesquisa. 
 
Para o exemplo, consideremos 
=
=≈
4
1
4
j
T
jjj vuAA σ . Seria no entanto necessário 
efectuarmos experiências para verificar se esta aproximação era suficientemente boa ou 
não para recuperar sempre a informação que é pertinente. 
 Consideremos a pesquisa pelas palavras ‘seminário’ e ‘ professor’. Esta é 
representada pelo vector [ ]Tp 00110002 = . 
 Ao aplicarmos (6.6) obtemos: 
[ ]T0.6520 0.4475102.12900.5435104.40680.7381)cos( 16-17- ××=θ . No caso 
de utilizarmos o mesmo limiar, L=0.4, seriam devolvidos quatro documentos, sendo D1 
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o documento de maior relevância, seguido por D6, D3 e D5. Este resultado é mais 
satisfatório do que o anterior obtido através de (6.2), uma vez que todos os documentos 
pertinentes são devolvidos e ordenados pelo seu grau de relevância. Repare-se que o 
primeiro documento contém as palavras ‘seminário’ e ‘ professor’, sendo o documento 
de maior relevância.                                                                                                             
 
Verifica-se assim com um exemplo que a decomposição em valores singulares é 
muito útil na Recuperação de Informação, nomeadamente na Indexação Semântica 
Latente.  
A matriz kA  captura a estrutura mais importante de associação entre termos e 
documentos, ignorando o ruído, ou seja, as estruturas com um menor grau de associação, 
[21]. 
No contexto da Recuperação de Informação, para além da decomposição em valores 
singulares, podemos também utilizar a factorização QR.  
Consideremos a decomposição em valores singulares da matriz A, TVUA Σ= , e a 
factorização QR, A=QR. É sabido que em qualquer uma das situações podemos 
encontrar uma matriz Ak aproximada de A, com característica k, sendo 
T
kkkk VUA Σ= (como já foi definido nas secções anteriores) e Ak =Qk Rk, onde as 
matrizes Qk e Rk são constituídas pelas primeiras k colunas da matriz Q e da matriz R, 
respectivamente. Uma grande diferença entre estas duas factorizações é que a SVD 
fornece duas bases, uma para o espaço gerado pelas colunas de A e outra para o espaço 
gerado pelas linhas de A, enquanto que a QR fornece apenas uma base para o espaço 
gerado pelas colunas da matriz A. O facto de encontrarmos uma base para o espaço 
gerado pelas linhas da matriz A quando utilizamos a SVD é uma vantagem, pois assim 
podem ser feitas comparações entre termos [21], como veremos de seguida.  
      
:040-1+$)! !./%& & $'
 
No contexto do modelo vectorial e, particularmente da Indexação Semântica 
Latente, podemos também fazer comparações entre termos. Este facto ajuda bastante os 
utilizadores quando efectuam pesquisas. 
A comparação é feita através do valor do coseno do ângulo formado entre os 
vectores de termos. 
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Considerando um par de termos i e j, a similaridade será, dada por: 
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para i, j =1, …., m. 
 Utilizando agora uma aproximação de A com característica k e a sua decomposição 
em valores singulares, Tkkkk VUA Σ= , obtemos: 
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para i, j =1, …., m. 
 
 Considerando j
T
kkj eUs Σ= , obtemos: 
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para i, j =1, …., m. 
 
Com os resultados da similaridade entre os diferentes documentos constrói-se uma 
matriz W, tal que )cos( ijij wW = . Esta matriz é simétrica, pois )termo,termo( jisim  é 
igual a )termo,termo( ijsim  .  
As entradas ijW  mostram a associação entre os termos i e j. Se a entrada é próxima 
de 1, os termos são similares e têm funções semelhantes na descrição semântica do 
documento. Se a entrada é próxima de zero, os vectores são quase ortogonais e 
correspondem a termos que não estão relacionados.  
A separação dos vectores de termos pela sua similaridade leva à construção de 
grupos de termos semanticamente independentes. A este processo dá-se o nome de 
clustering. Esta é uma das formas de ultrapassar o problema da polissemia. 
Geometricamente, o cálculo de similaridades acima mostra que dois vectores de termos 
são relacionados se eles estão suficientemente próximos no espaço gerado pelas linhas 
da matriz de termos × documentos. Além disso, eles não têm relação alguma se forem 
ortogonais entre si.  
No processo de agrupamento, os termos são associados àqueles que normalmente 
surgem com eles nos diversos documentos de uma base de dados. Quando se efectua 
uma expansão da pesquisa, essa expansão é feita com base neste facto. 
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Desde há bastante tempo que a descodificação de mensagens cifradas, também 
conhecidas por criptogramas, tem sido uma actividade muito popular. Existem muitas 
maneiras para efectuar essa descodificação.
A criptanálise ou criptoanálise é um método para analisar mensagens cifradas com o 
objectivo de decifrá-las. 
Neste capítulo pretende-se descrever como a decomposição em valores singulares 
pode ajudar a descodificação de mensagens, nomeadamente na descoberta de vogais e 
consoantes em mensagens codificadas. Será aqui apresentado o trabalho exposto por 
Cleve Moler e Donald Morrison [23]. Estes autores, sendo de língua inglesa, fazem o 
estudo incidir sobre o inglês, utilizando as componentes dos primeiros vectores 
singulares para aproximar a frequência de cada letra no criptograma e os segundos para 
separar as vogais das consoantes.  
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Os criptanalistas são aqueles que fazem estudos de técnicas matemáticas, na 
tentativa de quebrar mensagens cifradas. 
A técnica que a seguir se expõe resulta para mensagens codificadas através da troca 
de letras numa mensagem, por uma permuta entre si. Quando o criptanalista analisa uma 
mensagem, começa por contar as ocorrências das letras, individualmente, na mensagem 
e compara a frequência de ocorrência com a do texto normal. No entanto, é necessário 
que a mensagem seja suficientemente longa para que esta técnica resulte. Um 
procedimento que é indispensável para descodificar é fazer uma partição do criptograma 
em dois conjuntos sendo um o das consoantes e outro o das vogais.  
Os textos escritos em diversas linguagens, incluindo o inglês, têm a propriedade de 
que as vogais são frequentemente seguidas por consoantes e vice-versa. No entanto há 
algumas excepções; por exemplo, nos textos escritos em inglês a letra ‘h’ muitas vezes é 
precedida por outras consoantes para formar os sons: th, gh, ph, sh e ch. 
 
Dizemos que um texto é “vogal depois de consoante” ou mais simplesmente “vdc” 
se a proporção de vogais que seguem vogais é menor que a proporção de vogais que 
seguem consoantes, ou seja: 
 
                        
( ) ( )
consoantes de nº
vogalconsoante, pares de nº
 vogaisde nº
vogalvogal, pares de nº
< .                 (7.1)                       
    
Ao dividirmos o texto em dois conjuntos verificamos se a regra “vdc” é cumprida 
ou não. Esta é uma condição essencial para que a técnica resulte; qualquer experiência 
que tente todas as partições possíveis antes de satisfazer a regra “vdc” fará com que o 
procedimento não resulte. 
Seja n, o número de letras do alfabeto. O diagrama de frequência é uma matriz 
nnA ×  sendo o elemento jia  o número de ocorrências que a letra j segue a letra i. Os 
espaços e pontuação são ignorados e a primeira letra do texto é assumida como seguindo 
a última. 
Em geral, nnA ×  não é simétrica e a letra i ocorre um número de vezes igual a  
                                                       =≡
j
ij
j
jii aaf .                                               (7.2) 
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Verifica-se assim que a soma da linha j e da coluna j é igual ao número de vezes que a 
letra i aparece no texto. 
 
Para a partição, ou seja, a divisão das letras do texto em dois conjuntos disjuntos, 
podem definir-se os vectores v  e c  da seguinte forma: 
 
                             



=
 vogal.é não se   ,0
 vogal,é se   ,1
iv  



=
consoante. é não se   ,0
consoante, é se   ,1
ic ,                     (7.3) 
   onde  26,,1 =i .          
                   
Verifica-se que os vectores v e c são ortogonais e que 
 
                                       =AvvT número de pares (vogal, vogal) no texto,                  (7.4) 
                                 =AccT  número de pares (consoante, consoante) no texto         (7.5) 
 
Logo a regra “vdc” pode escrever-se 
 
                                                   
( ) ( )cvAc
Avc
cvAv
Avv
T
t
T
t
+
<
+
;                                           (7.6) 
ou seja, 
 
                                        ( ) ( ) ( ) ( ) 0<−= AvcAcvAccAvvD tttt .                                 (7.7) 
 
Então o problema do criptanalista é: dado um diagrama de frequências A, encontrar 
uma partição v e c que verifique (7.7). 
 
Utilizando a SVD podem escrever-se matrizes aproximadas de A: 
 
• Aproximação de A com característica 1 
 
                                                        TyxAA 1111 σ=≈                                                  (7.8) 
Sendo ( )Te 1,,1=  e f o vector em que cada entrada, if , é o número de ocorrências 
da i-ésima letra no texto, então 
                                                            feAAe T ==                                                    (7.9) 
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e logo 
 
                                                 ( ) ( ) fyexxey TT ≈≈ 111111 σσ .                                     (7.10) 
 
Os primeiros vectores singulares esquerdos e direitos tendem a ser aproximadamente 
iguais e reflectem a frequência das letras no texto. Utilizando esta informação e a 
aproximação com característica um de A, o criptanalista deve ser capaz de estimar, com 
algum grau de confiança, as entradas do alfabeto permutado. 
     
• Aproximação de A com característica 2 
 
                                               TT yxyxAA 2221112 σσ +=≈                                       (7.11) 
 
É a mais simples aproximação que tem em conta a correlação entre os pares de 
letras no texto. Os segundos vectores singulares (esquerdo e direito) contêm a chave para 
a solução do problema do criptanalista. 
 
Os sinais dos componentes de 2x  e de 2y  são usados para dividir as letras da 
mensagem da seguinte forma: 
                                              


 <>
=
contrário. caso ,0
0  e 0 se ,1 22 ii
i
yx
v                                        (7.12) 
 
                                              


 ><
=
contrário. caso ,0
0  e 0 se ,1 22 ii
i
yx
c                                       (7.13) 
 
                                              
( ) ( )


 =
=
contrário. caso ,0
sign sign   se ,1 22 ii
i
yx
n                               (7.14) 
A terceira categoria de letras, letras neutras, são os que não podem ser classificados 
nem como vogais nem como consoantes. Na prática poucas letras ficam nesta categoria. 
No texto escrito em inglês, por exemplo, o ‘h’ normalmente é uma letra neutra, pois é 
seguida por uma vogal e precedida por uma consoante. 
Antes de se analisar como se encontra a solução para o problema dos criptanalistas 
apresenta-se uma definição, o teorema de Perron-Frobenius e um lema.  
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Definição 7.1: Uma matriz An×n diz-se irredutível se não existe uma matriz de 
permutação P, que transforme A numa matriz triangular por blocos, sendo os blocos da 
diagonal matrizes quadradas. 
 
Teorema 7.1 (Perron-Frobenius): Seja An× n uma matriz irredutível, com entradas aij 
não negativas. Então: 
1. A tem um valor próprio real e positivo r tal que qualquer outro valor próprio λ  
satisfaz: r<λ ; 
2. O valor próprio r é simples: r é uma raiz simples do polinómio característico em 
A. O espaço próprio esquerdo ou direito associado tem dimensão 1; 
3.  Há um vector próprio esquerdo e um vector próprio direito associados a r apenas 
com entradas positivas. Isto significa que existe um vector linha ( )nvvv ,,1 =  e 
um vector coluna ( )Tnwww ,,1 = com entradas positivas 0>iv , 0>iw , tais 
que vrAv =  e wrAw = ; 
 
Lema 7.1: 1x e 1y  têm todas as componentes não negativas. 
 
Demonstração: (ver, por exemplo, [24]) 
 
O teorema de Perron-Frobenius implica que se A é não negativa e irredutível então o 
vector próprio correspondente ao máximo valor próprio tem componentes positivas. 
Sendo 
TVUA Σ=  
Verifica-se que 
111 xAxA
T λ=  
e 
111 yyAA
T κ= , 
sendo 1λ e 1κ valores próprios de AA
T e de TAA respectivamente. 
Como A é não negativa e irredutível implica que AAT e TAA também o são. 
Como 1σ é o maior valor singular de A e iii κλσ == , 1λ e 1κ são os maiores 
valores próprios. Logo pelo teorema Perron-Frobenius 1x  e 1y  têm componentes 
positivas.                                                                                                                               
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A solução para o problema do criptanalista usando as partições iv  e ic  é encontrada 
verificando o teorema que a seguir se apresenta. 
 
Teorema 7.2: Seja 2AA ≈  uma matriz não negativa de característica dois. Sejam v e c 
definidas por (7.12) e (7.13) respectivamente, então a regra “vdc”, 
( ) ( ) ( ) ( ) 0<−= AvcAcvAccAvvD tttt , é satisfeita. 
 
Demonstração: 
 
Substituindo 2A  em D, obtém-se: 
( )( ) ( )( )
( )( ) ( )( )vyxyxccyxyxv
cyxyxcvyxyxvD
TTtTTt
TTtTTt
222111222111
222111222111
σσσσ
σσσσ
++−
++=
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TtTtTtTt
TtTtTtTtσσ
 
 
     Os produtos 1, 4, 5 e 8 são não negativos, pois pelo lema 7.1, 1x e 1y  têm todas as 
componentes não negativas, assim como os vectores c e v.  
Considerem-se as definições (7.12) e (7.13) para iv  e ic . De todos os produtos 
restantes desta expressão, apenas vyT2  e 2xc
t  são negativos. Consequentemente todos os 
termos dentro de parênteses são negativos logo a expressão D é negativa, como é 
pretendido.                                                                                                                            
 
Suponha-se que se pretende descodificar a seguinte mensagem (apresentada por 
Bruce Schatz [24]): 
 
xvqiq hiq h miqhx chso xvzsma ey zccqsaq zsxqiqax hpekx lvzjv ajzqsjq, hx niqaqsx, 
bsela tzxxtq. zx za xvq uep ey nvzteaenvo xe bqqn anqjkthxzes hpekx xvqaq htzdq 
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Para separar no criptograma as vogais das consoantes e das letras neutras utilizámos 
a função digraph.m, disponibilizada pela colecção NCM, que pode ser consultada em 
http://www.mathworks.com/moler/ncmfilelist.html. 
Nesta função constrói-se a matriz 2626 ×A , tendo em conta que cada jia  é o número 
de ocorrências que a letra j segue a letra i. Seguidamente calcula-se a sua SVD e 
constrói-se o gráfico da distribuição das letras de acordo com o sinal das coordenadas 
dos segundos vectores singulares esquerdo e direito, conforme se apresenta na tabela a 
seguir. 
 
Letras A B C D E F G H I J K L M 
U2 -0.34 -0.06 -0.04 -0.11 0.13 0 0 0.13 -0.55 -0.13 0.01 0.03 0.08 
V2 0.28 0.0002 -0.02 0.005 -0.15 0 0 0.45 0.21 0.07 0.019 0.0002 0.04 
Letras N O P Q R S T U V W X Y Z 
U2 -0.07 0.02 -0.07 0.61 0 0.12 -0.07 -0.02 -0.30 0 -0.12 0.0013 0.03 
V2 0.0416 -0.03 0.06 -0.71 0 0.32 -0.04 0.09 -0.11 0 0.07 0.04 -0.03 
 
Tabela 7.1: Segundos vectores singulares esquerdo e direito da matriz A 
 
 
 
Gráfico 7.1 – Distribuição das vogais, consoantes e letras neutras 
 
Tendo em conta as definições (7.12), (7.13) e (7.14) e o gráfico obtido verifica-se que 
E e Q são vogais; I e A são consoantes e V, M, S e H são letras neutras.  
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Gráfico 7.2 – Separação das vogais, consoantes e letras neutras 
 
Verifica-se que B é uma consoante e que L é uma letra neutra. 
As letras no criptograma classificam-se da seguinte forma: as vogais são E O Q Z, 
as consoantes ABDIJNPUX e as letras neutras: CHKLMRSTVY. 
Para se descodificar a mensagem começa-se por contar a frequência de cada letra no 
criptograma: 
Letras Frequência Letras Frequência 
Q 20 I, N, T 5 
X 16 J 4 
Z 11 C, K, P 3 
A, E 10 B, L, M, O, Y 2 
H 9 D, U 1 
S, V 8 F, G, R, W 0 
Tabela 7.2 – Frequência das letras no criptograma 
 
Depois é feita a comparação com a frequência das letras no texto normal, escrito em inglês. 
Essa frequência é apresentada na tabela a seguir: 
 Letra % Letra % Letra % Letra % 
A 8.06 H 5.99 O 8.00 V 0.97 
B 1.49 I 6.85 P 1.97 W 2.06 
C 2.75 J 0.17 Q 0.09 X 0.21 
D 4.09 K 0.68 R 6.20 Y 1.70 
E 12.51 L 3.68 S 6.11 Z 0.07 
F 2.79 M 2.37 T 9.50   
G 1.80 N 7.12 U 2.77   
Tabela 7.3 - Frequência das letras no inglês 
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Seguidamente faz-se a correspondência entre as letras do criptograma e as do texto 
normal, ou seja, decifra-se a mensagem, obtendo-se: 
 
xvqiq hiq h miqhx chso  xvzsma ey zccqsaq    zsxqiqax hpekx lvzjv ajzqsjq, hx niqaqsx,  
there  are  a  great  many things    of  immense interest  about  which  science at present 
bsela tzxxtq zx za xvq uep ey nvzteaenvo xe bqqn anqjkthxzes hpekx xvqaq htzdq 
knows little  it   is the  job  of philosophy  to keep  speculation   about  these  alive 
 
Esta mensagem cifrada serviu apenas de exemplo ilustrativo, pois é demasiado curta 
para que se possa ter a certeza de que a técnica resulta na íntegra.  
O código utilizado anteriormente pode ser também utilizado para fazer experiências 
em textos não cifrados escritos noutras línguas, para fazer a separação de vogais 
consoantes e letras neutras. 
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Em 1869, o médico suíço Friedrich Miescher (1844-1895) fez uma descoberta 
curiosa: o núcleo de cada célula contém uma substância complexa mas desconhecida, o 
seu composto químico ficou conhecido como ácido nucleico. Posteriormente descobriu-
se que há dois ácidos nucleicos: um deles passou a ser conhecido por ácido ribonucleico 
ou ARN e o outro por ácido desoxirribonucleico ou ADN.  
O ADN é uma molécula que reproduz o código genético, é responsável pela 
transmissão das características hereditárias de cada espécie, quer seja nas plantas, nos 
animais ou nos microrganismos. A molécula do ADN é formada por fosfato e açúcar e 
por sequências de quatro bases nitrogenadas: adenina (A), timina (T), citosina (C) e 
guanina (G), ligadas por pontes de hidrogénio, formando uma dupla hélice. A estrutura 
química das bases é tal que cada uma só pode emparelhar com o mesmo parceiro. A 
adenina forma sempre um par com a timina e a citosina com a guanina. Estes quatro 
pares: AT, TA, CG e GC, formam as ‘letras’ do código do ADN. Pode ver-se na figura 
8.1 a representação esquemática do ADN. 
Cada gene é um segmento de ADN que contém uma fórmula química da 
composição de uma proteína particular ou de ARN. O genoma humano contém de 25000 
a 30000 genes. 
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Cerca de 98% do ADN humano contém regiões não codificadas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8.1 - Representação esquemática do ADN 
   
O ARN tem uma composição muito semelhante à do ADN, contudo apresenta 
algumas diferenças. Tem uma estrutura geralmente em cadeia simples e é formado por 
moléculas de dimensões muito inferiores às do ADN. Localiza-se no núcleo das células 
e no citoplasma7, participando na síntese de ADN quando as células se multiplicam. A 
quantidade de ARN é variável de célula para célula de acordo com a actividade celular. 
Existem diferentes tipos de ARN, o que nos interessa para este estudo é o ARN 
mensageiro (ARNm). Este forma-se no núcleo da célula e transporta as informações do 
código genético do ADN para o citoplasma, determinando as sequências dos 
aminoácidos na construção das proteínas. 
Nos últimos anos, a genética tem sido bastante estudada. Esta área pode ter diversas 
aplicações, como a selecção de espécies, a criação de medicamentos mais eficazes, a 
melhoria de diagnóstico e tratamento de várias doenças. 
Tem-se tentado descobrir, para além da sequência dos genes, como é que estes 
interagem no controlo do metabolismo. Estuda-se para isso, nos genes, a variação no 
                                                 
7 É tudo o que compreende a célula menos o núcleo 
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tempo da produção de ARNm para codificar uma proteína, ou seja, a expressão dos 
genes. Quando um gene recebe a ordem para se expressar, o segmento correspondente 
(da dupla hélice) abre e é feita uma cópia dessa informação numa única cadeia, ARNm. 
O ARNm deixa o núcleo da célula e no citoplasma é feita a tradução. A cada três bases é 
associado um aminoácido. O conjunto desses aminoácidos é a proteína sintetizada, ou 
seja, é a expressão desse gene. 
Para se fazer a leitura da expressão dos genes são utilizadas micropistas 
(“microarrays”) de ADN que são instrumentos que medem simultaneamente a 
concentração de milhares de moléculas de ARNm.  
Cada cadeia simples de ADN, copiada a partir de um segmento de gene particular é 
ligada à micropista. O conjunto de ARNm produzido por um tipo celular é marcado e é 
designado por “sonda”. Estas sondas vão ligar-se com muita afinidade ao ADN 
correspondente que se encontra na micropista. Esta ligação torna-se fluorescente quando 
é iluminada a laser.  
A intensidade da luz libertada por cada molécula de ARNm é medida. Estes valores 
correspondem a entradas numa matriz, com m linhas e n colunas. Cada linha representa a 
expressão de um gene em n experiências. 
A matriz mostra a expressão dos genes (a produção de ARNm) num determinado 
momento de vida da célula (em etapas consecutivas de crescimento das células, por 
exemplo).  
Pode acontecer que nalguns sítios da sequência do ADN faltem dados, por exemplo 
devido ao erro de leitura da máquina. Por vezes, também é dispendioso ou torna-se 
demorado repetir a experiência, então os cientistas têm vindo a tentar descobrir métodos 
para obter os dados em falta. 
Os métodos mais comuns para fazer a reconstrução são [25]: método da substituição 
por zero, média da soma das linhas, métodos de análise de clusters e SVD. Nestes 
métodos a reconstrução dos dados que faltam é feita independentemente, isto é, a 
estimação de cada entrada não influencia a estimação de outras entradas.  
Em [26] é sugerido um novo método em que a estimação dos dados em falta é feita 
em simultâneo. 
Neste trabalho descreve-se um método que faz uso da SVD. 
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Seja E ∈ m × n, com nm >> , a matriz de expressão dos genes. 
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



21
22221
11211
                                         (8.1) 
O vector [ ]inii
T gggg
i
21= , ( )mi ,,1 = , corresponde aos níveis de 
expressão para o i-ésimo gene nas n experiências. 
 
Consideremos a decomposição em valores singulares da matriz E. 
 
                                                  T nnnmmmnm VUE ×××× Σ=                                                 (8.2) 
 
Às colunas da matriz V, nvv ,,1  , dá-se o nome de genes próprios sendo os 
valores singulares de E, mσσ ,,1  , as respectivas expressões próprias. 
 
Através de várias experiências, feitas em bases de dados, verificou-se que apenas 
alguns genes próprios são necessários para obter toda a expressão dos genes. Esse 
número de genes significativos nunca excede 
2
n
, portanto para obter toda a expressão 
dos genes é suficiente considerar menos de metade do número de experiências [25]. 
Existem vários métodos para estimar o número de genes próprios significativos. De 
seguida descreve-se um deles, conhecido por critério da fracção. 
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Considere-se 
                                                            

=
=
n
t
t
q
qp
1
2
2
σ
σ
,                                                     (8.3)     
onde nq ,,1 = . 
O valor qp  representa a contribuição da expressão do q-ésimo gene próprio. 
Escolhem-se l genes próprios que contribuam mais de 90% de toda a expressão. 
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De seguida descreve-se um método para a reconstrução da matriz E que faz uso da 
decomposição em valores singulares. 
Começa-se por considerar que 'm  é o número de linhas de E em que são conhecidas 
todas as entradas. Seguidamente reorganizam-se as linhas na matriz escrevendo 
primeiramente aquelas em que não faltam entradas.  
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Considera-se agora a submatriz F  ∈ m’×n que se obtém a partir de E eliminando as  
linhas em que faltam entradas. 
Neste método, se falta uma entrada no gene Tig , esta escreve-se como combinação 
linear das entradas correspondentes dos l genes próprios significativos de F .  
Primeiramente considera-se a decomposição em valores singulares da matriz F , na 
forma  
 
                                                    111 '' nnnnnmnm VUF ×××× Σ= .                                            (8.5) 
 
Encontram-se depois os l genes próprios significativos através do critério da 
fracção. 
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Seja o gene T
i
g  com algumas entradas desconhecidas, 
 
                                  ( )[ ]nininiiiT gggggg i  1''21 += .                         (8.6) 
 
Vamos escrever este gene como combinação linear dos genes próprios 
significativos de F , ou seja, das primeiras l colunas de 1V , 
 
                                                            
=
=
l
j
ji
T
i vag
1
1 ,                                                    (8.7) 
ou mais simplesmente, 
                                                                aVg T 1= .                                                     (8.8) 
Considere-se agora o vector T
i
gˆ  que corresponde ao gene T
i
g tendo em conta 
apenas as entradas conhecidas. Então T
i
gˆ  é a projecção de T
i
g num espaço de dimensão 
igual ao número de entradas conhecidas de T
i
g . É com o auxílio destes vectores, T
i
gˆ , 
que se calculam os coeficientes, ia , da combinação linear (8.7). 
Cada um dos Tigˆ  pode escrever-se como combinação linear dos l genes próprios jvˆ . 
Os vectores jvˆ  correspondem aos genes próprios calculados em (8.5), suprimindo as 
entradas cuja posição é a mesma das entradas desconhecidas no gene T
i
g . Tem-se assim 
que 
                                                            
=
=
l
j
jj
T
i vag
1
ˆˆ ,                                                   (8.9) 
 
                                              ll
T
i vavavag ˆˆˆˆ 2211 +++=  ,                                     (8.10) 
 ou seja, 
                                                   [ ]












=
l
l
T
i
a
a
a
vvvg


2
1
21 ˆˆˆˆ .                                           (8.11) 
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Para cada gene com entradas em falta, temos de encontrar a solução para o sistema 
de equações,  
                                                          1ˆˆ ××= llk
T aVg ,                                                    (8.12) 
onde k  é o número de entradas conhecidas do gene T
i
g .  
Analisemos a classificação do sistema (8.12), para o caso de Vˆ ter característica 
completa. 
Se k = l, o sistema é determinado e TgVa ˆˆ 1−= .  
Se k > l , o sistema é sobredeterminado, )ˆ(ˆ VRg T ∉  e este sistema não tem solução. 
Nesta situação é necessário encontrar uma solução aproximada no sentido dos mínimos 
quadrados, aˆ  tal que 
                                                
22
ˆˆminˆˆˆ aVgaVg T
a
T −=− .                                  (8.13) 
 
Para se determinar os coeficientes é agora necessário multiplicar ambos os 
membros de (8.13) pela pseudo inversa de Vˆ ,  
 
                                                    1
†† ˆˆˆˆ
×××× = llkkl
T
kl aVVgV .                                               (8.14) 
 
Encontram-se assim os coeficientes da combinação linear    
                    
                                                              TgVa ˆˆ †= .                                                     (8.15) 
 
No caso de k < l, o sistema é indeterminado, tendo por isso infinitas soluções. 
Temos de procurar a solução de norma mínima.  
Verifica-se que se Vˆ  tem característica incompleta, isto é, se ),min()ˆ( lkVcar < , o 
sistema pode ser indeterminado e por isso ter infinitas soluções. Neste caso, procura-se 
também a solução de norma mínima. 
 
Pode agora substituir-se o resultado acima mencionado em (8.9) 
 
                                                            TT gVVg ˆˆ †1= .                                              (8.16) 
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Desta forma, para determinar a entrada p, em falta no gene Tig , utiliza-se a seguinte 
fórmula 
                                                       
=
=
l
j
T
ijpj
T
pi gvvg
1
† .                                             (8.17) 
 
Depois de calculadas as entradas que faltam nos genes são substituídas nas 
respectivas posições da matriz E. 
Elaborámos um programa em MATLAB, utilizando dados disponíveis em 
http://genome-www.stanford.edu/SVD/ e que fazem parte de [27]. Este programa estima 
as entradas em falta em cada gene. Pode ser consultado no Anexo B.  
Os dados atrás referidos contêm a expressão de 6113 genes em 24 experiências. 
Calculámos as entradas em falta na matriz de expressão dos genes aplicando os 
procedimentos anteriormente descritos. Verificámos é suficiente considerarmos apenas 5 
genes próprios, pois estes contribuem mais de 95% para toda a expressão. 
Na impossibilidade prática de apresentar a totalidade da matriz (6113 linhas por 24 
colunas) apresentamos apenas um bloco, com falta de dados, já com a troca de linhas 
efectuada e a respectiva reconstrução, utilizando a decomposição em valores singulares. 
 
 
 
 
 
 
 
 
 
 
 
 
Concluímos que os valores calculados pelo método atrás descrito parecem ser 
fiáveis, já que são da mesma ordem de grandeza dos restantes, obtidos nas experiências. 
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50.087.053.060.146.106.120.124.207.144.1
22.114.182.133.129.211.123.116.188.097.023.1
50.087.092.030.186.057.188.048.117.197.013.1
50.087.013.061.123.168.020.185.110.105.1
47.004.173.000.389.041.185.011.196.107.143.1
50.087.058.080.258.182.047.113.198.020.1
48.015.174.088.210.189.162.040.179.106.107.1
50.087.049.006.171.169.037.180.120.117.1
69.073.076.002.137.199.075.034.137.102.174.0
50.087.062.002.197.165.053.169.118.120.1
93.095.084.000.245.121.169.029.125.174.043.1
11.226.213.204.257.236.194.014.183.007.113.146.1
86.000.172.078.007.105.183.088.085.046.080.075.0
06.162.104.285.440.309.572.201.325.168.056.008.1
96.082.091.016.118.121.102.145.184.020.198.009.1
94.097.009.124.165.042.193.075.113.153.026.181.1
51.080.044.022.257.159.133.157.149.060.154.043.1
80.084.043.073.127.178.113.120.154.040.114.100.1
49.056.083.095.111.170.168.138.193.069.044.031.0
69.091.047.050.229.172.180.050.147.079.170.007.1
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50.087.053.068.160.146.106.120.177.024.207.144.1
22.114.182.133.129.211.123.116.184.088.097.023.1
50.087.092.030.186.057.188.048.164.017.197.013.1
50.087.013.043.161.123.168.020.167.085.110.105.1
47.004.173.000.389.041.185.011.178.096.107.143.1
50.087.058.004.280.258.182.047.178.013.198.020.1
48.015.174.088.210.189.162.040.177.079.106.107.1
50.087.049.061.106.171.169.037.170.080.120.117.1
69.073.076.002.137.199.075.034.162.037.102.174.0
50.087.062.078.102.197.165.053.172.069.118.120.1
93.095.084.000.245.121.169.029.174.025.174.043.1
11.226.213.204.257.236.194.014.183.007.113.146.1
86.000.172.078.007.105.183.088.085.046.080.075.0
06.162.104.285.440.309.572.201.325.168.056.008.1
96.082.091.016.118.121.102.145.184.020.198.009.1
94.097.009.124.165.042.193.075.113.153.026.181.1
51.080.044.022.257.159.133.157.149.060.154.043.1
80.084.043.073.127.178.113.120.154.040.114.100.1
49.056.083.095.111.170.168.138.193.069.044.031.0
69.091.047.050.229.172.180.050.147.079.170.007.1
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Neste anexo, constroi-se, em detalhe, o sistema (5.30). 
 
Seja 












=
44342414
34332313
24232212
14131211
aaaa
aaaa
aaaa
aaaa
AA TRR . 
Na equação (5.27) temos [ ] 1
44342414
34332313
24232212
14131211
=
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


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tiii , ou seja,   
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tttiitiitiitiiiiiitiitiiiiiiiiii xxxzzxzzxyyxzyyzyyxxxxzxxzyxxyxx
. 
A equação (5.28) é análoga à anterior. 
 
Na equação (5.29) temos [ ] 0
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z
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j
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tiii , ou seja, 
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a
a
a
a
a
a
a
a
a
a
tttijtjitijtjijijitijtjijijijiji yxyzzxzzyyyxzyyzyyyxxxzxxzyxxyxx
. 
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Obtemos assim o sistema 13110103 ××× = ff CaB , definido em (5.30) pelas equações (5.27 a 
5.29), em que B  é a matriz 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
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jyjfxtxjxjxtfzjxjxjzjfy
jxjxjyjfxjxj
xtxtxtzjzjxtzjzjxtyjyjxtzjyjyjzjyjyjxtxjxjxtzjxjxjzjyjxjxjyjxjxj
fxtxtfxtzizixtfzizifx
tyiyixtfz
iyiyizify
iyifxixixixtfzixixizify
ixixiyifxixi
xtxtxtzizixtzizixtyiyixtziyiyiziyiyixtxixixtzixixiziyixixiyixixi



1111111111
1111111111
1111111111
 

































=
44
34
33
24
23
22
14
13
12
11
a
a
a
a
a
a
a
a
a
a
a  
e




































=
0
0
1
1
1
1



C .






 111 
FE
Programa para comprimir imagens por blocos 
%Este programa divide uma imagem em 5 blocos e comprime cada um desses blocos de acordo com a 
%característica pretendida. 
 
     II=zeros([1536 2048]); 
 
% Lê imagem 
 
     I=imread('biblioteca.jpg'); 
     I=rgb2gray(I); 
 
%Mostra imagem 
 
     imshow(I) 
     pause 
     close 
 
     I=im2double(I); 
 
     for i=1:1536 
 
%Construçao Bloco A1 
          for j=1:682 
                A1(i,j)=I(i,j); 
          end 
 
%Construçao Bloco A5 
          for j=1:684  
                A5(i,j)=I(i,j+1364); 
          end 
     end 
 
     for j=1:682 
 
% Construçao bloco A2     
         for i=1:512 
              A2(i,j)=I(i,j+682); 
        End 
 
% Construçao bloco A3 
         for i=1:513  
              A3(i,j)=I(i+512,j+682); 
        end   
 
% Construçao bloco A4 
         for i=1:511     
              A4(i,j)=I(i+1025,j+682); 
        end     
    end 
 
% Escolha da característica para os blocos 
     k1=2; 
     k2=40; 
 
    [u1,s1,v1]=svd(A1,0); 
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% bloco A1 
     A1=u1(:,1:k1)*s1(1:k1,1:k1)*v1(:,1:k1)'; 
 
     [u2,s2,v2]=svd(A2,0); 
 
% bloco A2 
     A2=u2(:,1:k1)*s2(1:k1,1:k1)*v2(:,1:k1)'; 
 
     [u3,s3,v3]=svd(A3,0); 
 
% bloco A3 
     A3=u3(:,1:k2)*s3(1:k2,1:k2)*v3(:,1:k2)'; 
 
     [u4,s4,v4]=svd(A4,0); 
 
% bloco A4 
     A4=u4(:,1:k1)*s4(1:k1,1:k1)*v4(:,1:k1)'; 
 
     [u5,s5,v5]=svd(A5,0); 
 
% bloco A5 
     A5=u5(:,1:k1)*s5(1:k1,1:k1)*v5(:,1:k1)'; 
 
%Forma imagem  
     for i=1:1536 
          for j=1:682 
              II(i,j)=A1(i,j); 
        end 
        for j=1365:2048 
              II(i,j)=A5(i,j-1364); 
        end 
     end 
% 
     for j=683:1364 
          for i=1:512 
               II(i,j)=A2(i,j-682); 
          end 
          for k=513:1025 
               II(k,j)=A3(k-512,j-682); 
          end 
          for l=1026:1536 
               II(l,j)=A4(l-1025,j-682); 
          end 
     end 
 
% Mostra a imagem 
    imshow(II) 
    pause 
    close 

Programa para reconstrução de imagens 
%Este programa reconstrói uma face do conjunto de teste considerando o número de faces próprias 
%escolhidas, ou seja a dimensão do espaço de faces 
 
% Lê as faces % 
Matriz_Faces=zeros([256*256 150]); 
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for i=1:150 
 
   nome=sprintf('face_treino/face%d.bmp',i);  
   [Face]=im2double(imread(nome));%Lê cada uma das faces colocando-as numa matriz com entradas    
%entre 0 e 1% 
   Matriz_Faces(:,i)=Face(:);% Processo de vectorização: cada face passa a vector coluna% 
 
end 
 
% Calcula a média% 
A=zeros(size(Matriz_Faces(:,1))); 
 
for I=1:150 
   A=A+Matriz_Faces(:,I); 
end  
A = A./150; 
 
D2 = 0; 
for I=1:150 
   Matriz_Faces(:,I)=Matriz_Faces(:,I)-A; % Subtrai a média a cada face% 
   D2 = D2 + norm(Matriz_Faces(:,I))^2; 
end 
 
% Calcula as faces próprias% 
D2 = D2/150; 
D = sqrt(D2); 
 
Matriz_Faces = Matriz_Faces/(sqrt(150)*D); 
%Matriz_Faces = Matriz_Faces/(sqrt(150)); 
[U,S,V] = svd(Matriz_Faces,0); 
 
  k=inputdlg('Introduza o numero', 'Qual e a 1ª face própria a considerar?'); 
  k=str2num(k{1}); 
 
  k1=inputdlg('Introduza o numero', 'Qual e a última face própria a considerar?'); 
  k1=str2num(k1{1}); 
 
Ei = reshape(U(:,i),256,256);  
 
%Le faces teste% 
Matriz_FaceT=zeros([256*256 28]); 
 
for I=151:178 
 
   nomes=sprintf('face_teste/face%d.bmp',I); 
   [FaceT]=im2double(imread(nomes)); 
   Matriz_FaceT(:,I)=FaceT(:); 
 
end 
 
i=150+menu('Escolha a face do conjunto de teste', 'Face 151',… ');  
F=Matriz_FaceT(:,i);%F e a face a ser projectada% 
X = (F-A)/D; 
U1=U(:,k:k1); 
coef = U1'*X;%coef- coeficientes de projecção 
r = length(coef); 
 
Un = U1(:,1:r); 
 
F_recon = Un*coef*D + A; 
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Fr = reshape(F_recon,256,256); 
nomes=sprintf('face_teste/face%d.bmp',i); 
[FaceT]=im2double(imread(nomes)); 
 
subplot(2,2,1);axis off; imshow([FaceT]) 
z=text(75,-15,'Face Teste'); 
set(z,'FontSize',10,'Color','r') 
 
subplot(2,2,2);axis off; imshow([Fr]) 
t=text(45,-15,'Face Reconstruida'); 
set(t,'FontSize',10,'Color','r') 
 
subplot(2,2,3.5);axis off; imshow([FaceT] - [Fr]) 
t=text(95,-15,'Erro'); 
set(t,'FontSize',10,'Color','r') 
 
pause(10);    
Perg='Quer ver os coeficientes da projecção ?'; 
titulo= 'Pergunta'; 
b1='Sim'; 
b2='Nao'; 
default='Sim'; 
t=questdlg(Perg,titulo,b1,b2,default); 
   if t=='Sim'; coef 
   end   
    
close (figure(1)); 
Perg='Quer fazer outra reconstrução da mesma face?'; 
titulo= 'Pergunta'; 
b1='Sim'; 
b2='Nao'; 
default='Sim'; 
t=questdlg(Perg,titulo,b1,b2,default); 
   if t=='Sim' 
      k2=inputdlg('Introduza o número', 'Qual e a 1ª face própria considerar?'); 
      k2=str2num(k2{1}); 
      k3=inputdlg('Introduza o número', 'Qual e a ultima face própria a considerar?'); 
      k3=str2num(k3{1}); 
   
      Perg='Quer ver as faces próprias?'; 
      titulo= 'Pergunta'; 
      b1='Sim'; 
      b2='Nao'; 
      default='Sim'; 
      r=questdlg(Perg,titulo,b1,b2,default); 
      if r=='Sim'; figure(1);clf; 
                 for j = k2:k3 
                 Ej = reshape(U(:,j),256,256); 
                 imshow(Ej,[]);pause% pause - para mostrar uma a uma carregando em qualquer tecla% 
                 close (figure(1)); 
                 end 
     
      else    
                 for j = k2:k3 
                 Ej = reshape(U(:,j),256,256);  
                 end       
      end 
     
 
      X = (F-A)/D; 
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      U11=U(:,k2:k3); 
      coef1 = U11'*X;%coef- coeficientes de projecção 
 
      r = length(coef1); 
 
      Un = U11(:,1:r); 
 
      F_recon = Un*coef1*D + A; 
 
      Fr1 = reshape(F_recon,256,256); 
      nomes=sprintf('face_teste/face%d.bmp',i); 
      [FaceT]=im2double(imread(nomes)); 
 
      subplot(2,3,1);axis off; imshow([FaceT]) 
      z=text(75,-15,'Face Teste'); 
      set(z,'FontSize',10,'Color','r') 
 
      subplot(2,3,2);axis off; imshow([Fr]) 
      t=text(45,-15,'1ª Reconstrução '); 
      set(t,'FontSize',10,'Color','r') 
 
      subplot(2,3,3);axis off; imshow([Fr1]) 
      t=text(45,-15,'2ª Reconstrução'); 
      set(t,'FontSize',10,'Color','r') 
 
      subplot(2,3,4.5);axis off; imshow([FaceT] - [Fr]) 
      t=text(70,-15,'Erro 1ª Rec.'); 
      set(t,'FontSize',10,'Color','r') 
 
      subplot(2,3,5.5);axis off; imshow([FaceT] - [Fr1]) 
      t=text(70,-15,'Erro 2ª Rec.'); 
      set(t,'FontSize',10,'Color','r') 
 
         Norma_2_erro_1reconst= norm([FaceT] - [Fr]) 
         Norma_Frob=norm([FaceT] - [Fr],'fro') 
         coef1 
         Norma_2_erro_2reconst= norm([FaceT] - [Fr1]) 
          
         Norma_Frob=norm([FaceT] - [Fr1],'fro') 
      end   
       
 end 
 
Programa para a recuperação de dados em falta na matriz de expressão dos genes 
%Este programa, dada a expressão de m genes em n experiências, faz a recuperação dos dados em falta 
através da SVD. 
% Introduzir a matriz dos genes 
A=[matriz dos genes]; 
[m,n]=size(A) 
 
% troca linhas na matriz A, sendo as primeiras são as que tem os genes completos 
 
for i=1:m 
    ip(i)=1; 
end     
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for i=1:m 
    for j=1:n 
        if A(i,j)==0 
        ip(i)=0; 
        end  
        if ip(i)==0 
        break 
        end 
    end 
end 
ip; 
for i=1:m 
    if ip(i)==0 
        if i+1 <= m  
            for jj=i+1:m 
                if ip(jj)==1 
                    for j=1:n 
                    c=A(jj,j); 
                    A(jj,j)=A(i,j); 
                    A(i,j)=c; 
                    end 
                id=ip(jj); 
                ip(jj)=ip(i); 
                ip(i)=id; 
                break 
                end  
            end 
        end       
    end 
end 
 
ip; 
 
% Construção da matriz A1 - linhas são genes em que não faltam entradas 
 
k=sum(ip); % k é o número de linhas em que não faltam entradas 
A1=A(1:k,:); 
[m1,n1]=size(A1) 
 
%Calculo da SVD de A1 
[U,S,V]=svd(A1,0); 
 
%critério da fracção 
 
b=trace(S*S'); 
 
for i= 1:min(m1,n1) 
     
    q(i)=(S(i,i)*S(i,i))/b 
     
end 
q % Vector em que cada entrada é a contribuição de cada gene próprio 
 
C=cumsum(q); 
for x=1:min(m1,n1) 
    if C(x)>=0.95  
       g=x; 
       break 
    end 
end 
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g; % número de genes próprios a considerar 
 
% Matriz Aproximada, com característica g 
U1=U(:,1:g); 
S1=S(1:g,1:g); 
V1=V(:,1:g); 
 
%linhas em que faltam entradas 
B=A(k+1:m,:); 
[b1,b2]=size(B); 
 
for kk=k+1:m  
 
       B1=A(kk,:); 
       [i,j,B1]=find(A(kk,:));%B1  é  primeiro vector da matriz A(:,k+1) com as entradas nulas suprimidas 
 
% em cada gene próprio tem de se suprimir as coordenadas suprimidas no gene 
       b=find(A(kk,:)==0); % este é o vector que indica as posições que são suprimidas em B1 
       c=size(b); 
      [c1,c2]=size(c); 
      V2=V1; 
            for e=1:c(2) 
                  V2(b(e),:)=0;% Anula as coordenadas que estão nas mesmas posições das entradas que faltam 
%nos genes 
                   [i,j,V3]=find(V2);% V3 é um vector com todas as entradas( não nulas) da matriz V1( uma 
coluna após a outra)  
            end  
 
       V4=reshape(V3,[],g);% cada coluna desta matriz é um gene próprio sem as entradas nas posições que 
%faltam no gene 
 
        a=pinv(V4)*B1'; 
 
        D=B; 
           for f=1:c(2) 
                 h=b(f); 
                D(1,h)=V1(h,:)*a; 
                A(kk,h)=D(1,h);% entradas que faltam no gene B1 
     
           end 
 
end 
 
 






