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Minimizing Mobility and Communication Energy in Robotic Networks:
an Optimal Control Approach
H. Jaleel, Y. Wardi, and M. Egerstedt†∗
Abstract— This paper concerns the problem of minimizing
the sum of motion energy and communication energy in a
network of mobile robots. The robotic network is charged with
the task of transmitting sensor information from a given object
to a remote station, and it has to arrange itself in a serial
(tandem) configuration for point-to-point transmission, where
each robot acts as a relay node. The problem is formulated in a
dynamic setting where the robots move and communicate at the
same time, and it is cast in the framework of optimal control.
The paper proposes an effective algorithm for solving this
problem and demonstrates its efficacy on a simulation example.
In order to highlight the salient features of the algorithm the
network is assumed to be one-dimensional, and the case of
planar movement with obstacles is deferred to future research.
I. INTRODUCTION
Power-aware mobile sensor networks have been inves-
tigated extensively in the past few years, where one of
the main issues is how to use mobility to reduce the
energy required for sensing and communications; see [13]
and references therein. Most of these papers either ignore
the cost of energy needed for mobility of the sensors, or
assume unlimited sources of such energy. However, since
the pioneering work of Goldenberg et al. [5], the question of
balancing the energy costs of mobility and communication
has attracted considerable attention; see, e.g., [9], [14], [15],
[12], [6] and references therein.
The development of inexpensive mobile, wireless sensing
devices in the past few years (e.g., [4], [8]) has suggested
the eventual massive deployment of mobile sensor networks
in communication and control applications [6]. In many such
applications the devices (agents) are tasked with transmitting
data from one or more source objects to a remote station
(controller), and to this end they have to arrange themselves
in a network configuration. However, the agents often are
powered by on-board, limited-energy sources such as bat-
teries, which cannot be replenished during the application’s
lifetime. Therefore, the network has to be configured in
a way that balances, optimally, the energy required for
communication and mobility.
Reference [5] devised a distributed motion control law
for steering multiple mobile relays into a position of mini-
mum communication energy. Although it does not explicitly
include the motion energy in the problem formulation, it
observes from extensive simulation studies that the computed
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trajectories are close to linear and hence their motion ener-
gies are almost minimal. However, situations of relatively
high motion energy could justify its explicit inclusion in the
problem formulation. Reference [12] considers a robot tasked
with transmitting a given number of bits while in motion on
a predetermined trajectory with variable degrees of channel
fading. Using a realistic, detailed, probabilistic model of the
channel’s fading, that paper determines the robot’s speed,
transmission rate, and stopping times that minimize the total
energy required for mobility and communication. Reference
[6] considers the task of distributing wireless mobile agents
so as to provide transmission of sensor data from one or
more objects to a remote station, and doing it in a way
that minimizes the total required energy. That paper uses
graph-theoretic techniques to compute an optimal strategy
comprised of the sequential scheduling of motion followed
by transmission. Reference [15] addresses the combined-
energy minimization problem through the dynamic setting of
optimal control of the agents’ trajectories. Having a quadratic
cost function the problem is cast in the framework of LQR,
where complexity reduction is obtained first via model-
predictive control and then by having a distributed algorithm.
A similar approach was used to maximize the lifetime of the
various sensors in [14].
This paper also considers the total energy-minimization
problem in the dynamic setting of optimal control, where
the agents carry out their communication tasks while in
motion. It is different from [15] in that it assumes a general,
convex quadratic energy function and hence does not fall
in the category of LQR. Furthermore, it does not use an
existing algorithm but rather develops a new computational
technique. It is different from [6] in that the latter reference
first computes the agents’ trajectories and then minimizes
their communication energy, while this paper considers the
problem in a dynamic setting of optimal control where the
agents carry out their communication tasks while in motion.
Consider a scenario in which a supervisory controller
instructs a collection of wireless mobile agents to form a
tandem, point-to-point connection for transporting sensory
data from a given object to a remote station (controller).
Sensing and communication must commence immediately
and be maintained for a given amount of time. Meanwhile
the agents are arranging themselves dynamically in a network
configuration where each one of them acts as a relay between
a single downstream node and a single upstream node, and
they determine their trajectories in a way that minimizes
the energy spent on both communication and motion. The
power required for transmission on a link is related to
the link’s length, and the motion energy is related to the
distance traveled. We define the problem in the setting of
optimal control, and devise a highly-efficient algorithm for
its solution, that eventually may lend itself to a natural
distributed implementation.1
The contribution of the paper is twofold: a new algorithm
that may have a wide scope in optimal control of dynamical
systems, and its application to the aforementioned power-
aware problem. Therefore we present the application problem
in fairly general terms and we analyze the algorithm in this
setting. Since the paper comprises an initial investigation,
we consider only the case of a single stationary object, a
stationary remote station, and a one-dimensional movement
of the agents. As we shall see, the obtained simulation results
are quite encouraging and suggest the potential viability of
our approach in a wider context.
The algorithm that we propose is a descent technique
whose direction is computed by minimizing the Hamilto-
nian at each time t. Obviously this is often impossible,
and hence impractical in the general setting of optimal
control, but the special structure of our problem makes it
possible and even simple, and hence yields effective descent
directions. The step size of the algorithm is determined via
the Armijo procedure [11], [1] which, though having linear
asymptotic convergence, often has the practical advantage of
rapid progress at the initial phases of an algorithm’s run.
This point, demonstrated via simulations, will be argued to
suggest the eventual use of the algorithm in real-time tuning
of the agents’ trajectories.
Section II describes the problem in the setting of optimal
control, and Section III introduces the algorithm in a general
setting and discusses its convergence. Section IV presents a
simulation example, and Section V concludes the paper and
suggests directions for future research.
II. PROBLEM FORMULATION
Consider the network shown in Figure 1, consisting of N
mobile agents, A1, . . . , AN , moving between an object and
a remote controller station, indicated by O and C in the
figure. Let xk(t), k = 1, . . . , N , denote the relative position
of Ak with respect to the object, and let d denote the relative
position of the controller with respect to the object. Since we
only consider motion in the line adjoining O to C, we have
that xk(t) ∈ R and d ∈ R as well. To simplify the notation
we define x0 = 0 and xN+1 = d, and we note that these
are the positions of O and C; assuming that both the object
and the controller station are stationary, x0 and xN+1 are




x0 = 0 xN+1 = dx1 xNx2
Fig. 1. Tandem network
1The issue of distributed implementation is deferred to a future study and
is not considered in this paper.
notation x(t) := (x1(t), . . . , xN (t))⊤ ∈ RN to denote the
position of the agents, and assume that x(0) is given and
fixed. Furthermore, we define u(t) = (u1(t), . . . , uN (t))⊤ ∈
RN to be the vector of velocities of the agents, namely
ẋ = u, (1)
where the notational dependence on t is suppressed. The
problem that we consider is to determine the control u(t)
and the related state trajectory x(t) (via (1)) for a given
time-interval t ∈ [0, tf ], in a way that minimizes a weighted
sum of the agents’ transmission energy and communication
energy, subject to magnitude constraints on the controls.
The power required for moving an agent arguably
is proportional to its speed [6], and hence the as-




|uk(t)|dt. For the transmission energy cost, let
ψ(z) : R+ → R+ be a non-decreasing, continuously-
differentiable function representing the transmission power
of each agent over a link of length z. Commonly ψ(z) = a+
bz2 for given constants a ≥ 0 and b > 0 [6], but we consider
a more general function ψ. Note that the transmission down
the line is from An to An+1, n = 0, . . . , N , and hence










performance function that we consider is a weighted sum of

















The constraints that we consider are |uk(t)| ≤ 1 for every
k = 1, . . . , N and for all t ∈ [0, tf ]. The problem that we
solve is to minimize J subject to these constraints.
Let us denote by p(t) = (p1(t), . . . , pN (t))⊤ ∈ RN the








(xk − xk−1), (3)
k = 1, . . . , N , with the boundary condition pk(tf ) = 0. The
Hamiltonian has the following form,











and this particular form is especially suitable for the algo-
rithm that we present in the next section.
III. ALGORITHM
Our algorithm is described in this section in a general
setting of optimal control, and its detailed implementation
for the problem described in Section II will be presented in
Section IV.
Consider a system defined by the following differential
equation,
ẋ = f(x, u), (5)
where x ∈ Rn, u ∈ Rk, the function f : Rn ×Rk → Rn is
continuously differentiable, the initial condition x0 := x(0)
is given, and t ∈ [0, tf ] for a given final time tf . Let L(x, u) :






be the associated cost-performance functional. Let U ⊂ Rk
be a compact, convex set, and consider the optimal control
problem of minimizing J subject to the dynamics in (5), the
initial state x(0) = x0, and the constraint that u(t) ∈ U for
every t ∈ [0, tf ]. We say that a control u is admissible if
it is piecewise continuous with bounded variation in t and
u(t) ∈ U ∀t ∈ [0, tf ]. All of the controls mentioned in the
sequel are implicitly assumed to be admissible unless stated
otherwise.













with the boundary condition p(tf ) = 0. Given an admis-
sible control u, let x and p denote the associated state
trajectory and costate trajectory derived via Equations (5)













. Let w(t) be an admissi-
ble control that minimizes the Hamiltonian at every time t,









H(x,w, p)−H(x, u, p)
)
dt. (8)
Then it is readily seen that θ(u) ≤ 0 for every control
u, and if θ(u) = 0 then u satisfies the maximum princi-
ple [2]. Moreover, the magnitude of θ(u), |θ(u)|, can be
viewed as a measure of the extent to which u fails to
satisfy the maximum principle. Such functionals θ(·) are
said to be optimality functions, and they have been used
to characterize and prove convergence of optimization algo-
rithms for infinite-dimensional problems including optimal
control [10], [11]. Typically, it is required of a nonlinear-
programming algorithm that every accumulation point of an
iterate-sequence it computes, satisfies an optimality condition
such as stationarity or a Kuhn-Tucker point. However, in
infinite-dimensional problems iteration-point sequences often
do not have accumulation points, and hence convergence of
an algorithm is defined via the following limit,
lim
i→∞
θ(ui) = 0, (9)
where ui, i = 1, 2, . . . , is a sequence of iteration points that
is computed by the algorithm (see [11]).
Consider such an iterative algorithm for our optimal
control problem defined by (5)-(6), and suppose that it
computes a sequence of admissible controls, ui, i = 1, 2, . . ..
Furthermore, given a control u, denote by T (u) the next
iteration point that the algorithm computes from u, and thus,
ui+1 = T (ui). We say that the algorithm is a descent
method if for every control u, J(T (u)) ≤ J(u), and we
define a stronger property, called uniform sufficient descent,
as follows:
Definition 1: An algorithm is of uniform sufficient descent
with respect to the optimality function θ(·) if, for every δ > 0
there exists η > 0 such that, for every admissible control u,
if θ(u) < −δ then
J(T (u))− J(u) < −η. (10)
The following proposition is obvious.
Proposition 1: Suppose that a descent algorithm that is
of uniform sufficient descent with respect to θ, computes
a sequence of iteration points (controls), ui, i = 1, 2, . . ..
Then the algorithm converges in the sense that Equation (9)
is satisfied.
Proof: By (5) and (6), |J(u)| is upper-bounded over
the space of admissible controls. By assumptions, and by
Definition 1, for every δ > 0, θ(ui) < −δ for at most a
finite number of controls ui, and hence (9) follows.
We point out that more general versions of this proposition
have been derived, and systematically used in [11] to prove
convergence of algorithms in a general setting of optimiza-
tion. More recently, References [3], [7] applied the sufficient-
descent principle to optimal control problems defined on
switched-mode systems.
We next describe our algorithm for the general optimal
control problem described above. It moves from a given con-
trol u in the direction towards the control w that minimizes
the Hamiltonian, namely it attempts to close the optimality
gap. Moreover, it uses the Armijo step-size procedure to
compute the step size in that direction. For every λ ≥ 0,
define the function J̃u,w(λ) : R+ → R as
J̃u,w(λ) = J
(
(u+ λ(w − u)
)
. (11)
The formal computation of T (u), for a given control u, is
as follows.
Algorithm 1: Parameters: α ∈ (0, 1), β ∈ (0, 1).
Step 1: Compute the state trajectory x(t) and costate
trajectory p(t), associated with the control u.
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Step 4: Set the step size to be λ(u) := βk
′(u), and set
T (u) = u+ λ(u)(w − u).
A few remarks are due.
1. The algorithm does not move from u in the steepest-
descent direction, namely against the Fréchet derivative
dJ/du, but rather in a projected direction that aims at
closing the optimality gap. Our experience with this algo-
rithm indicates fast convergence towards a minimum, as we
shall see in the next section. Furthermore, this direction
is always feasible as long as U is convex, thus avoiding
potential computational issues associated with evaluating
steepest descents in the event that u lies on the boundary
of the feasible set.
2. The requirement of computing w(t) for every t ∈
[0, tf ] can be a tall order. However, it is possible and even
straightforward to compute it for several classes of problems,
including those where the Hamiltonian is linear in u as well
as our energy-minimization problem. The latter point will be
explained in the next section.
3. The Armijo step size, commonly used in gradient-
descent algorithms, is a form of approximate line
minimization; see, e.g., [11]. That reference also contains
practical guidelines including the following two: (i).
Effective values of α and β are α = β = 0.5 (ii). The
search for k′(ui) in Step 3 need not start at k′ = 0; rather,
at β−2k′(ui−1). This can expedite the computation of Step
3 when the step sizes are small.
We next establish the algorithm’s convergence.
Assumption 1: 1) The functions f(x, u) and L(x, u)
are continuous in (x, u).
2) There is a finite set U0 ⊂ U such that, for every u ∈
U \ U0, the functions f(x, u) and L(x, u) are twice-
continuously differentiable in x, and have bounded first
- and second - order derivatives
Proposition 2: Algorithm 1 has the sufficient-descent
property.
The proof can be found in the appendix.
IV. SIMULATION EXAMPLES
This section presents results of the application of Algo-
rithm 1 to the problem described in Section II. The system
under study has 6 agents, and the problem in question is to
minimize J as defined in (2) subject to the dynamics in (1)
and the constraints |ui(t)| ≤ 1. The distance of the object
from the controller is d = 20, and the final time is tf = 20.
The transmission power over a link of length z is ψ(z) = z2
and hence, in Equation (2), ψ(xk − xk−1) = (xk − xk−1)2.
The constant C in (2) is C = 7, and the initial condition for
the state equation (1) is x(0) = (1, 2, 7, 9, 12, 19)⊤ for every
control u. Algorithm 1 was used with α = β = 0.5.
This problem can be solved analytically due to the partic-
ular form of the function ψ(z), but we use the algorithm
in order to examine its performance. The algorithm was
run for 200 iterations computing, recursively, controls ui,
u = 1, . . . , 200. Note that each control is six-dimensional,
ui = (ui,1, . . . , ui,6)
⊤, and we chose, arbitrarily, the initial
control to be u1,k(t) = 1.0 for every k = 1, . . . , 6. We
used a uniform grid overlaying the time-interval [0, tf ] with
∆t = 0.01, for the various computations in Equations (1)-
(4) and (8), and for the differential equations we used the
forward Euler method. The minimizer of the Hamiltonian in
(4), wk, is known to be
wk(t) =
 −1, pk(t) > C0, −C < pk(t) < C
1, pk(t) > −C,
(13)
for all k = 1, . . . , 6.
The 200-iteration run took 8.67 seconds of CPU time.
The results are shown in Figure 2, whose parts (a) and
(b) depict the graphs of the cost and optimality function
as functions of the iteration count, while parts (c) and (d)
show the the final input and corresponding state trajectories.
Throughout the course of 200 iterations the cost came down
from J(u1) = 7, 969.0 to J(u200) = 1, 253.6, but this
reduction is by no means linear in the number of iterations.
In fact, the graph of the cost J(ui) as a function of i,
shown in part (a) of the figure, shows a rapid decrease
in a few iterations at the early part of the algorithms run,
followed by a relatively flat curve. Moreover, it took only
7 and 14 iterations to achieve 95% and 98% of the total
cost reduction, respectively, obtained by the algorithm’s run.
Correspondingly, the optimality function rises from θ(u1) =
−28, 537.4 to θ(u200) = −3.506. The proximity of u200 to
the optimum, or at least a local minimum, was tested by
various runs of 400 iterations starting from different initial
inputs. The lowest value of J(u400) we obtained was 1, 252.3
as compared to J(u200) = 1, 253.6, and the corresponding
value of the optimality function was −0.805 as compared
to θ(u200) = −3.506. Thus, we believe that the algorithm
practically converged, and as indicated by parts (a) and (b) of
the figure, quite rapidly. We point out that the L-shaped graph
of Figure 2(a) is not atypical of gradient-descent algorithms
with Armijo step sizes, whose efficacy often is reflected
in its rapid descent of the performance function during the
early stages of its runs and not necessarily in its asymptotic
convergence rate.
Equation (13) indicates that the optimal control for the
problem is a bang-of-bang control, and this is evident from
the state trajectory x200 that is shown in Figure 2(d). How-
ever, not all of the components of u200, depicted in Figure
2(c) indicate a bang-of-bang control. This does not contradict
our earlier statement that u200 is very close to being optimal.
To explain this point, we point out that there is a great
degree of insensitivity of J to certain large L1-variations in
u. Moreover, we recall that the chattering lemma implies that
certain large L1 variations in u yield small L∞-variations
in the corresponding state trajectory x. Consequently, the
proximity of a given control u to an optimal control often
is measured in the weak topology rather than in the L1
topology, and in our case this means by the difference
between J(u) and the cost value of the optimal control.
Recall that the algorithms’ run of 200 iterations reduced
the cost from J(u1) = 7, 969.0 to J(u200) = 1, 253.6 in
8.67 seconds of CPU time. Further reduction in computing
times can be obtained by running fewer iterations: it takes
CPU times of 0.8703, 1.669, and 4.115 seconds to execute
20 iterations with J(u20) = 1, 335.0, 40 iterations with
J(u40) = 1, 284.0, and 100 iterations with J(u100) =
1, 257.5 respectively. More reductions can be obtained by
increasing ∆t. In fact, we ran the algorithm with ∆t = 0.1,
and the resulting values were J(u20) = 1, 335.5 with CPU
time of 0.178; J(u100) = 1, 259.4 with CPU time of 0.5741;
and J(u200) = 1, 255 with CPU time of 1.077 seconds.
These numbers are quite close to those obtained with ∆t =
0.01, and further point to the effectiveness of the algorithm.
V. CONCLUSIONS AND FUTURE RESEARCH
This paper concerns the problem of balancing motion-
related energy with transmission power in a class of mobile
sensor networks. The various sensors, mounted on mobile
robots (agents) transmit information while in motion along
a given segment, and the problem is to minimize a weighted
sum of their energy expenditures. We address this problem
in the framework of optimal control and devise an effective
computational technique for its solution.
The algorithm that we propose is based on gradient
projection with Armijo step sizes. The descent direction
from a given control input aims at narrowing the optimality
gap defined by the maximum principle. Though having a
linear asymptotic convergence rate, this algorithm exhibits
rapid descent towards a minimum at its initial stages from
a given initial input. Simulation tests on a problem with six
agents/sensors have shown to converge to a close proximity
of their minimum points in a few seconds of CPU times.
These results raise the possibility of on-line implementation
of the algorithms and suggest a number of directions for
future research, as follows.
First, there is the question of multiple targets and agents’
planar motion with obstacles. We expect this to complicate
the problem considerably, but its basic structure to yield
efficacious extensions of our algorithm. Second, the problem
can be extended from the case of stationary objects to the
case where the targets move in unpredictable directions.
In this case prediction or interpolation may have to be
applied in conjunction with the algorithm, and this raises
the question of real-time optimization. Third, the algorithm
that we propose has a natural structure for decentralized
implementation whose investigation will have to consider
stability issues of distributed control.
VI. APPENDIX
This appendix contains the proof of Proposition 2. It
requires the following straightforward preliminary result.
Lemma 1: Let g(λ) : R → R be a twice-continuously
differentiable function. Suppose that g′(0) ≤ 0, and there
exists K > 0 such that |g′′(λ)| ≤ K for every λ ∈ R. Fix
α ∈ (0, 1), and define γ := 2(1 − α)/K. Then for every
positive λ ≤ γ|g′(0)|,
g(λ)− g(0) ≤ αλg′(0). (14)
Proof: Several variants of this result have been proved
in [11] (e.g., Theorem 1.3.7). We provide a proof for this
particular version in order to complete the presentation.
Recall the exact second-order approximation of C2 func-
tions,




Using this and the assumption that |g′′(·)| ≤ K, we obtain
that
g(λ)− g(0)− αλg′(0)




≤ (1− α)λg′(0) + λ2K/2
= λ
(
(1− α)g′(0) + λK/2
)
. (16)
For every positive λ ≤ γ|g′(0)|, (1− α)g′(0) + λK/2 ≤ 0,
and hence, and by (16), Equation (14) follows.
We next prove Proposition 2.
Proof: Fix u and its associated w, and recall the
definitions of J̃u,w(λ) and θ(u) in Equations (11) and (8),
respectively. By Assumption 1, Theorem 5.6.10 in [11]
implies thatJ̃u,w(λ) is C2. For every λ ∈ [0, 1], define
uλ := (1−λ)u+λw, and let xλ and pλ denote the associated
state trajectory and costate trajectory defined via (5) and (7),





H(xλ, w, pλ)−H(xλ, u, pλ)
)
dt, (17)
and therefore, and by Theorem 5.6.10 in [11], |J̃ ′′u,w(λ)| is
bounded from above by a constant K that is independent of
u, w, and λ ∈ [0, 1].
Since u0 = u, we have that x0 = x and p0 = p, and
therefore, and by (17),
J̃ ′u,w(0) = θ(u). (18)
Consequently, and by Lemma 1, there exists γ > 0, inde-
pendent of u or w, such that, for every positive λ ≤ γ|θ(u)|,
J̃u,w(λ)− J̃u,w(0) ≤ αλθ(u). (19)
Suppose, without loss of generality, that βγ|θ(u)| ≤ 1. Now
(12) and (19) imply that
λ(u) ≥ βγ|θ(u)|, (20)
and hence, and by Steps 2 and 3 of the algorithm,
J(T (u))− J(u) ≤ αλ(u)θ(u) ≤ −βγθ(u)2. (21)
This proves the sufficient descent property of the algorithm.
Corollary 1: If Algorithm 1 computes a sequence of con-
trols, ui, i = 1, 2, . . ., then limi→∞ θ(ui) = 0.
Proof: Immediate by Proposition 1.















(a) J(ui) as a function of i















(b) θ(ui) as a function of i






















(c) Final input, u200,i(t), i = 1, . . . , 6















(d) Final state, x200,i(t), i = 1, . . . , 6
Fig. 2. Results of Algorithm 1: Six agents, ∆t = 0.01
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