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Abstract
In this paper, we study the regularities of solutions to semilinear stochastic partial differential equations
in general settings, and prove that the solution can be smooth arbitrarily when the data is sufficiently regu-
lar. As applications, we also study several classes of semilinear stochastic partial differential equations on
abstract Wiener space, complete Riemannian manifold as well as bounded domain in Euclidean space.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Stochastic partial differential equation; Regularity; Nonlinear interpolation
1. Introduction
Let O be a bounded smooth domain in d-dimensional Euclidean space Rd . Let us start with
the following SPDE with Dirichlet boundary conditions:
⎧⎪⎨
⎪⎩
du(t, x) = [u(t, x)+ f (x,u(t, x))]dt + g(x,u(t, x))dwt,
u(t, x) = 0, (t, x) ∈ R+ × ∂O,
u(0, x) = u0(x),
(1)
where  is the usual Laplace operator, u0 ∈ C∞0 (O) is smooth and has compact support in O,
and f,g ∈ C∞b (O × R) are smooth and have bounded derivatives of all orders with respect
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question is that: is there a unique Ft := σ {ws, s  t}-adapted solution u(t, ·) ∈ C∞(O) such that
u(t, ·)|∂O = 0 and
u(t, x) = u0(x)+
t∫
0
[
u(s, x) + f (x,u(s, x))]ds +
t∫
0
g
(
x,u(s, x)
)
dws (2)
for all t  0 and x ∈O a.s.?
If there are no further compatibility restrictions on the coefficients f and g, this question is
in general negative. In fact, let us consider a special case: d = 1, O = (0,1) and f = 0, g = 1.
If there exists a smooth Ft -adapted solution u(t, ·) ∈ C∞([0,1]) with u(t,0) = u(t,1) = 0, then
we will have from (2) that
0 = u(t,0) =
t∫
0
u(s,0)ds +wt .
But this is impossible because Brownian motion has unbounded variation on any finite interval.
This example is from [9, Proposition 3.3] (see also [14]), and not surprising. Indeed, even in
the deterministic case, some compatibility conditions are also needed if we want to get higher
regularities (cf. [8, p. 365]). Nevertheless, we may still ask the above question if the coefficients
satisfy that for some domain O′ ⊂O′ ⊂O
f (x, z) = g(x, z) = 0 for all x /∈O′ and z ∈ R. (3)
We remark that this assumption excludes the case of g = 1, and forces Eq. (1) to satisfy the
necessary compatibility conditions.
When g = 0, the classical regularity theory in PDEs has already given a satisfactory solution,
which is mainly based on a joint consideration about the regularities of time and space variables
(cf. [18]). However, in the stochastic case, it is not expected to have any differentiability in
time variable. Thus, the classical theory in PDEs seems to be not applicable. Our main aim in
the present paper is to solve this problem by using the semigroup method and some non-linear
interpolation techniques. It should be noticed that when we use semigroup method to deal with
SPDEs, the regularity of solution will be decreasing (cf. [5, Sections 5, 8]).
Let us now recall some well-known results in this aspect. When f (x, z) and g(x, z) are linear
functions of z, there have already existed a large number of references. For example, under the
framework of evolutional triples, Krylov, Rozovskii [15] proved the existence and uniqueness
of weak solutions for a large class of quasi-linear SPDEs, and then they can only proved the
smoothness of solutions to linear SPDEs in the whole space (see also [7,20] for more details).
As far as bounded domains O are concerned, the smoothness of u in x was obtained under
some compatibility conditions in [5,9]. It appears that these compatibility conditions are even
necessary (see [9, Proposition 3.3]) to ensure that the solutions lie in the Banach spaces defined
in [5,9]. Later, Krylov in [14] developed a W 2n -theory of the Dirichlet problem for linear SPDEs
in general smooth domains. Instead of the compatibility conditions in [9], with the help of certain
weights, which is mainly used to control the blow-up of derivatives near the boundary, Krylov
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works are concentrated on the linear SPDEs.
To my knowledge, there seems to be less papers to study the regularities of nonlinear SPDEs.
Let us first explain the difficulty. Let Wpn (O) be the usual Sobolev space, and f ∈ C∞b (R) a
smooth function with bounded derivatives of all orders. It is easy to see that
∥∥f (u) − f (v)∥∥
Lp(O)  sup
x∈R
∣∣f ′(x)∣∣ · ‖u− v‖Lp(O), u, v ∈ Lp(O). (4)
This Lipschitz continuity is enough to guarantee the existence and uniqueness of weak solutions
to Eq. (2) in Lp(O) (see [5,26]). However, for n  1, it does not hold in general that for some
C > 0
∥∥f (u) − f (v)∥∥
W
p
n (O)  C · ‖u− v‖Wpn (O), u, v ∈ W
p
n (O).
Even worse thing is that u → f (u) is not of linear growth in Wpn (O) for n 2.
On the other hand, if we want to get better regularities for SPDEs, we usually need to work on
the higher order Sobolev spaces. A simple calculation shows that for any n ∈ N and some Cn > 0
∥∥f (u)∥∥
W
p
n (O)  Cn
(‖u‖n
W
np
n (O) + 1
)
, u ∈ Wpn (O). (5)
It is emphasized that both sides of (5) are in Sobolev spaces with different integrability in-
dexes. This naturally requires an Lp-theory of SPDEs, which has been developed in [5,6,12,
13,17,26] etc. Basing on (4) and (5), we can use the bootstrap method in the theory of PDE
together with a nonlinear interpolation theorem due to Tatar [23] to improve the regularities of
solutions for a class of semilinear SPDEs.
This paper is organized as follows. In Section 2, we state our main result in the general settings
used in [26]. We remark that Brzez´niak in [5,6] developed a more abstract theory in M-type
2-Banach spaces for SPDEs. But, we prefer to working in the framework of [26] rather than of
[6] since the integrability indexes are changed (see above (5)) and will be used to compensate
the differentiability indexes in some sense. In Section 3, we will prove the regularity result in
Section 2. In Section 4, we apply our result to the SPDEs on abstract Wiener spaces, where
Meyer’s inequality in the Malliavin calculus will play a key role. In Section 5, we consider the
SPDEs on complete Riemannian manifolds, and obtain the existence and uniqueness of classical
solutions for a class of semilinear SPDEs. Since it is necessary to work in the finite measure
space, we have to consider the distorted Laplace–Beltrami operator. In particular, we can use
this regularity result to the SPDEs in Rd driven by the finite-dimensional Ornstein–Uhlenbeck
operator. Lastly, in Section 6 the semilinear SPDEs on bounded domain in Rd are considered.
Under (3), we will give an affirmative answer to the beginning question about Eq. (1).
2. Statement of main result
Let (E,B,μ) be a finite and separable measure space. For any 1  p  +∞, we denote by
Lp(E,μ) the corresponding real Lp-space equipped with the usual norm ‖ ‖p . Let {Tt }t0
be a family of symmetric strongly continuous semigroup on L2(E,μ) with T0 = 1 the identity
operator. Suppose also throughout this paper that:
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(II) Each Tt is self-adjoint on L2(E,μ), t > 0.
Under (I) and (II), {Tt }t0 forms an analytic semigroup on Lp(E,μ) for each p ∈ (1,∞) (cf.
Stein [21, Theorem 1, p. 67]). Let (L,Dp(L)) be the generator of {Tt }t0 in Lp(E,μ), where
Dp(L) :=
{
f ∈ Lp(E,μ): Lf := lim
t→0
Tt f − f
t
exists in Lp(E,μ)
}
.
Obviously, for p′ > p > 1
Dp′(L) ⊂Dp(L),
and (L,D2(L)) is a negative self-adjoint operator on L2(E,μ).
By [19, Section 2.6], for n ∈ R+ the fractional power (1 − L)n of 1 − L is defined as the
inverse of the bounded linear operator:
(1 − L)−n := c−1n
∞∫
0
tn−1e−tTt dt,
where cn ≡
∫∞
0 t
n−1e−t dt is the Gamma constant.
For p > 1 and n > 0, the Sobolev type spaces are defined by
H
p
n := (1 − L)−n/2
(
Lp(E,μ)
)
with the norm:
‖f ‖Hpn :=
∥∥(1 − L)n/2f ∥∥
p
.
They are separable Banach spaces. Clearly, Hp0 = Lp(E,μ), Hp2 =Dp(L) and
H
p′
n′ ⊂ Hpn if n′  n 0, p′  p > 1.
Remark 2.1. Since
⋂
n>0 H
p
n and L∞(E,μ) are dense in Lp(E,μ) for any p > 1, the space
D :=⋂p>1⋂n>0 Hpn is also dense in Hpn for any p > 1 and n ∈ R+, which may serve as our
test functions space.
For n < 0, one defines Hpn as the dual space of Hp
∗
−n, where 1p + 1p∗ = 1. In the sequel, (p,p∗)
will always be used to denote a couple of conjugated indexes. It is not hard to see that for any
f ∈ Hpn , there exists a unique element h ∈ Lp(E,μ) such that
(f, g)〈Hpn ,Hp
∗
−n 〉 =
(
h, (1 − L)−n/2g)〈Lp,Lp∗ 〉, ∀g ∈ Hp∗−n.
In this sense, Hpn may also be regarded as (1 − L)−n/2(Lp(E,μ)) for n < 0. The dual relations
for different p and n will be denoted by unified (·,·) without confusions. We remark that for any
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g ∈D (
f, (1 − L)ng)= ((1 − L)nf, g).
Let l2 be the usual Hilbert space of real number sequences. We may similarly define the
l2-valued Sobolev type spaces Hpn (l2). More precisely, for g ∈ Hpn (l2)
‖g‖Hpn (l2) :=
∥∥∥∥∥
( ∞∑
k=1
∣∣(1 − L)n/2gk∣∣2
)1/2∥∥∥∥∥
p
.
Let (Ω,F , (Ft )t0,P ) be a complete filtration probability space. Let P be the predictable
σ -field associated to (Ft )t0. A family of independent one-dimensional Ft -adapted Brownian
motions {wkt ; t  0, k = 1,2, . . .} on (Ω,F ,P ) are given.
Throughout this paper, we shall fix T > 0 and restrict our discussions in finite time interval
[0, T ]. We denote for p  2 and n ∈ R
H
p
n (T ) := Lp
(
Ω × [0, T ],P,dP × dt;Hpn
)
,
H
p
n
(
T ; l2) := Lp(Ω × [0, T ],P,dP × dt;Hpn (l2)),
F
p
n (T ) := Hpn (T )×Hpn+1
(
T ; l2).
For (f, g) ∈ Fpn (T ), set ∥∥(f, g)∥∥
F
p
n (T )
:= ‖f ‖
H
p
n (T )
+ ‖g‖
H
p
n+1(T ;l2).
In the present paper, we consider the following type stochastic partial differential equation
(SPDE):
{
du(t, x) = [Lu(t, x)+ f (t, x, u(t))]dt +∑k gk(t, x, u(t))dwkt ,
u(0, x) = u0(x),
(6)
where f :Ω × [0, T ] × E × Hpn → R and g :Ω × [0, T ] × E × Hpn → l2 for some p  2 and
n ∈ R+ are measurable functions.
Let us first give two definitions of solutions to Eq. (6).
Definition 2.2 (Mild solution). u ∈ Hpn (T ) is called a mild solution to Eq. (6) if for all t ∈ [0, T ]
it holds that in the sense of P × μ-a.s.
u(t, x) = Tt u0(x) +
t∫
0
Tt−sf
(
s, ·, u(s))(x)ds
+
∑
k
t∫
0
Tt−sgk
(
s, ·, u(s))(x)dwks . (7)
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one (cf. [26]).
Definition 2.3 (Weak solution). u ∈ Hpn (T ) is called a weak solution to Eq. (6) if for all φ ∈ D
and t ∈ [0, T ] it holds that in the sense of P -a.s.
(
u(t),φ
)= (u0, φ)+
t∫
0
(
u(s),Lφ
)+ (f (s, ·, u(s)), φ)ds
+
∑
k
t∫
0
(
gk
(
s, ·, u(s)), φ)dwks . (8)
Remark 2.4. If n 2, then by the monotonic class theorem we have for each t > 0
u(t, x) = u0(x) +
t∫
0
[
Lu(s, x) + f (s, x,u(s))]ds
+
∑
k
t∫
0
gk
(
s, x,u(s)
)
dwks , P ×μ-a.s.
We call it a strong solution.
We can now state the following regularity result.
Theorem 2.5. Fix n ∈ {0} ∪N, m ∈ N, k1, . . . , km ∈ N and p > 2. Set
p0 :=
m∏
i=1
ki · p and pj := p0/
j∏
i=1
ki, j = 1,2, . . . ,m.
Assume that:
(C1) u0 ∈ Lp0(Ω,F0;Hp0n+1+m) and (f (·, ·, ·,0), g(·, ·, ·,0)) ∈ Fp0n (T ).
(C2) For each u ∈ Hp0n+m and (ω, t) ∈ Ω × [0, T ], f (ω, t, ·, u) ∈ Hp0n+m−1 and g(ω, t, ·, u) ∈
H
p0
n+m(l2). Moreover, the processes t → f (ω, t, ·, u) and t → g(ω, t, ·, u) as taking values
in Banach spaces Hp0n+m−1 and H
p0
n+m(l2) are P-measurable, respectively.
(C3) For any ε ∈ (0,1), there exists a positive constant Cε such that for all u,v ∈ Hp0n and
(ω, t) ∈ Ω × [0, T ],
∥∥f (ω, t, ·, u) − f (ω, t, ·, v)∥∥
H
p0
n−1−ε
Cε · ‖u− v‖Hp0n ,∥∥g(ω, t, ·, u) − g(ω, t, ·, v)∥∥
H
p0
n−ε
(
l2
) Cε · ‖u− v‖Hp0n .
(C4) For every j = 1,2, . . . ,m and ε ∈ (0,1), there exist positive constant Cj,ε and hfj , hgj ∈
Lpj (Ω × [0, T ]) such that for all u ∈ Hpj−1 and (ω, t) ∈ Ω × [0, T ]n+j+ε
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H
pj
n+j−1−ε
 Cj,ε · ‖u‖kj
H
pj−1
n+j+ε
+ hfj (ω, t),
∥∥g(ω, t, ·, u)∥∥
H
pj
n+j−ε(l2)
 Cj,ε · ‖u‖kj
H
pj−1
n+j+ε
+ hgj (ω, t).
Then there is a unique solution u ∈ Hpn+m+1−δ(T ) to Eq. (6) in the sense of Definition 2.2
provided 0 < δ < 1. Moreover, if pδ > 2, then for 1/p < α < δ/2,
E
(
sup
0r<tT
‖u(t, ·)− u(r, ·)‖p
H
p
n+m+1−δ
(t − r)αp−1
)
< +∞. (9)
3. Proof of main result
Let us first recall a nonlinear interpolation result due to Tartar [23], which is crucial for im-
proving the regularity of the solution to SPDE.
In the following, if A is a Banach space we let L∗q(A) denote the space of all A-valued,
strongly measurable function f on R+ such that the norm
∥∥f (t)∥∥
L∗q (A)
:=
( ∞∫
0
∥∥f (t)∥∥q
A
dt
t
)1/q
< +∞.
Let {A,B} be a compatible couple of Banach spaces in the sense of [4]. For θ ∈ (0,1) and q  1,
let (A,B)θ,q denote the real interpolation spaces with the norm
‖a‖(A,B)θ,q :=
∥∥t−θK(t, a)∥∥
L∗q (R)
,
where K(t, a) := infa=a0+a1(‖a0‖A + t‖a1‖B).
We use the following convention: the letter C with or without subscripts will denote an unim-
portant positive constant whose value may change from one line to another one.
As it is important for us to know the dependence of constants in estimates, the proof of the
following Tatar’s theorem [23] is provided here.
Theorem 3.1. Let {A0,A1} and {B1,B2} be two compatible couples of Banach spaces. Assume
that A1 ↪→ A0. Let S be a nonlinear mapping, which maps A0 to B0 and A1 to B1, and suppose
that there are positive constants c0, c1, c2 > 0 and α0, α1 > 0 such that
‖Sa − Sb‖B0  c0‖a − b‖α0A0, a, b ∈ A0, (10)
‖Sa‖B1  c1‖a‖α1A1 + c2, a ∈ A1. (11)
Then for θ ∈ (0,1) and q  1, there exists a constant c3 = c3(c0, c1, α0, α1, θ, q) > 0 such that
for all a ∈ (A0,A1)η,r
‖Sa‖(B0,B1)θ,q  c3
(‖a‖α0∨α1(A0,A1)η,r + 1 + c2),
where η = θα1/α, r = αq ∨ 1 and α = (1 − θ)α0 + θα1.
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composition
a = a0(t)+ a1(t) with a0(t) ∈ A0, a1(t) ∈ A1
such that ∥∥a0(t)∥∥A0 + t∥∥a1(t)∥∥A1  2K(t, a).
Set
λ := 1 − θ
α1(1 − η) =
θ
α0η
,
and let Sa = b0(t)+ b1(t), where
b1(t) :=
{
Sa1(tλ), t ∈ (0,1),
0, t  1.
Then we have by (11)
∥∥b1(t)∥∥B1  c1∥∥a1(tλ)∥∥α1A1 + c2, t ∈ (0,1).
Therefore,
∥∥t1−θ b1(t)∥∥r/α1L∗r/α1 (B1) =
∞∫
0
∥∥t1−θ b1(t)∥∥r/α1B1 dtt

1∫
0
t (1−θ)r/α1
(
c1
∥∥a1(tλ)∥∥α1A1 + c2)r/α1 dtt
 C
(
c
r/α1
1
1∫
0
t (1−θ)r/α1
∥∥a1(tλ)∥∥rA1 dtt + cr/α12
1∫
0
t (1−θ)r/α1 dt
t
)
= C
(
c
r/α1
1
λ
1∫
0
t (1−η)r
∥∥a1(t)∥∥rA1 dtt + c
r/α1
2 · α1
(1 − θ)r
)
 C
( ∞∫
0
t−ηrK(t, a)r dt
t
+ cr/α12
)
 C
(‖a‖r(A0,A1)η,r + cr/α12 ),
where in the second equality we have used the substitution of tλ → t , and hereafter, the constant
C is independent of c2.
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∥∥Sa − Sa1(t)∥∥B0  c0∥∥a − a1(t)∥∥α0A0  c0∥∥a0(t)∥∥α0A0
and by A1 ⊂ A0
‖Sa‖B0  c0‖a‖α0A0 + ‖S0‖B0  c0‖a‖
α0
(A0,A1)η,r
+ ‖S0‖B0,
we have
∥∥t−θ b0(t)∥∥r/α0L∗r/α0 (B0)
=
∞∫
0
∥∥t−θ b0(t)∥∥r/α0B0 dtt

1∫
0
t−θr/α0
∥∥Sa − Sa1(tλ)∥∥r/α0B0 dtt + ‖Sa‖r/α0B0
∞∫
1
t−θr/α0 dt
t
 C
1∫
0
t−ηr
∥∥a0(t)∥∥rA0 dtt +
‖Sa‖r/α0B0 · α0
θr
 C
+∞∫
0
t−ηrK(t, a)r dt
t
+ (c0‖a‖α0(A0,A1)η,r + ‖S0‖B0)r/α0 · α0θr
 C
(‖a‖r(A0,A1)η,r + 1).
Hence, by [4, Theorem 3.12.1] and Young’s inequality
‖Sa‖(B0,B1)θ,q C
(∥∥t1−θb1(t)∥∥L∗r/α1 (B1) +
∥∥t−θb0(t)∥∥L∗r/α0 (B0)
)
C
((‖a‖r(A0,A1)η,r + cr/α12 )α1/r + (‖a‖r(A0,A1)η,r + 1)α0/r)
C
(‖a‖α1
(A0,A1)η,r
+ c2 + ‖a‖α0(A0,A1)η,r + 1
)
C
(‖a‖α0∨α1(A0,A1)η,r + c2 + 1).
The proof is thus complete. 
The following corollary is more useful for our aim.
Corollary 3.2. Let n, k ∈ R, m ∈ R+ and p,q ∈ (1,+∞). Let S be a nonlinear mapping,
which maps Hqn+k to H
p
n and Hqn+m+k to H
p
n+m, and suppose that there are positive constants
c0, c1, c2 > 0 and α0, α1 > 0 such that
X. Zhang / Journal of Functional Analysis 249 (2007) 454–476 463‖Su− Sv‖Hpn  c0‖u− v‖
α0
H
q
n+k
, u, v ∈ Hqn+k, (12)
‖Su‖Hpn+m  c1‖u‖
α1
H
q
n+m+k
+ c2, u ∈ Hqn+m+k. (13)
Then for any 0 < β0 < 1 and β0α1(1−β0)α0+β0α1 < β1 < 1, there is a positive constant c3 =
c3(β0, β1, c0, c1, α0, α1) such that for all u ∈ Hqn+k+mβ1
‖Su‖Hpn+mβ0  c3
(‖u‖α0∨α1
H
q
n+k+mβ1
+ 1 + c2
)
. (14)
In particular, if α1  α0 = 1, for any 0 < δ < 1/(α1 + 1) there exists a constant c4 > 0
independent of c2 such that for all u ∈ Hqn+k+m−δ
‖Su‖Hp
n+m−(α1+1)·δ
 c4
(‖u‖α1
H
q
n+k+m−δ
+ 1 + c2
)
. (15)
Proof. By Theorem 3.1, it suffices to prove that for any p,q ∈ (1,∞) and 0 < β0 < θ < β1 < 1
H
p
n+mβ1 ⊂
(
H
p
n ,H
p
n+m
)
θ,q
⊂ Hpn+mβ0 .
For any l ∈ R, since (1 − L)n/2 is an isomorphic mapping from Hpl to Hpl−n, we may assume
that n = 0. Let [m] be the integer part of positive real number m. By [24, Theorem 1.15.2(d), (f),
p. 101 and Theorem 1.3.3(e), p. 25], we have
H
p
mβ1
⊂ (Hp0 ,Hp[m]+1)mβ1/([m]+1),∞
⊂ (Hp0 ,Hp[m]+1)mθ/([m]+1),q = (Hp0 ,Hpm)θ,q
⊂ (Hp0 ,Hp[m]+1)mβ0/([m]+1),1 ⊂ Hpmβ0 .
The first inequality (14) now follows.
For (15), if we take
β1 = 1 − δ
m
, β0 = 1 − (α1 + 1) · δ
m
,
then by α1  α0 = 1
β0α1
(1 − β0)α0 + β0α1 < β1 < 1.
The second inequality (15) is direct from (14). 
Let us now recall the following result about the existence and uniqueness of mild solution to
Eq. (6), which is taken from [26] (see also [6]).
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(B1n,δ) u0 ∈ Lp(Ω,F0;Hpn+δ−2/p), (f (·, ·, ·,0), g(·, ·, ·,0)) ∈ Fpn−2+δ(T ).
(B2n,δ) For each u ∈ Hpn and (ω, t) ∈ Ω × [0, T ], f (ω, t, ·, u) ∈ Hpn−2+δ and g(ω, t, ·, u) ∈
H
p
n−1+δ(l2). Moreover, the processes t → f (ω, t, ·, u) and t → g(ω, t, ·, u) as taking
values in Banach spaces Hpn−2+δ and H
p
n−1+δ(l2) are P-measurable, respectively.
(B3n,δ) There exist positive constants Cf ,Cg such that for all u,v ∈ Hpn and every (ω, t) ∈
Ω × [0, T ]
∥∥f (ω, t, ·, u) − f (ω, t, ·, v)∥∥
H
p
n−2+δ
Cf ‖u− v‖Hpn ,∥∥g(ω, t, ·, u) − g(ω, t, ·, v)∥∥
H
p
n−1+δ
(
l2
) Cg‖u− v‖Hpn .
Then there exists a unique mild solution to Eq. (6) in the sense of Definition 2.2, and
‖u‖p
H
p
n (T )
 C
(
E‖u0‖p
H
p
n+δ−2/p
+ ∥∥(f, g)(·, ·, ·,0)∥∥p
F
p
n−2+δ(T )
)
. (16)
Moreover, if pδ > 2, then for 1/p < α < δ/2,
E
(
sup
0r<tT
‖u(t, ·)− u(r, ·)‖p
H
p
n
(t − r)αp−1
)
 C
(
E‖u0‖p
H
p
n+δ−2/p
+ ∥∥(f, g)(·, ·, ·,0)∥∥p
F
p
n−2+δ(T )
)
. (17)
We can now give the proof of our main result.
Proof of Theorem 2.5. First of all, it is clear that for any 0 < δ < 1, (B1n+1−δ,δ), (B2n+1−δ,δ)
and (B3n+1−δ,δ) hold. By Theorem 3.3 there exists a unique solution u ∈ Hpn+1−δ(T ) to Eq. (6)
satisfying
‖u‖p0
H
p0
n+1−δ(T )
 C
(
E‖u0‖p0
H
p0
n+1
+ ∥∥(f, g)(·, ·, ·,0)∥∥p0
F
p0
n−1(T )
)
.
Suppose now that for some j ∈ {1, . . . ,m} and any 0 < δ < 1, we have already proved that
u(·) ∈ Hpj−1n+j−δ(T ).
For any 0 < δ < 1/(kj + 2), we have by (C3), (C4) and Corollary 3.2
∥∥f (ω, t, ·, u)∥∥
H
pj
n+j−1−ε−(kj+1)δ
 Cj,ε,δ
(‖u‖kj
H
pj−1
n+j−δ
+ 1 + hfj (ω, t)
)
,
∥∥g(ω, t, ·, u)∥∥
H
pj
n+j−ε−(kj+1)δ
 Cj,ε,δ
(‖u‖kj
H
pj−1
n+j−δ
+ 1 + hgj (ω, t)
)
.
Noticing that kj · pj = pj−1, we get for ε = δ/2
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H
pj
n+j−1−(kj+3/2)δ
Cj,δ
(‖u‖pj−1
H
pj−1
n+j−δ
+ 1 + ∣∣hfj (ω, t)∣∣pj ),
∥∥g(ω, t, ·, u)∥∥pj
H
pj
n+j−(kj+3/2)δ
 Cj,δ
(‖u‖pj−1
H
pj−1
n+j−δ
+ 1 + ∣∣hgj (ω, t)∣∣pj ).
Hence,
∥∥(f, g)(·, ·, ·, u(·))∥∥pj
F
pj
n+j−1−(kj+3/2)δ(T )
 Cj,δ
(∥∥u(·)∥∥pj−1
H
pj−1
n+j−δ(T )
+ 1).
We now consider the following linear equation:
⎧⎨
⎩
dv(t, x) = [Lv(t, x)+ f (t, x, u(t))]dt +∑
k
gk
(
t, x, u(t)
)
dwkt ,
v(0, x) = u0(x).
(18)
By Theorem 3.3 again there exists a unique solution
v = u ∈ Hpj
n+j+1−(kj+2)δ(T )
to above equation, where 0 < δ < 1/(kj + 2). By induction method, we obtain that for any
0 < δ < 1
u ∈ Hpn+m+1−δ(T ).
Finally, the estimate (9) follows from (18) and (17).
4. Application to SPDEs on abstract Wiener space
Let (X,H,μ) be an abstract Wiener space. Namely, H is a real and separable Hilbert space,
and it is continuously and densely embedded into Banach space X. Therefore, by transposition,
the dual space X∗ of X could be injected in H and we have the triplet X∗ ↪→ H ↪→ X. The
measure μ is the Gaussian measure on B(X).
Let (G, 〈·,·〉G) be a separable Hilbert space. The norm is denoted by ‖ · ‖G. We denote by
C(G) the set of smooth cylindrical functions. The Ornstein–Uhlenbeck semigroup is defined by
Mehler’s formula for every f ∈ C(G)
(Ttf )(x) :=
∫
X
f
(
xe−t + y
√
1 − e−2t )μ(dy).
For any p > 1, Tt can be extended to a strongly continuous C0-semigroup of contraction on
Lp(X;G). The generator L of semigroup Tt is a positive self-adjoint operator on L2(X;G). For
any p > 1 and n > 0, Sobolev space Wpn (G) is defined by (1−L)−n/2(Lp(X;G)) and equipped
with the norm ‖f ‖Wpn (G) := ‖(1 −L)n/2f ‖Lp(X;G). For f ∈ C(G) with the form
f (x) =
∑
Fi
(〈x,hi1〉, . . . , 〈x,hiki 〉)gi, Fi ∈ C∞0 (Rki ), hij ∈ H, gi ∈ G,i
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Df (x) :=
∑
i,j
∂jFi
(〈x,hi1〉, . . . , 〈x,hiki 〉)hij ⊗ gi ∈ H⊗G.
The higher derivatives can be defined similarly. The dual operator of D is denoted by D∗ called
divergence operator. Then, the Ornstein–Uhlenbeck operator L= −D∗D. For any n ∈ N, Mey-
er’s inequality states that there are two positive constants cn,Cn such that for any f ∈ C(G)
(cf. [16])
cn
n∑
m=0
∥∥Dmf ∥∥
Lp(X;H⊗mG)  ‖f ‖Wpn (G) Cn
n∑
m=0
∥∥Dmf ∥∥
Lp(X;H⊗mG).
Let Wpn (R) be simply written as Wpn , and W∞ := ⋂p>1,n>1 Wpn will be our test function
space. We consider the following SPDE:
⎧⎪⎪⎨
⎪⎪⎩
du(t, x) = [Lu(t, x)+ D∗(Y (t, ·, u(t, ·)))(x)+ f (t, x, u(t, x))]dt
+
∑
k
gk
(
t, x, u(t, x)
)
dwkt ,
u(0, x) = u0(x),
(19)
where Y :Ω×[0, T ]×X×R → H, f :Ω×[0, T ]×X×R → R and g :Ω×[0, T ]×X×R → l2
are measurable functions. We assume that:
(X1) For any p  2 and n ∈ N, u0 ∈ Lp(Ω,F0;Wpn ).
(X2) For each x ∈ X and z ∈ R, the processes t → Y(ω, t, x, z) ∈ H, t → f (ω, t, x, z) ∈ R and
t → g(ω, t, x, z) ∈ l2 are, respectively P-measurable.
(X3) There exists a positive constant C such that for all z1, z2 ∈ R, x ∈ X and (ω, t) ∈ Ω×[0, T ]
∣∣Y(ω, t, x, z1)− Y(ω, t, x, z2)∣∣H C|z1 − z2|,∣∣f (ω, t, x, z1)− f (ω, t, x, z2)∣∣C|z1 − z2|,∣∣g(ω, t, x, z1)− g(ω, t, x, z2)∣∣l2 C|z1 − z2|.
(X4) For every n,m ∈ {0} ∪N, there exist Cnm > 0, lnm ∈ N and hnm ∈⋂p Hp0 (T ) such that for
all z ∈ R, x ∈ X and (ω, t) ∈ Ω × [0, T ]
∥∥(Dnx∂mz Y )(ω, t, x, z)∥∥H⊗n+1 Cnm|z|lnm + hnm(ω, t, x),∥∥(Dnx∂mz f )(ω, t, x, z)∥∥H⊗n Cnm|z|lnm + hnm(ω, t, x),∥∥(Dnx∂mz g)(ω, t, x, z)∥∥H⊗n Cnm|z|lnm + hnm(ω, t, x),
where l00 = 1.
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Eq. (19) that satisfies for all t ∈ [0, T ]
u(t, x) = u0(x)+
t∫
0
[Lu(s, x) +D∗(Y (s, ·, u(s, ·)))(x)+ f (s, x,u(s, x))]ds
+
∑
k
t∫
0
gk
(
s, x,u(s, x)
)
dwks , P (dω)× μ(dx)-a.s.
Moreover, there exists a version u˜ of u such that for any p > 2 and n > 1, and for almost all ω,
the mapping t → u˜(ω, t, ·) ∈ Wpn is continuous.
Proof. By Meyer’s inequality, we know that (1 − L)−1/2D∗ is a bounded linear operator on
Lp(X;H). It is easy to check that (C1)–(C3) in Theorem 2.5 hold.
Now let us verify that (C4) in Theorem 2.5 hold for j = 1,2, . . . . By Meyer’s inequality again,
we have for any p > 1 and j ∈ N
∥∥D∗(Y(t, ·, u))∥∥
W
p
j−1
 C
∥∥Y(t, ·, u)∥∥
W
p
j (H)
.
For j = 1, we have by (X4)
∥∥Y(t, ·, u)∥∥
W
p
1 (H)
 C00
∥∥|u|l00∥∥
p
+ ∥∥h00(t, ·)∥∥p + C10∥∥|u|l10∥∥p + ∥∥h10(t, ·)∥∥p
+C01
∥∥|u|l01 · ‖Du‖H∥∥p + ∥∥h01(t, ·) · ‖Du‖H∥∥p
 C
(‖u‖k1
W
k1·p
1
+ 1)+ hY1 (ω, t),
where k1 = l00 ∨ l10 ∨ (2l01) and hY1 (t) := ‖h00(t, ·)‖p + 2‖h10(t, ·)‖p + ‖h01(t, ·)‖22p .
Noticing that
D2Y(t, ·, u) = (D2xY )(t, ·, u) + 2(∂zDxY )(t, ·, u) ⊗ Du
+ (∂2z Y )(t, ·, u) ⊗Du ⊗Du + (∂zY )(t, ·, u) ⊗ D2u
we have for j = 2
∥∥D2Y(t, ·, u)∥∥
W
p
0 (H
⊗3) C20
∥∥|u|l20∥∥
p
+ ∥∥h20(t, ·)∥∥p
+ 2(C11∥∥|u|l11‖Du‖H∥∥p + ∥∥h11(t, ·) · ‖Du‖H∥∥p)
+C02
∥∥|u|l02‖Du‖2
H
∥∥
p
+ ∥∥h02(t, ·) · ‖Du‖2H∥∥p
+C01
∥∥|u|l01∥∥D2u∥∥
H⊗H
∥∥
p
+ ∥∥h01(t, ·) · ∥∥D2u∥∥H⊗H∥∥p.
Hence,
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W
p
2 (H)

∥∥Y(t, ·, u)∥∥
W
p
1 (H)
+ ∥∥D2Y(t, ·, u)∥∥
W
p
0 (H
⊗3)
C
(‖u‖k2
W
k2·p
2
+ 1)+ hY2 (ω, t),
where k2 = k1 ∨ l20 ∨ (2l11)∨ 4.
For higher derivatives, similar calculations yield that for some kj ∈ N and any p > 1
∥∥Y(t, ·, u)∥∥
W
p
j (H)
 C
(‖u‖kj
W
kj ·p
j
+ 1)+ hYj (t,ω).
It is the same reason that
∥∥f (t, ·, u)∥∥
W
p
j (H)
 C
(‖u‖kj
W
kj ·p
j
+ 1)+ hfj (ω, t),
∥∥g(t, ·, u)∥∥
W
p
j (H)
 C
(‖u‖kj
W
kj ·p
j
+ 1)+ hgj (ω, t).
The result now follows from Theorem 2.5. 
In particular, we may apply Theorem 4.1 to the following equation:
⎧⎨
⎩
du(t, x) = [Lu(t, x)+ f (u(t, x))]dt +∑
k
gk
(
u(t, x)
)
dwkt ,
u(0, x) = u0(x) ∈ W∞,
where f ∈ C∞b (R) and g ∈ C∞b (l2).
5. Application to SPDEs on complete Riemannian manifold
Let (M,g) be a complete Riemannian manifold with dimension d and Riemannian metric g.
The Riemannian volume is denoted by dx. Let ∇ denote the gradient or covariant derivatives
without confusions,  the Laplace–Beltrami operator, T (M) the tangent bundle. The curvature
tensor of (M,g) is denoted by R, and the Ricci curvature is denote by Ricg.
Given ρ(x) ∈ C∞(M), let μ(dx) := e−ρ(x) dx. Assume that
μ(M) :=
∫
M
e−ρ(x) dx < +∞.
Let Lp(M,μ) be the usual real Lp-space on M with respect to μ, and the norm is denoted by
‖ · ‖p . Let D := C∞0 (M) be the smooth functions on M with compact support. We consider the
following distorted Laplace–Beltrami operator:
Lu := u − g(∇ρ,∇u), u ∈D.
It is well known that (L,D) is an essentially self-adjoint operator on L2(M,μ) (cf. [25]), whose
closure is denoted by (L,D(L)). Let {Tt }t0 be the symmetric heat semigroup on L2(M,μ)
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tion semigroup on Lp(M,μ) for 1  p < +∞, which is also contracted on L∞(M,μ) (cf.
[22,25]). Therefore, for each 1 < p < +∞, {Tt }t0 forms an analytic semigroup on Banach
space Lp(M,μ). The Sobolev spaces are defined by Hpn := (1 − L)−n/2(Lp(M,μ)).
In this section, we make the following geometric assumptions:
(Mn) The tensors ∇2ρ + Ricg and R together with their covariant derivatives up to nth order
are bounded. The trace(R⊗ ∇ρ) together with its covariant derivatives up to (n − 1)th
order are bounded.
Under (Mn), an equivalent norm of Hpn is given by covariant derivatives up to nth order, i.e.,
there are two positive constants c1 and c2 such that for any f ∈ C∞0 (M)
c1
n∑
j=0
∥∥∇j f ∥∥
p

∥∥(1 − L)n/2f ∥∥
p
 c2
n∑
j=0
∥∥∇j f ∥∥
p
. (20)
In the case of n = 1, this equivalence was first proved by Bakry in [3] under the assumption of
∇2ρ + Ricg bounded from below. The higher order derivative cases were proved by Yoshida in
[25]. This equivalence will be crucial in the following discussions.
We consider the following SPDE:
⎧⎪⎪⎨
⎪⎪⎩
du(t, x) = [Lu(t, x)+ ∇Y(t,x)f0(t, x, u(t, x))+ f1(t, x, u(t, x))]dt
+
∑
k
gk
(
t, x, u(t, x)
)
dwkt ,
u(0, x) = u0(x),
(21)
where
Y :Ω × [0, T ] ×M → T (M), f0, f1 :Ω × [0, T ] ×M ×R → R,
g :Ω × [0, T ] × M ×R → l2
are measurable functions.
We assume that:
(M1) For any p > 1 and n ∈ N, u0 ∈ Lp(Ω,F0;Hpn ).
(M2) For every x ∈ M , z ∈ R and Z ∈ T (M), the processes
(ω, t) → f0(ω, t, x, z), f1(ω, t, x, z),g
(
Y(ω, t, ·),Z)(x) ∈ R,
(ω, t) → g(ω, t, x, z) ∈ l2
are P-measurable.
(M3) There exists a positive constant C such that for all (ω, t) ∈ Ω × [0, T ], x ∈ M and z ∈ R
∣∣Y(ω, t, x)∣∣
g
+ ∣∣divY(ω, t, ·)∣∣
g
 C,∣∣∂zf0(ω, t, x, z)∣∣+ ∣∣∂zf1(ω, t, x, z)∣∣+ ∣∣∂zg(ω, t, x, z)∣∣ C.
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⋂
p H
p
0 (T ) such that
for all z ∈ R, x ∈ M and (ω, t) ∈ Ω × [0, T ]
∣∣(∇nx ∂mz f0)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),∣∣(∇nx ∂mz f1)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),∣∣(∇nx ∂mz g)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),∣∣∇nx Y (ω, t, x)∣∣ h′n(ω, t, x),
where l00 = 1.
As in Theorem 4.1, we may prove the following result.
Theorem 5.1. Assume that (Mn) holds for any n ∈ N and (M1)–(M4) hold. Then, there exists a
unique solution u(t) ∈⋂p>1,n∈N Hpn ⊂ C∞(M) to Eq. (21) that satisfies P -a.s.
u(t, x) = u0(x) +
t∫
0
[
Lu(s, x)+ ∇Y(s,x)f0
(
s, x,u(t, x)
)+ f (s, x,u(s, x))]ds
+
∑
k
t∫
0
gk
(
s, x,u(s, x)
)
dwks , ∀(t, x) ∈ [0, T ] × M.
Moreover, there exists a version u˜ such that for any j = 1,2, . . . , the mapping (t, x) → ∇j u˜(t, x)
is continuous a.s.
Remark 5.2. Here we have used the embedding of
⋂
p>1,n∈N H
p
n ⊂ C∞(M). This can be proved
by (20) and a suitable localization method as in [2,11].
In particular, this theorem can be used to the following special case: M = Rd and ρ(x) =
|x|2/2. In this case,
L =  −
d∑
i=1
xi∂xi
is the Ornstein–Uhlenbeck operator in Rd .
6. Application to SPDEs on bounded domain in Rd
Let O be a bounded smooth domain in d-dimensional Euclidean space Rd . We consider the
following second order parabolic type SPDE with Dirichlet boundary conditions:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
du(t, x) =
[
d∑
i,j=1
∂xi
(
aij (x)∂xj u(t, x)
)+ d∑
i=1
∂xi f
i
0
(
t, x, u(t, x)
)
+ f1
(
t, x, u(t, x)
)]
dt +
∑
k
gk
(
t, x, u(t, x)
)
dwkt ,
u(t, ·) = 0, (t, x) ∈ [0, T ] × ∂O,
u(0, x) = u0(x),
(22)
where {aij (x), i, j = 1, . . . , d} are real symmetric C∞ matrix-valued functions onO, and satisfy
for some c0 > 0
d∑
i,j=1
aij (x)ξiξj  c0|ξ |2, ∀ξ ∈ Rd and x ∈O;
the other coefficients are respectively measurable with respect to their variables:
f0 :Ω × [0, T ] ×O×R → Rd, f1 :Ω × [0, T ] ×O → R
g :Ω × [0, T ] ×O → l2.
Before introducing the conditions on f0, f1 and g, we first recall the definitions of some
Sobolev spaces. For p > 1 and k ∈ N, let Wpk (O) and W 0,pk (O) be the usual Sobolev spaces
on O, which are the respective completions of smooth functions spaces C∞(O) and C∞0 (O)
(with compact supports) with respect to the norm:
‖f ‖p,k :=
k∑
j=0
∥∥∇j f (x)∥∥
p
,
where ∇ is the gradient operator, and ‖ · ‖p is the Lp-norm in Lp(O).
For p > 1, let us define a linear operator from Lp(O) to Lp(O) by
Au(x) :=
d∑
i,j=1
∂xi
(
aij (x)∂xj u(x)
)
,
where u ∈Dp(A) and
Dp(A) :=
{
u ∈ Wp2 (O): u|∂O = 0
}= Wp2 (O) ∩W 0,p1 (O).
It is by now a classical result that (A,Dp(A)) is a sectional operator on Lp(O) (cf. [10,19]),
which generates an analytic semigroup in Lp(O) denoted by Tt .
As before, we define the following spaces:
H
p
n := (1 − A)−n/2
(
Lp(O))
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‖u‖Hpn :=
∥∥(1 − A)n/2u∥∥
p
.
The following lemma plays a key role in the proof of Theorem 6.2 below.
Lemma 6.1.
(i) For any p > 1, k ∈ N and 0 < ε < 1, there exists a positive constant cp,k,ε such that for all
u ∈ Hpk+ε
‖u‖p,k  cp,k,ε‖u‖Hpk+ε . (23)
(ii) For any p > 1, 1/2 < α < 1 and i = 1, . . . , d , there exists a positive constant cp,i,α such
that for all u ∈ Lp(O)
∥∥(1 − A)−α∂xi u∥∥p  cp,i,α‖u‖p. (24)
(iii) For any p > 1, k ∈ N and 0 < ε < 1, there exists a positive constant c′p,k,ε such that for all
u ∈ W 0,pk (O)
‖u‖Hpk−ε  c
′
p,k,ε‖u‖p,k. (25)
Proof. (i) For k = 1, by [10, Lemma 17.3], we have for p > 1 and ε ∈ (0,1)
‖u‖p,1  cp,1,ε‖u‖Hp1+ε . (26)
If k  2 is an even number, by the Lp-estimates of regular elliptic operator (cf. [24, p. 376(1)]),
we have for all u ∈ Hpk ⊂ Wpk (O)
‖u‖p,k  C
∥∥(1 − A)u∥∥
p,k−2 C
∥∥(1 − A)k/2u∥∥
p
= C‖u‖Hpk .
If k > 2 is an odd number, then for u ∈ Hpk+ε
‖u‖p,k  C
∥∥(1 − A)(k−1)/2u∥∥
p,1  cp,k,ε‖u‖Hpk+ε .
(ii) For u ∈ C∞0 (O), we have by (26)
∥∥(1 − A)−α∂xi u∥∥p = sup
v∈C∞0 (O),‖v‖p∗1
∣∣∣∣
∫
O
(1 − A)−α∂xi u · v dx
∣∣∣∣
= sup
v∈C∞0 (O),‖v‖p∗1
∣∣∣∣
∫
u · ∂xi (1 − A)−αv dx
∣∣∣∣O
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v∈C∞0 (O),‖v‖p∗1
∥∥∂xi (1 − A)−αv∥∥p∗
 C‖u‖p,
where p∗ = p/(p − 1). The estimate (24) now follows from the density of C∞0 (O) in Lp(O).
(iii) For p > 1 and k = 1, it is well known that for some C > 0 and any u ∈ W 0,p1 (O)
‖u‖Hp1−ε  C‖u‖p,1. (27)
If k  2 is an even number, then for u ∈ W 0,pk (O)
‖u‖Hpk−ε  ‖u‖Hpk =
∥∥(1 − A)k/2u∥∥
p
 C‖u‖p,k.
If k > 2 is an odd number, then by (27)
‖u‖Hpk−ε =
∥∥(1 − A)(k−1)/2u∥∥
H
p
1−ε
C
∥∥(1 − A)(k−1)/2u∥∥
p,1  C‖u‖p,k.
The proof is complete. 
In terms of the operator A, Eq. (22) can be rewritten in the following form:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
du(t, x) =
[
Au(t, x) +
d∑
i=1
∂xi f
i
0
(
t, x, u(t, x)
)+ f1(t, x, u(t, x))
]
dt
+
∑
k
gk
(
t, x, u(t, x)
)
dwkt ,
u(0, x) = u0(x).
(28)
We now impose the following conditions on the coefficients f0, f1 and g:
(R1) For any p  2 and n ∈ N, u0 ∈ Lp(Ω,F0;W 0,pn (O)).
(R2) For each x ∈ O and z ∈ R, the processes t → f0(ω, t, x, z) ∈ Rd , t → f1(ω, t, x, z) ∈ R
and t → g(ω, t, x, z) ∈ l2 are respectively P-measurable.
(R3) There exists a positive constant C such that for all (ω, t) ∈ Ω × [0, T ], x ∈O and z ∈ R∣∣∂zf0(ω, t, x, z)∣∣+ ∣∣∂zf1(ω, t, x, z)∣∣+ ∣∣∂zg(ω, t, x, z)∣∣ C.
(R4) For every n,m ∈ {0} ∪N, there exist Cnm > 0, lnm ∈ N and hnm ∈⋂p Hp0 (T ) such that for
all z ∈ R, x ∈O and (ω, t) ∈ Ω × [0, T ]
∣∣(∇nx ∂mz f0)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),∣∣(∇nx ∂mz f1)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),∣∣(∇nx ∂mz g)(ω, t, x, z)∣∣ Cnm|z|lnm + hnm(ω, t, x),
where l00 = 1.
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and z ∈ R
f0(ω, t, x, z) = f1(ω, t, x, z) = g(ω, t, x, z) = 0.
We may now prove our main result in this section.
Theorem 6.2. Assume that (R1)–(R5) hold. Then there exists a unique solution u(t) ∈ C∞(O)
to Eq. (22) satisfying that P -a.s., for all t ∈ [0, T ], u(t, ·)|∂O = 0 and
u(t, x) = u0(x)+
t∫
0
[
d∑
i,j=1
∂xi
(
aij (x)∂xj u(s, x)
)+ d∑
i=1
∂xi f
i
0
(
s, x,u(s, x)
)
+ f1
(
s, x,u(s, x)
)]
ds +
∑
k
t∫
0
gk
(
s, x,u(s, x)
)
dwks , ∀(t, x) ∈ [0, T ] ×O.
Moreover, there exists a version u˜ of u such that for j = 1,2, . . . , the mapping (t, x) → ∇j u˜(t, x)
is continuous a.s.
Proof. First of all, by (24) and (R2) we have for any u,v ∈ Lp(O)
∥∥∥∥∥
d∑
i=1
∂xi
(
f i0 (t, x,u) − f i0 (t, x, v)
)∥∥∥∥∥
H
p
−1−ε
 C
∥∥f0(t, x,u) − f0(t, x, v)∥∥p
 C‖u− v‖p.
Moreover, clearly
∥∥f1(t, x,u) − f1(t, x, v)∥∥p + ∥∥g(t, x,u) − g(t, x, v)∥∥p  C‖u − v‖p.
So, (C1)–(C3) in Theorem 2.5 hold.
By (23) and (R4), there are k1 ∈ N and hf01 ∈ L∞−(T ) :=
⋂
p2 L
p(Ω ×[0, T ]) such that for
any p  2
∥∥∥∥∥
d∑
i=1
∂xi f
i
0 (t, x,u)
∥∥∥∥∥
p
 C
(‖u‖k1k1·p,1 + 1)+ hf01 (ω, t),
 C
(‖u‖k1
H
k1·p
1+ε
+ 1)+ hf01 (ω, t).
By (R5), we know that for any function u ∈ L1(O)
supp
{
f0
(
ω, t, ·, u(·))}⊂O.
Hence, by (23), (25) and (R4), there are k2 ∈ N and hf0 ∈ L∞−(T ) such that for any p  22
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d∑
i=1
∂xi f
i
0 (t, x,u)
∥∥∥∥∥
H
p
1−ε

∥∥∥∥∥
d∑
i=1
∂xi f
i
0 (t, x,u)
∥∥∥∥∥
p,1
 C
(‖u‖k2k2·p,2 + 1)+ hf02 (ω, t),
 C
(‖u‖k2
H
k2·p
2+ε
+ 1)+ hf02 (ω, t).
For higher derivatives, similar calculations yield that for some kj ∈ N and any p > 1
∥∥∥∥∥
d∑
i=1
∂xi f
i
0 (t, x,u)
∥∥∥∥∥
H
p
j−ε
 C
(‖u‖kj
H
kj ·p
j+1+ε
+ 1)+ hf0j+1(ω, t),
where hf0j+1 ∈ L∞−(T ).
It is the same reason that for j ∈ N
∥∥f1(t, ·, u)∥∥Hpj−ε C(‖u‖kjHkj ·pj+ε + 1
)+ hf1j (ω, t),
∥∥g(t, ·, u)∥∥
H
p
j−ε
C
(‖u‖kj
H
kj ·p
j+ε
+ 1)+ hgj (ω, t),
where hf1j , h
g
j ∈ L∞−(T ).
The result now follows from Theorem 2.5 and Sobolev embedding theorem (cf. [1]). 
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