Abstract. In this work we introduce a new family of 14-steps linear multistep methods for the integration of the Schrödinger equation. The new methods are phase fitted but they are designed in order to improve the frequency tolerance. This is achieved by eliminating the first derivatives of the phase lag function at the fitted frequency forcing the phase lag function to be 'flat' enough in the neighbor of the fitted frequency. The efficiency of the new family of methods is proved via error analysis and numerical applications.
Introduction
The numerical integration of systems of ordinary differential equations with oscillatory solutions has been a subject of research during the past decades. This type of ODEs is often met in real problems encounter in computational chemistry, like the Schrödinger equation. For problems having highly oscillatory solutions standard methods with unspecialized use can require a huge number of steps to track the oscillations. One way to obtain a more efficient integration process is to construct numerical methods with an increased algebraic order, although the implementation of high algebraic order meets several difficulties like resonances [3] .
On the other hand, there are some special techniques for optimizing numerical methods. Trigonometrical fitting and phase-fitting are some of them, producing methods with variable coefficients, which depend on v = ωh, where ω is the dominant frequency of the problem and h is the step length of integration. More precisely, the coefficients of a general linear method are found from the requirement that it integrates exactly powers up to degree p + 1. For problems having oscillatory solutions, more efficient methods are obtained when they are exact for every linear combination of functions from the reference set {1, x, . . . , x K , e ±µx , . . . , x P e ±µx }
This technique is known as exponential (or trigonometric if µ = iω) fitting and has a long history [2] , [1] . The set (1) is characterized by two integer parameters, K and P . The set in which there is no classical component is identified by K = −1 while the set in which there is no exponential fitting component (the classical case) is identified by P = −1. Parameter P will be called the level of tuning. An important property of exponential fitted algorithms is that they tend to the corresponding classical ones when the involved frequencies tend to zero, a fact which allows to say that exponential fitting represents a natural extension of the classical polynomial fitting. The examination of the convergence of exponential fitted multistep methods is included in Lyche's theory [1] . There is a large number of significant methods presented with high practical importance that have been presented in the bibliography. The general theory is presented in detail in [5] .
Considering the accuracy of a method, when solving oscillatory problems, it is more appropriate to work with the phase-lag, rather than the principal local truncation error. We mention the pioneering paper of Brusa and Nigro [4] , in which the phase-lag property was introduced. This is actually another type of a truncation error, i.e. the angle between the analytical solution and the numerical solution. On the other hand, exponential fitting is accurate only when a good estimate of the dominant frequency of the solution is known in advance. This means that in practice, if a small change in the dominant frequency is introduced, the efficiency of the method can be dramatically altered. It is well known that for equations similar to the harmonic oscillator the most efficient exponential fitted methods are those with the highest tuning level. A lot of significant work has been made during the last years in this field, mainly focusing for obvious reasons in the solution of the Schrödinger equation (see for example [10] - [132] ).
In this paper we present a new family of methods based on the 14-step linear multistep method of Quinlan and Tremaine [6] . The new methods are constructed by vanishing the phase-lag function and its first derivatives at a predefined frequency. Error analysis and numerical experiments show that the new methods exhibit improved characteristics concerning the solution of the time-independent Schrödinger equation. The paper is organized as follows: In section 2, the general theory of the new methodology is presented. In section 3, the new methods are described in detail. In section 4 the stability properties of the new methods are investigated. Section 5 presents the results from the numerical experiments and finally, conclusions are drawn in section 6.
Phase-lag analysis of symmetric multistep methods
Consider the differential equations d 2 y(t) dt 2 = f (t, y), y(t 0 ) = y 0 , y
and the linear multistep methods
where y n+j = y(t 0 + (n + j)h), f n+j = f (t 0 + (n + j)h, y(t 0 + (n + j)h)) and h is the step size of the method. With the method (3), we associate the following functional 
where a, b are the vectors of coefficients a j and b j respectively, and y(t) is an arbitrary function. The algebraic order of the method (3) is p, if L(h, a, b, y(t)) = C p+2 h p+2 y (p+2) (t) + O(h p+3 ) (5)
The principal local truncation error (PLTE) is the leading term of (5) P LT E = C p+2 h p+2 y (p+2) (t)
The following assumptions will be considered in the rest of the paper:
4. The method (3) is at least of order one.
5. The method (3) is zero stable, which means that the roots of the polynomial
all lie in the unit disc, and those that lie on the unit circle have multiplicity one.
6. The method (3) is symmetric, which means that
It is easily proved that both the order of the method and the step number J are even numbers [7] .
Consider now the test problems y ′′ (t) = −ω 2 y(t)
where ω is a constant. The numerical solution of (10) by applying method (3) is described by the difference equation
A j (s 2 )(y n+j + y n−j ) + A 0 (s 2 )y n = 0 (11) with
and s = ωh. The characteristic equation is then given by
and the interval of periodicity (0, s 2 0 ) is then defined such that for s ∈ (0, s 0 ) the roots of (13) are of the form z 1 = e iλ(s) , z 2 = e −iλ(s) , |z j | ≤ 1, 3 ≤ j ≤ J
where λ(s) is a real function of s. The phase-lag P L of the method (3) is then defined P L = s − λ(s)
and is of order q if
In general, the coefficients of the method (3) depend on some parameter v, thus the coefficients A j are functions of both s 2 and v. The following theorem was proved by Simos and Williams [8] : For the symmetric method (10) the phase-lag is given
We are now in position to describe the new methodology. In order to efficiently integrate the Schrödinger equation, it is a good practice to calculate the coefficients of the numerical method by forcing the phase lag to be zero at a specific frequency. But, since the appropriate frequency is problem dependent and in general is not always known, we may assume that we have an error in the frequency estimation. It would be of great importance to force the phase-lag to be insensitive to this error. Thus, beyond the vanishing of the phase-lag, we also force its first derivatives to be zero.
Construction of the new methods

Classical Method
The family of new methods is based on the 14-step linear multistep method of Quinlan and Tremaine [6] which is of the form (3 with coefficients
The PLTE of the method is given by
New Methods using Phase Fitting
The methods that are constructed are named as PF-Di, where:
− PF-D0 : the phase lag function is zero at the frequency v = ω * h.
− PF-D1 : the phase lag function and its first derivative are zero at the frequency v = ω * h.
− PF-D2 : the phase lag function and its first and second derivatives are zero at the frequency v = ω * h.
− PF-D3 : the phase lag function and its first, second and third derivatives are zero at the frequency v = ω * h.
− PF-D4 : the phase lag function and its first, second, third and fourth derivatives are zero at the frequency v = ω * h.
− PF-D5 : the phase lag function and its first, second, third, fourth and fifth derivatives are zero at the frequency v = ω * h.
− PF-D6 : the phase lag function and its first, second, third, fourth, fifth and sixth derivatives are zero at the frequency v = ω * h.
The coefficients of the methods in the form:
where the coefficients b i correspond to the method PF-Di. Since for small values of v, the above formulae are subject to heavy cancelations, the Taylor expansions of the coefficients have been calculated as b i T . The exact formulae of all coefficients are given in appendix.
The PLTEs of the methods are: 
Stability Analysis
The stability of the new methods is studied by considering the test equation
and the linear multistep method (3) for the numerical solution. In the above equation σ = ω (ω is the frequency at which the phase-lag function and its derivatives vanish). By setting s = σh and v = ωh we get for the characteristic equation of the applied method
where
The motivation of the above analysis is straightforward: Although the coefficients of the method (3) are designed in a way that the phase-lag and its first derivatives vanish in the frequency ω, the frequency ω itself is unknown and only an estimation can be made. Thus, if the correct frequency of the problem is σ we have to check if the method is stable, that is if the roots of the characteristic equation lie in the unit disk. For this reason we draw in the s − v plane the areas in which the method is stable. Figure 1 shows the stability region for the six methods (the classical one, the phase fitted one and those with first,second, third, fourth, fifth and sixth phase lag derivative elimination). Note here that the s-axis corresponds to the real frequency while the v-axis corresponds to the estimated frequency used to construct the parameters of the method.
Numerical Results
The radial Schrödinger equation is given by:
x 2 is the centrifugal potential, V (x) is the potential, E is the Energy and W (x) = l(l+1) x 2 + V (x) is the effective potential. It is valid that lim x→∞ V (x) = 0 and therefore lim x→∞ W (x) = 0. We consider that E > 0 and we divide the interval [0, +∞) into subintervals [a i , b i ] so that W (x) can be considered constant inside each subinterval with valueŴ i . The problem (25) can be expressed now by the equations
whose solution are
with A i , B i ∈ R. We will integrate problem 25 with l = 0 at the interval [0, 15] using the well known Woods-Saxon potential:
where u 0 = −50, a = 0.6, x 0 = 7, u 1 = − u 0 a and with boundary condition y(0) = 0. The potential V (x) decays more quickly than
, so for large x (asymptotic region) the Schrodinger equation (25) becomes
The last equation has two linearly independent solutions kxj l (kx) and kxn l (kx), where j l and n l are the spherical Bessel and Neumann functions and k = l(l+1)
x 2 − E. When x → ∞ the solution takes the asymptotic form
where δ l is called the scattering phase shift and it is given by the following expression:
where S(x) = kxj l (kx) and C(x) = kxn l (kx) and x i < x i+1 and both belong to the asymptotic region. Given the energy, we approximate the phase shift, the accurate value of which is π 2 for the above problem. We will use three different values for the energy: i) 989.701916, ii) 341.495874 and iii) 163.215341. As for the frequency ω we will use the suggestion of Ixaru and Rizea [9]:
The results are shown in figures 2, 3 and 4. It is clear that the accuracy increases as the number of the eliminated derivatives of the phase lag function increases.
Conclusions
We have presented a new family of 14-steps symmetric multistep numerical methods with improved characteristics concerning the integration of the Schrödinger equation. The methods were constructed by adopting a new methodology which, except for the phase fitting at a predefined frequency, it eliminates the first derivatives of the phase lag function at the same frequency. The result is that the phase lag function becomes less sensitive on the frequency near the predefined one. This behavior compensates the fact that the exact frequency can only be estimated. Experimental results demonstrate this behavior by showing that the accuracy is increased as the number of the derivatives that are eliminated is increased. 
