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Abstract
The well-posedness of the Cauchy problem to the generalized Korteweg–de Vries–Benjamin–Ono
equation is considered. Local results for data in Hs(R) (s  −1/8) and the global well-posedness
for data in L2(R) are obtained if l = 2. Moreover, for l = 3, the problem is locally well-posed for
data in Hs (s  1/4). The main idea is to use the Fourier restriction norm method.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We investigate the Cauchy problem of the generalized Korteweg–de Vries–Benjamin–
Ono equation
∂tu+ αH
(
∂2xu
)− β∂3xu+ ∂x(ul)= 0, (1.1)
u(x,0)= ϕ(x) ∈ Hs, x, t ∈ R, (1.2)
where α and β are real constants and satisfy αβ = 0. l = 2,3. H denotes the Hilbert
transform
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π
∫
f (x − y)
y
dy.
The integro-differential equation (1.1) models the undirectional propagation of long
waves in a two-fluid system, where the lower fluid with greater density is infinitely deep
and the interface is subject to capillarity. It was derived by Benjamin to study gravity–
capillary surface waves of solitary type on deep water.
There are several papers which study the existence, stability, and asymptotic of solitary
waves solutions of (1.1), see, for instance, [1,2]. Linares [8] shows that there exists a local
and global solution of Cauchy problem (1.1)–(1.2) for initial data in L2 with constant
coefficients α · β < 0 and l = 2.
In the paper, we are only interested in the study of well-posedness for (1.1)–(1.2) with
low regularity data. We prove that if l = 2, the Cauchy problem (1.1)–(1.2) is locally
well-posed for data in Hs (s  −1/8) and globally well-posed for data in L2 without
the condition α ·β < 0. Moreover, if l = 3, the Cauchy problem (1.1)–(1.2) is locally well-
posed in Hs (s  1/4) by using the Fourier restriction norm method. For the method, one
refers to [4–6].
The integral equivalent formulation of (1.1)–(1.2) is as follows:
u = S(t)ϕ +
t∫
0
S(t − t ′)(∂x(ul)(t ′))dt ′,
where
S(t) =F−1x e−it (αξ |ξ |+βξ
3)Fx and φ(ξ) = αξ |ξ | + βξ3
are the unitary operator associated to the linear equation and phase function.
It is important to point out that the above phase function φ(ξ) has non-zero singular
points, which makes difference from the phase function of the semigroup of the linear
KdV equation and also makes the problem much more difficult. Therefore, we need to use
Fourier restriction operators
PNf =
∫
|ξ |N
eixξ fˆ (ξ) dξ, PNf =
∫
|ξ |N
eixξ fˆ (ξ) dξ, ∀N > 0 (1.3)
to eliminate the singularity of the phase function.
Moreover, the operators will be used to decompose the nonlinear term ∂x(ul) in (1.1). To
deal with the term, we first decompose it as the high frequency part and the corresponding
low one as follows:
∂x
(
ul
)= PN{∂x(ul)}+ PN{∂x(ul)}. (1.4)
Next, we continue to decompose each term in right side of (1.4) as the summation of
those products which consist of each factor acted by the Fourier restriction operators PN
or PN . We will estimate each resulting term with different tricks to overcome the obstacles.
Definition 1. For s, b ∈ R, we define the space Xs,b to be the completion of the Schwartz
function space on R2 with respect to the norm
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∥∥(1 + |ξ |)s(1 + |τ + αξ |ξ | + βξ3∣∣)bFu∥∥
L2ξL
2
τ
= ∥∥〈ξ〉s 〈τ + αξ |ξ | + βξ3〉bFu∥∥
L2ξL
2
τ
,
where 〈·〉 = (1 + | · |) and Fu = uˆ(τ, ξ) denote by the Fourier transform in t and x of u
and denote F(·)u by the Fourier transform in the (·) variable.
We shall use the embedding relation ‖u‖Xs1 ,b1  ‖u‖Xs2 ,b2 whenever s1  s2, b1  b2.
Denote
∫
	 dδ the convolution integral by∫
ξ=ξ1+ξ2
τ=τ1+τ2
dτ1 dτ2 dξ1 dξ2 or
∫
ξ=ξ1+ξ2+ξ3
τ=τ1+τ2+τ3
dτ1 dτ2 dτ3 dξ1 dξ2 dξ3. (1.5)
Let ψ ∈ C∞0 (R) with ψ = 1 on [−1/2,1/2] and suppψ ⊂ [−1,1]. Denote ψδ(·) =
ψ(δ−1(·)) for some δ ∈ R.
Let us introduce some variables
σ = τ + αξ |ξ | + βξ3, σ1 = τ1 + αξ1|ξ1| + βξ31 ,
σ2 = τ2 + αξ2|ξ2| + βξ32 , σ3 = τ3 + αξ3|ξ3| + βξ33 . (1.6)
Let us use the notations
‖f ‖LpxLqt =
( ∞∫
−∞
( ∞∫
−∞
∣∣f (x, t)∣∣q dt
)p/q
dx
)1/p
, ‖f ‖L∞t H sx =
∥∥‖f ‖Hsx ∥∥L∞t ,
FFρ(ξ, τ ) = f (ξ, τ )
(1 + |τ + αξ |ξ | + βξ3|)ρ , a = max
(
1,
∣∣∣∣2α3β
∣∣∣∣
)
.
Denote Dsx for the homogeneous derivative of order s with respect to variable x .
Next, we will give some useful notations for multi-linear expressions [10].
Let Z be any abelian additive group with an invariant measure dξ . For any integer k  2,
we denote Γk(Z) by the “hyperplane,”
Γk(Z) =
{
(ξ1, . . . , ξk) ∈ Zk: ξ1 + · · · + ξk = 0
}
,
and define a [k;Z]-multiplier to be any function m :Γk(Z) → C.
If m is a [k;Z]-multiplier, we define ‖m‖[k;Z] to be the best constant, such that the
inequality∣∣∣∣∣
∫
Γk(Z)
m(ξ)
k∏
j=1
fj (ξj )
∣∣∣∣∣ ‖m‖[k;Z]
k∏
j=1
‖fj‖L2(Z)
holds for all test functions fj defined on Z.
It is clear that ‖m‖[k;Z] determines a norm on m for test function at least; we are inter-
ested in obtaining the good boundedness on the norm. In this paper, we let Z = R × R.
Now, we give the statement of the main results.
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problem (1.1)–(1.2) admits a unique local solution u(x, t) ∈ C([0, T ];Hs) ∩ Xs,b with
ϕ ∈ Hs . Moreover, given t ∈ (0, T ), the mapping ϕ → u is Lipschitz continuous from Hs
to C([0, T ];Hs).
The smooth solution of problem (1.1)–(1.2) is proved to satisfy the L2 conservation law.
Then we have the global well-posedness of problem (1.1)–(1.2) for data in L2.
Theorem 1.2. For s = 0, the solution obtained in Theorem 1.1 can be extended to a global
one.
Theorem 1.3. l = 3, if s  1/4, 1/2 < b < 5/8. Then there exists some constant T > 0,
problem (1.1)–(1.2) admits a unique local solution u(x, t) ∈ C([0, T ];Hs) ∩ Xs,b with
ϕ ∈ Hs .
Remark. Theorems 1.1–1.3 do not need the condition αβ < 0.
2. Preliminary estimates
In this section, we first give the preliminary estimates for αβ < 0. The corresponding
estimates for αβ > 0 are given in the following part.
Lemma 2.1. The group {S(t)}+∞−∞ satisfies∥∥S(t)ϕ∥∥
L8xL
8
t
 C‖ϕ‖L2 . (2.1)
We refer to [9] for the proof.
Lemma 2.2.∥∥DxP 2aS(t)ϕ∥∥L∞x L2t  C‖ϕ‖L2, (2.2)∥∥D−1/4x P aS(t)ϕ∥∥L4xL∞t  C‖ϕ‖L2 , (2.3)∥∥D1/6x P 2aS(t)ϕ∥∥L6xL6t  C‖ϕ‖L2, (2.4)
where the constant C depends on a.
Proof. We prove (2.2) first. From φ(ξ) = αξ |ξ | + βξ3, we have φ′(ξ) = 2α|ξ | + 3βξ2
and φ′′(ξ) = 2α(ξ/|ξ |)+ 6βξ. If |ξ |N (here N = 2a), φ is invertible, then we have
PNS(t)ϕ =
∫
|ξ |N
eixξ e−itφ(ξ)ϕˆ(ξ) dξ =
∫
|φ−1|N
eixφ
−1
e−itφϕˆ
(
φ−1
) 1
φ′
dφ
=Ft
(
eixφ
−1
χ{|φ−1|N}ϕˆ
(
φ−1
) 1
′
)
.φ
448 B. Guo, Z. Huo / J. Math. Anal. Appl. 295 (2004) 444–458Therefore, by Plancheral’s theorem and above estimate, changing variable ξ = φ−1, we
have ∥∥PNS(t)ϕ∥∥2
L2t
=
∫
|φ−1|N
∣∣ϕˆ(φ−1)∣∣2 1|φ′|2 dφ =
∫
|ξ |N
∣∣ϕˆ(ξ)∣∣2 1|φ′(ξ)|2 φ′(ξ) dξ

∫
|ξ |N
∣∣ϕˆ(ξ)∣∣2 1|φ′| dξ =
∫
|ξ |N
|ϕˆ(ξ)|2
|3βξ2||1 + (2α)/(3β|ξ |)| dξ
 C
∫
|ξ |N
|ϕˆ(ξ)|2
|ξ |2 dξ  C‖ϕ‖
2
H˙−1 .
This implies the estimate (2.2).
Let us turn to the proof of (2.3) next. It can be shown that
∥∥PaS(t)ϕ∥∥2
L4xL
∞
t
 C
∫
|ξ |a
∣∣ϕˆ(ξ)∣∣2∣∣∣∣ φ′(ξ)φ′′(ξ)
∣∣∣∣
1/2
dξ
 C
∫
|ξ |a
∣∣ϕˆ(ξ)∣∣2∣∣∣∣ 3βξ2 + 2α|ξ |6βξ + 2α(ξ/|ξ |)
∣∣∣∣
1/2
dξ
 C
∫
|ξ |a
∣∣ϕˆ(ξ)∣∣2( |3βξ2||1 + a(1/|ξ |)||6βξ ||1 + (1/2)a(1/|ξ|)|
)1/2
dξ
 C
∫
|ξ |a
∣∣ϕˆ(ξ)∣∣2( |3βξ2|(1 + a(1/a))|6βξ |(1 − (1/2)a(1/a))
)1/2
dξ  C‖ϕ‖2
H 1/4 ,
where the first inequality is obtained with the help of the idea in [7, Theorem 2.5].
Therefore, we can estimate (2.3).
Finally, (2.4) follows by interpolation between (2.2) and (2.3). 
Lemma 2.3. If ρ > 1/2, for any fixed N with 0 <N < +∞, it holds that
‖PNFρ‖L2xL∞t  C‖f ‖L2ξL2τ .
We refer to [5] for the proof.
Lemma 2.4.
(i) If ρ > 1/3, then
‖Fρ‖L4xL4t  C‖f ‖L2ξ L2τ .
(ii) If ρ > 3/8, then∥∥D1/8x P 2aFρ∥∥ 4 4 C‖f ‖ 2 2 .LxLt LξLτ
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Fρ(x, t) =
∞∫
−∞
∞∫
−∞
ei(xξ+tτ ) f (ξ, τ )
(1 + |τ + φ(ξ)|)ρ dξ dτ
=
∞∫
−∞
eitλ
( ∞∫
−∞
ei(xξ+tφ(ξ))f
(
ξ,λ + φ(ξ)) dξ
)
dλ
(1 + |λ|)ρ .
Thus using (2.1) and Minkowski’s integral inequality and taking ρ > 1/2, one can ob-
tain that
‖Fρ‖L8xL8t  C
+∞∫
−∞
∥∥f (ξ,λ + φ(ξ))∥∥
L2ξ
dλ
(1 + |λ|)ρ C‖f ‖L2ξL2τ . (2.5)
Moreover, we have
‖F0‖L2xL2t  C‖f ‖L2ξL2τ . (2.6)
By interpolation (for details, we refer to [3]) between (2.5) and (2.6), we have
‖Fρ‖L4xL4t  C‖f ‖L2ξ L2τ , (2.7)
for ρ > 1/3.
From the argument in (2.5) and the inequality (2.4), we prove that for ρ > 1/2,∥∥D1/6x P 2aFρ∥∥L6xL6t  C‖f ‖L2ξL2τ . (2.8)
The result of the interpolation between (2.8) and (2.6) is that for ρ > 3/8,∥∥D1/8x P 2aFρ∥∥L4xL4t  C‖f ‖L2ξL2τ . (2.9)
The proof of Lemma 2.4 is completed. 
Lemma 2.5. If ρ > θ/2 with θ ∈ [0,1]. Then we have∥∥DθxP 2aFρ∥∥L(2/1−θ)x L2t  C‖f ‖L2ξ L2τ .
Proof. The proof is similar to Lemma 2.4, the details are omitted. 
Next, we consider corresponding estimates for αβ > 0 in (1.1). We have the following
lemmas similar to those for αβ < 0.
Lemma 2.1′ (cf. [9]). The group {S(t)}+∞−∞ satisfies∥∥S(t)ϕ‖L6xL6t  C‖ϕ‖L2 . (2.1′)
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Lemma 2.3′. If ρ > 1/2, ∀N > 0,
‖PNFρ‖L2xL∞t  C‖f ‖L2ξL2τ .
Lemma 2.4′.
(i) If ρ > 3/8, then
‖Fρ‖L4xL4t  C‖f ‖L2ξ L2τ .
(ii) If ρ > 3/8, then∥∥D1/8x P 2aFρ∥∥L4xL4t C‖f ‖L2ξL2τ .
Lemma 2.5′. If ρ > θ/2 with θ ∈ [0,1], then∥∥DθxP 2aFρ∥∥L2/(1−θ)x L2t  C‖f ‖L2ξ L2τ .
Remark. The proofs of Lemmas 2.1′–2.5′ are similar to those of Lemmas 2.1–2.5 above.
Lemma 2.6. Assume f,f1, f2, and f3 belong to Schwartz space on R2, then
(i)
∫
	
¯ˆ
f (ξ, τ )fˆ1(ξ1, τ1)fˆ2(ξ2, τ2)fˆ3(ξ3, τ3) dδ =
∫
f¯ f1f2f3(x, t) dx dt,
(ii)
∫
	
¯ˆ
f (ξ, τ )fˆ1(ξ1, τ1)fˆ2(ξ2, τ2) dδ =
∫
f¯ f1f2(x, t) dx dt,
where
∫
	
dδ is defined in (1.5).
Proof. We only prove (i), (ii) is similar to (i).
For simplicity, we only discuss the case of one variable. In fact, we can obtain∫
ξ=ξ1+ξ2+ξ3
¯ˆ
f (ξ)fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ3) dξ1 dξ2 dξ3
=
∫
ˆ¯f (−ξ)fˆ1(ξ1)fˆ2(ξ2)fˆ3(ξ3) dξ1 dξ2 dξ3
ξ=ξ1+ξ2+ξ3
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∫
ξ1
∫
ξ ′2
∫
ξ ′3
ˆ¯f (−ξ ′3)fˆ1(ξ1)fˆ2(ξ ′2 − ξ1)fˆ3(ξ ′3 − ξ ′2)dξ1 dξ ′2 dξ ′3
= fˆ ∗ fˆ1 ∗ fˆ2 ∗ fˆ3(0) =F(f¯ f1f2f3)(0) =
∫
f¯ f1f2f3(x) dx.
This implies Lemma 2.6. 
Lemma 2.7 [10]. If m and M are [k;Z] multipliers and satisfy |m(ξ)|  |M(ξ)| for all
ξ ∈ Γk(Z), then ‖m‖[k;Z]  ‖M‖[k;Z].
3. Local results for l = 2
Indeed, one can obtain local well-posedness of problem (1.1)–(1.2) by the Picard itera-
tion method provided that∥∥∂x(u1u2)∥∥Xs,b−1  C‖u1‖Xs,b‖u2‖Xs,b
holds for some b > 1/2. We only need to prove the above bilinear estimate and state the
theorem as follows.
Theorem 3.1. Let 1/2 < b be close enough to 1/2. For 1/2 < b′ and s −1/8, we have∥∥∂x(u1u2)∥∥Xs,b−1  C‖u1‖Xs,b′ ‖u2‖Xs,b′ . (3.1)
Remark. Here the condition s −1/8 is required only because of the mathematical point
of view. The estimate seems difficult to be improved due to the singularity of the phase
function φ(ξ) (φ′(ξ) or φ′′(ξ)).
Proof. By duality and the Plancheral identity, it suffices to show that
Υ =
∫
	
〈ξ〉s |ξ | f¯ (τ, ξ)〈σ 〉1−b Fu1(τ1, ξ1)Fu2(τ2, ξ2) dδ
=
∫
	
〈ξ〉s |ξ |
〈σ 〉1−b∏2j=1 〈ξj 〉s〈σj 〉b′ f¯ (τ, ξ)f1(τ1, ξ1)f2(τ2, ξ2) dδ

∥∥∥∥ 〈ξ〉s |ξ |〈σ 〉1−b∏2j=1 〈ξj 〉s〈σj 〉b′
∥∥∥∥[3;R×R]‖f ‖L2
2∏
j=1
‖fj‖L2,
for f¯ ∈ L2, f¯  0, where fj = 〈ξj 〉s〈σj 〉b′ uˆj , j = 1,2; ξ = ξ1 + ξ2, τ = τ1 + τ2.
One easily obtain that ‖fj ‖L2 = ‖uj‖Xs,b′ .
Theorem 3.1 holds only if we have∥∥∥∥ 〈ξ〉s |ξ |〈σ 〉1−b∏2 〈ξ 〉s〈σ 〉b′
∥∥∥∥[3;R×R]  C.j=1 j j
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FFjρ (ξ, τ ) =
fj (ξ, τ )
(1 + |τ + βξ3 + αξ |ξ ||)ρ , j = 1,2.
In order to bound the integral Υ, we split the domain of integration into several pieces.
We consider the most interesting case s  0. Let r = −s, by symmetry it suffices to
estimate the integral in the domain
|ξ1| |ξ2|.
Case I. Assume |ξ | 4a.
Subcase 1. If |ξ1| 2a, then we have |ξ2| |ξ − ξ1| 6a. Consequently, the integral Υ
restricted to this domain is bounded by∫
	
|ξ |f¯ (τ, ξ)
〈ξ〉r 〈σ 〉1−b
〈ξ1〉rf1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rf2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
	
f¯ (τ, ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
dδ  C
∫
F1−b · F 1b′ · F 2b′(x, t) dx dt
 C‖F1−b‖L2xL2t
∥∥F 1b′∥∥L4xL4t ∥∥F 2b′∥∥L4xL4t  C‖f ‖L2ξ L2τ ‖f1‖L2ξL2τ ‖f2‖L2ξ L2τ ,
which follows by Lemmas 2.4 (or 2.4′) and 2.6.
Subcase 2. If 2a  |ξ1| |ξ2|, then for r  1/8, we can get∫
	
|ξ |f¯ (τ, ξ)
〈ξ〉r 〈σ 〉1−b
〈ξ1〉rf1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rf2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
	
f¯ (τ, ξ)
〈σ 〉1−b
〈ξ1〉rχ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rχ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
F1−b ·D1/8x P 2aF 1b′ ·D1/8x P 2aF 2b′(x, t) dx dt
 C‖F1−b‖L2xL2t
∥∥D1/8x P 2aF 1b′∥∥L4xL4t ∥∥D1/8x P 2aF 2b′∥∥L4xL4t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ,
which follows by Lemmas 2.4 (or 2.4′) and 2.6.
Case II. Assume |ξ | 4a.
Subcase 1. If |ξ1| 2a such that |ξ2| 2a, then we have |ξ | < 2|ξ2|; we obtain∫ |ξ |f¯ (τ, ξ)
〈ξ〉r 〈σ 〉1−b
〈ξ1〉rf1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rf2(τ2, ξ2)
〈σ2〉b′
dδ	
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∫
	
f¯ (τ, ξ)
〈σ 〉1−b
χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
|ξ2|χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
F1−b · P2aF 1b′ ·DxP 2aF 2b′(x, t) dx dt
 C‖F1−b‖L2xL2t
∥∥P2aF 1b′∥∥L2xL∞t ∥∥DxP 2aF 2b′∥∥L∞x L2t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ,
which follows by Lemmas 2.3–2.5 (or 2.3′–2.5′) and 2.6.
Subcase 2. If 2a  |ξ1| |ξ2|, recalling φ(ξ) = αξ |ξ | + βξ3, σ = τ + φ(ξ), σ1 = τ1 +
φ(ξ1), and σ2 = τ2 + φ(ξ2), we distinguish the following cases:
(1) ξ  ξ1, ξ1  0, (2) ξ  ξ1, ξ1  0,
(3) ξ  ξ1, ξ1  0, (4) ξ  ξ1, ξ1  0.
We can obtain the following identities from (1.6).
For (1), we have the identity
σ − σ1 − σ2 = 3βξ1ξ2
(
ξ + 2α
3β
)
.
For (2), we have the two cases as follows:.
• If ξ  0, we have the identity
σ − σ1 − σ2 = 3βξξ1
(
ξ2 + 2α3β
)
.
• If ξ  0, we have
σ − σ1 − σ2 = 3βξξ2
(
ξ1 − 2α3β
)
.
For (3), we also have the two cases:
• If ξ  0, we have the identity
σ − σ1 − σ2 = 3βξξ2
(
ξ1 + 2α3β
)
.
• If ξ  0, we have
σ − σ1 − σ2 = 3βξξ1
(
ξ2 − 2α3β
)
.
For (4), we have the identity
σ − σ1 − σ2 = 3βξ1ξ2
(
ξ − 2α
3β
)
.
The proof of the others (here are three cases (1)–(3)) is similar to (4), we only need to
prove (4).
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(a) |σ | C|ξ1||ξ2|
∣∣∣∣
(
ξ − 2α
3β
)∣∣∣∣,
(b) |σ1| C|ξ1||ξ2|
∣∣∣∣
(
ξ − 2α
3β
)∣∣∣∣,
(c) |σ2| C|ξ1||ξ2|
∣∣∣∣
(
ξ − 2α
3β
)∣∣∣∣.
In this domain of Subcase 2, the integral Υ is bounded by
∫
	
|ξ |1−rχ|ξ |4af¯ (τ, ξ)
〈σ 〉1−b
〈ξ1〉rχ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rχ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ.
We consider the three cases (a)–(c) separately. We have∣∣∣∣
(
ξ − 2α
3β
)∣∣∣∣ |ξ | − a  |ξ | − 14 |ξ | = 34 |ξ |.
If (a) holds, for r + b − 1 1/8 and r  b, we obtain
∫
	
|ξ |1−rχ|ξ |4af¯ (τ, ξ)
(|ξ1||ξ2||(ξ − (2α/3β))|)1−b
〈ξ1〉rχ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
〈ξ2〉rχ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
	
|ξ |b−rχ|ξ |4af¯ (τ, ξ)
× |ξ1|
r+b−1χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
|ξ2|r+b−1χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
F0 ·D1/8x P 2aF 1b′ ·D1/8x P 2aF 2b′(x, t) dx dt
 C‖F0‖L2xL2t
∥∥D1/8x P 2aF 1b′∥∥L4xL4t ∥∥D1/8x P 2aF 2b′∥∥L4xL4t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ,
which follows by Lemmas 2.4 (or 2.4′) and 2.6.
This means that if r + b − 1 1/8, r  b, we have
∥∥∥∥ |ξ |〈ξ1〉r〈ξ2〉r〈σ 〉1−b〈ξ〉r〈σ1〉b′ 〈σ2〉b′
∥∥∥∥[3;R×R]  C.
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∥∥∥∥[3;R×R]  C.
In fact, if r1  r2, by ξ = ξ1 + ξ2, we obtain
|ξ |〈ξ1〉r1〈ξ2〉r1
〈σ 〉1−b〈ξ〉r1〈σ1〉b′ 〈σ2〉b′
 C |ξ |〈ξ1〉
r2〈ξ2〉r2
〈σ 〉1−b〈ξ〉r2〈σ1〉b′ 〈σ2〉b′
.
If (b) holds, by Lemmas 2.4 (or 2.4′) and 2.6, for r + b′  1, r − b′  1/16, we get∫
	
|ξ |1−rχ|ξ |4af¯ (τ, ξ)
〈σ1〉1 − b
|ξ1|rχ|ξ1|2af1(τ1, ξ1)
(|ξ1||ξ2||(ξ − (2α/3β))|)b′
〈ξ2〉rχ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
	
|ξ |1−b′−rχ|ξ |4af¯ (τ, ξ)
〈σ1〉1−b
χ|ξ1|2af1(τ1, ξ1)
|ξ2|2(r−b′)χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′
dδ
 C
∫
F1−b · F 10 ·D1/8x P 2aF 2b′(x, t) dx dt
 C‖F1−b‖L4xL4t
∥∥F 10 ∥∥L2xL2t ∥∥D1/8x P 2aF 2b′∥∥L4xL4t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ .
Similarly to (a), if r  1/8, by Lemma 2.7, we get∥∥∥∥ |ξ |〈ξ1〉r〈ξ2〉r〈σ 〉1−b〈ξ〉r〈σ1〉b′ 〈σ2〉b′
∥∥∥∥[3;R×R]  C.
If (c) holds, the argument is similar to case (b).
This completes the proof of Theorem 3.1. 
Lemma 3.1. Let s ∈ R, 1/2 < b < b′ < 1, 0 < δ  1, then we have∥∥ψδ(t)S(t)ϕ∥∥Xs,b Cδ1/2−b‖ϕ‖Hs ,∥∥∥∥∥ψδ(t)
t∫
0
S(t − t ′)F (t ′) dt ′
∥∥∥∥∥
Xs,b
 Cδ1/2−b‖F‖Xs,b−1 ,
∥∥∥∥∥ψ(t)
t∫
0
S(t − t ′)F (t ′) dt ′
∥∥∥∥∥
L∞t H sx
 C‖F‖Xs,b−1 ,
∥∥ψδ(t)F∥∥Xs,b−1 Cδb′−b‖F‖Xs,b′−1 .
Now we turn to the proof of Theorem 1.1.
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Φϕ(u) = Φ(u) = ψ1(t)S(t)ϕ +ψ1(t)
t∫
0
S(t − t ′)ψδ(t ′)
(
∂xu
2)(t ′) dt ′,
and the set
B = {u ∈ Xs,b: ‖u‖Xs,b  2C‖ϕ‖Hs}.
In order to show that Φ is a contraction mapping on B, we first prove
Φ(B) ⊂ B.
Using Theorem 3.1 and Lemma 3.1 for 1/2 < b′ < 1, we have the next chain of inequal-
ities: ∥∥Φ(u)∥∥
Xs,b
 C‖ϕ‖Hs +Cδb′−b‖u‖2Xs,b  C‖ϕ‖Hs +Cδb
′−b‖u‖Hs‖u‖Xs,b .
Therefore, if fix δ such that Cδb′−b‖ϕ‖Hs  1/2, then we have
Φ(B) ⊂ B.
Let u,v ∈ B, in an analogous way to above, we obtain∥∥Φ(u) −Φ(v)∥∥
Xs,b
 Cδb′−b
(‖u‖Hs + ‖v‖Hs )‖u− v‖Xs,b  12‖u− v‖Xs,b .
Therefore, Φ is a contraction mapping on B. There exists a unique fixed point which
solves the Cauchy problem (1.1)–(1.2) for T < δ/2.
4. The proof of Theorem 1.3
We first state the following lemma before we prove the trilinear estimate.
Lemma 4.1. Let ρ > 1/2. Then∥∥D−1/4x P 2aFρ∥∥L4xL∞t  C‖f ‖L2ξ L2τ .
Proof. We can obtain the result from (2.3) and the argument of (2.5). 
Theorem 4.2. If s  1/4, 1/2 < b < 5/8, then we have∥∥∂x(u1u2u3)∥∥Xs,b−1  C‖u1‖Xs,b‖u2‖Xs,b‖u3‖Xs,b . (4.1)
Remark. Kenig, Ponce, and Vega [6] obtained that the corresponding estimate for the KdV
equation fails for s < 1/4. Therefore, it seems that the result is more difficult to improve.
Proof. The proof is similar to that of Theorem 3.1, we only give the structure of the proof.
By duality and the Plancheral identity, it suffices to show that
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∫
	
〈ξ〉s |ξ | f¯ (τ, ξ)〈σ 〉1−b Fu1(τ1, ξ1)Fu2(τ2, ξ2)F u¯3(τ3, ξ3) dδ
=
∫
	
〈ξ〉s |ξ |
〈σ 〉1−b∏3j=1 〈ξj 〉s〈σj 〉b′ f¯ (τ, ξ)f1(τ1, ξ1)f2(τ2, ξ2)f3(τ3, ξ3) dδ
 C‖f ‖L2
3∏
j=1
‖fj‖L2,
for all f¯ ∈ L2, f¯  0, where fj = 〈ξj 〉s〈σj 〉b′ uˆj , j = 1,2,3. ξ = ξ1 + ξ2 + ξ3, τ = τ1 +
τ2 + τ3.
Let
FFjρ (ξ, τ ) =
fj (ξ, τ )
(1 + |τ + αξ |ξ | + βξ3)ρ , j = 1,2,3.
We split the domain of integration in several pieces to obtain the boundedness of inte-
gral Γ .
Case I. Assume |ξ | 6a. By Lemmas 2.4 (or 2.4′) and 2.6, the integral Γ restricted to this
domain is bounded by
C
∫
	
f¯ (τ, ξ)
〈σ 〉1−b
f1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
f3(τ3, ξ3)
〈σ3〉b′
dδ
 C
∫
F1−b · F 1b′ · F 2b′ · F 3b′(x, t) dx dt
 C‖F1−b‖L4xL4t
∥∥F 1b′∥∥L4xL4t ∥∥F 2b′∥∥L4xL4t ∥∥F 3b′∥∥L4xL4t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ‖f3‖L2ξL2τ .
Case II. Assume |ξ | 6a, by symmetry, we can assume 2a  (1/3)|ξ | |ξ3|.
If |ξ1|  2a or |ξ2|  2a, without loss of generality, we may assume |ξ1|  2a, by
Lemmas 2.3–2.6 (or 2.3′–2.5′) and 4.1, the integral Γ is bounded by
∫
	
f¯ (τ, ξ)
〈σ 〉1−b
χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′
f2(τ2, ξ2)
〈σ2〉b′
χ|ξ3|2a|ξ3|f3(τ3, ξ3)
〈σ3〉b′
dδ
 C
∫
F1−b · P2aF 1b′ · F 2b′ ·DxP 2aF 3b′(x, t) dx dt
 C‖F1−b‖L4xL4t
∥∥P2aF 1b′∥∥L2xL∞t ∥∥F 2b′∥∥L4xL4t ∥∥DxP 2aF 3b′∥∥L∞x L2t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ‖f3‖L2ξL2τ .
If |ξ1| 2a and |ξ2| 2a, for s  1/4, the integral Γ is bounded by
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χ|ξ |6a|ξ |1/2f¯ (τ, ξ)
〈σ 〉1−b
χ|ξ1|2af1(τ1, ξ1)
〈σ1〉b′ 〈ξ1〉s
χ|ξ2|2af2(τ2, ξ2)
〈σ2〉b′ 〈ξ2〉s
× χ|ξ3|2a |ξ3|
1/2f3(τ3, ξ3)
〈σ3〉b′
dδ
 C
∫
D
1/2
x P
6aF1−b · D−sx P 2aF 1b′ ·D−sx P 2aF 2b′ ·D1/2x P 2aF 3b′(x, t) dx dt
 C
∥∥D1/2x P 6aF1−b∥∥L4xL2t ∥∥D−sx P 2aF 1b′∥∥L4xL∞t ∥∥D−sx P 2aF 2b′∥∥L4xL∞t
× ∥∥D1/2x P 2aF 3b′∥∥L4xL2t
 C‖f ‖L2ξL2τ ‖f1‖L2ξ L2τ ‖f2‖L2ξ L2τ ‖f3‖L2ξL2τ ,
due to Lemmas 2.3–2.6 (or 2.3′–2.5′) and 4.1. This completes the proof of Theo-
rem 4.1. 
Therefore, Theorem 1.3 holds by the contraction argument and Theorem 4.1.
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