Abstract. We consider the problem of constructing the middle surface of a deformed elastic shell from its rst and second fundamental forms,â andb . The undeformed shell is a spherical cap of radius R and thickness h with an angular width 2 0 where 0 < 0 < =2. The cap is subjected to a constant uniform load and is simply supported at its edge. We seek to compute the one{parameter families of buckled states which branch from the unbuckled state of the shell. This is accomplished in two steps. First, a nite element method is used to solve the governing shell equations, a pair of fourth{order nonlinear partial di erential equations. A solution of this system is a curvature potential w, a stress potential f , and the load . Using Liapunov-Schmidt reduction, it can be shown that solutions possessing a variety of symmetries bifurcate from the unbuckled state of the shell. In the work that is presented here, we will numerically continue these local branches. We parametrize solution branches in terms of a pseudo-arc-length parameter (i.e., ( ; f; w) = ( ( ); f ; w )), enabling us to track them around turning points. The second step in our solution process is to solve numerically for the parametrizationX corresponding to the middle surface of the buckled shellŜ . We do so by integrating the partial di erential equations ofŜ . The coe cients in these di erential equations involve the rst and second fundamental forms of the deformed shellŜ which can be computed from ( ( ); f ; w ). A number of bifurcation diagrams corresponding to the rst three branch points of a spherical cap of size 0 = 12:85 are presented. For this example, a secondary bifurcation point was found connecting two distinct nonaxisymmetric solution branches. Computer graphics are used to display images of various buckled surfaces which branch from the unbuckled state of the shell.
1
The model equations that we employ here are referred to as the John shell equations ( 19, 20] ). The shell equations of John occupy an intermediate position between shallow shell models (such as Marguerre's equations 26]) and geometrically exact models (e.g., 1]). These equations are derived under the condition that the strains are small, but without a condition on the size of the displacements of the shell. The John model admits axisymmetric and nonaxisymmetric solutions and does not assume that the initial curvature of the shell is small.
There are two steps to our solution process. In the rst step, we solve our model equations, which for a spherical cap are equivalent to a pair of fourth{order nonlinear partial di erential equations. The model equations are discussed in Sections 2{3. These equations are solved using a nite element approach (see Section 4) . A solution is a pair of potential functions from which we can determine the fundamental forms of the deformed middle surface,â andb . The second step in our solution process involves determining the surfaceŜ withâ andb as its fundamental forms. Since our method of determiningŜ requires only the knowledge of the rst and second fundamental forms ofŜ, this approach could be easily adapted to other shell models in whichâ andb are available.
For a spherical shell, the John equations can be reformulated in terms of a single equation de ned on a certain Hilbert space W. In 5] , the author showed that a variety of solutions in W bifurcate from the trivial solution of Eqn. ( ) (see Sec.
3). These solutions correspond to buckled states of a spherical cap. The operators in ( ) are compact and the nonlinear terms are o(jjwjj) on bounded intervals near the trivial solution w = 0. In the generic cases, the eigenvalues of the linearization of ( ) in W have multiplicity one. Thus, the global branching theorem of Rabinowitz 28] allows us to continue these local solution branches. However, this theorem does not give information regarding the ner structure of the solution branches. For example, the theorem does not say what type of branching takes place at a bifurcation point (i.e., critical, supercritical, or transcritical), nor does the theorem predict when a branch will \turn around." The Liapunov{Schmidt method leads directly to criteria which determine the type of bifurcation that takes place (see 5] ). However, the Liapunov{Schmidt method gives only a local description of the solution set near bifurcation points. Using a combination of the topological results of Rabinowitz, the local constructive method of Liapunov{Schmidt, and numerical computations, we are able to develop tools which enable us to give a more complete description of the global structure of the solution branches. In this paper, we will describe numerical methods that enable us to carry out this analysis. The physical problem that we study is that of a simply{supported elastic spherical cap (denoted by S, see Figure 1a ) which is subjected to a constant uniform load p.
In this work, the middle surface of the buckled shell will be denoted byŜ and the unknown parametrization will be denoted byX (see Figure 1b ). The John model and its relation to other mathematical models are discussed in Section 2. A solution of the John equations can be expressed in terms of (a parameter proportional to p), a stress potential f, and a curvature potential w. The fundamental forms of the middle surface of the buckled shell can be computed from ( ; f; w) (see Eqns. (2.3){(2.4) and (3.1){(3.2)).
In Section 3, we introduce the weak formulation (Eqns. ( )) of the John shell equations and discuss its relationship to classical solutions and related Hilbert space solutions. For a spherical cap, the John equations are invariant under the group of orthogonal linear transformations that keep the z{axis xed. To avoid the problems caused by the equivariance of the model equations, we will consider solutions that are even about some plane = t and choose t = 0 for convenience.
In Section 4, we describe the numerical methods that are used to solve the John equations for the potential functions w; f. The goal is to replace the in nite dimensional formulation ( ) by an appropriate nite dimensional problem that we can solve (see Eqn. (4.11)). Our approach is fundamentally a Galerkin approximation. The construction of the nite element space W h is discussed in Appendix B. Two linear eigenvalue problems are solved in Section 4 using our nite element method. These problems can be solved exactly via direct methods and they allow us to evaluate the e ectiveness of our numerical method.
The approximation to the John equations leads to a nonlinear eigenvalue problem that is discussed in Section 4. We apply a pseudo{arc{length continuation method (see 9] , 21]) to track bifurcation curves. In particular, we approximate solution branches of ( ) by solutions in the form ( ( ); f h ; w h ) where f h ; w h 2 W h , lim !0 + ( ( ); f h ; w h ) = ( m k ; 0; 0); is a pseudo{arc{length parameter and m k corresponds to a bifurcation point (see (3.10){(3.11)). For 6 = 0, the corresponding middle surface of the buckled shell will be denoted byŜ .
It was not our intention to give an exhaustive analysis of the behavior of elastic spherical caps under a wide range of physical parameters. Our purpose was to demonstrate how a buckled shell could be constructed using our techniques. This is accomplished by presenting an example which illustrates the essential features of the solution process. For this reason, we consider a shell with physical parameters identical with one used in the experimental work of 25] (the example is referred to as Shell SS-62). Section 4 contains a number of bifurcation diagrams for Shell SS-62 along with other numerical results. We should point out that no single example could demonstrate the variety of solution sets that are possible. In particular, a small change in one of the parameters R, h, or 0 could change the structure of the solution set.
However, our techniques can be applied to these shells.
In Section 5, we describe how a \buckled surface"Ŝ is constructed from a solution of the John equations. A standard result in di erential geometry states that if certain compatibility equations are satis ed, then a surface can be determined from its rst and second fundamental forms. This is a constructive result andŜ can be determined by integrating a system of di erential equations along the coordinate curves ofŜ (see Eqns. (5.3) ).
In Section 6, we apply the techniques that are described in Sections 2{5 to the spherical cap SS-62. Computer generated images of buckled states of spherical caps are presented. In Appendix A, we de ne some notation related to the eigenvalues of the Laplacian on a spherical cap.
2. The shell equations. In the following, S will denote the middle surface of a spherical cap of thickness h and radius R. A point on the middle surface of the cap is given by X( ; ) = R(cos sin ; sin sin ; cos ) 2 < 3 for ( ; ) 2 0 . We will consider shells for which 0 < 0 < =2.
Various models have been used to study the buckling of spherical shells. Some models assume a priori that the shell is shallow. For a spherical cap, the nonlinear shallow shell model was developed by Marguerre 26] . This model has been used in a number of works, including 17] and 34]. Shallow shell equations, which are essentially perturbations of plate models (such as the von K arm an equations), have also been studied (see, e.g., 29]). Other models (see, e.g., 1], 6]) assume that the buckling is axisymmetric and although these provide accurate mathematical models, they do not admit asymmetric solutions.
In the work that is presented here, we will consider asymmetric as well as axisymmetric deformations of a spherical cap. A model which admits such behavior and is not based on a \shallow shell" assumption is a system of nonlinear partial di erential equations called the \lowest order interior shell equations" of John (see 19{20] ). These equations are accurate when the strains are small, and their nonlinear structure is rich enough to yield solutions possessing the same variety of symmetries as those which are observed experimentally (see 8], 10]).
Using a variational approach, Koiter derived a related set of shell equations called the Koiter{Sanders equations 24, pp. 34{36]. In the case of zero surface loads, the Koiter{Sanders equations agree completely with the lowest order interior shell equations of John as derived in 19, p. 260], and in the following, these will be referred to as the John shell equations. We will consider the John shell equations in an equivalent form developed by Koiter 24 we showed that the subcritical portion of the solution branch that bifurcates from the trivial solution at the critical buckling load c (the smallest eigenvalue of a related linear problem) does turn around and gain stability. In particular, we showed the existence of nontrivial stable subcritical solutions.
In 5], we showed the existence of buckled states possessing circular, pear{shaped, elliptical, triangular, square{shaped, pentagonal and a variety of other symmetries. The solutions were obtained by applying the Liapunov{Schmidt method to the John shell equations. The results obtained were local in the sense that the solutions are \close" to the unbuckled state of the shell. The work that we present here is a natural extension of these local results. We will use the results of 5] to obtain a good initial approximation to a solution that branches from the unbuckled state of the shell and then numerically track solution branches away from the unbuckled state. fu; vg = (" " uj v ; )j + ru rv + u v + v u + 2uv: The Laplace-Beltrami operator is given by w = a wj and ru rv = a u ; v ; .
We shall require boundary conditions (corresponding to a simply supported edge) in the form, ). In any case, if we are interested in obtaining more precise information on the behavior of bifurcating solutions, we must seek numerical solutions. 4 . Numerical Solutions of Weak Equations. In this section, we describe the numerical methods that will be used to solve ( ). Our approximations are based on a Galerkin approach. In order to measure the e ectiveness of our numerical method, we consider two linear eigenvalue problems that are related to ( ). We estimate the eigenvalues using our nite element approach and compare these results to the true eigenvalues which can be obtained by solving for the roots of certain Legendre functions. The last part of this section presents results related to the solutions of the nonlinear problem ( ). Residuals for the numerical solutions of ( ) along with a number of bifurcation diagrams are presented also.
The solutions that we construct will lie in the nite element space W h , the linear span of the set (4.1) B h = f h j ( ; ) j j = 1; 2; : : : ; Ng: The set B h and the vector space W h are described in Appendix B. A member of W h will be denoted by w h where the h is a measure of the discretization, which in our applications is the gap between successive breakpoints (see Appendix B).
We de ne the operator P h : W ! W h as follows, Next, we consider two eigenvalue problems, restricting our attention to solutions that are even about = 0. Solutions to both these problems are related to the eigenvalues of the Laplacian (see ( ) in Appendix A). In the following, m k will denote an eigenvalue of the Laplacian and u m k ( ; ) will denote the corresponding eigenfunction.
We say that is an eigenvalue of (P 1 ) if there is a w 6 = 0 and a corresponding 6 = 0 which satisfy, (P 1 ) ( + 2)( + )w = 0; 0 ; w = w = 0; @ 0 :
It is easy to show that the eigenvalues of problems (P 1 ) and ( ) are identical. The weak formulation of (P 1 ) The eigenvalues of the Laplacian can be computed by solving for the roots of certain Legendre functions (see (A.4)). Table 1 summarizes the results which are obtained when solutions of (P 1 ) are used to approximate solutions of (P 1 ) for a cap with 0 = 12:85 . Column 2 summarizes the results that were obtained when Bsplines of order k = 6 with a uniform breakpoint sequence were used to estimate the eigenvalues of (P 1 ). Column 3 summarizes the results that were obtained when Bsplines of order k = 6 with a nonuniform breakpoint sequence were used to estimate the eigenvalues of (P 1 ). The eigenvalue 3 1 was not estimated since it was not needed for the examples presented in Section 5.
The results corresponding to nonaxisymmetric eigenvalues using uniform breakpoints are acceptable. However, the results corresponding to axisymmetric eigenvalues using uniform breakpoints are poor. This is most likely due to the large value of the second derivative (calculated with respect to ) of the nite element nearest the pole = 0. By spreading out the breakpoints near the pole, we were able to obtain a better approximation to the axisymmetric eigenfunctions. While the smoothness of the nite elements is not changed by spacing the breakpoints in this way, the net e ect is to control the value of the second derivative near = 0. The spacing of the breakpoints near the pole is not as crucial when approximating eigenvalues cor- While it was possible to get a better approximation to 0 k by increasing the order of the nite elements, higher order splines do not realistically model the behavior of an elastic shell. For a set of nite elements of order greater than 6, the elements behave sti y and very little deformation from the initial spherical shape was observed when the nonlinear buckling problem was solved. In summary, the numerics indicate that to obtain an accurate estimate of an eigenvalue of (P 1 ) corresponding to an axisymmetric eigenfunction, one can choose the order of the B-splines to be k = 6 with a non-uniform spacing of the breakpoints. Nonaxisymmetric functions can be adequately approximated with a uniform breakpoint sequence.
Following the same approach that was used to estimate the eigenvalues of P 1 , we can estimate the eigenvalues of the Laplacian for a spherical cap (see ( ) in Appendix A). The results for a cap with 0 = 12:85 are presented in Table 2 . The results presented in Table 2 shows that our method performs well for a second-order problem, regardless of the type of breakpoint sequence that is chosen. 
We can choose the basis functions in such a way that a solution in the form (4:9) will be su ciently smooth to apply the results of Section 5. To simplify the notation, we will drop the superscript notation on h i and write i to denote an element of B h . We will use a superscript h when referring to an approximate solution ( h ; w h ; f h ) in the following sections. Upon substituting (4.9) into the weak equations ( ), we obtain (4.10) Remark. While it is not possible to determine the scalar exactly when 6 = 0 by only looking at the linear terms in (3.6a){(3.6b), this was not a serious problem. In practice, our method was su ciently robust so that for relatively large values of , the iterations converged to the correct solution. If j j was too small, the iterations converged to the zero solution. It was not di cult to nd an adequate initial guess w h 0 for the solution of the nonlinear problem.
In the remaining sections of this paper, our numerical computations will be applied to a spherical cap with speci cations based on Shell SS-62 in 25], R = 3:0 in., E = 10; 800; 000 psi, = 0:3, h = 0:03 in., 0 = 12:85 .
Using these values, we nd that = 0:3026 and = 330:5. Our boundary conditions are not the same as those used in the experiments in 25], so it is not possible to compare our results directly. for the eigenfunctions corresponding to the rst three branch points of SS-62 (see Table 3 ). We divide by j j in the previous expression, because is initially small in our applications. The eigenfunction u m k was normalized so that a(u m k ; u m k ) = 1. To measure the error in our approximation of the nonlinear problem, we consider the sum of the squares of the residuals of each equation in (4.11). We de ne Table 4 contains the values of r for a number of solutions that bifurcate from the trivial solution at one of the rst three branch points of the Shell SS{62. A negative value of was used in the calculations that are presented in Table 4 . The third column of Table 4 gives r( h 0 ; f h 0 ; w h 0 ). Note, these values could be lowered by choosing smaller. We include them in Table 4 for completeness. The fth column of Table 4 gives r( as an initial guess for the Newton iterations. The solution branch emanating from the trivial solution could be tracked by repeating this process. However, as discussed in Section 1, we know that subcritical branches must eventually turn around. Clearly, this method will break down near these turning points. The results for = h 1 and = h 2 will be used as the initial starting points for a continuation method. The L ij 's are de ned in (4:5) and 1 i; j N. For our applications, L ij ] is positive de nite and the discrete norm jj jj on < N is well de ned.
We then proceed to compute an Euler step in the direction of the tangent, Remark. A choice for _ 0 is made at each step to ensure that the algorithm will track solution curves for increasing values of (see 9]). Thus, two solutions (corresponding to di erent values of h ) must be known before the pseudo{arc{length method can be employed. This can be accomplished by solving (4:18) near a bifurcation point for two di erent values of (see Table 4 and the results for = h 1 and = h 2 ). The energy associated with a solution in the form (3.10){(3.11) is given by E( ; w; f) = 1 2 (w; w) ? (Aw; w) + (f; f)] where ( ; ) is the inner product on W. We de ne the energy of ( h ; w h ; f h ) to be E h ( h ; w h ; f h ) = 1 2 `(w h ; w h ) ? h a(w h ; f h ) +`(f h ; f h )]:
Next, we present solution branches which bifurcate from the trivial solution for the spherical cap SS{62. We will use a nonuniform breakpoint sequence to generate a nite element space for axisymmetric solutions and a uniform breakpoint sequence to generate a nite element space for nonaxisymmetric solutions (see Appendix B). As we tracked the bifurcation curves, the residuals r( h ( n ); f h n ; w h n ) remained about the same order of magnitude as given in Column 7 of Table 4 . Exceptions to this occurred near turning points. However, it was found that the residuals could be lowered near turning points by reducing the stepsize ? 0 .
Before we present the bifurcation diagrams, we rst de ne some notation. Two solution branches bifurcate from each of the branch points ( ] and S a C ? 1 1 ] . Note, the traces of these two curves coincide. In Figure 4b , we plot initial portions of S b C ? 1 Partial derivatives ofX with respect to u i will be abbreviatedX i = @X =@u i . In the following, all surfaces under consideration are assumed to have a parametrization X 2 C 3 ( 0 ). For the purposes of this section, we will assume that we have computed a solution of (4.11) in the form ( h ; f h ; w h ) = ( h ( n ); f h n ( ; ); w h n ( ; )) where n > 0 is xed.
A standard result in di erential geometry concerns the existence of a surfacê S with prescribed rst and second fundamental forms,â ij andb ij . In general,â ij andb ij by themselves are not su cient to guarantee the existence of such a surface. However, if three compatibility equations are met, then a surfaceŜ does exist with the fundamental formsâ ij andb ij . These compatibility equations are commonly referred to as the Mainardi{Codazzi equations (see 31, Eqns. The parametrizationX is unique up to a translation and orthogonal rotation. In practice, an initial position vectorX 0 is speci ed so that in our applicationsŜ is unique (see the remark following Eqn. (5.4) ).
Remark. The rst equation of (2:1) is an approximation to Gauss's equation, while the second and third equations approximate the Mainardi{Codazzi equations. Although the fundamental forms of the deformed shell do not satisfy the exact compatibility equations, they do satisfy a set of equations which approximate the compatibility equations. In fact, this is the best that one could expect, since the constitutive laws are already approximations to begin with. For a further discussion of the compatibility equations for the middle surface of an elastic shell, the reader is referred to 24].
Using the methods outlined in Sections 3{4, we can approximate the solutions of the John equations f and w (and thus approximate F and W using (3.2)). Using equations (3.1){(3.2) and the constitutive equations (2.2), we are able to computê a ij (u The actual deformation corresponding to C 1 1 was very small (see Figure 11a ).
To bring out the asymmetries of these states, we stretched out the z{coordinate (see . This type of approach has been used in 11], where numerical solutions with prescribed symmetries and nodal sets were found in certain invariant subspaces. The analytical work of 14] and 15] utilizes the preservation of nodal structure to obtain global characterizations of solution branches of certain nonlinear partial di erential equations on planar domains. In order for such an approach to work, the domain must possess certain symmetries to begin with. If one seeks solutions in an invariant subspace, one may not be able to detect certain secondary bifurcations which may be present in the original system. Had we restricted attention to the subspace M h , then we would not have observed the transition from a C 1 1 {solution to a C 2 1 {solution. From (3.11), we see that Therefore, the nodal structure of w must change near = 0.
Although the John equations were derived under the assumption that the strains are small, many solutions that are presented in Section 6 could not be classi ed as having small strains. Nevertheless, even when the strains were not small, it was possible to integrate (5:3) and obtain a reasonable solution.
Our numerical computations were carried out on an IBM 3090VF model J. Using 187 elements, it took approximately 0.23 minutes to take one step along a nonaxisymmetric solution branch following the continuation method described in Section 4. The image presented in Figure 13d , required computingX( ; ) at 2100 grid points, ( i ; j ) j i = 0i 30 ; i = 1; : : : ; 30; j = 2 j 70 ; j = 1; : : : ; 70 and took 3.27 minutes of cpu. Note, there is no correlation between the number of grid lines presented in the gures in Section 6 and the number of nite elements used in Section 4. The total time could be reduced by decreasing the number of grid points, since an integration along a typical coordinate curve = j only requires about 0:0467 minutes of cpu. For an axisymmetric solution, the computational time was reduced since only 38 elements are used. On the average, it took approximately 0.008 minutes of cpu to take one step along an axisymmetric solution branch. It took 1.9 minutes to complete the computations needed to construct the surface presented in Figure 15d . This time could be reduced by a factor of 70, since only one integration along a curve = j is needed for an axisymmetric solution.
The three-dimensional images presented in Section 6 were produced at the Center for Geometry Analysis Numerics and Graphics, University of Massachusetts, Amherst using software developed by James T. Ho man. Appendix B. Constructing a basis for the solution space. The numerical solutions w h ; f h that are presented in Sections 4{6 were constructed to lie in W h , the linear space of functions spanned by the elements of B h . In this section, we will describe how the set of nite elements B h = f h j ( ; ) j j = 1; 2; : : : ; Ng:
is constructed. We will follow the terminology that is de ned in 12] and 18] and the reader is referred to these references for a more complete exposition on splines.
Our choice of B h is motivated by the theorem in Section 5 that we wish to apply. Since the rst and second fundamental forms of the deformed shell need to be su ciently smooth, our numerical solutions also must possess a certain amount of smoothness. In particular, we must haveâ ij 2 C . Using the constitutive relations, we see that f h must be at least four times continuously di erentiable on 0 and w h must be at least three times continuously di erentiable on 0 . Solutions in the form (3.10){(3.11) were shown to be analytic in 5]. We will require f; w 2 C 4 ( 0 ) and build this property into the space W h .
In the classical formulation, f and w must satisfy the boundary conditions (3:6c){ (3:6d). We will be working with the weak equations ( ) where the boundary conditions require that a test function vanishes on @ 0 . Classical solutions generated by weak solutions will satisfy the appropriate boundary conditions. In the following, we will show how the continuity requirements and boundary conditions are built into the space W h . We begin by de ning some terminology and notation:
(1) P k; is the linear space of piecewise polynomial functions of order k with breakpoint sequence = ( 1 ; : : : ; `+1 ) (see 12, p. 87]).
(2) P k; ; is the linear subspace of P k; which satisfy continuity requirements speci ed by (see 12, p. 100]).
(3) B i = B i;k;t is the i th B{spline of order k with knot sequence t. The knot sequence t consists of elements of the breakpoint sequence and is used to specify continuity requirements at the internal breakpoints j ; j = 2; 3; : : :`. In particular, if the j th derivative is required to be continuous at such a j , then j must occur k ? j + 1 times in the corresponding knot sequence t. If M denotes the length of t, then fB i j i = 1; : : : ; M ? kg is a basis of dimension m = M ? k for the space P k; ; . Note, as a basis for the space of piecewise polynomials, the B i 's are linearly independent.
For our applications, we set the order k = k = 6 and require four continuous derivatives at interior breakpoints so that 2 ; : : : ; `e ach appears at most once in t.
We choose the length of our knot sequence to be 46, 1 = 0:0 and `+1 = 0 . In particular, t i = 1 = 0 for i = 1; : : : ; 6 and t i = `+1 = 0 for i = 40; : : : ; 46. In our work, we used the "not-a-knot" rule to generate t from the breakpoint sequence (see
12]).
We considered two types of breakpoint sequences. In the rst type, the breakpoints are distributed uniformally on (0; 0 ). In the second, breakpoints near the pole were spaced further apart than those near the edge = 0 (this does not alter the smoothness of the corresponding B i 's). It was found that by choosing the breakpoints in the second way, it was possible to get a better approximation to an axisymmetric We are now able to de ne our basis functions. Let n i denote nonnegative integers, n 0 = 0, n 1 = 1, n i < n i+1 . De ne (B.1) . . . Remark. The labeling of the h i;j 's is not important here and to simplify the notation we will refer to them with a single subscript in Sections 1{7. At this point we see that the quantities L nm , A nm , B nmq used in Sections 3{4 are well-de ned and can be computed numerically. In the nonaxisymmetric cases, we chose k = 6; m = 39; n = 6; n 0 = 0; n 1 = 1; n 2 = 2; n 3 = 4; n 4 = 6:
One can show that for the examples considered here, solutions do not possess the symmetry of the dihedral group D 3 so that the function cos 3 is not needed for B h .
Moreover, frequencies higher than n = 6 were not needed, since the corresponding amplitudes were negligible. For nonaxisymmetric solutions, the number of elements in B h is N = 187. In the axisymmetric cases, we used k = 6; m = 39; n = 1 n 0 = 0; yielding a total of N = 38 functions in B h .
