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The objective of this series of papers is to establish exact estimates of the 
exponential dichotomy roughness. Part I deals with the simplest case which we 
shall call strong dichotomy. 0 1988 Academic Press, Inc. 
1. NOTATIONS, TERMINOLOGY AND PRELIMINARY REMARKS 
1.1. Given 0 < 8 < 1 let fl= 0.5 arcsin 0 (0 d b < z/4) and 
c=cos/?, s = sin /?, N(B)=[(~)‘(~)‘]“l’+~). 
Next for 0 < II/ -C z/2 - fi let 
g = g($) = sin $/[2 cos +(cos $ + c)(cos $ -s)]. (1) 
A direct verification shows that g > 0 and 
[1+(0g+tan$)*]“*=l+gsin2$, (2) 
6 1” g d$ = In ciV(/?). (3) 
One can check that N(b) is increasing on 0 <b < 7c/4. 
1.2. Let E = R” or C” and let P: E + E be a projection. Set P, = P, 
P, = I- P, and introduce the decomposition 
E= U@ V, where U=P,E, V=P,E. (4) 
It is known [3] that if y =@is the angle between U and V, then 
505/71/1-s 
lP*l= jPzl =cscy. 
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For a vector y e E or a linear operator B: E + E (both may also depend 
on t) we use the decompositions 
Y =YI +y2, B=B,+B,, where yj = P, y, Bi = P,B, i = 1,2. (6) 
1.3. If lPl=l, i.e., UI V, then jB,y12+IB2y12=IBy12<(B12(y12. 
Therefore if we define 0 <o d 7c/2 by IB, yJ = JBJ (yl sin o, then 
IB2ylG Id IYI ~0s 0. 
1.4. Given (4), (6) we call C,(U) = { y: ly21 < Jy,( .tan 8) a p-cone 
around U. The same for C,( I’) = { y: I y,l < I y,l tan /I} around V. C, 
denotes the closure of C,. 
1.5. Let P, P’, P” be projections with corresponding decompositions 
like (4). One can show that 
(i) If JP’- P( < 4, then P’ and P are similar and 
U’ = c/A 4 v’cC,(V) with p < 1r/4. (7) 
(ii) If in addition I P” - P’J < A(/?) < (1 - sin 28)/2, then still 
u” c C,,,(U), v c c,, (V). 
(iii) If U I V, *- U V - y’, and (7) is given, then y’ > 7r/2 - 28 and 
IP’-PI <s/(c-.s), 1 P’I < set 28. (8) 
1.6. Unperturbed and perturbed linear ODES in E are 
i = A(t) x, (A) 
and 
3 = CA(t) + B(t)1 Y, (B) 
respectively. Usually we assume tE IF&! + but little would be changed on I&!. It 
is also immaterial whether A(t) and B(t) are continuous or just 
measurable. In any case a solution x(t) or y(t) is considered absolutely 
continuous. X(t) denotes a fundamental matrix for (A) with X(0) = Z, and 
X( t, S) = X(t) X-‘(S). Equation (B) is equivalent to 
y(t) = x(4 s) Y(S) + j- X(t, T) B(T) y(t) dz. 
s 
(C) 
1.7. Given (A) and a projection P we define operators P,(t, S) = 
X(t) P,X-‘(s), i= 1, 2. Clearly, 
P,(t, s) + P*(t, s) = at, s), P,(& t) Pi(T, S) = 0 (i #A, 
Pi( t, s) = Pi( t, z) Pi(T, S) = Pi( t, z) X(t, S) = X( t, T) Pi(T, S). 
(9) 
EXACT BOUNDS OF DICHOTOMY ROUGHNESS 65 
At s = t they become projections Pi(t, t) and determine a t-dependent 
decomposition 
E= U,@ V,, where U, = Pl(t, t) E, V, = P2(f, t) E. (10) 
The subspaces U,, V, are invariant for (A), i.e., they consist of solutions of 
(A) in the sense that if x(0) E iJ0 (or V,), then x(t) E U, (resp. V,) for all f. 
1.8. By (6) and (9), applying Pi(t, t) to (C) we get a system of two 
equations equivalent to (C) and (B): 
Yi([) = pi(f3 s, Yits) + j’ Pi(t, 7, Bi(7) .YC7) d7, i= 1, 2. (11) s 
Notice that y(7) remains untouched. Traditionally one also keeps B(7) in 
place of our B,(7) = Pi( T, T) B(7). This leads to a substantial difference in 
the ultimate estimates. 
1.9. Equation (A) is said to have an exponential dichotomy (with a 
projection P, exponent a > 0, and constant K k 1) if 
IP,(t, s)l < Ke~‘(‘-‘) (tas), IP,(t, s)l < Ke*(‘-S) (t<s). (12) 
This is equivalent [l, 21 to the joint conditions 
for x(r) E U, 
for x(t) E V, (13), 
(both for t k S) and 
IPitt, t)l d KZ, i= 1,2, (13)2 
where (13) follow from (12) with K, = K, = K and (12) follows from (13) 
with K= K,K2. 
Remarks. (i) (13), clarifies why U, is usually called stable, and 
V,-unstable subspaces. 
(ii) By (5) we can and will assume K, = csc y, y = inf, G,. 
(iii) For brevity and to better demonstrate the ideas, in this paper we 
only deal with the case K= 1 (i.e., U, I V,) for the unperturbed equation 
(A) (but not for (B)). We call it a strong dichotomy. 
1.10. Given a dichotomy (12)-(13) for (A), a solution y(t)=yl(t) + 
y*(t) of (11) (i.e., of (B)) is called upper if it starts on VO = null P (i.e., if 
y,(O) = 0, y,(O) # 0), and lower if it is bounded. As shown in [l] (with 
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slightly different notations), for the upper solutions system (11) can be 
turned into 
(14), 
and for the lower solutions into 
Y,(f) = PI(~T J)Y,(S) + j-’ Pl(h T) B,(T) Y(T) dT, 
s (15), 
Y*(t) = - j” Pz(t, 7) B,(T) J’(T) dT. f (15), 
1.11. Coppel’s dichotomy roughness theorem [ 1 ] in our notations runs 
as follows. Let (A) have a dichotomy (12) on lR + If 
6 = sup / B( t)l < U/(4!?) 
I 
then (B) also has a dichotomy whose projection P’, exponent cz’, etc., have 
the following properties: 
(a) The stable subspace U; is uniquely determined as the set of all 
lower solutions (and has dim Vi = dim U,). For the unstable subspace Vi 
(with dim Vi= dim I’,) we always can and will take the set of upper 
solutions, i.e., we can and will choose P’b = null P’ = null P = V,; 
(b) a’>Lx--2K6, K’ < 2.5K2; 
(c) IP;(t, t) - Pi(t, t)l 6 4K36/tx, i= 1, 2. 
1.12. Remarks. (i) Obviously the same can be expressed in terms of 
K, and K, rather than K (see 1.9). 
(ii) According to 1.5, if 4K36/cr < +, then (7) holds (with U= U,, etc). 
We will assume 6 to be that small in Coppel’s theorem. 
2. THE EXACT BOUNDS OF STRONG DICHOTOMY ROUGHNESS 
2.1. THEOREM. Let (A) haue a strong dichotomy on [w +, i.e., (12)-( 13) 
be given with KI = K, = K = 1. Next let 
6=sup /B(t)/ d&x (16) 
with some 19 < 1 (involved in all the notations in 1.1). 
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Then (B) also has a dichotomy (in general not strong) of the form (13) 
whose projection P’, exponent a’, etc., satisfy the conditions 
null P’ = null P, (17) 
u: c WJ,) and v: c qu for all t, (18) 
a’ > a(p) = (1 - 0) a, (19) 
G 6 K,(P) = NB)> (20) 
K2 < K,( fi) = set 28, (21) 
IPXt, t) - P,(t, t)l G s/cc -sh i= 1,2. (22) 
AN these bounds are unimprovable (see 3.5, Remark (i)). 
Remark. To illustrate the relative accuracy of these estimates let us 
compare their main parts with those in [ 1, 23 for K= 1: 
Coppel: 6 < a/4, a’ > a - 26, 
Daleckii-Krein: 6 < a/2, a’ > JizG, 
Theorem 2.1: 6 < a, a’>a-6. 
3. LEMMAS AND PROOF OF THEOREM 2.1 
3.1. LEMMA. Let a > b 2 0 and s < S< co. Then for any (measurable) 
function o(t) we have 
i,Js, S, a, b) ‘% js sin o(t) exp 1’ (-a + b cos co(t)) dr dt < (a’- b2)-‘i2. 
s , 
(23) 
The same holds for i,(S, s, -a, -b) with - co d S < s (this case turns into 
(23) if we replace t, s by - t, -s). 
Sketch of prooJ Without loss of generality we may assume s = 0, 
S=cc, coso(t)=u(t)>O and sinw(t)=[l-U2(t)]‘/‘>0 with u(t) 
smooth. So we need to maximize 
j[~]=j~~ [l-u2(t)]“‘expjr(-u+bu(r))dsdt. 
0 
The Euler equation is ti = (1 - u’)(au- b), and its stationary solutions 
u(t) = + 1, b/a yield j[ + l] =jmin =0, j[b/a] =j,,, = (a2 - b2)-“*, while 
all other solutions prove not to be extremals. 
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In the next lemma we write l/cos or set interchangingly depending on 
convenience. 
3.2. LEMMA. Let o(t) be measurable, 0< w(t) < ~12, and 0 < $ < B < 7114 
for t, < t,. Zf $( t) satisfies any one of the two differential equations 
t+b = scl[sin 214 - 0 sin(o + ij)], where e=l or -1, (24) 
then in both cases (see 1.1 for notations) 
a8 I ‘2~dt<a0(t,-t,)+lncN(fl). 11 (25) 
Proof Note that 
cos w . set $ = cos D + tan II/ . sin 52, where Q = o + I++. 
We claim that with the above o = w(t), $ = $(t), and g = g(ll/) from (1) we 
have 
a cos 0 . set * < a + &g$, (26) 
i.e., 
a( cos G + tan @ . sin Q) < a + ag( sin 214 - 6 sin Q) 
cosQ+(Bg+tanIC/).sinQ6 1 +gsin211/. 
But the latter certainly holds by (2), because always m cos Sz + n sin Q d 
(m’ +n2)li2 So (26) is true. Multiplying it by 6’ and integrating, now it 
suffices to notice that by (3) 
3.3. BASIC LEMMA. Under the notations and conditions of Theorem 2.1 
every upper solution y(t) of (B) 1 ies in the.closed cone c,( V,) and obeys the 
estimate 
Iv(t)1 21ea(B)(r-s) 
lY(S)l NB) 
for t2s. 
ProoJ Step 1. Since K= 1, we can apply 1.3 to the given y(t), using 
(16): 
I&WyWl =fh IvWl sin WY VW) YWI G ea lN)l cos W). (28) 
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Clearly o(t) is at least measurable. Next, for the same y(t) we define 
0 < 4(t) <71/l? by (see (6)) 
d(t) = arctan IY~(~M.YA~)I~ i.e., IJWI = l.h(~)l set 40. (29) 
Since d(O) = 0 and yi are continuous, for t small $(t) is well defined, 
continuous, and satisfies 
4(f) < n/4. (30) 
Let T= {sup t’: 4(t) < n/4 for all t E [0, t’)}. We show that T= cc and (30) 
can be sharpened up to 
i.e., 4(t) <B for all t > 0. (31) 
Suppose T < co. Then by continuity d(T) = 7~14, while 
o< sup (75(t)= @,< It/4 for every s < T. (32) 
O<f<S 
With such an s we write (14) for our y(t), set t = s in (14), but leave t < s 
free in (14)2 and then take the norms; by (28), (29) and (12) with K= 1 we 
get 
s 
s 
IY,(s)I G cd e -CL3S” sin O(T) set 4(r) Ivz(z)j dr, 
0 
Iy2(t)l Ge”“-“’ [y,?(s)1 + cd J,‘e”(‘-” cos O(T) set d(t) Iyz(r)l dz. 
The second inequality yields by Gronwall’s inequality for t<s: 
a + cd3 cos w(a) set q5( a)] do. (33) 
Using this (with t = r) for the first inequality and dividing by ly,(s)l, we 
obtain 
where Jtj stands for the more accurate (Jcj)(s). Note that if 0 < 4, (t) < &(t) 
on O<t<s, then 
Jh G J#z. (35) 
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In particular, by (32) and (34), 
tan @, < J@,. (36) 
Now we apply Lemma 3.1 to J@, (in which a = 24 h = cl0 set @, d a fi so 
that a > b 2 0 holds). Then by (36) and (23) we have sin 2@, < 0 E sin 2/I, 
and in view of (32), Gs < /?. This proves (31) for any t (or s) < T. But then 
by continuity also d(T) 6 /3, which is inconsistent with d(T) = z/4. Thus 
T< co is wrong, and by the same token (31) is proved. 
Step 2. By (31), (34), (35), and also observing that Jp < tan /I (again 
by Lemma 3.1) we have 4(s) < arctan G /I. Set inductively 
&,(s) = 4(s) and dm(s) = arctan(Jd,- ,)(s). Then 
O,<&s)< . . . <&(S) 6 . . . <p. 
Therefore there exists 0 dlim drn(s) = $(s) < 8. By the Monotone Con- 
vergence Theorem also lim Jq3, = Jll/ whence 
It/(s) = arctan( 
Differentiating and simplifying we get (24) (the case E = - 1 ), and so (25) 
holds with t, = t < s = tz. Since 0 d set i(t) <set $(t), we have by (33) and 
(25) 
IYz(~MY*(~)l 6 CNa) .@)(‘-3’ for t<s. 
Finally, lyl = ly21 set 4 (29) and O<&t) <p, so that 
Iv(t) Ivz(t)l coso 
Iv(s)l %m cm B 
.-<N(fl)ex(P)(‘p”) for t < s. 
This is (27), just with t and s interchanged. 
3.4. LEMMA. Under the same conditions of 2.1, if(B) has a nonzero lower 
solution y(t) E C,,,( U,), then actually y(t) E c,( U,) and 
Iv(t)l -<N(/qe-“‘8”‘.-“‘, 
I Y(S)1 
t 2 s. 
The proof is very close to the previous one, and we just point out some 
differences. Now the roles of y, and y, are interchanged, so to keep the 
above notations we have to interchange indices 1 and 2 in (28), (29). Next, 
we set t=s in (15), and leave t>s free in (15),. Step1 becomes even 
simpler because 4(t) < 7r/4 is now given a priori. A good convergence of the 
improper integrals allows us to take lim Jq5, = J$ as before, but here we 
just need the alternative versions of Lemmas 3.1 and 3.2. 
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3.5. Proof of Theorem 2.1. By 1.11 and 1.12, if 0 in (16) is small 
enough, then Vi and V, do exist (with Vb = V,, i.e., null P’ = null P) and 
satisfy V: c C,( U,), V: c C,( I’,) with rl< 7r/4. But then solutions in Vi or 
Vz satisfy all the hypotheses of Lemma 3.4 or 3.3, respectively, and so not 
only q < a/4 but also q < /I and the estimates (27) and (37) hold. This is 
just what (17k(20) state, and (21), (22) follow by (18) in virtue of 1.5(iii) 
and Remark (ii) in 1.9. So 2.1 holds for 8 small. Let 13~ = sup{&: 2.1 holds 
for 6 E [0, e’)}. We show that &, = 1. Suppose B0 < 1, i.e., PO < 7c/4. Then we 
show that there is enough room for further perturbations. Notice that in 
(19)-(21) a(B) is decreasing and J&(/3) increasing in fi (see also 1.1). 
For each 0<8, we do have the dichotomy described in 2.1, i.e., with 
a@), K,(p), and C,(U,) 3 U;, C,( V,) s> V:. Then certainly the smaller 
exponent a(/&) >O, greater constants K,(P,) < co, and wider cones 
C, c C,,, will do. Also let h(jl,) = (1 -sin 2&,)/3 in 1.5(ii). 
Now by 1.5, 1.11, and 1.12, given the numbers a&), &(p,,), and h(j?,), 
there is &, > 0 depending actually only on /I0 and such that with any 
further perturbation of smallness ~6, the secondarily perturbed subspaces 
U;l, I’: remain in C,,,( U,), C+( I’,), respectively. But then once again 
Lemmas 3.4 and 3.3 work, and we arrive at the conclusion of Theorem 2.1 
as before. 
So the theorem is true for any perturbation of the total 
smallness < 8 + do. But 6,-, = S&3,) is fixed, while 8 could be chosen 
arbitrarily close to &,. So we can make f7 + &, > 8,,, which contradicts the 
definition of 8,. Thus 8, = 1, and the proof is completed. 
Remarks. (i) There is an example where eq. (A) is fixed and for any 
0 < 0 < 1 and E > 0 there is a perturbation B,(t) with IB,(t)l = 0 which 
makes (18b( 19) exact and (20)-(22) exact within E (to appear in Part II). 
(ii) Actually we never used the finite dimensionality of E, so that the 
results can be extended, with appropriate precautions, to a Hilbert space. 
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