Abstract. We combine the Donsker and Varadhan large deviation principle (l.d.p.) for the occupation measure of Markov process with certain results of Deuschel and Strook to obtain the l.d.p. for unbounded functionals. Our approach relies on the concept of exponential tightness and the Puhalskii theorem. Three illustrative examples are considered.
1. Introduction and main result 1. Consider an ergodic Markov process = ( k ) k 0 having R as its state space, 0 (dx) as the distribution of the initial point 0 , and = (dx) as the invariant measure. The transition probability (x; dy) is assumed to satisfy the Feller condition.
From application point of view it is interesting to get the large deviations for functionals of the type ( Assume the family ( n ; n 1) obeys the l.d.p. in the metric space (S; ) (S is the set of probability measures on R and is the Levy-Prohorov metric) with a rate function J( ); 2 S. If g = g(x) is a bounded continuous function then M g ( ) = R R g(x) (dx); 2 S de nes a mapping continuous in the metric and the l.d.p. in (R; r) (r is the Euclidean metric) is implied by Varadhan's contraction principle 13] with a rate function I g (y) = inf 2A J( ); A = f 2 S : M g ( ) = yg inff;g = 1:
(1:2)
Typeset by A M S-T E X Deuschel and Stroock 3] have showed that under certain conditions this result remains valid for an unbounded function g = g(x).
In this paper we give su cient conditions for the sequence ( 1 n P n?1 k=0 g( k ); n 1) to obey the l.d.p. in terms of 0 (dx); (x; dy); and g(x).
In view of (1.1) we need the l.d.p. for the family ( n ; n 1): In the noncompact case with a xed initial point: 0 = x 0 the l.d.p. has been proved by Donsker (N is a set of continuous nite-supported functions). Since in our setting the initial point 0 has the distribution 0 we add one more assumption:
We show that the Donsker and Varadhan l.d.p. for ( n ; n 1) remains valid under these three assumptions with the same rate function (see Theorem 2 in Appendix). The lower-bound part of this Theorem is a simple generalization of the Donsker and Varadhan l.d.p. obtained by averaging w.r.t. 0 . The proof of the upper-bound part is somewhat di erent. We show that (H ) and (H 0 ) imply the exponential tightness of the family ( n ; n 1) and then use the Puhalskii theorem 12]
The same method is used in proving our main result concerning the l.d.p. for the family (M g ( n ); n 1). Remark. Assumption (RM) is used only in lower bound part for the l.d.p. of ( n ; n 1).
It has been weakened in Jain 10] 
Since J( ) G(v n ; ), an estimate holds:
As sup jxj N v(x) < 1, then I(v(x) < n) " 1; n ! 1 and by the Beppo{Levy Theorem the desired result holds. Now we will establish (2.1). It follows from (2.3) that jg(x) ? g k (x)j jg(x)jI(j g(x) j> k):
Keeping in mind that jg(x)j L(1 + (w(x) ? w ? ) ); < 1 we get for k > L: n log P(A n ; n B n;i ):
Proof follows from: P(A n ) P(A n ; n B n;i ); P(A n ) 2 P(A n ; n B n;i ) _ P(B n;i )]:
According to this Lemma (2.2) is valid if
where v(x) is from (H ) and
(2:6) (2.5) follows from (H 0 ) and the Chebychev inequality: with v(x) from (H ). By Markovian property E(e v( k+ 1 ) j k ) = E(e v( k+ 1 ) j 0 ; :::; k ) P ? a:s: and so EZ n = 1. Hence, the following inequality is obvious: It then follows from (2.9) that 1 n log P(
and therefore (2.6) holds due to (H ) .
3. Examples. Nonlinear recursion Consider a Markov process = ( k ) ?1<k<1 generated by a nonlinear recursion: is well de ned since j 0 j P 0 j=?1 a ?j j " j j.
Thus the process de ned in (3.1) has an invariant measure which is a distribution of the random variable 0 . Now, we consider a process de ned in (2.1) de ned for k 0. 1. Suppose that the distribution density w.r.t. the Lebesque measure of " 1 is Laplacian: p " (y) = n log(P( ( n ; ) ); ?2J G ]:
The desired result follows from this inequality in an obvious way.
Exponential tightness
The family ( n ; n 1) is said to be exponentially tight in (S; ) R jxj>l (dx) (l)g: By the Prohorov theorem 2] K j is a relatively compact set and, since fx :j x j> lg is open, the limit of any converging (in metric ) sequence from K j belongs to K j , i.e. K j is compact in (S; ) and evidently K j K j+1 :
The desired result follows from (A.3) by virtue of S n K j = S l j f 2 S :
The proof of the exponential tightness is given in Lemma A.3. Let assumptions (H ) and (H 0 ) be satis ed. Then the family ( n ; n 1) is exponentially tight in (S; ).
Proof. Check (A.3) with (y) de ned in (2.10) . To this end we use Lemma 2.2. Introduce sets A n = fL(j; n ) < 1g and B n;i = fv( 0 ) > ing.
As it was shown in (2.7) lim i lim sup n It is easy to nd from the last inequality and (A.4) that 1 n log P(A n \ n B n;i ) (1=n) log P(L(j; n ) < 1; v( 0 ) in) i ? w ? ? 1= (j) and so the desired result holds. and the desired result holds with a = ( 0 ; 00 ) and h " (x) =j dV(x) dx j. In general, we approximate V (x) by a continuously di erentiable function V " from N such that sup x2R j V (x) ? V " (x) j " 2 and use an estimate j R R V (x) 0 (dx) ? 00 (dx)] j "+ j R R V " (x) 0 (dx) ? 00 (dx)] j which implies the desired result with h " =j dV " (x) dx j.
The upper bound in the l.d.p. will be derived from the exponential tightness and the following Lemma A. 
