The relative contribution of stimulus-driven and attentional processes in organizing the memory representation of the acoustic environment is controversial. There is clear evidence that attention biases response properties of neurons within sensory cortices, indicating that the neural mechanisms of attention modulate the stimulus-driven processes (Bushnell et al., 1981; Chapin and Woodward, 1981; Chelazzi et al., 1993; Desimone, 1998; Hocherman et al., 1976; Hubel et al., 1959; Jancke et al., 1999; Luck et al., 1997; Moran and Desimone, 1985; Nelson et al., 1991; Petkov et al., 2004; Woodruff et al., 1996) . In humans, attended sounds evoke enhanced scalp-recorded electrical responses when compared to the responses elicited by unattended sounds (Hillyard et al., 1973) . This enhancement begins as early as 20-50 ms after stimulus onset (Hillyard et al., 1973 Woldorff and Hillyard, 1991; Woldorff et al., 1987) , indicating that actively selecting a subset of sensory information can modify responses evoked by sensory input at an early processing stage. While there is convincing evidence that attention modifies neural activity evoked by sounds, little is known about modulatory processes reflecting context-dependence of stimulus-driven neural activity. Context dependence refers to the modulation of neural activity evoked by identical stimuli in different stimulus environments. It is not known, for example, whether existing auditory memory representations affect the encoding of incoming information without attentional control. In the current study, we test the hypothesis that sensory memory representations formed on the basis of stimulus-driven processes can bias subsequent memory representations toward one sound context over another (one or two auditory streams). 
Introduction
The relative contribution of stimulus-driven and attentional processes in organizing the memory representation of the acoustic environment is controversial. There is clear evidence that attention biases response properties of neurons within sensory cortices, indicating that the neural mechanisms of attention modulate the stimulus-driven processes (Bushnell et al., 1981; Chapin and Woodward, 1981; Chelazzi et al., 1993; Desimone, 1998; Hocherman et al., 1976; Hubel et al., 1959; Jancke et al., 1999; Luck et al., 1997; Moran and Desimone, 1985; Nelson et al., 1991; Petkov et al., 2004; Woodruff et al., 1996) . In humans, attended sounds evoke enhanced scalp-recorded electrical responses when compared to the responses elicited by unattended sounds (Hillyard et al., 1973) . This enhancement begins as early as 20-50 ms after stimulus onset (Hillyard et al., 1973 Woldorff and Hillyard, 1991; Woldorff et al., 1987) , indicating that actively selecting a subset of sensory information can modify responses evoked by sensory input at an early processing stage. While there is convincing evidence that attention modifies neural activity evoked by sounds, little is known about modulatory processes reflecting context-dependence of stimulus-driven neural activity. Context dependence refers to the modulation of neural activity evoked by identical stimuli in different stimulus environments. It is not known, for example, whether existing auditory memory representations affect the encoding of incoming information without attentional control. In the current study, we test the hypothesis that sensory memory representations formed on the basis of stimulus-driven processes can bias subsequent memory representations toward one sound context over another (one or two auditory streams).
Event-related brain potentials (ERPs) provide a noninvasive electrophysiological measure of cortical auditory processing. The mismatch negativity (MMN) component of eventrelated brain potentials (ERPs) reflects the outcome of a change detection process that is based upon the memory of sound regularities (often called the "standard") in ongoing auditory input Näätänen and Winkler, 1999; Picton et al., 2000; Sussman and Gumenyuk, 2005; Sussman et al., 1998b Sussman et al., , 1999 Sussman et al., , 2002a Winkler et al., 1996) . Incoming sounds that deviate from the neural representation of the standard sound elicit MMN. Infrequent changes in simple auditory features such as frequency, intensity, tone duration, or spatial location, as well as changes in more complex features such as sequential tone patterns, elicit MMN (e.g., Sussman et al., 1999 , for review, see . MMN is typically observed with a peak latency between 100 and 200 ms from the time that the deviation from the regularity is detected. Thus, MMN represents an early process of deviance detection based upon a memory of the previous sound stimulation.
Support for a role of MMN in indexing memory processes is provided by the finding that MMN generation is suppressed by blockage of N-methyl-D-aspartate (NMDA) receptors without disturbing elicitation of the prior obligatory cortical response to sound onsets (Javitt et al., 1996) . NMDAmediated activity is associated with cellular mechanisms involved in memory processes (Compte et al., 2000; Kauer et al., 1988; Pulvirenti, 1992) , suggesting a link between memory processes and MMN.
The main neural generators of the MMN are located bilaterally in the supratemporal plane, as determined by dipole-modeling of electric (Scherg et al., 1989) and magnetic responses (Sams and Hari, 1991; Woldorff et al., 1998) , scalpcurrent density maps of scalp-recorded ERPs (Giard et al., 1990) , functional magnetic resonance imaging (fMRI) (Opitz et al., 1999 (Opitz et al., , 2005 , and intracortical ERP recordings (Halgren et al., 1995; Kropotov et al., 1995 Kropotov et al., , 2000 . The location of the generators in auditory cortex accounts for the observed scalp topography of the waveform, which is maximally negative over the frontocentral scalp locations and often inverts in polarity below the Sylvian fissure. Thus, MMN primarily represents the outcome of memory-related processes represented within auditory cortices.
Several characteristics of this deviance detection process make the MMN an especially useful index for the purposes of the present study. Firstly, MMN is elicited by the violation of detected auditory regularities (the "standard"), and thus can be used to determine which regularities (individual features or pattern of sounds) are represented in memory at the time the "deviant" occurs. Secondly, MMN is elicited even when the sounds have no relevance to ongoing behavior, as its elicitation does not require participants to actively detect the deviant sounds (Rinne et al., 2001; Ritter et al., 1999; Sussman et al., 2002b Sussman et al., , 2003a . Moreover, focused attention in and of itself does not affect MMN elicitation (Sussman et al., 2003b) . Additionally, Sussman et al. (2005a) found no significant difference in the amplitude of the MMN elicited in conditions of highly focused attention to a visual task compared to a low load visual task (watching a video) (see also Winkler et al., 2005) . Thirdly, Näätänen and his coworkers established that the process generating the MMN component is based on an auditory sensory-memory representation of the standard and not by differences in the refractory state of the neural elements activated by the standard and the deviant stimuli (Näätänen, 1992; Näätänen and Alho, 1997; Näätänen and Winkler, 1999) ; see also Jacobsen et al., 2003) . Finally, the MMN shows good correspondence with the perception of the same sounds in performance of active tasks, including, but not limited to, the ability to index the amount of change (Tiitinen et al., 1994) , to index the distinction between one and two auditory streams , and to index learning effects (Näätänen et al., 1993) . These properties of the MMN-generating process allow for the assessment of memory formation of the sound input when attention is not focused on the sounds and no task is required of the participants.
In the current study, deviants were used as 'probes' of the neural representations extracted from the ongoing sound input. This is possible because the response to a particular sound is based upon the memory of the previous sounds. As an example, in the well-known auditory oddball paradigm, an "oddball" or infrequently occurring sound is presented randomly among instances of a frequently repeating sound. The oddball elicits MMN because it is detected as deviating in some sound feature (e.g., frequency, intensity, duration, spatial location) from the frequently repeating sound. However, when the same ratio of frequent to infrequent sounds is presented in a fixed order (e.g., the 'oddball' tone, represented by an 'O', occurs every fifth tone: XXXXOXXXXO…) rather than being presented (20% of the time) in a randomized order, if the brain detects the regularity of the sequence, then no MMN will be elicited by the "oddball" tone (Sussman and Gumenyuk, 2005; Sussman et al., 1998b Sussman et al., , 2002a . It is important to note from this that MMN is not necessarily elicited simply when there is a situation of a frequent and an infrequent tone presented in a sound sequence. What is crucial to its elicitation is what is detected as the regularity in the sound sequence and stored in auditory memory. Thus, MMN elicitation is highly dependent upon the context of the stimuli. Because MMN is contextbased, it can be used to assess features of how the acoustic information is structured and stored in memory. These considerations served as the logical basis for the current study, in that MMN elicitation would indicate which regularity was extracted and stored in memory at the time the probe tones occurred.
In the current study, we test the hypothesis that sensory memory representations can be biased toward one sound organization over another (the representation of one vs. two auditory streams) without direct attentional control. Subjects were presented with two tones of different frequencies (called 'X' and 'O') in a fixed sequential pattern (XOOOX-OOOXOOO…) that was perceptually ambiguous for hearing one or two sound streams (see Stimuli and procedures for further details). An additional set of sounds (the "prime") was presented prior to the "test" sounds (see Fig. 1 ) to encourage the ambiguity to be resolved as either one stream (Onestream-prime condition) or two streams (Two-streams-prime condition). To assess how sound regularities were stored in memory, a "probe tone" (an infrequent higher intensity 'X' tone) was embedded within the test sounds but not within the prime. The paradigm was designed so that a regularity of tone intensity among the 'X' tones (they all had the same tone intensity) could only be detected when the 'X' and 'O' tones segregated into separate streams. The higher intensity probe tones would thus elicit MMN, detected as deviant with respect to the intensity of the 'X' tones, only when the overall sequence was represented as two streams. If the 'X' and 'O' tones were detected as part of the same stream, in contrast, the intensity variation of the 'O' tones (see Experimental procedures for details) would prevent the emergence of any regularity in intensity, and thus the brain's response to the probe tones would not differ from the standard 'X' tones. Thus, in the present study, MMN elicitation indexes whether the 'X' and 'O' sounds were represented as segregated or integrated in auditory memory. If the priming sounds can influence the neural representation of the test sounds, then MMN should be elicited in the Two-streams-prime condition (segregated organization), and not in the One-stream-prime condition (integrated organization), thus demonstrating context-dependence of stimulus-driven processes. The key result of this study was that only when the Twostreams-prime preceded the test tones was a significant MMN component detected within the ERPs elicited by the probe tone (see Fig. 2A The dotted line is for display purposes only. Sound sequences were continuous with no demarcation between the prime and test sounds. The prime and test sequences were alternated in a blocked fashion; each condition was presented separately. The gray scale denotes the intensity value of the tones ('X' tones were 71 dB; probe tones were 83 dB; 'O' tones were 67 dB, 75 dB, 79 dB, and 87 dB. Notice that the 'X' tones had neither the highest nor lowest intensity value within the range presented). The ordinate shows sound frequency in hertz (Hz). The abscissa indicates time in milliseconds. The probe tone is shown with an arrow. Notice that the infrequently occurring probe tone has a higher intensity than the other frequently occurring 'X' tones.
Results

ERP analysis
between condition and stimulus type (F(2,18) = 10.37, ε = 0.9, P b 0.002) with no other interactions. The post hoc analysis of the interaction showed that the deviant stimuli were significantly more negative than the control stimuli only for the Twostreams-prime condition (Two-streams-prime: P b 0.0025; Noprime: P N 0.51; and One-stream-prime: P N 0.62). Thus, the probe tone elicited a detectable MMN only when the test sounds were primed for a segregated organization. Fig. 2B (top row) also shows the voltage maps, which are characterized by negative fields that are maximum at frontocentral sites in the condition where MMN was elicited (Two-streams-prime condition), with positive field potentials at sites below the Sylvian fissure.
Attention-related components, which can be elicited by detected deviations of sound regularities when attention is focused on the sounds (e.g., N2b/P3b) or by the saliency of the detected violations drawing attention involuntarily to the sounds (e.g., P3a; see Friedman et al., 2001 for review), were not observed in the current set of data. The absence of any attention-related ERP components in the current data The grand-averaged ERP responses to the probe tones (thick line) and control tones (thin line) are displayed for Fz. The area of significant difference is shaded in gray and denotes the mismatch negativity (MMN) component (difference between the responses elicited by the probe and control tones). MMN was only elicited when the Two-streams-prime preceded the test sounds, demonstrating that the memory underlying MMN generation was biased by the priming stimuli. (B) Grand mean scalp potential (top row) and SCD maps (bottom row) of the difference waveforms are shown for the three conditions. Negative voltage and current sinks are shown in red, and positive voltage and currents sources are shown in blue (stippled). Circles represent the scalp locations of the 32 electrodes. Typical MMN topography is seen only in the Two-streams-prime condition (peak latency 152 ms). The arrow points to the Fz electrode, the site of the ERP traces shown in panel A.
suggests that participants were not overtly (e.g., no N2b/P3b) or covertly (e.g., no P3a) listening to the sounds.
2.2.
Scalp current density Fig. 2B (bottom row) also displays the SCD maps for all three conditions. The peak latency of the MMN component, elicited in the Two-streams-prime condition, was observed in the grandaveraged probe tone-minus-control difference ERP waveforms at 152 ms from stimulus onset, consistent with the MMN latency observed in similar paradigms ). This latency was thus used to calculate the voltage and Laplacian waveforms for all three conditions. The SCD maps show the frontocentral negative field in the Two-streams-prime condition as having bilateral current sinks at FC1 and FC2 electrodes in the condition where MMN was elicited. This is typical distribution for MMN, consistent with bilateral generators in auditory cortices (Alho, 1995) . It should be noted that this scalp distribution was not observed for either the Onestream-prime or the No-prime conditions, where there was no significant difference between the ERP response elicited by the probe and control tones.
Analysis of the control condition ERPs
While the present findings indicate that MMN was elicited only in the Two-streams-prime condition, it is possible that the ERP response represented an enhanced N1 component evoked by the louder probe tone in an environment where other 'X' tones were of softer intensity. This interpretation can be challenged, at least in part, by demonstrating an MMN to an intensity decrement. We performed this analysis by examining the difference waveforms from the control conditions for the three main conditions (Fig. 3) . While these control conditions were originally intended to obtain a comparison waveform for delineating the MMN in the main conditions (i.e., to elicit an ERP response to a physically identical stimulus, see Control for delineating the MMN component for further details), they provide an excellent opportunity to examine the waveforms in a situation in which an intensity decrement rather than an intensity increment was the MMN-eliciting probe tone. The ERP response to the "standard" 'X' tones from the main experiments (intensity 71 dB) was subtracted from the ERP responses to the intensity decrement probe tone (71 dB) of the control conditions. To identify the presence of the MMN component, the mean amplitude was measured in a 40-ms window around the peak negativity (228 ms) observed in the grand mean waveforms for each individual and then subjected to statistical analysis. It should be noted that the peak was longer in latency than the main conditions (228 ms vs. 152 ms), which may have been due to the MMN being generated by an intensity decrement vs. an intensity increment, or to the absence of the possible N1 enhancement. A one-sample t test was used to test whether the negativity observed in the waveforms was significantly greater than zero, indicating the presence of MMN. Despite the fact that a smaller number of probe tones were obtained, this analysis revealed a significant MMN in the Two-streams-prime control condition (t 9 = 2.44, P b 0.038) but not in the One-stream-prime (t 9 = 1.51, P N 0.163) or the No-prime (t 9 = 0.866, P N 0.409) control conditions.
Discussion
The results of this study indicate that the organization of sound input in auditory cortex is influenced by the preceding stimulus patterns. Even though the immediate acoustic environment surrounding the probe tone was identical in all three experimental conditions, the probe tone elicited MMN only when the test sounds were primed for a segregated organization and not when they were primed for an integrated organization. These results suggest that (1) the test sounds were maintained in memory as either one integrated stream or two separate streams according to the stimulus pattern that preceded them; and (2) that previous sounds bias the way the neural trace encodes incoming sensory information in auditory memory. A common concern when using a passive paradigm, such as was used in the current study, is whether attention was focused on the sound sequences even though participants were requested to ignore the auditory input and watch a silent video. In a previous study (Winkler et al., 2005) , no difference was found in the amplitude or latency of the MMN elicited when participants watched a silent video compared to when participants ignored the test sounds and performed a demanding noise change detection task. This result showed that the passive viewing condition provides a reasonable testing situation for assessing the outcome of preattentive processes as indexed by MMN (see also Sussman et al., 2003b) . Moreover, electrophysiological indices (e.g., the attention-related ERP components) can be used to ascertain whether or not participants attended to the sounds or noticed the structure of the sounds. In the current set of data, no N2b/P3b components (an index of voluntary attention), and no P3a components (an index of involuntary attention) were observed. The absence of attention-related ERP components supports the claim that participants ignored the acoustic input, and provides further evidence that the results of the current study were not determined by attentional mechanisms.
However, despite all evidence that attention was not focused on the sounds, the possibility that some subtle, covert attentional modulation may at least in part be responsible for the results cannot be ruled out. For example, there might have been slight attention shifts when the prime blocks were changed. Although we do not think that the effects were due to attentional shifts, this possibility needs to be acknowledged and explored in greater detail in future studies.
Another concern, when using a louder intensity sound for eliciting MMN, is that the response may reflect an N1 enhancement rather than a true MMN. Although this is a possibility, multiple considerations argue against N1 enhancement as an explanation for the current set of results. First, results of animal studies indicate that at the suprathreshold intensities used in the current study, the firing rates of neurons change very little in response to intensity level if they have monotonic rate intensity functions, and can even decrease for those cells that have nonmonotonic intensity functions (e.g., Schreiner et al., 1992) . Moreover, in humans, at the intensity and frequency levels used in the current study, only a minimal difference in N1 amplitude has been reported (Biermann and Heil, 2000; Schröger, 1994) . Second, the comparison response used to delineate the MMN component had the same physical parameters as the deviant sound (i.e., both the probe and the comparison tones had the same intensity value). Third, there was no difference in the stimulus parameters surrounding the probe tone. If there had been an effect of the probe tone being louder, then all three conditions should have had an N1 enhancement because the acoustic environment immediately surrounding the probe tone, for an average time of 7 seconds, was identical in all three conditions. Fourth, the strongest evidence is the analysis of the control condition data (see Fig. 3 ), in which an intensity decrement was the probe tone. This analysis revealed the same pattern of results as in the main experiment: a statistically significant negativity was present only for the Two-streamsprime condition. This negativity elicited by the softer probe tones only in the Two-streams-prime condition cannot be explained by an enhancement of the N1. Although further testing is warranted to confirm these control condition results because of the fewer number of probe tones obtained per subject, the evidence argues against an N1 enhancement as an explanation for the current results.
Context-dependent encoding of auditory information in auditory cortex
The current data support the hypothesis that what is held in auditory memory is based not only upon the acoustic characteristics of the sounds themselves but also upon the relationship between successive sound elements of the previous input. This means that auditory processes, including the cortical level where MMN is generated, rely on contextual information and preserve the relationship between successive sounds. The current memory representation would thus form the basis for evaluating new, incoming sensory inputs, and is indicative of a contextdependent neural process. Contextual influences on response properties of neurons in auditory cortex have been found in animal models. The context, or environment surrounding a probe tone, modulates the amplitude of both single-and multi-unit neural activity. Contextual factors such as temporal sound density (Blake and Merzinich, 2002; Brosch and Schreiner, 2000) , temporal onset time (Steinschneider et al., 2005) , interaural phase disparity (Malone et al., 2002) , or forward (Brosch and Schreiner, 1997; Fishman et al., 2004) and backward (Brosch et al., 1998) masking, arising from properties of adjacent sounds, have been shown to influence the way that auditory cortical neurons respond to the probe tone. What is unique in the current study is that the cortically generated response to the probe tone was modified by sounds not in its immediate proximity. We can rule out any simple effects of a tone on its neighbor (such as masking) because the sound environment around the probe tone (the immediately adjacent sounds) was identical in all three conditions. Thus, the current results specify a role for higher-order contextdependent neural processes in auditory cortex not previously observed in animal studies.
3.2.
Biasing not dependent upon attention
Attention clearly biases the way successive stimuli are encoded in auditory cortex (Sussman et al., 1998a (Sussman et al., , 2002a . When a portion of auditory information is selected for further evaluation (e.g., selecting a pattern of high sounds and ignoring lower-pitched sounds), a reorganization of the neural memory representations used in the auditory deviance detection process occurs (Sussman et al., 1998a) . This biasing is contingent upon the listener's task. In contrast, the current results indicate that there is also a stimulus-driven modulation of neural activity that is not solely dependent upon attentional mechanisms. As such, sensory input was "primed" simply by the context of the sound information currently held in sensory memory, a process occurring early in the representation of sound at the cortical level.
Experimental procedures
Subjects
Ten subjects (four males) between the ages of 23 and 45 years (mean age 34 years) were paid to participate in the study. All participants passed a hearing test and reported no history of hearing or neurological problems. Participants gave informed consent after the procedures were explained to them, in accordance with the human subjects research protocol approved by the Committee for Clinical Investigations at the Albert Einstein College of Medicine.
Stimuli and procedures
Three 50 ms pure tones (5 ms rise and fall times) were created with Neuroscan STIM software and presented binaurally with insert earphones. The "test" sounds were presented in a fixed pattern -XOOOXOOOXOOO… -at a fixed onset-to-onset interval of 180 ms (see Fig. 1 ). The frequency of the 'X' tones was 1046 Hz and the frequency of the 'O' tones was 1397 Hz (a 5 semitone difference). 'X' tones had two different intensity values. The intensity of the frequent 'X' tones (90%) was 71 dB SPL and the intensity of the infrequent 'X' tones (10%) was 83 dB SPL (tone intensity was calibrated with a Brüel and Kjaer sound-level meter). "O" tones were randomly and equiprobably distributed around the 'X' tones at intensities of 67 dB, 75 dB, 79 dB, and 87 dB. The infrequently occurring 'X' tones with a higher intensity than the frequently occurring 'X' tones were the "probe tones" (see Fig. 1 ). Note that intensity values of the frequent and infrequent 'X' tones were neither the highest nor lowest value of the range of intensities presented in the sequence. Thus, the standard intensity could not be distinguished as the softest sounds and the deviant intensity could not be distinguished as the loudest sounds in the overall sequence. The sound sequence was perceptually ambiguous for hearing one or two sound streams, as determined in a separate behavioral study that used the same type of stimulus paradigm as in the current study (Sussman et al., 2005b) . In the behavioral study, listener's heard two distinct streams approximately 50% of the time at a 5-semitone frequency separation. Similar ambiguity in behavioral results has been found using different paradigms but similar frequency distances between sounds (Bey and McAdams, 2003; Carlyon et al., 2001) . The sounds may be heard as a repeating four-tone pattern of sounds within one stream (e.g., XOOOXOOOXOOO…), or they may be heard as two distinct streams, one stream of the higher frequency sound (-OOO-OOO-OOO …) and another stream of the lower frequency sound (X-X-X-…). Perception of segregation (i.e., two streams) changes the overall perceived rhythm of the sounds (Bregman, 1990; Van Noorden, 1975) . When the X tones separate out from the O tones, the infrequent intensity increments occurring in the X-X-X sequence can be detected as violating the standard intensity of the frequent X tones and should elicit MMN. However, if the intervening 'O' tones with varying intensity are not segregated from the 'X' tones, then the regularity of intensity among the X tones will not be detected and no MMN will be elicited.
There were two different types of "prime" sound sequences that preceded the test sounds (see Fig. 1 ). In one condition, the prime was intended to bias the organization of the memory representation to two streams (Two-streams-prime condition) and in a second condition the prime was intended to bias the organization of the memory representation to one stream (Onestream-prime condition). A third condition was conducted in which no prime was presented at all (No-prime condition) to show the effect of having no additional sensory influences on the test sounds. In the Two-streams-prime condition, the 'prime' sound sequence consisted of 10 'X' tones presented at a 720 ms stimulus onset asynchrony (SOA, onset-to-onset; note that one 'X' tone occurred every 720 ms in the test sounds sequence). The 'X' tones were presented alone to bias the segregation of the X tones to a separate stream. In the One-stream-prime condition, the prime sound sequence was similar to the test sequence, except that the frequency of the 'O' sound was 1245 Hz. The frequency difference between 'X' and 'O' tones was decreased to three semitones in the prime to strengthen the integration into one stream. In both conditions, the prime was presented for 7.2 s, and then the test sounds were presented for 14.4 s, alternating in a continuous presentation loop throughout each run with no silent break or demarcation between the prime and the test sounds. In the No-prime condition, the test sounds were presented continuously without priming stimuli. Three control conditions were also run to control for stimulusspecific ERP effects that would have resulted from simply comparing tones of two different intensities (see Section 4.4 for further description). The three additional control conditions corresponded to each of the main conditions (One-streamprime condition, Two-streams-prime condition, and a No-prime condition) with the exception that the deviant and standard tone intensities were reversed. For each of the three main conditions, 9000 stimuli were presented. This yielded (per condition) 225 deviants and 1074 standards (the 'X' tones; of which the priming stimuli and the two standards following each deviant were excluded). For each of the three control conditions, 3000 stimuli were presented, which yielded (per control condition) 75 deviants and 358 standards. The six conditions (three main and three controls) were presented in a randomized order and counterbalanced across subjects in one recording session that took about 2.5 h (including electrode cap placement and breaks).
Participants were comfortably seated in a sound-attenuated booth and instructed to ignore the sounds and watch a silent captioned video of their choice. The experimenter monitored the ongoing electroencephalography (EEG) and electrooculogram (EOG) for eye movement artifacts produced by eye saccades that indicated that participants were actively reading the captions of the silent movie. Regularity of the eye saccade movements throughout the recording sessions, associated with reading the captions, was observed for all participants by the experimenter.
4.3.
Data recording EEG recordings were measured with an electrode cap containing 32 electrodes that approximated the International 10-20 system. Additional electrodes were placed at the left (LM) and right (RM) mastoids. The reference electrode was placed at the tip of the nose (Vaughan and Ritter, 1970) . Horizontal eye movements were monitored using bipolar configurations between F7 and F8 and vertical eye movements were monitored with Fp1 and an electrode placed below the left eye. EEG and EOG were digitized at a rate of 500 Hz (.05-100 Hz bandpass) and then filtered off-line (bandpass 1.5-15 Hz). Epochs of 600 ms, which included a 100-ms prestimulus period, were extracted from the continuous EEG recording for each stimulus. Epochs with a voltage change exceeding 75 μV were assumed to be artifactual and were rejected from further analysis.
Control for delineating the MMN component
To control for stimulus-specific ERP effects that would have resulted from simply comparing tones of two different intensities, three additional conditions were presented to participants that corresponded to each of the main conditions (One-streamprime condition, Two-streams-prime condition, and a No-prime condition). In these control conditions, the intensity of the frequent and infrequent 'X' tones was reversed so that the frequent 'X' tone was 83 dB and the infrequent 'X' tones were 71 dB. All other parameters were identical to the corresponding experimental condition. The purpose was to obtain a comparison tone that had the exact same tone intensity when it was a "deviant" in the sequence to that when it was a "standard" in the sequence (83 dB). That is, the probe tone and comparison tone were physically identical. This type of comparison, which leaves only the response related to the role the stimulus played in the sequence (e.g., deviant or standard), results in a reasonable estimation of the intensity MMN (i.e., not derived from refractoriness of the neurons) based upon the memory comparison of intensity within the context that the sounds occur (Jacobsen et al., 2003) .
4.5.
Data analysis ERP responses were averaged separately for the infrequent 'X' tone (the probe tone) in each condition, and for the frequent 'X' tone (the control) obtained from each of the corresponding control blocks. Responses evoked by the priming stimuli were not included in any of the analyses. On average, 202 deviant and 308 control responses were retained per subject, per condition. ERPs were re-referenced to the averaged mastoids to maximize the MMN response by including its polarity-inverted manifestation.
The average amplitude of the responses to the probe tone and control stimuli was measured separately for each subject in a 40-ms interval centered on the peak MMN (152 ms), identified in the group-average difference waveforms at Fz of the Two-streamsprime condition (where MMN was elicited). This interval was then used to measure the MMN in each condition. Repeated measures analysis of variance (ANOVA) with factors of condition (Twostreams-prime vs. No-prime vs. One-stream-prime), stimulus type (control vs. deviant), and electrode (Fz, F3, F4, FC1, FC2) was used to determine whether the mean voltage elicited by the control and probe tone ERPs were significantly different from each other in the interval of the expected MMN latency. These frontocentral electrodes were used to assess MMN because they provide scalp responses with the best signal-to-noise ratio for this component. Additionally, the mean amplitude of the ERPs elicited by the control tones was measured in each condition, from peak-totrough, in the individual grand mean waveforms at the Cz electrode (the site of the best signal-to-noise-ratio for auditory obligatory responses). One-way repeated measures ANOVA was used to compare across conditions.
A Greenhouse-Geisser correction was applied to correct for violations of sphericity and the P values reported. Post hoc analyses were made with Tukey HSD tests.
Scalp current density
A reference-free measure of the scalp current density (SCD) was also used to depict the MMN. Maps showing scalp voltage topography and SCD were computed from the mean amplitude difference waveforms for each condition, corresponding to the peak latency of the MMN (152 ms, see Fig. 2 ). The SCD analysis, an estimate of the second spatial derivative of the voltage potential (the Laplacian), was performed using BESA 2000 FOCUS software to sharpen the differences in the scalp fields and obtain additional information about the cortical generators. The SCD maps, expressed in μV/cm 2 , show the scalp areas where the current either emerges (sources) from the brain into the scalp or enters (sinks) from the scalp into the brain. This facilitates interpretation of the spatiotemporal contributions from multiple overlapping sources.
