For any positive natural number r ∈ N + we construct new explicit proper r-harmonic functions on the celebrated 3-dimensional Thurston geometries Sol, Nil, SL2(R), H 2 × R and S 2 × R.
Introduction
For a positive natural number r ∈ N + , the complex-valued r-harmonic functions are solutions to a partial differential equation of order 2r. This equation arises in various contexts, see for example the extensive analysis in the Lecture Notes of Mathematics volume [2] . The best known applications are in physics e.g. for r = 2 in the areas of continuum mechanics, including elasticity theory and the solution of Stokes flows. The literature on 1-harmonic and 2-harmonic functions is vast, but usually the domains are either surfaces or open subsets of R n equipped with its standard flat Euclidean metric.
Recently, new explicit local 2-harmonic functions were constructed on the classical compact simple Lie groups SU(n), SO(n) and Sp(n), see [6] and [7] . This gives local solutions to the 2-harmonic equation on the 3dimensional round sphere S 3 ∼ = SU(2) and the standard hyperbolic space H 3 via a general duality principle, see [3] and [6] . This has been developed further in [5] to construct proper r-harmonic functions on the hyperbolic spaces H n and spheres S n for any positive natural numbers r, n ∈ N + The classical Riemannian manifolds R 3 , S 3 and H 3 of constant curvature are all on Thurston's celebrated list of 3-dimensional model geometries, see [1] , [8] and [9] . In [4] the investigation of 2-harmonic functions to the other members on Thurston's list i.e. Sol, Nil, SL 2 (R), H 2 × R and S 2 × R has been initiated.
In this paper we construct new explicit r-harmonic functions on the model geometries Sol, Nil, SL 2 (R), H 2 × R and S 2 × R for any r ∈ N + . Our constructions are rather elementary. However, even for the special case when r = 2, we get infinitely many new 2-harmonic functions on the spaces Sol and Nil.
Our main focus lies on the model geometries Sol and Nil. Both these geometries are described in terms of global coordinates (x, y, t), see Section 3 and Section 4, respectively.
For any natural number r ≥ 2, we construct some multivariant polynomials on Sol which are r-harmonic functions. Then for 0 ≤ i ≤ ⌊m/2⌋ and 0 ≤ j ≤ ⌊n/2⌋, there exist complex numbers c i,j such that the function f m,n : Sol → C given by is proper r-harmonic.
In the case of the model space Nil, our first main result is the following. Theorem 1.2. Let H 1 : R 2 → R a proper harmonic map and d, α ∈ N be given. Then the function
x H 1 (x, y) = 0 and ∂ i y H 1 (x, y) = 0 for all i ∈ N. Further, we prove that the product of any monomials in x, y and t is r-harmonic for some r specified below. Theorem 1.3. Let H 1 : R 2 → R a proper harmonic map and α ∈ N be given. Then the function
Throughout this paper, the results are formulated such that the solutions are globally defined, but clearly, the same constructions hold even locally. This is particularly important for the holomorphic functions in use.
Organisation. In Section 2 we provide some preliminaries. Section 3 and Section 4 are the main sections containing the proofs of Theorems 1.1 and 1.2, respectively. We supplement these results by Sections 5 and 6, in which we provide an elementary construction of r-harmonic maps on SL 2 (R) and the products H 2 × R and S 2 × R, respectively.
Proper r-harmonic functions
Throughout this work, let (M, g) be a smooth m-dimensional manifold equipped with a Riemannian metric g. We complexify its tangent bundle T M of M to obtain T C M and extend the metric g to a complex-bilinear form on T C M . Then the gradient ∇f of a complex-valued function f : (M, g) → C is a section of T C M . In this situation, the well-known linear Laplace-Beltrami operator τ on (M, g) acts locally on f as follows
For two complex-valued functions f, h : (M, g) → C we have the following well-known relation
where the conformality operator κ is given by κ(f, h) = g(∇f, ∇h). Locally this acts by
Below we will repeatedly use this formula, often without explicitly mentioning this. With this preparation we can now recall the definition of the central objects that we are dealing with, namely the complex-valued r-harmonic functions.
Definition 2.1. For a natural number r ∈ N, the iterated Laplace-Beltrami operator τ r is given by τ 0 (f ) = f and τ r (f ) = τ (τ (r−1) (f )).
A complex-valued function f : (M, g) → C is said to be (a) r-harmonic if τ r (f ) = 0, and (b) proper r-harmonic if τ r (f ) = 0 and τ (r−1) (f ) does not vanish identically.
Clearly, since any r-harmonic function is of course n-harmonic for all n ≥ r, one is interested in the construction of proper r-harmonic maps. Further, it should be noted that the harmonic functions are exactly r-harmonic for r = 1 and the biharmonic functions are the 2-harmonic ones. In some texts, the r-harmonic functions are also called polyharmonic of order r.
The model geometry Sol
The goal of this section is to provide explicit proper r-harmonic functions on the Thurston geometry Sol for any r ∈ N + . In the literature this problem has so far only been considered for r = 2, see [4] .
Sol is a 3-dimensional Riemannian homogeneous space modeled on the 3-dimensional solvable Lie subgroup
of the special linear group SL 3 (R). The left-invariant Riemannian metric on Sol is determined by the orthonormal basis {X, Y, T } of its Lie algebra given by
In the global coordinates (x, y, t) on Sol this takes the following well-known form ds 2 = e 2t dx 2 + e −2t dy 2 + dt 2 . It is easily seen that the corresponding Laplace-Beltrami operator τ and the conformality operator κ satisfy
and and
Then, for any r ∈ N, the function F r : Sol → C given by
is proper (r + 1)-harmonic. The reader should note that there is a typo in Example 3.1 of [4] , where F r was claimed to be proper r-harmonic.
and
Then it is easily shown that H is proper biharmonic. Thus H constitutes a complex 4-dimensional family of proper biharmonic functions globally defined on the model space Sol.
What follows should be seen as a generalisation of the results of [4] . For each positive natural number r ≥ 2 we construct infinite families of proper r-harmonic functions. We achieve this goal by proving that for every m, n ∈ N + there exist functions f m,n of the form 
Further, one verifies that the functions f 4,4 , f 5, 4 : Sol → C defined by We now turn to the proof of Theorem 1.1. Our strategy is to prove this result by induction. To settle the initial step, with the following lemma, we provide Theorem 1.1 for m = 0 and m = 1.
(1) complex numbers c 0,k such that the function f 0,n : Sol → C given by
is proper harmonic; (2) complex numbers d 0,k such that the function f 1,n : Sol → C given by
Proof. Below we use the convention c 0,k = 0 if the index k is negative or larger than ⌊n/2⌋. We start by proving part (1) . By a simple calculation we have
Hence f 0,n is harmonic if and only if
for k ∈ {1, . . . , ⌊n/2⌋}. Consequently, for this choice of the complex numbers c 0,k and c 0,0 = 0, the function f 0,n is proper harmonic.
Since
and the argument of τ has the same form as f 0,n , part (2) follows immediately from part (1). Remark 3.5. Clearly, due to identity (3.1), a result analogous to Lemma 3.4 with the roles of x and y reversed and t substituted by −t holds. This means that for m ∈ N and 0 ≤ i ≤ ⌊m/2⌋, there exist complex numbers c i,0 , such that the function f m,0 : Sol → C given by
is proper harmonic. Furthermore for 0 ≤ i ≤ ⌊m/2⌋, there exist complex numbers d i,0 , such that the function f m,1 : Sol → C given by
With this preparation at hand we can now prove our first main result, Theorem 1.1, by induction.
Proof of Theorem 1.1. We prove the claim by induction. Below we assume without loss of generality that m ≤ n. Note that we have already proven the claim for (m, n) = (0, n) and (m, n) = (1, n), see Lemma 3.4. In order to carry out the induction step, we proceed in two steps as follows.
(1.) First we show that for 0 ≤ i ≤ ⌊m/2⌋ and 0 ≤ k ≤ ⌊n/2⌋ there exit coefficients c i,0 and c 0,k such that τ (f m,n ) is of the form
In a second step we prove that for each choice ofĉ i,k there exist c i,k such that τ (f m,n ) = f m−2,n−2 . This allows us to apply the induction assumption and thus to establish the claim.
To accomplish (1.), consider the function f m,n with
By a straightforward computation we yield
Clearly,c 0,0 = 0. Further, by a simple computation using (3.3) and (3.4), we getc 0,k = 0 for k ∈ {1, . . . , ⌊n/2⌋} andc i,0 = 0 for i ∈ {1, . . . , ⌊m/2⌋}. In
This finishes the first step of the proof. Next we show (2.), i.e. we show that for any choice ofĉ i,k there exist c i,k such that τ (f m,n ) = f m−2,n−2 . In other words, we want to prove that the c i,k can be expressed in terms of (linear combinations of) theĉ i,k . Note that the indices ofĉ i,k are in the range
Further, the range of the indices of c i,k are 0 ≤ i ≤ ⌊m/2⌋, 0 ≤ k ≤ ⌊n/2⌋, where those with either i = 0 or k = 0 are determined in terms of c 0,0 -see equations (3.3) and (3.4) . Givenĉ i 0 ,k 0 with j 0 = max(i 0 , k 0 ), we call allĉ i,k with i, j < j 0 lower order terms (with respect toĉ i 0 ,k 0 ).
Although the proof is elementary, it is helpful to consider one example first. For this purpose let m, n ∈ N + be such that ⌊m/2⌋ = 3 and ⌊n/2⌋ = 5. In Figure 1 Figure 1 are all given in terms ofĉ 0,0 . Next, we consider the three equations (3.6) with (i, k) = (1, 0), (1, 1), (0, 1). They determine the nodes in red in terms ofĉ 0,0 , c 1,0 ,ĉ 0,1 andĉ 1,1 . We can now proceed analogously, i.e. the five equations (3.6) with (i, k) = (2, 0), (2, 1), (2, 2), (1, 2), (0, 2) determine nodes in blue in terms ofĉ 0,0 ,ĉ 1,0 ,ĉ 0,1 ,ĉ 1,1 ,ĉ 2,0 ,ĉ 2,1 ,ĉ 2,2 ,ĉ 1,2 andĉ 0,2 . The equations (3.6) with (i, k) = (0, 3) and (i, k) = (1, 3) successively determine c 1,4 and c 2,4 (i.e. the two green nodes on the left) in terms of the sameĉ i,k 's andĉ 0,3 ,ĉ 1,3 . Evaluating equation (3.6) for (i, k) = (2, 3) gives as a linear combination of c 3,3 and c 3,4 in terms of lower order terms. In other words, we have one degree of freedom here. The equations (3.6) for (i, k) = (0, 4), (1, 4) , (2, 4) successively determine the nodes in violet. Clearly, the one degree of freedom stems from the fact that we have a constant term in f m,n which of course vanishes upon applying τ .
The preceding example indicates how to treat the general case which we consider from now on. Let s ∈ N with 0 ≤ s ≤ ⌊m/2⌋ − 1 be given. We claim that the 2s + 1 equations (3.6) with Thus c 0,0 is determined byĉ 0,0 . Suppose now that we have shown the claim for some 0 ≤ s 0 ≤ ⌊m/2⌋ − 1 and further assume that s 0 + 1 ≤ ⌊m/2⌋ − 1. Evaluating (3.6) for (i, k) = (0, s 0 + 1) gives c 1,s 0 +2 in terms of c 0,s 0 +2 , c 1,s 0 +1 andĉ 0,s 0 +1 . By induction assumption c 1,s 0 +1 can be expressed in terms of lower orderĉ i,k 's. Due to (3.7) and (3.4) this also applies to c 0,s 0 +2 . Analogously, we can successively determine c i,s 0 +2 with 1 ≤ i ≤ s 0 in terms of lower orderĉ i,k 's. Similarly, we can determine c s 0 +2,k with 1 ≤ k ≤ s 0 in terms of lower orderĉ i,k 's. It remains to show that upon evaluating 
The matrix A is invertible since det A = 8xy and s 0 ≤ ⌊m/2⌋ − 2 ≤ ⌊n/2⌋ − 2 by assumption.
The preceding considerations prove that we can express all c i,k with i, k ≤ ⌊m/2⌋ in terms of lower orderĉ i,k 's, where we have one degree of freedom.
We now evaluate the equation and thus determine the remaining c i,k in terms ofĉ i,k 's. This settles the second step which allows us to apply the induction assumption to (3.5) and thus to establish the claim.
The model geometry Nil
The aim of this section is to provide explicit proper r-harmonic functions on the Thurston geometry Nil for any r ∈ N + . In the literature this problem has so far only been considered in [4] , in the case of r = 2.
Nil is a 3-dimensional Riemannian homogeneous space modelled on the classical nilpotent Heisenberg group. It can be presented as the Lie subgroup
of the special linear group SL 3 (R) equipped with its standard left-invariant Riemannian metric. The restriction of this metric to Nil is completely determined by the orthonormal basis {X, Y, T } of its Lie algebra, which is given by
In the global coordinates (x, y, t) on Nil the left-invariant Riemannian metric satisfies
A straightforward calculation shows that the associated Laplace-Beltrami operator τ on Nil is given by Below we construct proper r-harmonic functions on Nil for any r ∈ N + . In the following example we first consider products of proper harmonic maps of (x, y) in the Euclidean R 2 and monomials in t ∈ R. In what follows we will provide Theorem 1.2. For this purpose we first establish our preparatory Lemma 4.2 in which we determine the degree of the harmonicity for products of harmonic functions in (x, y) in the Euclidean R 2 and monomials in x. Such a result is most likely known, however, we provide here a proof for the reader's convenience. Proof. We prove the claim by induction on the degree d. By assumption f 0 = H which is proper harmonic. This settles the initial step. For the general induction step let us assume that H : R 2 → R is a proper harmonic map with ∂ k x H(x, y) = 0 for all k ∈ N. Furthermore, that we have proven the claim for all d ≤ d 0 , for some d 0 ∈ N + . From equation (4.1) we have
Since ∂ k x H(x, y) = 0 for all k ∈ N, we obviously also have ∂ k x (∂ x H)(x, y) = 0 for all k ∈ N. Hence, by the induction assumption, the first and the second term on the right hand side of (4.3) are proper (d 0 + 1)-harmonic and proper d 0 -harmonic, respectively. Thus the function f d 0 +1 is proper (d 0 + 2)-harmonic, which establishes the result.
With this preparation at hand we are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. We prove the claim by induction on the exponent α. Lemma 4.2 provides the claim for α = 0 and thus settles the initial induction step.
Let α 0 ∈ N + be given. Below we will call the terms which factor t α 0 +1 of Type I. All terms which factor powers of t which are strictly smaller than α 0 + 1 are said to be of Type II. Assume now that the claim has been proven for all α ≤ α 0 . From (4.1) we have
Here the first term τ (H(x, y) ) · x d ) · t α 0 +1 is of Type I and the rest of Type II and hence we can ignore the latter by the induction assumption. This means that we only have to determine the degree of harmonicity of the first term
Since R 1 is of Type II we can not yet apply the induction assumption for this. Instead we first have to apply τ again to R. From (4.1) we have
Again using again the induction assumption, one easily proves that the function
Hence we only have to determine the degree of harmonicity of the remaining term R 2 (x, y, t) = τ 2 (H(x, y) · x d ) · t α 0 +1 . We now want to apply the same argumentation as above to show that we can reduce the problem to determining the degree of harmonicity of a remaining term of the form R 3 (x, y, t) = τ 3 (H 1 (x, y) · x d ) · t α 0 +1 . This reduction step is now proven in full generality. For this purpose suppose that we have a remaining term
of Type II, for some i ∈ N + . Applying the Laplace-Beltrami operator τ to R i yields
In order to apply the induction assumption we will use that for any n ∈ N we have
where c j (d), j ∈ {0, . . . , n}, is some positive constant depending on d. This can be proven easily by induction on n.
Consequently, by induction assumption and equation (4.3) we have that
we have that f d,α 0 +1 (x, y, t) is at least (2(α 0 +1)+d+1)-harmonic. Similarly, by induction assumption and equation (4.3) we have that 1) )-harmonic. Since we applied τ (i + 1)-times to f d,α 0 +1 (x, y, t), we have that f d,α 0 +1 (x, y, t) is at least (2(α 0 + 1) + d)harmonic.
The preceding considerations and Lemma 4.2 imply that after applying τ (d + 1)-times to f d,α 0 +1 we are left with terms of Type II. Hence, the argument of the preceding paragraph yields that f d,α 0 +1 (x, y, t) is (2(α 0 + 1) + d + 1)-harmonic. This establishes the claim.
We now turn to Theorem (1.3). Again we start with providing examples. Thus, the goal is to prove that the function x m y n t α is r e (m, n, α)-harmonic if α is even and r o (m, n, α)-harmonic if α is odd. The strategy is to prove the claim by induction on α. In order to settle the induction beginning, we provide (1) for α = 0 and (2) for α = 1. By induction one proves easily that for any m, n ∈ N, the function f m,n,0 : R 2 → R given by f m,n,0 (x, y) = x m y n is proper (⌊m/2⌋ + ⌊n/2⌋ + 1)-harmonic. This settles the claim for α = 0. From (4.1) we get
Let us first ignore the first two terms on the right hand side of (4.4). The third term on the right hand side of (4.4) is (r o (m, n, 1)−1)-harmonic. Thus, x m y n · t is r o (m, n, 1)-harmonic, as claimed. Hence this establishes the claim for α = 1, since one shows easily that the first two terms on the right hand side of (4.4) are at most (r o (m, n, 1) − 1)-harmonic. Assume next that we have proven the claim for all m, n ∈ N and any α ≤ α 0 for some α 0 ∈ N. In what follows we will assume that α 0 is even (since the considerations for α 0 odd are completely analogous they are omitted). By (4.1) we get
(4.5) By induction assumption the third term on the right hand side of (4.5) is r e (m+1, n−1, α 0 )-harmonic. Further, the fourth term is r o (m+2, n, α 0 −1)harmonic. Since α 0 is even by assumption, their degree of harmonicity agrees. Hence, x m y n · t α 0 +1 is at least r o (m, n, α 0 + 1)-harmonic. It remains to deal with the first and second term of the right hand side of (4.5). We will restrict ourselves to the first one since the considerations for the second one are analogous. Applying τ to x m−2 y n · t α 0 +1 yields the right hand side of (4.5) with m substituted by m − 2. Hence, the third and the fourth term of this right hand side are r o (m, n, α 0 − 1)-harmonic. Hence, x m y n · t α 0 +1 is again at least r o (m, n, α 0 + 1)-harmonic. The remaining two terms can be dealt with inductively. After ⌊(m − 2)/2⌋ + ⌊n/2⌋ + 1 steps there are only terms of left with exponents of t strictly less than α 0 + 1. We can thus apply the induction assumption and establish the induction step. are also proper r-harmonic for some r ∈ N + . It is easy to prove that they are indeed r-harmonic for some r ∈ N + and to give an upper bound on r. However, determining the exact value of r is mainly a laborious task which does not give much additional structural insight.
The model geometry SL 2 (R)
The model space SL 2 (R) on Thurston's list is diffeomorphic to the universal cover of the 3-dimensional Lie group SL 2 (R) of 2 × 2 real traceless matrices. It is well-known that SL 2 (R) can, as a Riemannian manifold, be modeled as R 3 equipped with the following metric
For this fact we refer to [1] . This metric is different from the one obtained by lifting the standard metric of SL 2 (R) to its universal cover. It is also clear that it is not a product metric induced by metrics on R 2 and R, respectively. The Laplace-Beltrami operator on SL 2 (R) with the above metric ds 2 satisfies
In his paper [4] , Gudmundsson constructed a family of globally defined complex-valued proper biharmonic functions on the model space SL 2 (R).
Example 5.1. [4] For any non-zero b ∈ C 6 the complex-valued function f 2 : SL 2 (R) → C given by
is proper biharmonic on SL 2 (R). From (5.1) it is obvious that any polynomial p d : R → C in t of degree d is a proper ⌊d/2⌋ + 1-harmonic function on SL 2 (R). This fact and the preceding example can easily be generalized to generate r-harmonic maps for any r ∈ N + .
Lemma 5.2. Let p d : R → C be a polynomial of degree d. Then
(1) f : SL 2 (R) → C given by
is a proper r-harmonic function on SL 2 (R), where r = ⌊d/2⌋ + 1; (2) g : SL 2 (R) → C given by
is a proper r-harmonic function on SL 2 (R), where r = ⌈d/2⌉ + 1.
Proof. Since f is linear in y and does not depend on the variable x we get τ (f ) = 2 · ∂ 2 f ∂t 2 . This implies (1).
To prove (2) we proceed by induction. Clearly, P 0 (t)x = cx is proper harmonic. Assume that (2) holds true for any integer d less than some given integer d 0 . From (5.1) we obtain
The first summand is of the form P d 0 −2 (t)x. By induction, this implies that this summand is proper ⌈d 0 /2⌉-harmonic. The second summand is of the form considered in (1) and is thus a proper ⌊(d 0 − 1)/2⌋ + 1-harmonic function. Note ⌊(d 0 − 1)/2⌋ + 1 = ⌈d 0 /2⌉. When applying the operator τ n-times to g, the different resulting summands can not cancel out since there needs to be exactly one summand linear in x (as long as n < r of course). Thus, since τ is linear, this establishes the claim.
6. The product spaces H 2 × R and S 2 × R
In this section we provide proper r-harmonic maps on the product spaces H 2 × R and S 2 × R on Thurston's list. 6.1. The product space H 2 × R. Let H 2 be the hyperbolic disc endowed with its standard Riemannian metric of constant curvature −1. Further, we equip the product space H 2 ×R with its product metric. It is straightforward to prove, see [4] , that in the standard global coordinates (z, t) on H 2 × R, the operators τ and κ are then given by In the following lemma we generalise Corollary 7.1 of [4] and provide proper r-harmonic functions on the product space H 2 × R. Lemma 6.1. Let the functions f, g : H 2 → C be holomorphic and P : R → C be a complex-valued polynomial
such that (b 2r−2 , b 2r−1 ) = 0. Then the function F (z, t) = (f (z) + g(z)) · P (t)
is proper r-harmonic on the product space H 2 × R.
Proof. Since the functions f and g are holomorphic, we have τ (F )(z, t) = (f (z) + g(z)) · ∂ 2 P ∂t 2 . Thus the claim is established. 6.2. The product space S 2 ×R. The construction of r-harmonic functions on the product space S 2 × R works as the one for H 2 × R. Due the maximum principle for harmonic functions we need to consider the punctured sphere Σ 2 = S 2 \ {p} instead of S 2 . Following [4] , we model Σ 2 as the complex plane equipped with its historic Riemannian metric ds 2 = 4 (1 + (x 2 + y 2 )) 2 (dx 2 + dy 2 ) of constant curvature +1.
By the following result we provide local proper r-harmonic maps on S 2 ×R. Since the proof is as elementary as that of Lemma 6.1 we have chosen to omit it here. is proper r-harmonic on the product space Σ 2 × R.
