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Abstract
The approximated energy eigenvalues and the corresponding eigenfunctions of the spherical
Woods-Saxon effective potential in D dimensions are obtained within the new improved quantiza-
tion rule for all l-states. The Pekeris approximation is used to deal with the centrifugal term in
the effective Woods-Saxon potential. The inter-dimensional degeneracies for various orbital quan-
tum number l and dimensional space D are studied. The solutions for the Hulthe´n potential, the
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1
I. INTRODUCTION
In recent years, the analytic bound state solution of the hyperradial Schro¨dinger equation,
in any arbitrary spatial dimension (D ≥ 2), with several potential models has received
increasing attention in the literature [1]. There are only a few potentials for which the
radial Schro¨dinger equation can be solved explicitly for all n and l quantum numbers. One
of these exactly solvable potentials is the Woods-Saxon (WS) potential [2] which has been
firstly solved within the Schro¨dinger equation for s-states (l = 0) by Bose [3,4]. However,
the three-dimensional radial Schro¨dinger equation for the spherical WS potential cannot be
solved analytically for l 6= 0 states because of the centrifugal term ∼ r−2. This potential was
used as a major part of nuclear shell model to obtain the nuclear energy level spacing and
properties of electron distributions in atoms, nuclei and atomic clusters [5-7]. It was used to
describe the interaction of a nucleon (neutron) with a heavy nucleus [8] and also for optical
potential model in elastic scattering of some ions with heavy target in low range of energies
[9].
So far, numerous attempts have been developed to calculate the bound-state energies
of the WS potential in the framework of the Schro¨dinger equation by means of various
methods; the Nikiforov-Uvarov method [10-12] and the shape invariance and Hamiltonian
hierarchy [13]. However, the solutions in [10,11] are at most valid for R0 = 0, in which the
WS potential turns out to become the Rosen-Morse-type potential. The two-component
approach to the one-dimensional Dirac equation with WS potential is applied to obtain
the scattering and bound-state solutions [14]. The exact solution of the relativistic Dirac
equation was obtained for a single particle with spin and pseudospin symmetry moving in a
central WS potential using two-component spinors [15-17]. An approach has been developed
to obtain the bound state solutions of the scattering of a Klein-Gordon particle by a WS
potential [18]. Recently, the approximated eigenenergies and eigenfunctions of the Dirac
equation for the Woods-Saxon potential and a tensor potential with the arbitrary spin-orbit
coupling quantum number κ under pseudospin and spin symmetry have been obtained [19].
Recently, Ma and Xu have proposed an improved quantization rule (IQR) and shown its
power in calculating the energy levels of all bound states for some solvable quantum systems
[20,21]. The method has been shown to be effective for calculating the bound state solutions
of the Schro¨dinger and Dirac wave equations with a spherically symmetric potential [1,22-
2
26]. So far, it has been applied, with great success, to study a great number of potentials
like the rotating Morse [22,23], the Kratzer-type [24], the trigonometric Rosen-Morse [25],
the hyperbolic and the second Po¨schl-Teller-like potentials [26] and the Hulthe´n potential
[1] and so forth. Very recently, Gu and Sun [1] have extended the application of the IQR
to the solution of the D-dimensional Schro¨dinger equation with the Hulthe´n potential for
l 6= 0 using the usual approximation to deal with the centrifugal term [27-29].
In this paper, we present a new systematical approach to solve the Schro¨dinger equa-
tion in D-dimensions with WS potential for it’s energy eigenvalues and the corresponding
eigenfunctions by means of the IQR method using the Pekeris approximation scheme [30-
32] to deal with the centrifugal term. This alternative approach has recently shown its
accuracy in calculating the analytic spectrum of the Hulthe´n potential for l 6= 0 [1]. Fur-
ther, we give analytic tests using energy calculations for interdimensional degeneracy, i.e.,
(n, l, D) → (n, l ± 1, D ∓ 2) corresponding to the confined D = 2 − 4 dimensional Woods-
Saxon potential.
This paper is organized as follows. In Sec. 2, the IQR method is reviewed and extended
to any arbitrary dimension (D ≥ 2). In Sec. 3, the D-dimensional (D ≥ 2) Schro¨dinger
equation is solved by this method with arbitrary l-states to obtain all the energy states of
the Woods-Saxon potential using the Pekeris approximation. In Sec. 4, we calculate the
corresponding hyperradial wave functions of the Woods-Saxon potential. In Sec. 5, the
interdimensional degeneracy is introduced. Finally, some concluding remarks are given in
Sec. 6.
II. IMPROVED QUANTIZATION RULE
A brief outline to the improved quantization rule is presented with an extension to the
D-dimensional space (D ≥ 2). The details can be found in Refs. [20,21]. The IQR has
recently been proposed to solve exactly the one-dimensional (1D) Schro¨dinger equation:
ψ′′(x) + k(x)2ψ(x) = 0, k(x) =
√
2µ [E − V (x)]
h¯
, (1)
where the prime denotes the derivative with respect to the variable x. Here µ is the reduced
mass of the two interacting particles, k(x) is the momentum and V (x) is a piecewise con-
tinuous real potential function of x. The Schro¨dinger equation is equivalent to the Riccati
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equation
φ′(x) + φ(x)2 + k(x)2 = 0, (2)
where φ(x) = ψ′(x)/ψ(x) is the logarithmic derivative of wave function ψ(x). Due to the
Sturm-Liouville theorem, the φ(x) decreases monotonically with respect to x between two
turning points, where E ≥ V (x). Specifically, as x increases across a node of the wave
function ψ(x), φ(x) decreases to −∞, jumps to +∞, and then decreases again.
Moreover, Ma and Xu [20,21] have generalized this exact quantization rule to the three-
dimensional (3D) radial Schro¨dinger equation with spherically symmetric potential by sim-
ply making the replacements x→ r and V (x)→ Veff(r):
rB∫
rA
k(r)dr = Npi +
rB∫
rA
k′(r)
φ(r)
φ′(r)
dr, k(r) =
√
2µ [En,l − Veff(r)]
h¯
, (3)
where rA and rB are two turning points determined from the relation En,l = Veff(r), N = n+1
is the number of nodes of φ(r) in the region En,l ≥ Veff(r) and it is larger by one than the
number of nodes of wave function ψ(r). The first term Npi is the contribution from the
nodes of the logarithmic derivative of wave function, and the second term in (3) is called
the quantum correction. It is found that, for all well-known exactly solvable quantum
systems, this quantum correction is independent of the number of nodes of wave function
of the system. This means that it is enough to consider the ground state in calculating the
quantum correction, i.e.,
Qc =
rB∫
rA
k0
′(r)
φ0(r)
φ0′(r)
dr = piν. (4)
The quantization rule still holds for Schro¨dinger equation with spherically symmetric poten-
tial in D dimensions. In what follows, we shall employ this method to solve the Schro¨dinger
equation in D-dimensions with WS potential using the Pekeris approximation to deal with
the centrifugal term.
III. EIGENVALUES OF THE WOODS-SAXON POTENTIAL
The D dimensional Schro¨dinger equation with spherically symmetric potential V (r) for
arbitrary l-state takes the form(
− h¯
2
2µ
∇2D + V (r)−En,l
)
ψn,l,m(r,ΩD) = 0, (5)
4
where the representation of the Laplacian operator ∇2D, in spherical coordinates, is
∇2D =
∂2
∂r2
+
(D − 1)
r
∂
∂r
− l (l +D − 2)
r2
, (6)
and
ψn,l,m(r,ΩD) = ψn,l(r)Y
m
l (ΩD), ψn,l(r) = r
−(D−1)/2u(r), (7)
where Y ml (ΩD) is the hyperspherical harmonics. The wave functions ψn,l,m(r,ΩD) belong to
the energy eigenvalues En,l and V (r) is taken, in the present study, as the Woods-Saxon po-
tential in the configuration space and r represents theD-dimensional intermolecular distance(
D∑
i=1
x2i
)1/2
.
Further, substituting Eqs. (6) and (7) into Eq. (5) yield the wave equation satisfying the
radial wave function u(r) in a simple analogy to the 2D and 3D radial Schro¨dinger equation
d2u(r)
dr2
+
2µ
h¯2
[En,l − Veff(r)]u(r) = 0, (8)
where En,l is the bound state energy of the system and Veff(r) is the deformed Woods-Saxon
[2] effective potential in D dimensions defined by
Veff(r) = − V0e
−
(r−R0)
a
1 + qe−
(r−R0)
a
+
λ
r2
, (9)
with the parameter
λ =
(Λ2 − 1) h¯2
8µ
, Λ = 2l +D − 2. (10)
where R0 = r0A
1/3 is the nuclear radius with r0 = 1.25 fm (may vary by as much as 0.2
fm depending on the specific nuclide) and A the atomic mass number of protons (Z) plus
number of neutrons (N) in target nucleus, V0 ≈ 50 MeV (having. dimension of energy) is
the potential well depth and a ≈ 0.5−0.6 fm is the length representing the surface thickness
that usually adjusted to the experimental values of ionization energies [12]. In the case of
negative eigenenergies (i.e., when En,l ∈ [−50MeV, 0]) we have the well-known bound-states
problem while in the case of positive eigenenergies (i.e., when En,l ∈ [0, 1000MeV ]) we have
the well-known resonance problem. It should be noted that the deformation parameter q is
a real parameter and can be taken equal to 1 and −1 for the Woods-Saxon and the Hulthe´n
potentials, respectively in the calculations. The radial wave function u(r) satisfying Eq. (8)
should be normalizable and finite near r = 0 and r → ∞ for the bound-state solutions.
The wave equation (8) with the Woods-Saxon potential is an exactly solvable problem for
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l = 0 (s-wave) [3,4,15], however, it cannot be solved analytically for λ 6= 0 because of
the orbital coupling term λr−2. Therefore, to solve Eq. (8) analytically, we must use the
Pekeris approximation [30-32] to deal with the centrifugal term. By inserting the conversions
x = (r − R0) /R0 and α = R0/a, where r ∈ (0,∞)→ x ∈ (−1,∞), the following exponential
form can be used instead of the centrifugal term
1
r2
≈ 1
R20
[
d0 + d1
e−αx
1 + qe−αx
+ d2
e−2αx
(1 + qe−αx)2
]
, (11)
which can be expanded around the minimum point r ≈ R0 (or x = 0) only up to the second
order as
1
r2
≈ 1
R20
[
d0 +
d1
2
+
d2
4
− α
4
(d1 + d2)x+
α2
16
d2x
2 − · · ·
]
. (12)
where d0, d1 and d2 are coupling constant parameters. It is worth to note that the above
expansion is valid for low rotational energy states and q = 1. The expression r−2 can be also
expanded around x = 0 up to the second order term as
1
r2
=
1
R20
(
1− 2x+ 3x2 − · · · ) . (13)
Comparing Eqs. (12) and (13), we obtain the constant parameters for the Woods-Saxon
potential as follows
d0 = 1− 4
α
+
12
α2
, d1 =
8
α
− 48
α2
, d2 =
48
α2
, (14)
However, these constant parameters for the Hulthe´n potential take values as follows
d0 =
1
12
, d1 = 1, d2 = 1. (15)
Further, by defining
b =
(
Qδ
R0
)2
, δ2 =
h¯2
2µ
(
l +
D − 1
2
)(
l +
D − 3
2
)
, (16)
where the scaling parameter Q is introduced with the purpose of obtaining solution for the
Hulthe´n potential as well. So we take Q = 1 for the Woods-Saxon potential but Q = α and
R0 = 1 for the Hulthe´n potential.
Equation (8) can be rewritten as
d2u(x)
dx2
+
2µR20
h¯2
[
En,l + V0
e−αx
1 + qe−αx
− b
(
d0 + d1
e−αx
1 + qe−αx
+ d2
e−2αx
(1 + qe−αx)2
)]
u(x) = 0,
(17)
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where n and l signify the radial and orbital angular quantum numbers, respectively.
We now study this quantum system through the improved exact quantization rule. At
first, we introduce a new variable
y =
e−αx
1 + qe−αx
,
dy
dx
= −αy(1− qy), dy
dr
= − α
R0
y(1− qy), (18)
where y ∈ (0, eα
1+qeα
). Overmore, the turning points yA and yB are determined by solving
Veff(y) = bd2y
2 + (bd1 − V0) y + bd0 = En,l as follows:
yA =
V0
2bd2
− d1
2d2
− 1
2bd2
√
(V0 − bd1)2 + 4bd2 (Enl − bd0), (19a)
yB =
V0
2bd2
− d1
2d2
+
1
2bd2
√
(V0 − bd1)2 + 4bd2 (Enl − bd0), (19b)
with the properties
yA + yB =
V0
bd2
− d1
d2
, yA yB = − 1
bd2
(Enl − bd0) . (20)
The momentum k(y) between two turning points is expressed as
k(y) =
√
2µ
h¯
√
bd2
√
−y2 +
(
V0
bd2
− d1
d2
)
y +
1
bd2
(bd0 − Enl)
=
√
2µ
h¯
√
bd2
√
(yB − y) (y − yA ), (21)
dk(y)
dy
=
√
2µ
2h¯
√
bd2
(√
yB − y
y − yA −
√
y − yA
yB − y
)
, (22)
The Riccati equation (2) now becomes
− α
R0
y(1− qy)dφ0(y)
dy
= −2µ
h¯2
[
E0 − bd2y2 + (V0 − bd1) y − bd0
]− φ0(y)2, (23)
having the only possible first order polynomial solution satisfying
φ0(r) = c1y + c2,
dφ0(r)
dr
= − α
R0
c1y(1− qy), c1 > 0. (24)
where we have used φ0(r) ≡ φ0(y). Substituting φ0(y) into Eq. (23), one has the ground
state wave function and energy eigenvalue solutions
φ0(y) =
α
R0
my +
(
α
2R0
− 2µ
h¯2
(V0−bd1)
2mα
R0
)
,
m = − q
2
(
1±
√
1 + 8µ
h¯2
Q2δ2d2
α2q2
)
, m ≥ 0,
E˜n=0 = E0 − bd0 = − h¯22µ
[
α
2R0
− 2µ
h¯2
(V0−bd1)
2mα
R0
]2
.
(25)
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The new quantum number is chosen as m = − q
2
(
1−
√
1 + 8µ
h¯2
Q2δ2d2
α2q2
)
for the Woods-Saxon
potential and m = − q
2
(
1 +
√
1 + 8µ
h¯2
Q2δ2d2
α2q2
)
for the Hulthe´n potential. After a lengthy
algebra but straightforward, we can calculate the integral of the quantum correction (4)
based on the ground state as
Qc = −pi
(√
2µd2
h¯
δ
q
Q
α
+
m
q
+ 1
)
. (26)
The integral of the momentum k(r) in the quantization rule (3) is calculated as
rB∫
rA
k(r)dr = −
√
2µ
h¯
√
bd2
q2
R0
α
zB∫
zA
(√
(y − yA ) (yB − y)
y
+ q
√
(y − yA ) (yB − y)
1− qy
)
dy
= pi
√
2µ
h¯
R0
α
(√
bd2
q2
+
√
bd0 − En,l −
√
b
(
d0 +
d1
q
+
d2
q2
)
− V0
q
− En,l
)
. (27)
Using the relations (26) and (27), the improved quantization rule (3) turn out to be
pi
√
2µ
h¯
R0
α
(√
bd2
q2
+
√
bd0 − En,l −
√
b
(
d0 +
d1
q
+
d2
q2
)
− V0
q
− En,l
)
= pi
(
n−
√
2µd2
h¯
δ
q
Q
α
− m
q
)
. (28)
Thus, based on the improved quantization rule we can finally obtain the approximated energy
levels Enl valid for both the Woods-Saxon and the Hulthe´n potentials in the D-dimensions,
E
(D)
n,l =
δ2Q2
R20
d0 − h¯
2
2µ
R20
α2
×
α2
(
2n+ 1∓
√
1 + 8µ
h¯2
Q2δ2
q2α2
d2
)
4R20
−
2µ
h¯2
(qd1 + d2)
δ2Q2
q2
− 2µ
h¯2
V0
q
R20
R20
(
2n+ 1∓
√
1 + 8µ
h¯2
Q2δ2
q2α2
d2
)

2
, (29)
where n, l = 0, 1, 2, · · · . Further, by setting Q = 1 and the deformation parameter q = 1 in
the above equation, we get the energy spectrum of the Woods-Saxon potential as
E
(D)
n,l =
δ2
R20
d0 − h¯
2a2
2µ
×

(
2n+ 1−
√
1 + 8µ
h¯2
δ2
α2
d2
)
4a2
−
2µ
h¯2
δ2
R20
(d1 + d2)− 2µh¯2V0(
2n + 1−
√
1 + 8µ
h¯2
δ2
α2
d2
)

2
, (30)
In three-dimensions (D = 3), it can be reduced to the form
E
(D)
n,l =
h¯2l (l + 1)
2µR20
d0− h¯
2a2
2µ

(
2n+ 1−
√
1 + 4l (l + 1) d2
α2
)
4a2
−
1
R20
l (l + 1) (d1 + d2)− 2µh¯2V0(
2n+ 1−
√
1 + 4l (l + 1) d2
α2
)

2
.
(31)
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which is essentially same as that obtained by other Nikiforov-Uvarov method [33].
On the other hand, the case when we set the parameters values d0 = 1/12, d2 = d3 = 1,
q = −1, Q = α, R0 = 1 and V0 = αZe2 in Eq. (29), then we obtain the energy spectrum of
the Hulthe´n potential:
E
(D)
n,l =
h¯2α2
2µ
 112
(
l +
D − 1
2
)(
l +
D − 3
2
)
−
[
µZe2
h¯2
(
n+ l + D−1
2
)
α
−
(
n+ l + D−1
2
)
2
]2 .
(32)
which is similar to the one obtained in Ref. [1] (if d0 = 0 in the usual approximation).
IV. EIGENFUNCTIONS
We are now in the position to study the corresponding eigenfunction of this quantum
system for completeness. The Riccati equation of the relation (8) is
φ′(r) = −2µ
h¯2
[Enl − Veff(r)]− φ(r)2, (33)
where
φ(r) =
u′(r)
u(r)
. (34)
Based on
u(r) = e
∫ r φ(r)dr = e−a
∫ r 1
y(1−qy)
φ(z)dz
, (35)
and using Eq. (24), we can easily calculate the eigenfunction of the ground state as
u0(r) = N0
(
e−
(r−R0)
a
)ε˜0 (
1 + qe−
(r−R0)
a
)ν
, ε˜0 > 0, ν ≥ 1, (36)
where
ε˜n=0 = a
√
2µ
h¯2
(bd0 − E0), ν = 1
2
(
1−
√
1 +
8µ
h¯2
Q2δ2
q2α2
d2
)
, (37)
and N0 is the normalization constant.
Let us find the eigenfunction for any quantum state n other than ground state. By
considering the boundary conditions
y =
 0 when r →∞,1 when r → 0, (38)
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with u(y)→ 0, we may define a more general radial eigenfunctions, valid for any quantum
number n, of the form:
u(y) = yε˜n,l (1 + qy)ν f(y), y = e−
(r−R0)
a , ε˜n,l > 0, ν ≥ 1. (39)
Substituting Eq. (36) into Eq. (8) leads to the following hypergeometric equation
y (1 + qy) f ′′(y) + [1 + 2ε˜n,l + q (1 + 2ε˜n,l + 2ν) y] f
′(y)
−
[
2µ
h¯2
a2 (bd1 − V0)− qν (1 + 2ε˜n,l)
]
f(y) = 0, (40)
with the following conditions:
ε˜2n,l +
2µ
h¯2
a2 (En,l − bd0) = 0, (41a)
q2ν(ν − 1)− 2µ
h¯2
a2bd2 = 0, (41b)
which leads to the following results
ε˜n,l = a
√(
l +
D − 1
2
)(
l +
D − 3
2
)
Q2d0
R20
− 2µ
h¯2
a2En,l, (42a)
ν =
1
2
(1± ζ) , ζ =
√
1 + 4
(
l +
D − 1
2
)(
l +
D − 3
2
)
Q2
q2α2
d2, (42b)
where + and − are taken for the Hulthe´n and the Woods-Saxon potentials, respectively.
The solution of the Eq. (40) is then
F (y) = 2F1 (A,B;C; y) =
Γ(C)
Γ(A)Γ(B)
∞∑
k=0
Γ(A+ k)Γ(B + k)
Γ(C + k)
yk
k!
, (43)
where
A = ε˜n,l − qν −
√
U = −n, n = 0, 1, 2, · · · ,
B = ε˜n,l − qν +
√
U, (44)
C = 1 + 2ε˜n,l,
where 2F1 (A,B;C; y) is the hypergeometric function. Now, we may write down the radial
wave functions (34) as
un,l(r) = Nnl
(
e−
(r−R0)
a
)ε˜n,l (
1 + qe−
(r−R0)
a
)ν
2F1
(
−n, n + 2ε˜n,l + qζ − q; 1 + 2ε˜n,l; e−
(r−R0)
a
)
.
(45)
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If now, we set n = 0 in Eq. (45), then we can easily obtain Eq. (36). Finally, the
unnormalized total wave functions are obtained as
ψn,l,m(r,ΩD) = Nnlr−(D−1)/2
(
e−
(r−R0)
a
)ε˜n,l (
1 + qe−
(r−R0)
a
)ν
× 2F1
(
−n, n + 2ε˜n,l + qζ − q; 1 + 2ε˜n,l; e−
(r−R0)
a
)
Y ml (ΩD). (46)
which is identical to Eq. (42) of Ref. [33] when D = 3. Thus, the Jacobi polynomials can
be expressed in terms of the hypergeometric functions [34]
P (A,B)n (1− 2x) =
Γ (n+ 1 + A)
n!Γ (1 + A) 2
F1 (−n, n + A+B + 1;A+ 1; x). (47)
It is worth noting that the hypergeometric function 2F1(A,B;C; x) is a special case of the
generalized hypergeometric function [34]
pFq(α1, α2, · · · , αp; β1, β1, · · · , βq; x) =
∞∑
k=0
(α1)k (α2)k · · · (αp)
(β1)k (β2)k · · · (βq)
xk
k!
, (48)
where the Pochhammer symbol is defined by (y)k = Γ(y + k)/Γ(y).
V. INTERDIMENSIONAL DEGENERACY
From Eq. (30), it can be seen that two interdimensional states are degenerate whenever
[35]
(n, l, D)→ (n, l ± 1, D ∓ 2) ⇒ E(D)n,l → E(D∓2)n,l±1 , (49)
i.e,
E
(D)
n,l = E
(D∓2)
n,l±1 =
δ2
R20
d0 − h¯
2a2
2µ

(
2n + 1−
√
1 + 8µ
h¯2
δ2
α2
d2
)
4a2
−
2µ
h¯2
δ2
R20
(d1 + d2)− 2µh¯2V0(
2n+ 1−
√
1 + 8µ
h¯2
δ2
α2
d2
)

2
.
(50)
Thus, a knowledge of E
(D)
n,l for D = 2 and D = 3 provides the information necessary to find
E
(D)
n,l for other higher dimensions.
For example, E
(2)
0,4 = E
(4)
0,3 = E
(6)
0,2 = E
(8)
0,1 . This is the same transformational invariance
described for bound states of free atoms and molecules [36-38] and demonstrates the existence
of interdimensional degeneracies among states of the confined Hulthe´n potential.
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VI. CONCLUSIONS
By using the improved quantization rule, we have given an alternative method to obtain
the approximated energy eigenvalues and eigenfunctions of the Schro¨dinger equation in D-
dimensions with the Woods-Saxon potential for all l-states within the Pekeris approximation
to deal with centrifugal term. We emphasize that the expressions obtained for the energy
eigenvalues and eigenfunctions are valid for all real values of R0. However, the solutions
provided in Refs. [10,11] are at most valid for R0 = 0 (Rosen-Morse-type potential and not
the Woods-Saxon potential). The advantage of this method is that it gives the eigenvalues
through the calculation of two integrations (26) and (27) and solving the resulting algebraic
equation. First, we can easily obtain the quantum correction by only considering the solution
of the ground state of quantum system since it is independent of the number of nodes of
wave function for exactly solvable quantum system. Second, the wave functions have also
been obtained by solving the Riccati equation. The general expressions obtained for the
energy eigenvalues and wave functions can be easily reduced to the Woodes-Saxon and the
Hulthen potentials, the three-dimensional space (D = 3), s-wave (l = 0) cases. The method
presented here is a systematic one, simple, practical and powerful than the other known
methods. Finally, the simplicity of the method motivates us it to solve the Dirac equation
for this WS potential to see the resulting relativistic effects.
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Appendix A: Integral Formulas
The following integral formulas are useful during the calculation of the momentum integral
and the quantum correction term:
rB∫
rA
r√
(r − rA)(rB − r)
dr =
pi
2
(rA + rB), (A1)
12
rB∫
rA
1
r
√
(r − rA)(rB − r)
dr =
pi√
rArB
, (A2)
rB∫
rA
1√
(r − rA)(rB − r)
dr = pi, (A3)
rB∫
rA
1
r
√
(r − rA)(rB − r)dr = pi
[
1
2
(rA + rB)−√rArB
]
, . (A4)
rB∫
rA
1
(a+ br)
√
(r − rA)(rB − r)
dr =
pi√
(a + brA)(a+ brB)
, rB > rA > 0. (A5)
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