The two-dimensional convex hull algorithms of Graham, Jarvis, Eddy, and Akl and Toussaint are tested on four different planar point distributions. Some modifications are discussed for both the Graham and Jarvis algorithms. Timings taken of FORTRAN implementations indicate that the Eddy and Akl-Toussaint algorithms are superior on uniform distributions of points in the plane. The Graham algorithm outperforms the others on those distributions where most of the points are on or near the boundary of the hull.
Introduction.
No problem in the field of computational geometry has received more attention during the last few years than the computation of the convex hull. This problem may be stated as follows: Given a set S of N points in two dimensional Euclidean space, determine those points in S which are the vertices of the minimum-area convex polygon that will entirely contain S. There are a number of important applications where it is necessary to compute the convex hull, for example in character recognition, statistics, and computer graphics. Research has been directed towards producing algorithms which have good expected behavior on several of the standard distributions of points in the plane. Among these algorithms are the Graham algorithm [10] , which requires an explicit sort step, the gift-wrapping approach of Jarvis [12] , and the divide and conquer schemes of Eddy 18] and Akl and Toussaint [4] . We will focus our attention on several of the recent modifications, including one of our own, which lead to faster and cleaner implementations of both the Graham and Jarvis algorithms. These will be tested against versions of the Eddy and Akl-Toussaint algorithms as obtained from the authors. All algorithms compute the ordered convex hull of the set, the sequence of vertices in the order in which they appear along the boundary of the hull. Throughout the paper we assume a model of computation similar to a Random Access Machine (RAM) as described by Aho, Hopcroft, and Ullman 1"1].
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Graham algorithm.
Historically, the Graham algorithm represents one of the first attempts to produce a computationally efficient solution to a geometric problem. Before giving Graham's algorithm we examine an algorithm due to Sklansky [17] to determine the convex hull of a simple non-intersecting polygon P. This algorithm is the precursor of the Graham algorithm.
Sklansky's algorithm is based upon scanning counterclockwise removing all concave vertices of P. Let the vertices i and k be the clockwise and counterclockwise successors of a vertex point j on P. Then the vertex at j is concave if the interior angle formed by ijk is reflex, that is, greater than or equal to ~. The scan starts at an arbitrary vertex point on the polygon. Sets of three consecutive vertices (i, j, k)e P are repeatedly examined to see if they define a reflex angle. As we shall see in section 3, each test may be accomplished in constant time. If the vertex at j is found to be concave it is immediately deleted from P and the scan temporarily backtracks clockwise one point. (This is because removal of a point from P may make the previous vertex concave.) The algorithm terminates when all vertices have been examined at least once, and the last vertex examined was convex (not concave). An easy induction argument suffices to prove that this algorithm requires O(N) time to complete.
Unfortunately, Sklansky"s procedure as described above is incorrect (see [7] ). There are some polygons on which it will fail to produce the correct answer. However, for many polygons it will work, and one such class is the starshaped polygons. A polygon P is star-shaped if and onlyif there exists a point z, interior to P, such that for all vertices ve P, the line zv is contained in P. Hence, there is at least one point z inside P that can "see" all of the vertices of P.
Relating this back to the convex hull of a set of points S, Graham simply ordered the points by polar angle about an interior point z of the hull. The reordered points of S implicitly define a star-shaped polygon and consequently the remainder of Graham's algorithm is nearly identical to Sklansky's. A minor difference is that as a result of the ordering step there may be subsequences of points that have the same polar angle (lie along the same ray). On each such ray only the outermost point, that with the greatest amplitude, is retained. We give a summary of the Graham algorithm and its worst-case analysis below.
Step 1 : Convert the points of S to (r, 0) polar coordinates about any point z which is interior to the convex hull of S. Graham stated that z can be found in at most O(N) time (but usually much less time) by testing 3 element subsets of S for collinearity and taking the centroid of the first triangle found.
Step 2: Order the points by increasing polar angle. This requires O(NlogN) time in the worst-case [1].
