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Abstract
The near wake of a rectangular wing/engine configuration is investigated using nu-
merical simulations. The analysis focuses on the interaction of the engine jet and the
wingtip vortex in the near wake. Numerical issues such as discretizations, acceleration
techniques and boundary conditions are discussed in detail. A new one-equation tur-
bulence model is derived, which gives more accurate results than other one-equation
turbulence models especially for free shear and vortical flows that are essential in the
wake flow problem. Several fundamental flows are simulated numerically and the find-
ings are compared with experimental data to validate the newly developed methods
and to ensure the general quality of the numerical results.
The thesis analyzes the interaction between the wingtip vortex and the engine jet in
the near wake. Physical aspects of the influence of the engine jet on the formation and
development of the wingtip vortex at varying thrust and engine positions are docu-
mented and discussed on the basis of qualitative and quantitative analyses of the wake
flow.
U¨bersicht
Der nahe Nachlauf eines Rechteckflu¨gel-/Triebwerkskonfiguration wird mit Hilfe von
numerischen Simulationen untersucht. Die Analyse konzentriert sich auf die Interaktion
des Triebwerksstrahls mit dem Randwirbel im Nahfeld. Die numerischen Methoden wie
Diskretisierungen, Beschleunigungstechniken und Randbedingungen werden ausfu¨hr-
lich diskutiert. Ein neues Ein-Gleichungs-Turbulenzmodell, das genauere Ergebnisse
als existierende Ein-Gleichungs-Turbulenzmodelle insbesondere fu¨r die im Nachlauf
vorhandenen Scherschicht- und Wirbelstro¨mungen liefert, wird abgeleitet. Mehrere
grundlegende Stro¨mungen werden numerisch simuliert und mit experimentellen Da-
ten verglichen, um die neu entwickelten Methoden zu validieren und die allgemeine
Qualita¨t der numerischen Ergebnisse sicherzustellen.
Die Dissertation analysiert die Interaktion zwischen dem Randwirbel und dem Trieb-
werksstrahl im nahen Nachlauf. Physikalische Aspekte des Einflusses des Triebwerks-
strahles auf die Randwirbelbildung und Entwicklung bei unterschiedlichen Triebwerks-
strahlgeschwindigkeiten und Triebwerkspositionen sind dokumentiert und anhand von
qualitativen und quantitativen Analysen der Nachlaufstro¨mung diskutiert.
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1Chapter 1
Introduction
“After making an initial analysis of the flight voice
and data recorders, US crash investigators believe
the American Airlines airbus was hit twice by pow-
erful wake turbulence from the plane immediately
ahead. . .
In its final few seconds of flight the plane veered to
the left and entered a nose-dive from 2,900 feet. . .
All on board the plane were killed. . . ”
BBC News on flight 587 crash
November 12, 2001.
The increasing aircraft traffic requires optimized take-off and landing frequencies. On
the one hand, the wake of airplanes represents a hazard to the following aircraft and
was responsible for many fatal accidents in civil aviation. Consequently, the distance
between airplanes especially during landing and take-off has to be enlarged to ensure
safety. On the other hand, an increase in civil flight frequency and hence a decrease in
distance between airplanes in the vicinity of airports means direct economical benefit
to airports, airlines, aircraft manufacturers and passengers. Clearly, the wake hazard
problem represents only one but an important aspect in the global development of
aircraft traffic. An accurate prediction of the wake flow and a physical understanding
of the complex behavior of the wake is a must for the optimization of the take-off and
landing frequencies without a decline in safety.
The empirically stipulated minimum distance of landing or starting airplanes is usu-
ally based on the assumption that the circulation of the trailing vortices is determined
mainly by the weight and hence the lift of the generating aircraft and that this cir-
culation decreases by dissipative mechanisms in the downstream direction. Currently,
the separation standards implemented worldwide by different air traffic control agen-
cies [87] are determined mainly by weight categories of the leading and the following
aircraft. Nevertheless, the Boeing 757 represents a known exception to the originally
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stipulated separation distances and hence demonstrates the intricacy of the wake flow
problem.
In a recent review on the dynamics of trailing aircraft vortices by Spalart [112]
different dissipative and convective mechanisms for the decay or collapse of the trail-
ing vortices and environmental influences are discussed. The understanding and the
exploitation of these mechanisms to enforce a premature destruction of the trailing vor-
tices and consequently attenuate the wake hazard has been part of many academic and
industrial research topics over the last 30 years. Unfortunately, none of the proposed
constructive measures added to the generating aircraft up to date ever found technical
application due to general performance losses. Neither was the scientific effort in un-
derstanding the wake flow over that period of research time capable of changing the air
traffic control practices in stipulating the separation distances. An excellent overview
of the history and the current status of research activities in this field supported by
the Federal Aviation Administration FAA and the National Aeronautics
and Space Administration NASA is presented in the work of Rossow [92].
The development of new very large airplanes like the Airbus A380 revived to some
extent the enthusiasm again in this research field. One emphasis in current research
topics is the investigation of instabilities of trailing vortices. Besides the classical long
wave Crow instability [15] of a vortex pair attributed to mutual self-induced velocities
of the vortices several other short wave instabilities of four vortex systems comparable
to the vortex system of landing or starting airplanes [13, 23], the short wave Widnall
instability [137] of a vortex in a weakly strained flow and the short wave instability of
vortex pairs [55] were also observed. Especially the analysis done by Crouch [13] de-
scribing new short wave instabilities with grow rates 60−100% greater than the Crow
instability is considered to give the basis for a promising technical application to ac-
tively enforce the breakup of airplane trailing vortices [14]. However, measurements by
Hu¨necke [43] of the wake of different Airbus models demonstrate from an industrial
point of view that the interaction of the engine jet, flap side-edge and trailing edge
vortices also can lead to a pronounced attenuation of the wake hazard depending on
the spanwise position of the outboard engine and the jet exhaust shape. Another im-
portant aspect of the engine jet wake interaction, which is studied by Quackenbush
et al. [82] using simplified numerical methods, is the entrainment and detrainment of
the engine exhaust into the vortex cores, which is relevant in the study of aircraft
emissions in the atmosphere. Nevertheless, in spite of the technical importance of the
interaction between the vortex system and the engine jet in the wake it is insufficiently
understood and only few studies were dedicated to this topic until today.
One of the earliest works is by Scorer and Davenport [100] who investigated the
instability of the condensation trails of airplanes at cruise altitudes. They attributed
incorrectly the Crow instability, which was correctly explained later [15], to buoy-
ancy effects resulting from the engine exhaust. Jacquin and Garnier [45] used
simple integral methods to investigate the interaction of the engine jet and the vortex
wake of a typical large transport aircraft under cruise conditions. They argued that
the engine jet has almost no effect on the vortex wake dynamics up to 30 wingspans
behind the airplane, which is in contrast to the aforementioned experimental results
3of Hu¨necke [43]. This is not surprising, since their vortex wake model did not in-
clude axial or radial velocity components and therefore cannot predict the complex
three-dimensional development of the wake vortices accurately. Gerz and Ehret [32]
concentrated in their numerical work using vortex-filament techniques followed by a
time developing large eddy simulation of the wake on the entrainment/detrainment of
engine exhausts into the vortex cores and did not investigate the influence of the engine
jet on the development of the wingtip vortices. A similar numerical large eddy simula-
tion of realistic aircraft wakes by Lewellen and Lewellen [56] included the engine
jet and showed good agreement with observations of the Crow instabilities but did
not cover a systematic investigation of particular parameters like the spacing between
the engine and the wingtip and their influence on the dynamics of the trailing vortices.
It is one of the main objectives of this work to investigate exactly such parameters
and give details about their influence by numerically simulating the formation and the
development of the wingtip vortex of a rectangular wing with variation of the engine
jet parameters.
The formation and development of an isolated wingtip vortex was investigated experi-
mentally and numerically in numerous works. Recent detailed experimental analysis of
the structure and the wandering of the turbulent vortex during roll-up are e.g. the work
of Devenport et al. [17] and Chow et al. [11]. The latter experiment of a rectangular
wing with small aspect ratio was also numerically simulated by Dacles-Mariani et
al. [16]. It was shown in the numerical investigation that good agreement with experi-
mental results could only be achieved if appropriate grid resolution, turbulence models
and boundary conditions were used. Computations of the vortex formation over a flap
side-edge by Khorrami et al. [49] also corroborate the high computational demands
to achieve a good agreement with measurements of the same configuration [83]. These
experimental and numerical studies are limited in the near wake to the direct vicinity of
the generating wing and did not extend the investigation to more than one chord length
of the wing. Other separate calculations of the wake without including the generation
process of the vortices can cover a domain from one to many wingspans depending on
the numerical methods used and the accuracy achieved. A numerical simulation of the
spatially developing wake of a high lift configuration up to 10 wingspans including all
three-dimensional and turbulent effects was performed recently by Spalart et al. [115]
using the Reynolds averaging concept and comparing three turbulence models. The
calculations gave good results for the trajectories and structure of the vortices in the
wake using a modified Spalart–Allmaras turbulence model but no quantitative
validation of the proposed modifications to the turbulence model was presented and
the magnitude of vorticity was generally underestimated partly due to the coarse reso-
lution of the grid. It was pointed out in previous works [25, 26, 27] that the resolution
of the vortex cores is crucial to the accuracy of the wake calculations. The length scale
of the vortex core is one or two magnitudes smaller than that of the generating wing.
The necessary requirement of a sufficient resolution of the vortex cores and the shear
layer of the wing wake increases considerably the amount of the grid points. However,
a reduction of grid points can be achieved using higher-order discretization methods
as will be shown in this work.
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It is commonly understood in the wake-vortex community that turbulence modeling of
the wake especially within the vortex cores represents an ongoing research topic. Direct
numerical simulations DNS resolving all existent time and length scales as well as large
eddy simulations LES resolving the time dependent large scales are currently limited in
their application due to the large demand of computer resources. Reynolds averaging
techniques on the other hand represent an applicable alternative for such complex flows
of technical interest, but still have limitations in predicting accurate solutions for the
wake with embedded vortices and the near-wall turbulence simultaneously. Therefore,
a completely new turbulence model fulfilling this demand will be derived and validated
in this work.
This thesis is a purely numerical study of the interaction of wingtip vortices and en-
gine jets in the near field. Existing experiments are used whenever possible to validate
the results and the numerical methods used. The work consists of two parts. The
first part gives details about the numerical simulation techniques. Several newly de-
veloped methods like a new one-equation turbulence model, boundary conditions and
discretization are derived, validated and discussed. Comparisons with other methods
as well as experimental data are given to show the benefit of the proposed methods.
The second part represents the discussion of the numerical simulation of the flow around
the wing and finally in the wake. Relevant aspects of the flow and tendencies in the
interaction of the engine jet and the wingtip vortices are shown for six configurations
of a rectangular wing. The engine position in the wingspan direction and the engine
jet exit velocity are considered to be the main two factors and are varied to investigate
their effect. The geometry and the flow parameters are chosen according to experi-
ments carried out separately as part of the collaborative research program SFB 401
at the RWTH Aachen.
The organization of this text is as follows. Chapter 2 contains the mathematical de-
scription of the flow based on the Navier–Stokes equations. Turbulent effects are
modeled according to the well established Reynolds averaging concept that is given
in chapter 3. A discussion of the existing turbulence models especially one-equation
models and their deficiencies is given. The well known Spalart-Allmaras model is
presented and a derivation of a new model, which possesses several enhancements for
the flow phenomena essential in jet-wingtip interaction flows, is given. Also a partial
differential equation for the efficient calculation of the wall distance that is used in
many turbulence models is introduced and its benefits are discussed.
Chapter 4 describes the details of the numerical scheme and its implementation. The
discretization of the governing equations, the numerical boundary conditions as well
as the acceleration techniques to steady state are documented. The objective of this
chapter is to give a consistent and clear description of the methods to make a repro-
duction of the simulation results possible. Several details about the mathematical and
numerical formulation are shifted into the appendices A-G to enable an easier reading
and understanding of the essential ideas.
The first part of chapter 5 consists of validations and comparisons of the previously
5proposed methods especially the newly derived one-equation turbulence model. The
second part discusses the flow around the rectangular wing in clean configuration with
the engine jets and the wake flow. The focus is on the interaction of the wingtip vortex
and the engine jet and the influence of the variation of the parameters engine position
and jet velocity.
Finally, the conclusions are given in chapter 6, together with recommendations for
future work.
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Mathematical Model
“Mathematics up to the present day has been quite
useless to us in regard to flying.”
Annual Proceedings of the British Royal
Aeronautical Society, 1879.
There are several physical theories that can be used to describe the motion of a fluid.
At a fundamental microscopic level the particles of a fluid obey the theory of quantum
mechanics and hence their dynamical evolution is described by the Schro¨dinger
equations. If quantum effects like interferences of wave packets can be neglected,
which is known as the Ehrenfest’s theorem [104], then the time evolution of the
position and velocity coordinates of particles can be described by classical mechanics
according to Newton’s laws. A higher level of approximation doesn’t include all the
particles of a fluid independently but introduces a distribution function F(~x, ~u, t) of the
particle density at position ~x with the velocity ~u at time t. The time derivative of this
distribution is determined by the Boltzmann equation. Finally, at the macroscopic
level of approximation the fluid is considered to be a continuum lacking a molecular
structure. This assumption is justified because the macroscopic length scales in most
fluid dynamics problems are much larger than the molecular length scale of the fluid
itself. A representation of the ratio between microscopic and macroscopic length scale
is expressed through the Knudsen number Kn = l0/L, where l0 represents the mean
free path of the molecules and L the characteristic macroscopic length scale. The order
of the Knudsen number for turbulent flows can be approximated [122] by
Kn ≈ 3
2
Ma
Re
, (2.1)
where Ma is the Mach number and Re represents the Reynolds number. Typical
values for turbulent flows are Ma = O(1) and Re = O(106) which satisfies the assump-
tion Kn→ 0.
Experimental investigations of turbulent flows of liquids and gases, for example [118],
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show excellent correlation. Even though both fluids have completely different molec-
ular structure they still behave similarly under similar conditions, which proves that
the macroscopic and microscopic behavior of fluids are independent.
According to the continuum hypothesis the equations of motion of a fluid can be de-
rived by simplifying the Boltzmann equations through the Chapman-Enskog series
expansion [20] or directly from the basic conservation equations of mass, momentum
and energy.
2.1 The Navier-Stokes Equations
The mathematical formulation of the hydrodynamic theory for an ideal fluid was first
introduced by Euler in 1755 [21]. Since the theory neglected the effects of viscosity
it failed to give explanations to several phenomena that were observed in nature like
vortex generation or viscous and pressure drag. Therefore, a new empirical science
called hydraulics based on observations and measurements was founded and successfully
used in technical applications like pipe flows. Navier [69] stated in 1822 the basic
equations for an incompressible and viscous fluid, which were extended by Poisson [78]
in 1831 to compressible flows. The coupling of the stress tensor and the deformation
tensor were introduced by Stokes [120] in 1845, which was the final step in a complete
and realistic mathematical model for the flow of a continuum.
The complete equation of motion, called the Navier–Stokes equations, describe the
dynamics of an unsteady, viscous and compressible flow including heat transfer1. The
flow dynamics of the conservative variables ~Q
~Q = (ρ, ρ~v, ρe)T (2.2)
representing the density ρ, the specific momentum ρ~v and the specific energy ρe =
ρ(+ 1
2
~v∗
2
), which includes the internal and the kinetic energy, is defined in the integral
form of the equation ∫
V
∂ ~Q
∂t
dV +
∮
S
~F · ~n dS = 0 . (2.3)
Equation 2.3 determines the temporal change of ~Q in a volume V surrounded by the
surface S to be equivalent and of opposite sign to the total contribution from the flux ~F
through S with the normal vector ~n pointing outwards. For continuous fluxes lacking
contact discontinuities and shocks a differential form of the conservation laws can be
derived using the Gauss theorem leading to
∂ ~Q
∂t
+
∂ ~F1
∂x
+
∂ ~F2
∂y
+
∂ ~F3
∂z
= 0 (2.4)
where the subscripts 1, 2, 3 denote the cartesian components of the flux ~F in the direc-
tions x, y, z. The flux ~F is subdivided into an advective part ~FA containing convective
1volume forces such as gravitational forces are ignored here
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transport and pressure terms and a diffusive part ~FD generated by friction and heat
flow
~F = ~FA − ~FD =
 ρ~vρ~v~v + p
ρ~ve
−
 0τ
τ~v + ~q
 (2.5)
with ~q denoting heat conduction given by the Fourier law
~q = −λ∇T (2.6)
where T is the temperature and λ is the thermal conductivity coefficient. The viscous
shear stress tensor τ can be given for a Newtonian fluid as
τ = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µδij
∂ui
∂xj
(2.7)
where µ is the dynamic viscosity of the fluid. The assumption made by Stokes [120]
that a second independent viscosity coefficient µV also called the volume viscosity can
be neglected is experimentally validated and is adopted here. The viscosity coefficient
µ of air is regarded to be a function of temperature according to an empirical power
law for small temperature changes in relation to a reference state (ref )
µ = µref
(
T
Tref
)0.72
. (2.8)
Furthermore, it is known from measurements that the Prandtl number for air is
constant and has the value
Pr =
µcp
λ
= 0.72 . (2.9)
The specific heat coefficient at constant pressure cp is also constant for an ideal gas,
which means that the thermal conductivity coefficient λ follows the same power law as
in equation (2.8)
λ = λref
(
T
Tref
)0.72
. (2.10)
Finally, the equation of state for an ideal gas
p = ρRT (2.11)
gives the relation between the thermodynamical variables p, ρ and T , where R = cp−cv
is the gas constant per unit of mass. The specific internal energy  and the specific
enthalpy h for calorically perfect gases can be given according to
 = cvT h = cpT . (2.12)
The aforementioned set of equations is nondimensionalized using reference values at
stagnation state shown in appendix A and are given explicitly in appendix C.
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2.2 The Time-Averaged Navier-Stokes Equations
The classical approach to describe turbulent flows goes back to Reynolds in 1895,
who introduced the concept of time averaging. The basic idea is to concentrate on
the flow behavior on the relevant time scale and try to avoid resolving the unsteady
turbulent flow fluctuations. A flow quantity Φ(~x, t) is separated into an averaged value
Φ(~x, t) and a fluctuating value Φ′(~x, t)
Φ(~x, t) = Φ(~x, t) + Φ′(~x, t) . (2.13)
The averaging is introduced with
Φ(~x, t) =
1
4t
t+4t∫
t
Φ(~x, t) dt (2.14)
where 4t is to be chosen larger than the time scale of turbulence but still smaller than
all time scales of the unsteady phenomena not associated with turbulence. If no such
unsteady phenomena exist then the average quantity Φ(~x) will only be a function of
space. Many turbulent flows like those presented in this work fall into this category,
therefore the choice of 4t will not be relevant and the possibility of overlapping time
scales addressed in the spectral-gap-problem [139] is not present here.
The described time averaging can be applied to the Navier–Stokes equations which
leads to equations for the averaged quantities and to correlations, which are products of
fluctuation quantities that do not disappear after averaging. To minimize the number
of correlations and to avoid density correlations a density-weighted average, called
Favre average [66], Φ˜(~x) is introduced
Φ(~x, t) = Φ˜(~x) + Φ′′(~x, t) (2.15)
with
Φ˜(~x) =
1
4t
t+4t∫
t
Φ(~x, t)ρ(~x, t)
ρ(~x)
dt =
ρΦ
ρ
. (2.16)
Taking the Reynolds average of density ρ and pressure p and Favre average of the
rest of the flow variables and applying the averaging rules presented in appendix B leads
to averaged equations similar to the instantaneous equations presented in section 2.1
with the addition of one term in the momentum equation and several other terms in the
energy equation, a complete derivation of which is given in [139]. The term appearing
in the momentum equation, called the Favre-averaged Reynolds-stress tensor,
τ t = −ρ~v′′~v′′ (2.17)
is unknown and cannot be given explicitly without introducing new higher order cor-
relations or some kind of modeling based on theoretical and empirical considerations.
The Favre-averaged energy equation contains the terms
ρk =
1
2
ρ~v′′ · ~v′′ (2.18)
~qt = ρ~v′′e′′ (2.19)
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where k represents the turbulent kinetic energy and ~qt the turbulent heat transport.
One further term τ~v′′ describes the molecular diffusion of turbulent kinetic energy,
which is usually ignored for Mach numbers up to the supersonic regime [139]. The
impossibility to express these correlations in terms of other averaged flow quantities
without the introduction of new equations or other unknown correlations is known as
the closure problem [106]. In chapter 3 turbulence models will be presented that close
the system of equations and enable a complete mathematical description of turbulent
flows.
2.3 Initial and Boundary Conditions
Several initial and boundary conditions are required to completely describe a specific
flow problem. Some physical conditions are not known explicitly or may only be fulfilled
at infinity, which is difficult to realize numerically.
2.3.1 Initial Conditions
For external flow problems an initially uniform flow at t = tinit with the freestream
values
~vinit = ~v∞ pinit = p∞ ρinit = ρ∞ (2.20)
is assumed. The boundary conditions are imposed for t > tinit, which corresponds to
an instantaneous acceleration of a body in the domain from zero velocity to freestream
velocity.
2.3.2 Boundary Conditions at Solid Walls
The boundary conditions at a solid non-moving adiabatic wall without mass transfer
through the surface is given by
~vwall = ~0
∂p
∂~n
∣∣∣∣
wall
= 0
∂ρ
∂~n
∣∣∣∣
wall
= 0 . (2.21)
The condition for the pressure
∂p
∂~n
∣∣∣∣
wall
= 0 is a simplification taken from the boundary
layer theory [106] and a more accurate value for the normal gradient
∂p
∂~n
∣∣∣∣
wall
can be
derived by solving the momentum equation normal and tangential to the surface. This
is usually not needed for shear layers at high Reynolds numbers [41] and without
strong curvature effects, since then the boundary layer assumptions are fulfilled. The
condition for density
∂ρ
∂~n
∣∣∣∣
wall
= 0 is derived from the adiabatic condition ~qwall = 0 and
the condition for pressure together with the relation for an ideal gas (2.11).
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2.3.3 Boundary Conditions at Inflow/Outflow
According to the analysis of Gustafsson and Sundstro¨m [38] the Navier–Stokes
equations require five boundary conditions to be imposed at the inflow boundary and
four conditions at the outflow boundary. As noted in [41] care should be taken in impos-
ing the boundary conditions, since the Euler equations have different requirements.
Consistent conditions for the viscous flow have to be compatible with the inviscid flow
at the limit of vanishing viscosity. The discussion of the formulation and the derivation
of numerical inflow/outflow boundary conditions is given in chapter 4.5.
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Chapter 3
Turbulence Modeling
“Turbulence studies are the art of understanding
the Navier-Stokes equations without actually solv-
ing them.”
P. Bradshaw.
The time-averaged equations presented in chapter 2.2 are not closed, since due to the
turbulent correlations there are less equations than unknowns. A turbulence model
relates these unknowns to the mean flow variables and closes the system of equations
thereby avoiding the time consuming exact spatial and temporal resolution of the flow,
e.g. through direct numerical simulation DNS.
The first attempt to model the missing information goes back to Boussinesq [6]
in 1877 where he first introduced the concept of eddy viscosity. The Boussinesq
hypothesis is based on a formal similarity between the viscous stress tensor τ and the
Reynolds stress tensor τ t, which assumes the principal axes of both tensors to be
coincident with those of the main strain tensor S for incompressible flows. In analogy
to the Stokes postulate for the viscous stress tensor in a laminar flow the relationship
τ t = −ρ~v′′~v′′ = 2µtS = µt
(
∂ui
∂xj
+
∂uj
∂xi
)
for incompressible flows (3.1)
with the proportionality coefficient µt is assumed. Unlike the molecular viscosity µ
the value µt is not a fluid property but depends on many factors in the flow and
is problem dependent. Similarly the turbulent heat flux ~qt is modeled following the
classical analogy between momentum and heat transfer [86], which assumes that it is
proportional to the temperature gradient
~qt = ρ~v′′e′′ = −µtcp
Prt
∇T (3.2)
with a constant turbulent Prandtl number Prt = 0.9 [106].
The assumption made by Boussinesq is questioned by researchers (see discussion
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in [139]) and proven to be inaccurate for some flow problems like flows with separation
and secondary motions. Nevertheless, many practical aerodynamic flow problems are
well and efficiently predicted using turbulence models based on this hypothesis.
Furthermore, it is assumed that the influence of compressibility, e.g. density fluctua-
tions, can be neglected for Mach numbers below 5, which is known as the Morkovin
hypothesis [66]. This implies that the analysis for turbulent incompressible flows us-
ing turbulence models based on the incompressible flow equation remains also valid
for compressible flows within the Mach number limit. The Reynolds stress tensor
τ t can then be written for compressible flows according to similarity to the viscous
counterpart
τ t = µt
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
µtδij
∂ui
∂xj
(3.3)
which introduces only a minor change in the formulation that is important only at
high Mach numbers. Replacing the expressions for τ t and ~qt in the averaged Navier–
Stokes equations leads to equations formally identical to the unaveraged equations (2.4)
with new effective values for µ and λ
µeff = µ+ µt and λeff = −µcp
Pr
+
µtcp
Prt
(3.4)
The closure problem described earlier reduces thereafter to the modeling of µt or
νt = µt/ρ which is also referred to as eddy viscosity. Many models were introduced
ranging from simple and incomplete algebraic models like the mixing length hypothe-
sis by Prandtl [76] to complete stress-transport models like the Launder–Reece–
Rodi Model [51]. However, the increasing complexity of the turbulence models and
the larger computational effort when they are applied to realistic technical problems
is not always justified by a qualitative improvement in the solutions. An overview on
some of the standard and widely used turbulence models is given in [139].
In the following section the discussion will be concentrated on one-equation turbulence
models. After an overview on the historical development of such models the popular
Spalart-Allmaras model will be presented followed by a proposal for a new one-
equation model. Finally a partial differential equation is derived for the wall distance
d used in many turbulence models.
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3.1 One-Equation Turbulence Models
One-equation turbulence models enjoyed a wide popularity in the last decade. The
growing interest in this type of models is explained primarily by the numerical ease of
use compared to standard two-equation models like the k-ε [48] and k-ω models [138]
that are still widely used. Algebraic models like the customary Baldwin–Lomax
model [1] are efficient from a numerical point of view but lack generality and have
deficits like the missing transport and diffusion effects. Therefore, one-equation models
are considered to be a good compromise between the algebraic models and the classical
two-equation models.
The first one-equation model for the turbulent kinetic energy k was postulated by
Prandtl [77] and independently introduced by Emmons [19]. Both formulations
were incomplete since they needed the definition of an application dependent length
scale. Later Bradshaw, Ferris and Atwell [8] proposed another model for k, based
on the assumption that the Reynolds shear stress in a two-dimensional flow τtxy is
proportional to the turbulent kinetic energy k
τtxy = βb k with βb = 0.3 (3.5)
which is called the Bradshaw hypothesis and was validated by Townsend [125]
through various measurements in boundary layers, wakes and mixing layers.
The first formulation for a one-equation model directly for νt was postulated by Nee
and Kovasznay [70] based on phenomenological arguments. A complete model for
νt was also proposed by Secundov [101] as an evolution of the former Nee and Ko-
vasznay model with considerable success. Its current formulation is known as the
νt92 version [109]. Unfortunately it was unknown in the English speaking community
until its publication in 1995. In 1991 Baldwin and Barth [2] derived an elaborate
transport model from the classical k-ε model, which had limited success due to its
inconsistent numerical behavior at turbulent/non-turbulent interfaces [64, 139]. The
most successful one-equation model up to date was introduced in 1992 by Spalart
and Allmaras [110] which was created generically for the turbulent eddy viscosity
νt with strong emphasis on the numerical behavior. Later Menter [64] proposed a
general methodology for deriving one-equation models from two-equation models and
suggested a new model based on the standard k-ε equations, which shows superior
results when compared to the Baldwin–Barth model. Nagano, Pei and Hat-
tori [68] also derived another one-equation model from the low-Reynolds-number
k-ε model with many closure and damping functions and showed good results com-
pared with DNS and experiments for wall bounded flows like boundary layers and
plane wall jets but did not investigate any aerodynamic or free shear flows.
The performance and the predictive capabilities of many models including the Baldwin–
Lomax, Baldwin–Barth, Spalart–Allmaras, standard k-ε, k-ω and the SST [63]
models, are documented in many publications [3, 33, 90, 93, 99, 109, 134, 139] and cor-
roborate the quality of the one-equation models, especially the Spalart–Allmaras
model. This model is discussed in detail in the following section. Its original formula-
tion and several modification that were published subsequently are presented.
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3.1.1 The Spalart-Allmaras Model
The Spalart–Allmaras one-equation model [110] proved to be very efficient and
robust for various challenging aerodynamic flows and was already successfully applied
to calculations [25, 26, 27, 49] similar to those presented in this work. The model
calculates the kinematic eddy viscosity
νt = νˇfv1 (3.6)
via the following transport equation for νˇ
Dνˇ
Dt
= cb1Pˇ νˇ︸ ︷︷ ︸
production
− cw1fw
(
νˇ
d
)2
︸ ︷︷ ︸
destruction
+
1
σ
[∇ · ((ν + νˇ)∇νˇ) + cb2(∇νˇ)2]︸ ︷︷ ︸
diffusion
. (3.7)
The closure functions and coefficients are given as
fv1 =
χ3
χ3 + c3v1
fv2 = 1− χ
1 + χfv1
χ =
νˇ
ν
fw = g
[
1 + c6w3
g6 + c6w3
] 1
6
g = r + cw2(r
6 − r) r = νˇ
Pˇ κ2d2
(3.8)
cb1 = 0.1355 cb2 = 0.622 cv1 = 7.1 σ = 2/3
cw1 =
cb1
κ2
+
1 + cb2
σ
cw2 = 0.3 cw3 = 2 κ = 0.41
(3.9)
The production term Pˇ was suggested to be primarily the norm of the rotation tensor
|Ω| = 1/2| (∇~v − (∇~v)T ) | or the magnitude of vorticity |∇ × ~v|
Pˇ = P +
νˇ
κ2d2
fv2 with P =
∣∣∣2Ω∣∣∣ = |∇ × ~v| . (3.10)
The initial and boundary conditions for νˇ are
νˇinit ≈ 0.1ν νˇwall = 0
νˇinflow = νinit
∂νˇ
∂~n
∣∣∣∣
outflow
= 0 .
(3.11)
The initial value of νˇinit ≈ 0.1ν was chosen higher than the suggested zero value [110]
to avoid the trivial solution νˇ ≡ 0 of equation (3.7) and to speed up the calculations
by exciting the production term P more rapidly.
The model does not include the turbulent kinetic energy k, which is simply dropped
from the averaged equations [110]. This missing feature does not seem to play a deci-
sive role in the computations presented in the original paper.
Since the transition tripping functions introduced by Spalart and Allmaras in the
original work [110] are rarely implemented by researchers [139] due to numerical and
implementation difficulties they will not be discussed here.
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There has been discussions [113] concerning the production and the destruction terms.
The dependence of the production term on the vorticity is motivated by the fact that
the near-wall vorticity is responsible for the generation of turbulence. However, this
is not true in a vortex core, where rotation effects diminish turbulence, resulting in a
decay of the overall turbulence within the vortex [11, 17, 74]. In [27, 16] it is therefore
suggested to limit P by the strain rate tensor |S|
P = 2
(
|Ω|+min(0, |S| − |Ω|)
)
.
Note that this modification has no influence on the near-wall region, where |Ω| and |S|
are of the same order of magnitude. Another modification to account for streamline
curvature and rotation effects was introduced by Spalart and Shur [111] through
the definition of a new function fr1
fr1 = (1 + cr1)
2r∗
1 + r∗
(
1− cr3 tan−1(cr2r∗)
)− cr1 (3.12)
using
r∗ = |S|/|Ω| and cr1 = 1 cr2 = 12 cr3 = 1 (3.13)
which is used to scale the production term P .
Furthermore, it could be considered a drawback of the model that the destruction term
disappears completely in the far-wall region (d  1), which is not true for turbulent
free shear flows, e.g. jets or wakes. The absence of this term leads to an unphysical
growth of νˇ when a jet flow occurs far from a wall and, consequently, results in an
over-prediction of the spreading rate as reported in [3, 139].
Modifications of the viscous damping fv1 and destruction term as well as transition
modeling and adaptation to unsteady calculations have been suggested by Eulitz [22]
with the objective of an accurate numerical simulation of the unsteady turbulent flow in
turbo machinery. Free shear flows and vortical flows that are unsatisfactory predicted
by the Spalart–Allmaras model were not investigated in his study.
The Spalart–Allmaras model is successful in numerous flow applications and some
modifications were introduced to improve the model further as described formerly.
Nevertheless, there is still potential for improvements especially for free shear flows. To
achieve that a new one-equation turbulence model similar to the Spalart–Allmaras
model is proposed in the next section.
3.1.2 A New One-Equation Turbulence Model
As mentioned in the last section the Spalart–Allmaras model has deficiencies in
regions far away from the wall and in free shear and vortical flows. The intention behind
the new model is to introduce a complete and general one-equation model capable of
correctly predicting a wide class of fundamental flows like boundary layer, wake, jet
and vortical flows. Since these types of flows are all present in the simulations carried
out in this work the quality of the overall solution is determined by the capability to
capture the detailed physics of these flows.
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The starting point will be the mature and validated two-equation k-ω turbulence model
of Wilcox [139] given in tensor notation
Dk
Dt
= τtij
∂ui
∂xj
− β∗kω + ∂
∂xj
[
(ν + σ∗νt)
∂k
∂xj
]
(3.14)
Dω
Dt
= α
ω
k
τtij
∂ui
∂xj
− βω2 + ∂
∂xj
[
(ν + σνt)
∂ω
∂xj
]
(3.15)
with the following closure coefficients
σ∗ = σ = 0.5 α = 0.52 β∗c = 0.09 βc = 0.072 (3.16)
and the closure functions
β∗ = β∗cf
∗
β f
∗
β =
1 + 680ψ2k
1 + 400ψ2k
ψk = max
(
0.,
1
ω3
∂k
∂xj
∂ω
∂xj
)
β = βcfβ fβ =
1 + 70ψω
1 + 80ψω
ψω =
∣∣∣∣ΩijΩjkSki(β∗cω)3
∣∣∣∣
(3.17)
using the definitions
Ωij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(3.18)
νt =
k
w
τtij = 2νtSij −
2
3
kδij . (3.19)
The functions ψk and ψω were added to the original model [138] to account for cross-
diffusion and vortex-stretching, respectively [139]. They mainly improve the results for
wake and jet flows without interfering with the good results achieved with the original
model for boundary layer flows. Note that the k-ω model is one of the few turbulence
models that do not need any viscous damping or have any explicit wall distance de-
pendence in the equations. However, it possesses numerical difficulties in the vicinity
of the wall, since the boundary condition ωwall →∞ produces high gradients near the
wall and requires a higher resolution in the boundary layer. Further criticism [62, 63]
concerning the freestream value ωinit and ωinflow sensitivity are partly remedied in the
new formulation of the k-ω model [139]. It should be noted that such criticism is
neglecting the fact that the boundary values of a turbulence model like in any other
boundary value problem should affect the solution, e.g., in the order of the freestream
value, a fact that is rarely mentioned in the debate.
A PDE for νt can be derived using the definition of the eddy viscosity k = νtω and
the total derivatives Dk/Dt and Dω/Dt similar to [2, 64]:
Dνt
Dt
=
1
ω
(
Dk
Dt
− νtDω
Dt
)
= (1− α)τtij
ω
∂ui
∂xj
− β∗k + βνtω
+
1
ω
∂
∂xj
[
(ν + σ∗νt)
∂k
∂xj
]
− νt
ω
∂
∂xj
[
(ν + σνt)
∂ω
∂xj
]
(3.20)
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The terms on the right-hand side can be rewritten1 by inserting k = νtω and using
the equivalence σ∗ = σ. Especially the diffusion terms on the right-hand side can be
reformulated equivalently leading to the desired PDE for νt
Dνt
Dt
= 2(1− α)νtSij
ω
∂ui
∂xj
− 2
3
(1− α)νtδij ∂ui
∂xj
− (β∗ − β)νtω
+
∂
∂xj
[
(ν + σνt)
∂νt
∂xj
]
+ 2
(ν + σνt)
ω
∂νt
∂xj
∂ω
∂xj
(3.21)
with a reformulation of ψk defined previously in equation (3.17)
ψk = max
[
0.,
1
ω3
(
νt
(
∂ω
∂xj
)2
+ ω
∂νt
∂xj
∂ω
∂xj
)]
. (3.22)
It should be noted that since up to this point only a reformulation without any sim-
plification has been carried out there is no loss in generality. The devision by ω in
two terms on the right-hand side is numerically not a problem if ω → 0 since this
is physically only possible in laminar flows νt = 0, which means that the numerator
also tends to zero. Usually a max(ω, eps) with a small numerical value eps, e.g. the
machine accuracy, is used to numerically prevent division by zero.
The value ω should be reconstructed explicitly based on flow quantities such as velocity
gradients. By defining this reconstruction we can close our proposed equation. It is
clear that this is the most essential step, since the generality of the reconstructed ω
must be guaranteed throughout a wide range of flows.
The most famous assumption concerning such a reconstruction is the Bradshaw hy-
pothesis given in equation (3.5). This assumption is directly implemented into many
turbulence models like in [8, 64] and is indirectly included in several other turbulence
models like k-ε [48]2 and k-ω [139]. For instance, by neglecting the convective, destruc-
tive, and dissipative terms of the turbulence energy equation (3.14) the aforementioned
hypothesis can be easily derived
β∗kω = β∗ck
2/νt = τtij
∂ui
∂xj
⇒ k = 1√
β∗c
√
νtτtij
∂ui
∂xj
(3.23)
and for 2D shear layers
k =
1√
β∗c
τtxy =
νt√
β∗c
∣∣∣∣dudy
∣∣∣∣ . (3.24)
In spite of its widespread use this hypothesis is neither exactly valid in the viscous
sublayer of the turbulent boundary layer [68] nor in free shear layers [106], which was
indicated by DNS and experimental data. Several attempts based on dimensional
analysis and on simplifications of the k-ω equations were studied to achieve other re-
constructions. However, they usually lead to ill numerical behavior since they include
1Here we chose to eliminate k from the equations. Other choices are also possible but more
complicated and therefore not described here.
2Note the relation Cµ = β∗c = β
2
b = 0.09 with Cµ being a closure coefficient of the k-ε model.
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higher order derivatives and cross derivatives of u and νt as well as very high gradi-
ents near the wall, similar to the underlying k-ω model. On the one hand an exact
reconstruction means an infinite value of ωwall → ∞ at the wall, which on the other
hand should be avoided for the sake of efficiency and stability of the numerical scheme.
Consequently, a slight modification of the equation (3.21) and its closure functions
fβ∗ , fβ are preferred in the formulation of the new one-equation turbulence model. The
quantity ω is reconstructed according to the Bradshaw hypothesis for 2D shear layers
ω =
k
νt
=
1√
β∗c
∣∣∣∣dudy
∣∣∣∣ (3.25)
and generalized using the norm of the strain tensor Sij [68]
ω =
1√
β∗c
√
2SijSij . (3.26)
In the next sections several tuning and addition of closure coefficients and closure func-
tions is presented which were evaluated during the investigation of some flow categories
like free shear and wall boundary layer flows.
Free Shear Flows
The calibration of the closure functions fβ∗ , fβ for wake and jet flows leads to the
following new formulations
f ∗β =
1 + 1610ψk
1 + 1195ψk
and fβ =
1 + 64ψω
1 + 80ψω
. (3.27)
Wilcox introduced these functions and calibrated them to improve the original k-ω
model for the same free shear flows. These functions do not play a role in the vicinity
of the wall [139] since ψk and ψω approach zero near solid surfaces.
Near-Wall Behavior
The Bradshaw hypothesis is exactly fulfilled in the logarithmic region of the boundary
layer. This probably explains the success of this assumption in the turbulence modeling
community. However, it is not valid in the viscous sublayer, where the laminar viscosity
is dominating. Almost all turbulence models include damping terms near the wall to
correct this behavior. Many of these terms are functions of the wall normal distance
d. To avoid such a dependence the viscous damping function fv1 of Mellor and
Herring [61] similar to the approach applied in the Spalart–Allmaras model was
chosen
νt = νˇfv1 with fv1 =
χ3
χ3 + c3v1
and χ =
νˇ
ν
. (3.28)
The coefficient cv1 = 7.1 was chosen according to the original value of Mellor and
Herring. This approach allows νˇ to be equal to κuτd in the logarithmic region and in
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the viscous sublayer. This behavior is considered one of the reasons for the success of
the Spalart–Allmaras model, since it enforces a numerically advantageous linear
growth of νˇ in the vicinity of the wall. Recall that fv1 is important only in the viscous
region, where χ is of O(1), while its influence disappears in the logarithmic region. For
free shear flows it has a limited impact at turbulent/non-turbulent edges, where χ is
also of O(1). In these regions we expect the turbulent eddy viscosity νt to be of small
influence and therefore not to interfere with our former calibration for the free shear
flows.
There are investigations of the correct wall limiting behavior of νtd→0 [68, 139] that
will not be discussed here, since the laminar viscosity ν in the viscous sublayer is the
dominating quantity. Hence, good results can be expected for wall bounded flows even
if νt is not asymptotically consistent at the wall.
Decay of Isotropic Turbulence
Experimental investigation [125] indicate that the turbulent kinetic energy k of an
isotropic homogeneous turbulent flow should decay according to
k(t) ∼ t−n with n = 1.25± 0.06 . (3.29)
The k-ω model can be simplified by dropping all the spatial gradients
dk
dt
= −β∗cωk and
dω
dt
= −βcω2 (3.30)
and solved analytically for large t
k(t) ∼ t−β∗c /βc = t−5/4 and ω(t) ∼ 1
βct
(3.31)
which is in good agreement with experiments. Similar to other one-equation models
the proposed one-equation model in equation (3.21) does not predict a decay at all,
since all terms include spatial derivatives that vanish in a homogeneous flow leading
to
dνt
dt
≡ 0. The correct decay of νt can be derived from the k-ω equation
νt(t) = k(t)/ω(t) ⇒ νt(t) ∼ t1−β∗c /βc = t−1/4 . (3.32)
To achieve this behavior a generic term is added to equation (3.21)
dνt
dt
= −kinit
(
φ
νt
ν
) −β∗c /βc
1−β∗c /βc = −kinit
(
φ
νt
νinit
)5
(3.33)
where kinit represents the initial turbulent kinetic energy that can be calculated from
the initial, i.e. prescribed, turbulence intensity Tu
Tu =
√
u′′u′′ + v′′v′′ + w′′w′′
3u2∞
=
√
2k
3u2∞
. (3.34)
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Furthermore, the following relation can be derived by using equations (3.30) for t = tinit
dνt
dt
∣∣∣∣
init
=
1
ω
(
dk
dt
− k
ω
dω
dt
)∣∣∣∣
init
= (βc − β∗c )kinit = −kinit
(
φ
νt
νinit
)5
. (3.35)
This leads to the value of φ = − (βc − β∗c )1/5 ≈ 0.4478. The small value of φ < 1 taken
to the power of 5 does not interfere with the former calibration of the model.
A simulation of isotropic turbulence using the original k-ω model and the new model
with the additional term given in equation (3.33) is presented in figure 3.1 showing the
excellent agreement between the proposed term and the predicted decay of the original
model.
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Figure 3.1: Decay of isotropic turbulence
The Final Version of the Model
Using
νt = νˇfv1 with fv1 =
χ3
χ3 + c3v1
and χ =
νˇ
ν
(3.36)
the new one-equation turbulence model reads for the dependent variable νˇ
Dνˇ
Dt
= 2(1− α) νˇ
ω
Sij
∂ui
∂xj
− 2
3
(1− α)νˇδij ∂ui
∂xj
− (β∗ − β)νˇω − kinit
(
φ
νˇ
νinit
)5
+
∂
∂xj
[
(ν + σνˇ)
∂νˇ
∂xj
]
+ 2
(ν + σνˇ)
ω
∂νˇ
∂xj
∂ω
∂xj
(3.37)
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with the closure coefficients
σ = 0.5 α = 0.52 β∗c = 0.09 βc = 0.072 cv1 = 7.1 φ = (βc − β∗c )1/5 (3.38)
and the closure functions
β∗=β∗cf
∗
β f
∗
β =
1 + 1610ψk
1 + 1195ψk
ψk = max
[
0.,
1
ω3
(
νˇ
(
∂ω
∂xj
)2
+ ω
∂νˇ
∂xj
∂ω
∂xj
)]
β =βcfβ fβ=
1 + 64ψω
1 + 80ψω
ψω=
∣∣∣∣ΩijΩjkSki(β∗0ω)3
∣∣∣∣ ω = 1√β∗c
√
2SijSij .
(3.39)
The initial and boundary conditions for νˇ are similar to the Spalart–Allmaras
model
νˇinit ≈ 0.1ν νˇwall = 0 ∂νˇ
∂~n
∣∣∣∣
inflow/outflow
= 0 (3.40)
with the initial turbulent kinetic energy kinit =
3
2
u2∞Tu
2|init.
Term SA Model new Model
Production cb1νˇ
(√
2ΩijΩij +
νˇ
κ2d2
)
2(1− α)νˇ
(
Sij
ω
∂ui
∂xj
− 1
3
δij
∂ui
∂xj
)
Destruction cw1fw
(
νˇ
d
)2
(β∗ − β)νˇω
Diffusion 1
1
σ
∂
∂xj
[
(ν + νˇ)
∂νˇ
∂xj
]
∂
∂xj
[
(ν + σνˇ)
∂νˇ
∂xj
]
Diffusion2/Destruction
cb2
σ
∂νˇ
∂xj
∂νˇ
∂xj
2
(ν + σνˇ)
ω
∂νˇ
∂xj
∂ω
∂xj
Decay - kinit
(
φ
νˇ
νinit
)5
Table 3.1: Comparison between the right-hand side terms of the SA and the new model
There are many similarities between the Spalart-Allmaras model and the the new
one-equation model like the same transformation from νt to νˇ and the same convective
term, which describes the convective transport effect. In table 3.1 the right-hand
side terms of both turbulence models are juxtaposed. Turbulence is produced in the
SA model mainly through vorticity whereas in the new model it is produced through
shear stress. For a 2D free shear layer the production term in both models reduces
to ∼ ∂u/∂y but with different proportionality factors. The destruction terms are
completely different, since the dependence on the wall distance d is absent in the new
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model. The new model have a much difficult formulation of the destruction term
determined by the closure functions f ∗β , fβ, ψk, ψω. The first diffusion term is almost
identical in both models except for coefficients. A second diffusion term is dependent
only on the gradient of νˇ in the SA model but is dependent also on the gradient of ω
in the new model. A careful investigation of the term 2
(ν + σνˇ)
ω
∂νˇ
∂xj
∂ω
∂xj
shows that
this term is always negative, i.e. this term acts as a destruction term. Note that
the quantity ω reconstructed through shear stress plays a major role in production,
destruction and diffusion. Finally the new model is extended to account for decay of
turbulence, a feature that is missing in the Spalart-Allmaras model.
3.2 Wall Distance Approximation
Considering the formulations of turbulence models like the Baldwin–Lomax [1],
Baldwin–Barth [2], Spalart-Allmaras [110], Secundov’s νt92 and Menter’s
SST [63] model it is apparent, that the near-wall turbulence is often considered by
explicitly enforcing a dependence of the production or destruction terms, e.g. wall
damping terms, on the normal distance d to the nearest wall or on the normalized
distance d+ = uτd/ν =
√
τw/ρwd/ν. Spalart argues in [110, 114] that d should
be interpreted as the normal distance to the wall and not be approximated numeri-
cally by the arc length of the grid lines normal to the wall. Nevertheless, there are
still situations, where this definition is physically questionable [28] and mathematically
ambiguous like at sharp corners.
P1
P P2 3
d
1d
d2 3
Figure 3.2: Example of equal
distances between a surface and a
point
All the turbulence models mentioned formerly in-
clude empirical constants that have to be tuned
for the near wall turbulence, which is usually done
for the zero pressure gradient boundary layer or
slightly curved surfaces. It goes without saying
that this procedure is not exact for geometries with
strong curvature. The question arises whether a
different formulation of the distance can be found,
that can take into account curvature effects at
strong curved surfaces and sharp edges and corners
while preserving the results for the flat plate. This
is motivated by the idea that an exact computa-
tion of the distance leads to the same result of the
distance d1 = d2 = d3 for the convex/concave and
plane surfaces shown in figure 3.2. Even though
the points P1, P2, P3 have the same wall distance
they possess a different near-wall impact in many
turbulence models. Hence, a physically more rele-
vant choice would be d1 < d3 < d2 to express the
increase or decrease in wall influence at convex or concave curved surfaces.
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Discussions with other researchers [102, 113, 128] involved in similar topics motivated
the development of a new PDE to approximate the wall distance d. Such a formula-
tion can be found in [126, 127] which was derived from a modified Poisson equation.
Several arguments and weighting factors have to be evaluated to identify the nearest
surface and locate the nearest corner and gap orientation. Another fast algorithm was
presented by Tsai [129] based on geometrical considerations but is limited to analytic
or parameterized surfaces.
The formulation derived in this study has computational advantages and can be favor-
ably incorporated into one- and two-equation turbulence models.
The distance function D for a three-dimensional space is derived from the condition
that the gradient of such a function has norm 1
|∇D| = ∣∣(Dx,Dy,Dz)T ∣∣ = 1 (3.41)
⇒ (Dx)2 + (Dy)2 + (Dz)2 = 1 , (3.42)
which is the requirement that the functionD has a linear solution. The second condition
is that the gradient of D should be normal to the surface. This is automatically fulfilled
by enforcing the Dirichlet boundary condition on the surface
Dwall = D0 = const. (3.43)
If the gradient is non-orthogonal, the tangential component on the surface would con-
tradict either the constant boundary condition or the constant norm of the gradient.
The validity of the above formulation can be analytically verified for trivial geometries,
say, a plane or a sphere.
Note, however, that the numerical solution of the distance equation (3.42) has some
drawbacks:
• The initialization of the distribution at the beginning of the calculation by a
large constant value will lead to a non-zero residual, even when all boundary
conditions are turned off. Only a linear distribution in one direction fulfills the
equation. Compared with an initialized parallel flow it seems favorable to have an
initialization of the distance equation that indicates convergence either globally
or at least locally if there is no wall in the domain or it is far away, respectively.
• The information about the existence of surfaces must propagate through the
whole computational domain to attain the linear distribution. This can be
avoided since the dependence on the distance d in almost all cases is only impor-
tant in the vicinity of the surfaces involved.
• If the integration domain is not bounded by walls a suitable distribution of the
distance function is not possible except for the infinite value D → ∞, which
should be avoided numerically.
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Therefore, equation (3.42) is reformulated to overcome these difficulties by substituting
the function D by its inverse G = 1/D
(Gx)2 + (Gy)2 + (Gz)2 = G4
⇒ |∇G|2 = G4 (3.44)
Ginit = 0.0 (3.45)
Gwall = 1/D0 = G0 (3.46)
To avoid infinite values D0 should not be equal to zero in the boundary condition (3.46)
if it is evaluated explicitly at the boundary. The initial distribution in the interior
domain is given by equation (3.45), which represents a trivial solution of equation
(3.44). The term |∇G|2 is rearranged using the identity
(G · Gx)x = (Gx)2 + G · Gxx
for each component of the term to attain an elliptical formulation that is easier to solve
numerically
(G · Gx)x + (G · Gy)y + (G · Gz)z − G · (Gxx + Gyy + Gzz )− G4 = 0 (3.47)
where (Gxx + Gyy + Gzz ) represents the Laplacian of G. To have the desired possibility of
tuning the distance function near edges and corners an elliptic term ς · G (Gxx + Gyy + Gzz )
is added. The quantity ς must be positive since the introduced term resembles a dif-
fusion term. The source term G4 is multiplied by the factor 1 + 2ς to compensate for
the newly added elliptic term and to enforce the exact wall distance calculation for the
flat plate. The final equation reads
∇ · (G∇G) + (ς − 1)G∆G − (1 + 2ς) · G4 = 0 (3.48)
with
ς ' 0.2 d = D −D0 = 1G −
1
G0 (3.49)
and the initial and boundary conditions
Ginit = 0.001 · 1/Lref Gwall = G0 ≈ 1 · 1/Lref (3.50)
and Ginflow/outflow given by an approximate extrapolation of 1/G [28].
Depending on the value of ς several limiting equations are derived, with ς = 0 leading
to the exact normal distance d and ς →∞ leading to a regular Poisson equation. A
value of ς = 1 is suggested for the calculation [28], which enhances numerical stabil-
ity of the scheme. The numerical solution of the discrete system of equations can be
achieved efficiently by a Newton type iteration as described in [28].
An example illustrating the distance calculation of a three-element airfoil BAC 3-11 [65]
investigated in later simulations is presented. The exact distance based on the calcula-
tion of the smallest distance between the grid points within the integration domain and
the boundary points on the wall is presented in figure 3.3. Note the relatively sharp
distribution in the vicinity of the slat and flap, that results in perturbations in the
3.2. Wall Distance Approximation 27
numerical computation of the turbulent flow. The distance calculation based on the
proposed PDE in figure 3.4 shows a comparatively smooth distribution. Note that in
the direct vicinity of the wall, i.e. within the viscous sublayer, the distance distribution
calculated through equation (3.48) gives a good approximation to the exact distance.
Depending on the value of ς and G0 the region where the approximation between the
exact distance and the proposed PDE can be controlled. For details on the approxi-
mation please refer to [28].
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Figure 3.3: Exact distance
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Figure 3.4: Calculated distance with ς = 1.0 and G0 = 1.0
In addition to the physical relevance of the new formulation there are also numerical
advantages over the exact calculation of the distance d, especially in the framework of
three-dimensional multiblock topologies or unstructured meshes. This usually involves
a complex and time-consuming search algorithm that is very difficult to implement
efficiently on parallel or vector computers [28]. Figure 3.5 presents the computational
time needed for the exact calculation of d in one block consisting of N grid points
and the computational time required for the convergence of the numerical method of
the proposed distance equation which is defined by a drop of O(7) magnitudes of the
residual. Additionally, figure 3.6 shows an example of the scaling of the computational
time with growing block and processor number K, respectively. The size of the problem
N/K was kept equal for each processor. The findings visualized in both figures confirm
the efficiency of the numerical solution of the proposed equation compared to the exact
distance calculation.
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Figure 3.5: Computational time vs. number of grid points N normalized by the time
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Summary
In this chapter a short review on one-equation turbulence models was presented. A
modified Spalart–Allmaras model was discussed and a new one-equation model was
derived from the k − ω two-equation model. The new model has several advantages
and promises better predictions than the Spalart-Allmaras model for free shear
turbulent flows. The validation of the new model and comparisons with the Spalart–
Allmaras and the k − ω models is given in chapter 5. Furthermore, a PDE was
derived for the calculation of the wall distance, which is needed by some turbulence
models. The numerical solution of the new approximate wall distance equation is
computationally more efficient than the direct calculation of complex geometries.
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Chapter 4
Method of Solution
“It would appear that we have reached the limits
of what is possible to achieve with computer tech-
nology, although one should be careful with such
statements, as they tend to sound pretty silly in
five years.”
John von Neumann.
In general the governing equations for fluid flow described in chapter 2 cannot be solved
analytically. Approximate solutions can be achieved with numerical methods by first
discretizing the underlying differential equations and then solving the resulting discrete
system using computers. The approximation does imply the discretization of space and
time such that the numerical solution provides results at discrete locations in space and
time. The fundamental equivalence theorem of Lax [84] proves for linear equations
that consistency and stability of the discretization scheme are necessary and sufficient
conditions for the convergence of the numerical scheme to the exact solution of the
differential equation.
The numerical method presented in the following is similar to the Jameson et al.
multi-stage method [47], which is widely used for simulating compressible aerodynamic
flows [41].
First the finite volume method is presented followed by a description of the spatial and
temporal discretization scheme used in this work. Different techniques for acceleration
to steady state solutions are shown in chapter 4.4. Finally the numerical initial and
boundary conditions based on different approaches are given in chapter 4.5.
4.1 Finite Volume Method
The starting point of the discretization of the Navier–Stokes equations is the inte-
gral form of the equations (2.3). The computational domain is divided into contiguous
finite number of control volumes. The conservation equations are then applied to
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each discrete control volume. This approach guarantees conservation of conservative
variables, e.g. specific energy ρe, and is therefore applicable also for flows with discon-
tinuities like shocks and contact discontinuities. All flow variables are located at the
centers of control volumes to be defined later in chapter 4.1.2. For the calculation of
the surface integrals the fluxes are needed at the cell faces or corners which is achieved
through interpolation of the centroid values at the required locations. To achieve a
second-order global accuracy of the numerical solution each of the discretization, inter-
polation, integration and further approximation schemes must have truncation errors
consistent with the second-order accuracy.
4.1.1 Boundary-Fitted Structured Grid
The control volumes used to discretize the domain of integration in three-dimensional
space are chosen to be hexahedras arranged in a structured manner such that a trans-
formation from the equidistant cartesian computational domain to curvilinear physical
space and vice versa as presented in figure 4.1 is possible. This allows a generation
of a boundary-fitted grid that enables an easy and accurate implementation of the
boundary conditions.
=const.η
i−1
i i+1 =constξ i−1 i i+1
j−1
j
j+1
η
ξ
y
x
j−1
j
j+1
boundary boundary
computational space
transformation
physical space
Figure 4.1: Coordinate transformation in two-dimensional space
The transformation presented in appendix D is chosen such that 4ξ = 4η = 4ζ = 1.
The determinant of the transformation matrix J (D.4) can be interpreted as the cell
volume in physical space. The metric relations (D.3) are calculated numerically with
a second-order central scheme using the physical coordinates of the grid points, e.g.
yξ =
yi+1 − yi−1
ξi+1 − ξi−1 =
1
2
(yi+1 − yi−1) . (4.1)
Note that the second-order accuracy of the whole numerical scheme is preserved only
if the grid is smooth and almost orthogonal [40] otherwise it can result in local loss of
accuracy.
The conservation properties of the integral form (2.3) are maintained in the transformed
equations (E.1) if the flux ~F remains the same for the cell face in both control volumes
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sharing this cell face. This approach corresponds to an approximation of volume and
surface integrals in equation (2.3) using the midpoint rule [30], which is of second-order
accuracy.
4.1.2 Node Centered Scheme
The flow variables are located at the nodes of the computational grid. The correspond-
ing control volume is shown in figure 4.2. Other variants of variable arrangements and
control volumes do exist [30, 40] but are not discussed below.
ii−1 i+1i+1/2i−1/2
j−1
j−1/2
j+1/2
j
j+1
metric location for convective terms
metric location for dissipative terms
metric location for source terms
grid node
control volume
η , j
, iξ
Figure 4.2: Control volume of node centered scheme with different metric locations in
two-dimensional space
The calculation of the advective terms requires the evaluation of the fluxes at the cell
faces. The choice of the metric terms (ξx, ηx . . . ) located at the midpoints i±1/2, j and
i, j±1/2 as shown in figure 4.2 is suitable for the reconstruction of left and right values
used in the approximation presented in chapter 4.2.1 and appendix F. The dissipative
terms contain second-order derivatives needed at the cell corners of the control volume
that lead to the definition of the metric terms at the corners, e.g.i ± 1/2, j ± 1/2 as
shown in figure 4.2, which is discussed in chapter 4.2.2, whereas the source and also
the corresponding metric terms are defined at the cell center, e.g. i, j in figure 4.2, as
discussed in chapter 4.2.3.
4.1.3 Multiblock Arrangement and Parallelization
The generation of structured grids around complex geometries is impossible without
the multiblock concept. An example of such a multiblock grid is presented in figure 4.3.
The idea is to use a regular data structure within each block while the blocks can be
34 Chapter 4. Method of Solution
arranged in an unstructured order that allows the generation of smooth and near or-
thogonal grids even for complex and irregular geometries. The grid lines of each block
overlap at the block boundaries. That is the grid points at a multiblock boundary
are identical in both blocks, which considerably simplifies the multiblock treatment at
these boundaries.
Figure 4.3: Two-dimensional multiblock grid of a three element airfoil near the slat
block 1
block 2
i
j
j
i
periodic surface
composite volume
subvolumes
block boundaries
block boundaries
Figure 4.4: Multiblock treatment at irregular boundaries
To guarantee the conservative character of the solution at the multiblock boundaries
the values at corresponding nodes in both blocks must be the same. The blocks are
extended through periodic surfaces as indicated in figure 4.4 that accommodate the
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values at interior locations of the neighboring block. The values on the periodic sur-
faces are necessary for each block to interpolate variables and to calculate the fluxes
near the boundary. In case of an irregular boundary like a corner as that presented
in figure 4.4 or even more complex multiblock topologies in three-dimensional space,
conservation is achieved by subdividing the control volumes at block boundaries into
subvolumes. The fluxes are calculated at the surfaces of these composite cells within
each block and then summed up to give the total flux. Similarly, the source terms
are calculated separately in each block and then multiplied by each subvolume and
summed up afterwards.
The exchange of data on the periodic surfaces between the blocks is performed ac-
cording to a send and receive communication, such that the additional information of
neighboring blocks is copied into the data structure of each block. The calculation
within each block can therefore be done separately for one iteration step. The sub-
sequent summation of the fluxes and source parts is also distributed over all involved
blocks to complete the iteration step. This approach coincides with the domain decom-
position technique implemented for parallel execution, since all blocks are independent
objects that can be assigned to separate processors and calculated simultaneously. The
communication is achieved through the message passing library MPI [37].
4.2 Spatial Discretization
The discrete approximation of the spatial derivatives of the Navier–Stokes equa-
tions depends on the character of the terms to be discretized. The advective fluxes are
hyperbolic and thus have real characteristics that define the direction, speed of propa-
gation and the regions of dependence. The dissipative fluxes have an elliptic character
with information traveling with virtually infinite speed in all directions. The source
terms introduced by the turbulence model involve spatial derivatives, which are usually
treated similar to dissipative fluxes.
4.2.1 Discretization of the Advective Terms
Central schemes of second-order accuracy like the Lax-Wendroff schemes [52, 53] used
for the discretization of the advective terms do not take into account the propagation
of information and perturbations along the characteristics. This leads to oscillations
in the solution and instabilities of the scheme that can be suppressed numerically by
the addition of artificial dissipation terms [41, 47].
Another class of discretization schemes that inherently exploit the physical properties of
the advective terms are often called upwind methods, for an overview see [41, 89]. The
flux difference splitting FDS schemes derived from Godunov’s method [34] contain
an approximate solution of the local Riemann problem at the cell faces, whereas the
flux vector splitting FV S schemes split the flux terms into a left and a right part and
discretize them according to the sign of the associated propagation speeds. Generally
speaking the FV S schemes are simpler in the formulation and more efficient in the
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implementation than the FDS schemes but they possess a higher numerical dissipation
that prohibit sharp or accurate resolution of discontinuities and shear layers. The
advection upwind splitting method AUSM [58] and its derivative AUSMDV [132]
used in this work combines advantages of both schemes. The implemented version of
the scheme is given in appendix F.
Variable Reconstruction
The required left ( )L and right ( )R states of a flow variable Φ at a location i+ 1/2 are
interpolated from neighboring values as sketched in figure 4.5 according to the mono-
tonic upstream centered scheme for conservation laws MUSCL of Van Leer [54] to
achieve a second-order accuracy of the scheme. A flux limiter like that of Van Al-
bada [130] can be used to suppress oscillations near discontinuities and extrema by
locally reducing the order of the reconstruction to first-order. Since no discontinuities
are encountered in this work no limiter was used.
φ
L
φ
R
calculation of right value
i i+1 i+2i−1
i+1/2
RL
calculation of left value
Figure 4.5: Interpolation of left L and right R states at position i+ 1/2
Higher order interpolations for the reconstruction of the variables were investigated
in [27] for the wake flow to achieve a more accurate resolution of vortices. The recon-
struction scheme with one downwind and two upwind points as presented in figure 4.5
leading to a third-order accurate scheme was found to be the best compromise be-
tween accuracy and stability. The use of this scheme reduced the numerical dissipation
considerably and as such the number of grid points for the wake flow could be de-
creased by O(10) compared to the standard second-order accurate schemes as shown
in chapter 5.1.2. The used reconstruction schemes are given in appendix F.
4.2.2 Discretization of the Dissipative Terms
The dissipative terms are discretized to second-order accuracy by central differences.
The flux ~ˆED in curvilinear coordinates has terms similar to µξxξyuξ that are discretized
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e.g. at the cell face position i+ 1/2, j, k according to1
µξxξyuξ|i+1/2,j,k = 1
4
(
µξxξyuξ|i+1/2,j+1/2,k+1/2 + µξxξyuξ|i+1/2,j+1/2,k−1/2
+ µξxξyuξ|i+1/2,j−1/2,k+1/2 + µξxξyuξ|i+1/2,j−1/2,k−1/2
)
(4.2)
with
uξ|i+1/2,j+1/2,k+1/2 = 1
4
[ (
ui+1,j,k + ui+1,j+1,k + ui+1,j,k+1 + ui+1,j+1,k+1
)
− (ui,j,k + ui,j+1,k + ui,j,k+1 + ui,j+1,k+1) ] (4.3)
and µi+1/2,j+1/2,k+1/2 as the average of µ on the cell corner
µi+1/2,j+1/2,k+1/2 =
1
8
(µi,j,k + µi+1,j,k + µi,j+1,k + µi,j,k+1
+µi+1,j+1,k + µi+1,j,k+1 + µi,j+1,k+1 + µi+1,j+1,k+1) .(4.4)
The advantage of this central discretization scheme is that the metric terms are needed
only at the positions i ± 1/2, j ± 1/2, k ± 1/2 and that the Schwarz rule for cross
derivatives is automatically satisfied due to the symmetry of the numerical operations,
i.e. the cross derivative is independent of the order of derivation, which is assumed
through τxy = τyx,τxz = τzx and τyz = τzy.
4.2.3 Discretization of the Source Terms
The source terms contain products of first derivatives like ξxuξ that are discretized e.g.
at position i using central differences of second-order accuracy
ξxuξ|i = 1
2
ξix
(
ui+1 − ui−1) . (4.5)
4.3 Temporal Discretization
The discretization of the spatial gradients of the fluxes and the source terms at a
discrete time level n are denoted by the residual Res( ~Qn). Inserted in the underlying
PDE they lead to the equation
∂ ~Q
∂t
∣∣∣∣∣
n
= Res( ~Qn) (4.6)
which can be interpreted as an initial value problem of an ordinary differential equation.
Depending on the discretization of the time derivative several explicit and implicit time
1all other terms and directions are similar
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integration schemes can be derived, for an overview see [41]. Implicit methods gener-
ally offer more stable schemes but require considerably more memory and computation
resources per time step than explicit schemes, which complicates their efficient appli-
cation for three-dimensional calculations over complex geometries. The time stepping
scheme used here to advance the discrete numerical representation over a time interval
4t
~Qn+1 − ~Qn
4t = Res(
~Qn) (4.7)
is an explicit 5-stage Runge–Kutta integration scheme
~Q(0) = ~Qn
~Q(1) = ~Q(0) + α`1 · 4t ·Res( ~Q(0))
...
~Q(m) = ~Q(0) + α`m · 4t ·Res( ~Q(m−1))
...
~Qn+1 = ~Q(5) . (4.8)
The coefficients α`m are optimized for maximum stability of the numerical scheme using
the AUSM upwind scheme for a linearized model equation according to [103]
α`m=1..5 = (0.059, 0.140, 0.273, 0.500, 1.00) . (4.9)
Unlike in classical multistep Runge–Kutta schemes each stage m of the integration
steps is independent from all previous stages which is why the accuracy of the proposed
scheme is only of second-order. The advantage of this scheme is that only two states
~Q(0) and ~Q(m) have to be simultaneously stored.
A stability analysis of the proposed numerical scheme shows that the maximum time
increment 4t is determined by a maximum Courant–Friedrichs–Levy number
CFLmax ≤ 3.5 [60, 103], where CFL is defined for a one-dimensional compressible
viscous flow in the x-direction as
CFL1D = 4t
(
4ν
4x2 +
|u|+ a
4x
)
(4.10)
and generalized for a three-dimensional flow using the contravariant velocities U, V,W
and the metric terms described in appendix D
CFL3D = 4t
(
2Hξηζ
Re0
+ |U |+ |V |+ |W |+ aGξηζ
)
(4.11)
with
Hξηζ =
(
ξ2x + ξ
2
y + ξ
2
z + η
2
x + η
2
y + η
2
z + ζ
2
x + ζ
2
y + ζ
2
z
)
(4.12)
Gξηζ =
(√
ξ2x + ξ
2
y + ξ
2
z +
√
η2x + η
2
y + η
2
z +
√
ζ2x + ζ
2
y + ζ
2
z
)
. (4.13)
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Consequently, the maximum time step 4tmax is mainly determined by the cell size
and the local velocities and the local speed of sound. The limitation through the
dissipative term is usually not important, since the Reynolds number Re0 is in the
order of O(106). To retain time accuracy and stability of the scheme the smallest
time step in the computational domain determined by the smallest cell, used usually
in resolving the boundary layer, must be used throughout the computational domain.
4.4 Acceleration to Steady State
Since the flows investigated in this work are assumed steady we do not seek time accu-
rate solutions. The time stepping scheme can therefore be interpreted as an iteration
index. Different techniques can be used to accelerate substantially convergence to a
steady state ∂
~Q
∂t
∣∣∣n = Res( ~Qn) = 0.
4.4.1 Local Time Stepping
Local time stepping utilizes the maximum time step at each grid point during the
course of the time integration. Hence, 4tmax in equation 4.11 is evaluated locally
at each grid cell. The steady-state solution is unaffected by this local time stepping
procedure and it can be obtained in much fewer iterations.
4.4.2 Rational Runge-Kutta Integration Scheme
A two-stage rational Runge-Kutta scheme described in [98, 133] is proposed for steady
flows with the following intermediate corrections 4 ~Q1,2,3 at the time level n
4 ~Q1 = 4t Res( ~Qn)
4 ~Q2 = 4t Res( ~Qn + c`4 ~Q1)
4 ~Q3 = (1− b`)4 ~Q1 + b`4 ~Q2 (4.14)
to obtain the solution at time level n+ 1
~Qn+1 = ~Qn
24 ~Q1∑i (4 ~Q1i4 ~Q3i)−4 ~Q3∑i (4 ~Q1i4 ~Q1i)∑
i
(
4 ~Q3i4 ~Q3i
) (4.15)
with i as the grid index and the summation
∑
i is performed over all grid points.
The coefficients {b`, c`} = {−1., 0.5} are chosen to ensure second-order accuracy [98].
The intermediate corrections require an additional storage of three states of ~Q. The
rational Runge-Kutta scheme needs only two intermediate steps instead of five for
the standard 5 step Runge–Kutta scheme. Since it does increase the stability limit
CFLmax by a factor of 2 the convergence is accelerated considerably at the beginning
of the calculation. There are, however, situations, where convergence to a steady state
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cannot be achieved using the rational Runge–Kutta scheme, since the weighting
factors, e.g.
∑
i
(
4 ~Q1i4 ~Q3i
)
are not averages over all grid points but represent the
sum of all changes 4 ~Qi. Therefore, large residuals Res( ~Q)i at a limited number of
points especially near boundaries influence substantially the integration scheme at all
points and consequently can prohibit convergence to machine accuracy.
4.4.3 Implicit Residual Smoothing
The stability range of the time stepping scheme can be enlarged by using the concept
of implicit smoothing of the residuals [41, 47], which introduces an implicit character
into the time stepping scheme and smoothes high-frequency disturbances leading to
instabilities in the solution process. The smoothed residual Res∗ at a time level n is
determined using an elliptical equation(
1− ∗∆Res∗( ~Qn)
)
= Res( ~Qn) . (4.16)
with a constant coefficient ∗ = 0.3 that has been empirically determined through a
series of studies of turbulent flows. The implicit operator 1 − ∗∆ is approximated
using a factorization in each coordinate direction
(1− ∗∆) ≈ (1− ∗∆ξ)(1− ∗∆η)(1− ∗∆ζ) . (4.17)
This allows sequential inversion of the implicit operator in each direction
Res∗∗∗( ~Qn) = (1− ∗∆ξ)−1Res( ~Qn)
Res∗∗( ~Qn) = (1− ∗∆η)−1Res∗∗∗( ~Qn)
Res∗( ~Qn) = (1− ∗∆ζ)−1Res∗∗( ~Qn) (4.18)
and hence reduces the original linear system of equations into three separate tridi-
agonal systems that can be solved efficiently using direct methods like the Thomas
Algorithm [30]. The residual smoothing does not influence the accuracy of the final
solution since the residual Res( ~Qn) vanishes when the steady state is reached.
4.4.4 Multigrid Method
The multigrid method is a numerical solution technique that can be applied to acceler-
ate the convergence of an iterative process. This is achieved by computing corrections
to the fine grid solution on coarser meshes and interpolating these changes onto the
fine mesh. This operation can be applied recursively at several coarser grid levels. In
general the coarse mesh is derived from the preceding finer mesh by eliminating every
second mesh line in each coordinate direction. This restricts the number of grid points
in one direction to a value 2k+1 + 1, which allows a maximum of k coarsening levels.
The full-approximation storage FAS multigrid procedure [60] can be applied here with
a sawtooth V-cycle strategy consisting of 3 coarsening levels as sketched in figure 4.6.
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Figure 4.6: Multigrid sawtooth V-cycle
The solution on the fine mesh is injected onto the coarser mesh level where the solu-
tion is advanced for one iteration step. The procedure is repeated successively until the
coarsest mesh level is reached. At this point, the correction to the solution ~Qn+1 − ~Qn
is interpolated to the next finer mesh sequentially until the finest mesh is reached. A
detailed discussion on the concept of multigrid methods can be found in [9, 10, 107].
4.5 Initial and Boundary Conditions
The physical initial and boundary conditions described in chapter 2.3 are implemented
by specifying the values of the conservative variables at the beginning of the calculation
~Qinit and at the boundaries ~Qb (or their Residuals Res( ~Q)b) during the calculation at
each time step.
4.5.1 Initial Conditions
The initialization of ~Q is usually based on the freestream values at infinity ρ∞, p∞, ~v∞
and the initial turbulence value νˇinit stipulated in equations (2.20, 3.40)
~Qinit = ~Q∞ = (ρ∞, ρ∞~v∞,
p∞
γ − 1 +
1
2
ρ∞~v2∞, ρ∞νˇinit)
T . (4.19)
4.5.2 Boundary Conditions
Investigations of the numerical boundary conditions [38, 41, 79, 124] of the Euler and
the Navier–Stokes equations at high Reynolds number evidence the negligible
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physical relevance of the viscous terms in the derivation of consistent and numeri-
cally stable boundary conditions at inflow and outflow boundaries. Several conditions,
usually based on a one-dimensional analysis, can be derived with growing complexity
and accuracy. The derivation of the one-dimensional characteristic form of the Eu-
ler equations in curvilinear coordinates used in the formulation of the inflow/outflow
boundary conditions is given in appendix G.
No-Slip
The physical boundary condition in equations (2.21,3.40) is imposed at the grid points
on the non-moving wall
~Qwall = (ρwall, 0, 0, 0,
pwall
γ − 1 , 0)
T (4.20)
with ρwall and pwall extrapolated from the first inner point b− 1 of the adiabatic wall
boundary according to the boundary layer simplification
ρwall = ρb−1 pwall = pb−1 . (4.21)
The extrapolation pwall = pb−1 is a good approximation to the Neumann condition
∂p
∂~n
∣∣
wall
= 0 if grid lines are orthogonal to the wall boundary and have a small spacing,
which is usually satisfied for the grids used to resolve the boundary layer at high
Reynolds numbers.
Inflow/Outflow
Since usually no exact physical values or analytical solutions can be prescribed at
the inflow/outflow boundaries of finite domains three categories of approximations are
derived for subsonic flows.
Simple extrapolations: These boundary conditions take into account only the re-
quired number of values to be imposed explicitly at the boundaries according to
the investigation of the Euler equations. The rest of the values are extrapolated
from the interior of the computational domain
~Qinflow = (ρ∞, ρ∞~v∞,
pb−1
γ − 1 +
1
2
ρ∞~v2∞, ρ∞νˇb−1)
T (4.22)
~Qoutflow = (ρb−1, ρb−1~vb−1,
p∞
γ − 1 +
1
2
ρb−1~v2b−1, ρb−1νˇb−1)
T . (4.23)
This boundary condition can only be used accurately for steady flows under the
condition that the boundaries are far away from the relevant flow phenomena such
that interference with the unphysical extrapolations is minimized. This means
that e.g. the calculation of a two-dimensional flow around an airfoil requires a
domain of about 50 times chord lengths of the airfoil.
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Simplified characteristics: Starting from the characteristic form of the Euler equa-
tions (G.12) the time derivative of ~ˆC can be neglected if the variation along the
characteristics disappears. The sign of the eigenvalues λi determines the direction
of information
Cˆi =
{
Cˆib−1 for λi ≥ 0
Cˆi∞ for λi < 0
. (4.24)
U can be positive or negative leading in subsonic flows to inflow or outflow,
respectively. Providing the the direction normal to the boundary to be ξ in the
following formulation2 the conditions for the primitive variables can be derived
using equation (G.13) and extrapolating the assumed constant values ρ∗ and a∗.
Inflow:
pb =
1
2
[
pb−1 + p∞
+
ρb−1ab−1
|∇ξ| (ξx(u∞ − ub−1) + ξy(v∞ − vb−1) + ξz(w∞ − wb−1))
]
ρb = ρ∞ +
1
a2b−1
(pb − p∞) dˇ = (pb − p∞)
ρb−1ab−1
ub = ρb(u∞ +
ξx
|∇ξ| dˇ) (4.25)
vb = ρb(v∞ +
ξy
|∇ξ| dˇ)
wb = ρb(w∞ +
ξz
|∇ξ| dˇ)
Outflow (furthermore Ub = U∞ is assumed):
pb = p∞
ρb = ρb−1 +
1
a2b−1
(pb − pb−1) dˇ = (pb − pb−1)
ρb−1ab−1
ub = ρb(ub−1 +
ξx
|∇ξ| dˇ) (4.26)
vb = ρb(vb−1 +
ξy
|∇ξ| dˇ)
wb = ρb(wb−1 +
ξz
|∇ξ| dˇ) .
The conservative variables are easily calculated as
~Qinflow/outflow = (ρb, ρb~vb,
pb
γ − 1 +
1
2
ρb~v
2
b , ρbνˇb−1)
T . (4.27)
This boundary condition has been used successfully in many aerodynamic flows
with a steady state solution [25, 26, 27] since it shows better numerical behavior
than the simple extrapolation techniques discussed in equations (4.22,4.23).
2other directions can be derived by exchanging the metric terms
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Non-reflecting boundary conditions: A new category of boundary conditions de-
fines the residual Res( ~Q)b instead of ~Qb at the boundary. By choosing the values
of Li in equations (G.14) the time derivatives in equations (G.15) can be calcu-
lated and integrated using the remaining part of the discretized equations. Several
formulations have been proposed for Li [79, 85, 124] to minimize or prevent re-
flections of disturbances at the boundaries. Usually such an accurate formulation
of unsteady phenomena is essential in LES, DNS and computational aeroacous-
tics CAA since inaccuracies or disturbances near the boundaries reduce the high
accuracy of the global numerical scheme and diminish the quality of the solution.
The weak-reflecting boundary condition based on the formulation of Poinsot
and Lele [79] with pressure relaxation has been implemented for the wake flow
problem. Details about the implementation and results can be found in [85]. The
velocities at the inflow boundaries ~vinflow were imposed by simple induction laws
using the vorticity within the domain of integration as the driving source. Then,
the residual on the boundary can be calculated from the time derivative of the
primitive variables. The equation of the turbulence model is unaffected by this
procedure and the eddy viscosity is still extrapolated at the boundary νˇb = νˇb−1.
b
b−1
b−2
b−3
i
i+1
v
nθ
i−1
Figure 4.7: Definitions at the
boundary
The aforementioned boundary conditions represent
separate formulations for inflow or outflow. In the
case of vortical dominated flows like the wake flow
of a lifting device there exist boundaries where
the flow direction and the exact values of ~v, p, ρ, T
are unknown. The generation of large integration
domains would reduce the impact of the bound-
ary condition on the solution but also would in-
crease the number of grid points and subsequently
the computational effort needed for the solution.
Therefore, a new approach is proposed, which can
be applied to different formulations of the non-
reflecting boundary condition concept. The bound-
ary is treated simultaneously for the inflow and
outflow region using the tanh function as blend-
ing function. Depending on the angle θ between
the velocity vector ~v and the normal vector ~n of
the boundary as shown in figure 4.7 such a formulation allows a smooth transition be-
tween the different boundary conditions in regions where the velocity vector is almost
tangential to the boundary. The outflow BCnb,outflow and inflow BC
n
b,inflow parts at time
level n are multiplied by the factors foutflow and finflow, respectively, and then added
foutflow = tanh((pi − 2.0 · θ) · aBC) · 0.5 + 0.5 with aBC ∼ O(10)
finflow = 1.0− foutflow (4.28)
BCnb = foutflow ·BCnb,outflow + finflow ·BCnb,inflow .
Furthermore, a correction of the residuals on the boundaries using the exact values from
the interior of the computational domain is used. Beginning with an initial distribution
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on the domain ~Qinit, which fulfills the governing equations, the calculation in the first
time step is based on correct values. Therefore, all the residuals Res( ~Q) are correct
except for the values on the boundary Res( ~Q)b = BCb. They have to be determined
e.g. by the aforementioned non-reflecting boundary condition. The boundary condition
can be calculated not only on the boundary b but also, for example, on the first inner
line b− 1 within the computational domain. Then, the residuals on the first inner line
Res( ~Q)b−1 and those calculated by the boundary condition BCb−1 are known. Using
the information at b − 1 on the deviation of the boundary condition from the exact
solution the boundary residuals can be finally corrected the following extrapolation
from the interior
BCnb−1,correction = Res
n
b−1 −BCnb−1 (4.29)
Res( ~Q)nb,correction = BCb +BC
n
b−1,correction . (4.30)
This methodology theoretically contradicts to a certain extent the propagation of in-
formation since the information is propagated from the inside of the domain to the
boundary and can therefore lead to an ill-posed problem. On the other hand, this
correction is at least one order of magnitude smaller than the values on the boundary
determined by the boundary condition itself.
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Figure 4.8: Pressure distribution of a slightly compressible Lamb–Oseen vortex after 15000 sub
iterations using modified (left) and standard (right) boundary condition
In figure 4.8 a solution of a slightly compressible Lamb–Oseen vortex, which is de-
scribed in chapter 5.1.2, located near the upper right corner of the integration domain
in the origin of the coordinate system using the aforementioned boundary condition
is compared with that of an uncorrected boundary condition. The sensitive pressure
distribution, which is in the range of O(10−4), shows that the correction leads to a
much smoother circular distribution and suppresses instabilities. In other words, al-
though the new formulation is computationally more expensive and is theoretically not
rigorously analyzed its superiority compared to the old approximation shows that it
makes sense to apply the residual based approximation.
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4.5.3 Boundary Conditions for the Engine Jet
.
mf
A 8 Ain outA
pin
p8
Tjet
T8
jetν
8ν
Figure 4.9: Boundary condition for engine jet simulation
The engine jet is simulated through a reformulated version of the boundary conditions
proposed by Rudnik et al. in [94]. The inflow and outflow surfaces Ain, Aout and the
surface of an inlet streamtube at infinity A∞ under freestream conditions are sketched
in figure 4.9. The engine inflow condition is given by the non-dimensional inlet mass
flow m˙in expressed by the ratio ε∞/in and using the one-dimensional isentropic relations
ε∞/in =
A∞
Ain
=
m˙in
AinMa∞
√
γ p∞ ρ∞
=
A∞
Acritic
Acritic
Ain
=
Main
Ma∞
1 + γ − 12 Ma2∞
1 +
γ − 1
2
Ma2in

γ + 1
2(γ − 1)
. (4.31)
Given the freestream values the Mach number at engine inflow Main can be calculated
iteratively. The pressure ratio at engine inflow can then be calculated according to
pin
p∞
=
pin
p0
p0
p∞
=
1 + γ − 12 Ma2∞
1 +
γ − 1
2
Ma2in

γ
γ − 1
. (4.32)
The engine inflow boundary condition can be formulated according to a regular outflow
boundary condition like in equations (4.23, 4.26). The mass flow m˙in is adjusted
automatically as a consequence of the imposed pressure pin, the value of which is
determined via equation (4.32). The actual m˙in is calculated by
m˙in =
∫
Ain
ρin~v ~n dA . (4.33)
The extrapolated pressure and the temperature ratios pb−1
p∞ ,
Tjet
T∞ at the engine exhaust
are used to calculate the density ρout = ρ∞
pb−1
p∞
T∞
Tjet
which is used to determine a constant
jet velocity at the outflow plane ~vout normal to Aout
|~vout| = m˙in(1 + m˙f/m˙in)
Aout ρout
(4.34)
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where m˙f represents an additional mass flow, e.g. fuel, that is injected into the flow.
The engine outflow boundary condition can be formulated according to a regular in-
flow boundary condition like in equations (4.22, 4.25) with the turbulent viscosity νˇout
imposed explicitly according to the ratio νˇjet/νˇ∞. Unlike the boundary condition de-
scribed in [94] this boundary condition couples inflow and outflow within the engine
and as such guarantees mass conservation.
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Chapter 5
Results and Discussion
“The rolling up of the trailing vortices associated
with high-aspect-ratio wings is of little practical
importance . . . ”
Spreiter & Sacks,
Journal of Aeronautical Sciences, 1951.
The Favre-averaged Navier–Stokes equations described in chapter 2 and the turbu-
lence models given in chapter 3 are solved according to the numerical solution algorithm
in chapter 4 for several flow problems.
In the first part results achieved with the proposed new turbulence model are com-
pared with experimental results and with data of other turbulence models especially
the widely used Spalart–Allmaras model. The emphasis is put on the validation
of the proposed turbulence model and the numerical methods used. In the second part
the flow around a rectangular wing including an engine jet and the wake is discussed
in detail with focus on the interaction of the wingtip vortex and the engine jet in the
near field.
5.1 Validation
The thorough validation of the numerical scheme and the turbulence model via fun-
damental flow problems is essential for accurate numerical predictions of technically
relevant flows. A comparison of the calculations with measurements or in some cases
also analytical asymptotic solutions is a measure for the quality and reliability of the
numerical methods and its implementation. The flow around the wing including the
engine jet and the wake can be subdivided into three relevant flow categories. The free
shear flow, the vortical wake and the wall boundary layer. For each of these categories
several validating flow simulations will be presented and discussed.
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5.1.1 Turbulent Free Shear Flows
The free shear flows presented in figure 5.1 represent fundamental flows that can be
described by the boundary layer theory. They have been investigated theoretically,
experimentally and numerically in many works, for an overview see .e.g. [31, 106, 139].
The existence of self-similar solutions of the turbulent free shear flows simplifies the
theoretical and numerical analysis considerably. A similarity variable η = y/x can be
used to transform the equations of motion for incompressible steady flows. The trans-
formation leads to one single ordinary differential equation for the momentum and one
or two equations for the turbulence model depending on the number of equations used
by the turbulence model. Mass conservation is also automatically satisfied. All the
equations depend only on the one similarity coordinate η. A detailed derivation of the
similarity equations can be found in [139].
U 8
δ2 δ2
U1
U jetδ
x
y
Mixing Layer Far Wake Jet
Figure 5.1: Free shear flows
Simulations for different turbulent free shear layers were performed using the k-ω, the
Spalart–Allmaras and the new turbulence model derived in chapter 3.1.2. Mea-
surements of these flows are also presented for comparison.
The mixing layer the velocity distributions of which are depicted in figure 5.2 represents
the basic shear flow. All three turbulence models give likewise accurate predictions of
the flow.
The far wake flow characterized by a velocity deficit and encountered in aerodynamical
flows behind the trailing edge of wings is presented in figure 5.3. The three models give
similar results for the core region but deviate at the edge of the shear layer. The k-ω
model shows a much smoother approach of the velocity profile at the edge than the
Spalart–Allmaras model. Both models under- or overpredict the velocity deficit
approaching the edge, whereas the new model give the best result in the outer region
compared to the measurements in [24] and [136].
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Figure 5.2: Comparison of computed and measured velocity profiles for the mixing layer.
Measurements by Liepmann and Laufer [57]
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Figure 5.3: Comparison of computed and measured velocity profiles for the far wake.
Measurements (1) by Fage and Falkner [24], measurements (2) by Weygandt and Mehta [136]
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Figure 5.4: Comparison of computed and measured velocity profiles for the plane jet.
Measurements (1) by Badbury [7], measurements (2) by Heskestad [39]
Next, three types of jets are simulated. The plane jet is shown in figure 5.4 and the
round axisymmetric jet is given in figure 5.5. Furthermore, a comparison of the numer-
ical results of the radial jet flow occurring when two jets of equal strength collide and
spread radially is presented in figure 5.6. The Spalart–Allmaras model performs
poorly in any case. This is consistent with the discussion in chapter 3.1.1 pointing out
that this model has been optimized for aerodynamic applications which include wake
flows and mixing layers but jet flows were not considered. The missing destruction
term of the original Spalart–Allmaras model far away from the wall is responsible
for this behavior. The new model gives the best prediction in the core and the edge
region of the plane jet and the quality of the findings is comparable with the k-ω model
in the middle region.
The results for the round jet depicted in figure 5.5 show a dramatic discrepancy of
the distribution of the Spalart–Allmaras model. In a wide range it overpredicts
the velocities and the spreading rate by a factor greater than 2. The k-ω and the
new model yield almost equally good velocity distributions. However, especially in the
outer region the comparison with the experimental data evidences a slight superiority
of the new one-equation model over the k-ω formulation.
The comparison of numerical results for the radial jet presented in figure 5.6 also con-
firm the analogous behavior of the k-ω and the new model with a somewhat smaller
spreading for the new one-equation formulation.
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Figure 5.5: Comparison of computed and measured velocity profiles for the round jet.
Measurements (1) by Wygnanski and Fiedler [140], measurements (2) by Rodi [88]
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Figure 5.6: Comparison of computed and measured velocity profiles for the radial jet
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The spreading rates of the described shear flows are given in table 5.1. The spreading
rate is generally defined as the value of the similarity variable η where the velocity or
velocity deficit is half its maximum value. For the mixing layer the spreading rate is
defined as the difference between the values of η where U2/U21 is 0.9 and 0.1.
Flow k-ω Model SA Model new Model Measured Experiment
Mixing Layer 0.105 0.108 0.109 0.155 [57]
Far Wake 0.340 0.341 0.359 0.365 [24]
Plane Jet 0.101 0.156 0.117 0.100 - 0.110 [88, 140]
Round Jet 0.088 0.246 0.089 0.086 - 0.096 [7, 39]
Radial Jet 0.099 0.166 0.096 0.096 - 0.110 taken from [139]
Table 5.1: Flow spreading rates for turbulent free shear flows
The table provides a concise criterion of the predictive capabilities of the turbulence
models for free shear layers and confirms the quality of the new model. The best
agreement with the experimental findings for the spreading rates of the mixing layer
and the wake is achieved by the new model. Furthermore, almost all popular turbu-
lence models predict a stronger spreading of the round jet than the plane jet, which
contradicts the experimental results given in table 5.1. This phenomenon is known as
the round/plane jet anomaly and is discussed at length in [80, 139]. The k-ω model
and the new one-equation model represent the exceptions, i.e. they yield the proper
tendency as to the spreading rate for both jet flows.
5.1.2 Isolated Vortex
Even though the vortex generation and vortex dynamics play a major role in almost
all realistic flow situations especially in the wake of a lifting device like the wing no
standard test cases exist for such flows. Slender trailing vortices in the wake usually
persist for a long distance and can be described in general by inertial laws like the
Biot–Savart law [96]. Consequently, viscous effects are neglected and as such physical
aspects of the vortex dynamics like e.g. decay are not captured. There are, however,
several theoretical results for a simplified line vortex in laminar and turbulent flows
that are discussed in detail in the next sections.
Vortex in Laminar Flow
An analytic solution can be obtained for a two-dimensional circular symmetric tem-
porally developing viscous Lamb–Oseen vortex [4, 96]. Depending on the initial
distribution of the vortex at a time level t = tinit with the circulation Γinit and the
molecular viscosity ν the maximum tangential velocity v1 and the core radius r1, which
is defined by the location of the maximum velocity, read
Γ = Γinit
(
1− e− r
2
4νt
)
r1 ≈ 2.24
√
νt v1 =
Γ
2pir1
. (5.1)
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Different reconstruction schemes of the numerical discretization of the advective terms
as described in chapter 4.2.1 are compared for the temporal development of r1 and v1
in figures 5.7 and 5.8. The location of the maximum velocity as well as the position
of the core radius were determined without interpolation on the grid. The size of the
grid cell is visualized by the error bars. The boundaries of the integration domain
were chosen 30 core radii away from the vortex center to minimize the influence of the
boundary condition during the temporal evolution of the vortex. The presentations
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Figure 5.7: Temporal development of the core radius r1 for 5 (left) and 3 (right) grid points per
core radius using different reconstruction schemes
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Figure 5.8: Temporal development of the maximum tangential velocity v1 for 5 (left) and 3
(right) grid points per core radius using different reconstruction schemes
show the results for very coarse resolutions of 3 and 5 grid points per core radius.
Unlike the third-, fourth- and fifth-order schemes the second-order scheme substantially
deviates in both cases from the analytical solution. The slight improvements for the
fourth- and fifth-order accurate reconstruction schemes over the third-order accurate
scheme are offset by the smaller CFL condition of the higher-order schemes. For
the fourth-order accurate scheme the time step had to reduced to one half of the
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value for the the second- and third-order schemes and the fifth-order accurate scheme
showed an unstable behavior on the coarser grid for time levels t > 3.8 as depicted in
figure 5.8. Therefore, it can be concluded that the third-order accurate reconstruction
scheme is the best compromise between accuracy and stability for the aforementioned
calculations.
Vortex in Turbulent Flow
The behavior of a longitudinal axisymmetric slender vortex in turbulent flow represents
a simplified example of the wingtip vortex. Assuming that the mean properties of the
flow are independent of the axial coordinate the incompressible Reynolds averaged
equations in polar coordinates read for the azimuthal velocity vt and the radial velocity
ur in the radial coordinate r
∂vt
∂t
=
1
ρ
[
1
r2
∂(r2τ)
∂r
− 1
r2
∂
∂r
r2v′tu′r
]
(5.2)
with
τ = µr
∂
∂r
(
vt
r
)
. (5.3)
The Reynolds stress is modeled according to the Boussinesq hypothesis
v′tu′r = µtr
∂
∂r
(
vt
r
)
, (5.4)
which leads to the following tangential momentum equation
∂vt
∂t
= (ν + νt)
(
∂2vt
∂r2
+
1
r
∂vt
∂r
− vt
r2
)
+
(
∂vt
∂r
− vt
r
)
∂νt
∂r
. (5.5)
In terms of the circulation Γ = 2pirvt equation (5.5) gives
∂Γ
∂t
= (ν + νt)
(
∂2Γ
∂r2
− 1
r
∂Γ
∂r
)
+
(
∂Γ
∂r
− 2Γ
r
)
∂νt
∂r
. (5.6)
Experimental [42, 75], theoretical [35, 74, 96] and LES [117] as well as DNS [73, 81]
data show that self-similarity exists with the similarity variable η = r/r1 and r1 ∼ t1/2
where the subscript 1 denotes the position of maximum tangential velocity. It was first
proposed by Hoffman and Joubert [42] that a triple layer structure of the turbulent
vortex core exists obeying different laws for the ratio of circulation Γ/Γ1:
viscous layer: 0 ≤ η < 1 Γ
Γ1
= Cvη
2 (5.7)
logarithmic layer: η ≈ 1 Γ
Γ1
= 1 + ln η (5.8)
outer layer: η  1 Γ
Γ1
=
Γ∞
Γ1
= const. > 1 (5.9)
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with the constant Cv = 1.83 determined experimentally
1. Furthermore, it was shown [35,
95] that the integral value of circulation deficit yields
∫ ∞
0
(
1− Γ
Γ∞
)
η dη ∼ 2ν
Γ∞
→ 0 for ν
Γ∞
→ 0 (5.10)
at high Reynolds numbers. Given the similarity laws of the turbulent vortex in
equations (5.7-5.9) and the ratio Γ
Γ∞ < 1.0 for the viscous layer it can be deduced
that there must be a region where Γ
Γ∞ > 1.0 to fulfill the aforementioned integral
constraint. This means that an overshoot in circulation must exist. The overshoot
is a consequence of the self-similar turbulent vortex decaying faster than the laminar
Lamb–Oseen vortex as discussed in [96]. DNS simulations [73, 81] confirm that an
overshoot of approximately 2 − 3% is present in a turbulent vortex. Calculations by
Zeman [141] using the k-ε turbulence model and the Reynolds stress closure model
of Durbin [18] show that the correct decay and hence, the correct slight overshoot can
only be predicted by the complex Reynolds stress model, whereas the standard k-ε
model give overshoots of more than 50%. Similar results were also found by Grasso
et al. [36] who investigated the compressibility effects on the behavior of the turbulent
vortex.
Equation (5.5) or (5.6) can be integrated numerically using the analytic solution of the
laminar Lamb–Oseen vortex described in chapter 5.1.2 as initial distribution. The
numerical solution using the Spalart–Allmaras Model in its original version plus
the rotation and curvature corrections described in equation (3.12) as well as the new
turbulence model are compared with the similarity solutions in figure 5.9. All solutions
generated for the Reynolds number ReΓ = Γinit/ν = 1000 at the dimensionless time
T = t v1init/r1init = 1000 give good agreement in the viscous and logarithmic region,
whereas the circulation overshoot presented in figure 5.10 deviates strongly depending
on the turbulence model used. The new model gives an overshoot of 2% which is in
good agreement with DNS simulations. The Spalart–Allmaras model give a much
stronger overshoot of more than 20%, a value which is almost unaffected by the rotation
correction term. The temporal development of the maximum tangential velocity v1
presented in figure 5.11 shows a much stronger decay of the vortex for both Spalart–
Allmaras model versions than for the new turbulence model. The slope of the decay
t−1/2 for the self-similar turbulent vortex discussed in [36, 96, 141] is nearly predicted by
the new model and the Spalart–Allmaras model using the rotation and curvature
corrections. However, the Spalart–Allmaras model approaches the slope at much
smaller values of the maximum tangential velocity than the newly developed model.
It can be concluded that the new model gives the best prediction of the circulation
overshoot and the decay of the turbulent vortex. The findings of the new model are
in excellent agreement with calculations performed using complex Reynolds stress
models [141] and DNS [73, 81].
1Note that this behavior is similar to the multi-layer structure of a turbulent boundary layer
described in chapter 5.1.3
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Figure 5.9: Comparison of numerical and analytical solutions of the self-similar turbulent
vortex for ReΓ = 1000 at T = 1000 using different turbulence models
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Figure 5.11: Comparison of the temporal development of the maximum tangential velocity
v1 for ReΓ = 1000 using different turbulence models compared with the self-similar decay
which is proportional to ∼ t−1/2
5.1.3 Flat Plate Boundary Layer
The flow over a flat plate developing a boundary layer without pressure gradient repre-
sents the most fundamental wall boundary layer flow. There exist analytical solutions
to both the laminar and the turbulent boundary layer. Both types of flows are encoun-
tered during simulations of wall bounded flows with a transition region.
Laminar Flow
The mathematical description of the flow over a flat plate without a pressure gradient
can be reduced to an ordinary differential equations through a series of simplifications
and assumptions [106]. The first analytical solution of this problem was given by
Blasius [5] for incompressible flow through a series expansion. Using the Blasius
solution, the skin-friction coefficient cf can be calculated along the plate according
to [106]
cf =
0.664√
Rex
. (5.11)
If additional assumptions about the temperature and the fluid properties are made
solutions of the compressible boundary layer can also be achieved [106, 119]. The self-
similar solution and numerical calculations of a laminar compressible flow at Ma∞ =
0.3 and ReL = 10.0
5 are presented in figure 5.12 as a function of the self-similarity
variable η = y/x
√
Re. The calculations were performed on a 350 × 80 nonuniform
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cartesian grid with a constant temperature at the wall Twall = T∞. The results show
an excellent correlation with theory. This is evidenced by the solution of the velocity
component v in the direction normal to the wall, which is some orders of magnitude
smaller than the u component in the main flow direction. The skin-friction distribution
cf is also well predicted except at the leading edge region where the similarity solution
does not hold and at the outflow region at the end of the flat plate where the simple
extrapolation boundary condition is also not exactly valid in the boundary layer.
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Figure 5.12: Comparison of numerical and analytical solutions of the self-similar boundary layer
of a flat plate at zero pressure gradient at Ma∞ = 0.3 and ReL = 10.05
top left: velocity u in the main flow direction, top center: velocity v in the wall normal direction,
top right: temperature T , bottom: skin-friction coefficient cf vs. Rex
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Turbulent Flow
A detailed investigation of the plane incompressible turbulent Couette flow using di-
mensional analysis, estimating the order of molecular and turbulent momentum trans-
fer and the subdivision of the flow into two layers led to the universal law of the
wall [31, 106], which is independent of the choice of turbulence models. The friction
velocity
uτ =
√
τw
ρ
(5.12)
at a certain wall shear stress τw is the characteristic velocity for turbulent flows. By
introducing the dimensionless values
u+ =
u˜
uτ
and y+ =
yuτ
ν
(5.13)
four relevant regions can be defined
viscous sublayer: 0 ≤ y+ < 5 u+ = y+ (5.14)
transitional layer: 5 ≤ y+ . 70
log layer: 70 . y+ < 1000 u+ = 1
κ
ln y+ + C (5.15)
defect layer: 1000 ≤ y+
with the constants κ ≈ 0.41 and C ≈ 5.0 determined in many experiments for
hydraulically-smooth surfaces. For a detailed overview on the constants see [31]. Fur-
ther relations u+(y+) for the different regions can be found in [31, 67, 116]. Based on
the Morkovin hypothesis [66] for small Mach numbers Ma∞ < 5 and according to
the analysis of Van Driest [131] these results are also valid for compressible flows with
minor modifications to the values of κ and C in equation (5.15). Following [106, 131]
the skin-friction coefficient cf for the turbulent boundary layer can be given implicitly
for compressible flows
0.242√
cf
(1 +
γ − 1
2
Ma2∞)
− 1
2 = log(Rexcf )− 1
2
log(1 +
γ − 1
2
Ma2∞) . (5.16)
Results of the turbulent boundary layer at Ma∞ = 0.3 and ReL = 10.06 are shown
in figure 5.13 in comparison with the theoretical law of the wall and the theoretical
cf distributions. Simulations with the new turbulence model are juxtaposed to the
Spalart–Allmaras model on different grid resolutions. The grid resolution study
shows that the law of the wall is well predicted even on very coarse grids for both
turbulence models. The minimum grid spacing in the wall normal direction for the
very coarse grid has the normalized size ∆y+ ≈ 1 and a maximum stretching factor
normal to the wall of approximately 2.6. The good behavior of the turbulence models
on relatively coarse grids is one of the key factors for the success of turbulence models
such as the Spalart–Allmaras model.
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Figure 5.13: Comparison of numerical findings and the law of the wall of the turbulent boundary
layer of a flat plate at Ma∞ = 0.3 and ReL = 10.06 at different grid resolution
top:(129× 65), middle:(65× 33), bottom:(33× 17)
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Figure 5.14: Comparison of numerical findings of the turbulent boundary layer of a flat plate at
Ma∞ = 0.3 and ReL = 10.06, grid resolution(65× 33) and theoretical laminar (equation 5.11) and
turbulent (equation 5.16) cf distributions at different grid resolution
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The skin-friction distributions cf , which are depicted is logarithmic scales in figure 5.14
point out the transitional behavior of the turbulence model along the flat plate. Both
models predict a transition from a laminar to a turbulent boundary layer. The Spalart–
Allmaras model has a long transition period, whereas the new model possesses a
much smaller region of transition. It occurs at a Reynolds number almost one order
of magnitude below the natural transition of Retransition = 3.5 · 105. Following the
arguments of Spalart [110] the transition predicted by turbulence models lacking a
detailed stability analysis are not generally valid and should not be trusted. It is,
however, usually advantageous to have a quicker transition near the leading edge as in
the case of the new turbulence model to allow a comparison with fully turbulent flows.
It should also be noted that the turbulent skin-friction coefficient cf predicted by the
new turbulence model is slightly smaller than the theoretical distribution. This is due
to the chosen viscous damping function fv1. Nevertheless, the function fv1 is a good
compromise since it does not depend on any wall distance d and still gives accept-
able distributions even on the very coarse grid compared to the Spalart–Allmaras
model, which has a wall distance dependence, that becomes evident when the distri-
butions of figure 5.14 are juxtaposed.
Turbulent Flow with Pressure Gradient
Typical boundary layers have pressure gradients. There exist a wide range of test cases
to measure the predictive capabilities of turbulence models for such flows. The follow-
ing figures 5.15-5.20 show the velocity and the skin-friction coefficient distributions
predicted by the k-ω, the Spalart–Allmaras and the new turbulence model com-
pared to measurements. The test cases were defined at the AFSOR–IFP–Stanford
conference on the computation of Turbulent Boundary Layers [50]. Table 5.2 gives an
overview on the calculated flows and the experiments belonging to them.
Flow description Experiment
Flow1300 favorable pressure gradient [59]
Flow6300 favorable pressure gradient taken from [139]
Flow1100 weak adverse pressure gradient [59]
Flow2100 weak adverse pressure gradient [108]
Flow0141 increasingly adverse pressure gradient [97]
Flow1200 strong adverse pressure gradient [59]
Table 5.2: Flow spreading rates for turbulent free shear flows
The figures prove the capability of the proposed turbulence model to compete with the
other models. The new model behaves either like the k-ω or the Spalart–Allmaras
model. Although the skin-friction coefficient distributions is somewhat overpredicted
for the adverse pressure gradient flows (figures 5.17,5.19,5.20) it is fair to conclude that
it yields in all cases satisfactory results.
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Figure 5.15: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at a favorable pressure gradient (Flow 1300 [59, 139])
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Figure 5.16: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at a favorable pressure gradient (Flow 6300 [139])
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Figure 5.17: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at a weak adverse pressure gradient (Flow 1100 [59, 139])
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Figure 5.18: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at a weak adverse pressure gradient (Flow 2100 [108, 139])
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Figure 5.19: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at an increasingly adverse pressure gradient (Flow 0141 [97, 139])
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Figure 5.20: Computed and measured velocity (left) and skin-friction (right) for boundary layer
flow at a strong adverse pressure gradient (Flow 1200 [59, 139])
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5.1.4 Aerodynamic Flows
The analysis of the prediction of a flow over a clean airfoil or a high lift configuration
is a must to discuss the quality of the turbulence model and the numerical algorithm
in general. Problems associated with grid generation also play a major role but a
thorough investigation is beyond the scope of this study.
RAE 2822 Airfoil
The transonic turbulent flow over the RAE 2822 airfoil, which was experimentally
investigated in [12], represents a standard aerodynamic test case for turbulence models.
The findings of the simulation of the flow at Ma∞ = 0.73, Rec = 6.5 · 106 and an angle
of attack α = 2.79◦ using the Spalart–Allmaras and the new turbulence model
are depicted in figure 5.21. The distribution of the pressure coefficient distribution
cp of the new turbulence model shows better agreement with the experiments than
the Spalart–Allmaras model especially near the shock region on the upper surface
and at the trailing edge region on the lower surface. A similar result as far as the
deviation of the data of the Spalart–Allmaras model and the measurements is
concerned is shown in the original paper of Spalart and Allmaras [110]. For the
cf distribution the new model yields a slightly better agreement upstream of the shock
region, whereas the Spalart–Allmaras model shows better predictions downstream
of the shock. It can be conjectured that the stronger shock predicted by the Spalart–
Allmaras leads to a smaller local Mach number after the shock. Consequently, the
local velocity gradients normal to the wall and hence the skin-friction is smaller than
that determined by the new turbulence model. It can be seen by the almost identical
local Mach number contours near the airfoil for both turbulence models in figure 5.22
that this result is very local and has hardly any impact on the overall flow field.
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Figure 5.21: Computed and measured pressure cp distribution (left) and skin-friction coefficient
cf distribution (right) of the RAE 2822 airfoil at Ma∞ = 0.73, Rec = 6.5 · 106 and α = 2.79◦
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Figure 5.22: Computed Mach number contours of the RAE 2822 airfoil at Ma∞ = 0.73,
Rec = 6.5 · 106 and α = 2.79◦
High Lift Configuration
The two-dimensional flow of the multi-element airfoil still constitutes a challenging
task for the computational fluid dynamics community since details like grid quality
and turbulence modeling play a significant role in the correct simulation of the flow.
The airfoil geometry is the BAC3− 11 in high lift configuration (L1/T2) as described
in [65]. The geometry and the multiblock grid used for the numerical simulation is
shown in figures 4.3 and 5.23. The clean configuration of this airfoil constitutes the basic
geometry for the study in this work and was investigated in former analyses [25, 26]
within the collaborative research program SFB 401.
Figure 5.23: Multiblock grid of the three element airfoil, 19 blocks, 42000 nodes
Figure 5.24 depicts the pressure coefficient distribution on the surface compared to
experimental data from Moir [65] at Ma∞ = 0.198, Rec = 3.52 · 106 and α = 4◦.
Except in the recirculation area on the slat lower surface a good agreement is achieved
with the new model showing a somewhat closer correspondence with the experimental
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Figure 5.24: Computed and measured pressure coefficient cp distributions over the BAC 3-11
airfoil in high lift configuration at Ma∞ = 0.198, Rec = 3.52 · 106 and α = 4◦ determined by the new
model (top) and the SA model (bottom)
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data in this region. A separated flow occurs there that is unsteady and therefore
not correctly captured by the simulation that uses local time stepping. The Mach
number distributions in figure 5.25 show the well resolved wake of the slat and the
main wing although no special grid refinement study was preformed. Furthermore,
the distributions emphasize the almost identical simulation results of both turbulence
models for the overall flow field.
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Figure 5.25: Computed Mach number contours for the BAC 3-11 airfoil in high lift configuration
at Ma∞ = 0.198, Rec = 3.52 · 106 and α = 4◦
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5.1.5 Wake of Airbus A300
The wake of a complete A300 model was experimentally investigated by Jacquin et
al. in [46]. The experimental program included smoke visualization, Laser Doppler
Velocimentry and hot wire measurements in the wake of the model in clean and in
high lift configurations. The measurement points were located on a cartesian grid in
5 planes perpendicular to the freestream direction located at x/b = 0.5, 1.0, 3.0, 5.0 and
9.0 downstream of the trailing edge where b is the wingspan. Special care was taken to
locally refine the measurement grid to enhance the resolution of the vortex dominated
regions.
The wake flow of the high lift configuration is also studied numerically for further val-
idation of the numerical method in vortical flows. Compared with the clean geometry
the high lift configuration represents due to the existence of several merging vortices
the more challenging case. Two structured cartesian grids with 2.5 million grid points
ranging from x/b = 0.5 to x/b = 4.5 and a 7.3 million points ranging from x/b = 0.5
to x/b = 2.5 were used for this investigation.
In this study measurements of the realistic wake are the basis of the calculation. Only
the wake flow is investigated numerically. The measured velocity distribution in the
plane x/b = 0.5 is imposed explicitly at the inflow boundary. Since the numerical grid
of the wake calculation usually possesses a finer resolution than the measurements, a
second-order interpolation was used to compute additional values within the experi-
mental domain and a third-order extrapolation for the points outside the experimental
domain. It was found in cases with strong gradients of vorticity and velocity that even
higher-order up to 4th order interpolation schemes were necessary to achieve the same
level of vorticity on the fine grid. It has to be noted that the inflow distribution is very
susceptible to the interpolation, i.e. different techniques such as higher order interpola-
tion or weighted inverse distance schemes lead to strong differences in the interpolated
data from the original data. The experimental resolution of the vortex structure is
based on 5 points per diameter. An interpolation of this vortex on 20 discrete points
per diameter using a linear interpolation led to half of the experimental vorticity mag-
nitude and a third-order interpolation led to approx. 1.5 the experimental vorticity.
Note, however, that a higher vorticity may not be wrong, since the measurements could
have missed the peak velocities and as such result in a lower vorticity. It is therefore
necessary that the interpolated data ensure the physical consistency with the measured
data.
Furthermore, the flow was assumed incompressible with a constant density ρ∞ at the
inflow, since the freestream Mach number Ma∞ is equal to 0.13. Thus, the pressure can
be calculated by solving the Poisson equation for an incompressible two-dimensional
flow
∇2p = −ρ
[(
∂u
∂x
)2
+
(
∂v
∂y
)2
+ 2
∂u
∂y
∂v
∂x
]
. (5.17)
At the boundaries of the integration domain the pressure p∞ was prescribed except for
the symmetry plane where a Neumann boundary condition was imposed.
The measurements included the correlations and the RMS values of the fluctuations
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of the velocity components in the planes. To calculate a suitable initial condition for
the turbulent viscosity νt several assumptions had to be made. The eddy viscosity is
determined by
νt = Cµ L
√
k Cµ = 0.09 (5.18)
where L denotes the length scale and k is the turbulent kinetic energy. Assuming the
length scale L to be of the order of the boundary layer thickness δ of the generating
wing L ≈ κδ with κ = 0.41 and approximating the boundary layer thickness [106] for
the Reynolds number (based on the root chord length) Rec = 200000 the quantity νt
can be estimated by
νt
ν
≈ O(100) ·
√
u′2 + v′2 + w′2
u2∞
. (5.19)
The approximation resulted in values of νt/ν ≈ 15.0 within the vortex cores, which
is probably caused by the meandering of the vortices [11] and not by a real physical
turbulent fluctuation. Nevertheless, these values were used as an initial condition since
during the computation they are modified anyway to fulfill the conservation equation.
The determination of the initial condition is valid only for one plane located at the
inflow of the integration domain. To achieve a distribution on the whole domain
tests were performed using a freestream condition initialization for the rest of the flow
field. However, faster convergence was achieved by simply copying the inflow plane
distribution throughout the entire computational domain.
The numerical solutions show qualitatively good agreement with measurements in the
plane x/b = 1.0 (figures 5.26-5.28). The comparison in figures 5.27 and 5.28 clearly
demonstrates that the fine grid resolution is indeed needed to retain the high vorticity
level. In figure 5.29 the experimental and numerical findings are juxtaposed in the
plane x/b = 3.0 and show that downstream merging of the flap and wingtip vortex has
already taken place. The merging position lies just downstream of x/b = 2.5 the plane
which is visualized in figure 5.30 for the coarse and the fine grid. The differences in
the shape of the merging process are caused by the discrepancies in the vorticity levels
and the intensified numerical dissipation in the case of the coarse grid.
A quantitative analysis of the simulation is presented in figures 5.31 and 5.32. The
profiles of the velocity component u in the main flow direction and the tangential
velocity v as well as the vorticity through the wingtip and flap side edge vortices at
x/b = 1.0 confirm that the higher resolution is required to achieve the desired accuracy.
The position of the vortices and their dynamics in the simulation slightly deviate from
the experimental data. This may be due to the experimentally unsatisfied assumption
of an exact symmetry of the flow and the missing influence of the wind tunnel walls in
the numerical analysis.
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Figure 5.26: Measurements of the streamwise velocity component (left) and vorticity (right) of an
A300 wake at x/b = 1.0 for Ma∞ = 0.14 and Rec = 200000
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Figure 5.27: Numerical simulation on the coarse grid of the streamwise velocity component (left)
and vorticity (right) of an A300 wake at x/b = 1.0 for Ma∞ = 0.14 and Rec = 200000
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Figure 5.28: Numerical simulation on the fine grid of the streamwise velocity component (left)
and vorticity (right) of an A300 wake at x/b = 1.0 for Ma∞ = 0.14 and Rec = 200000
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Figure 5.29: Experimental (left) and numerical (right) vorticity distribution of an A300 wake at
x/b = 3.0 for Ma∞ = 0.14 and Rec = 200000
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Figure 5.30: Numerical simulation on the coarse (left) and fine grid (right). Vorticity distribution
of an A300 wake at x/b = 2.5 for Ma∞ = 0.14 and Rec = 200000
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Figure 5.31: Comparison of the numerical and experimental distributions of the velocity
components u and v of the wingtip and flap side-edge vortex of an A300 wake at x/b = 1.0 for
Ma∞ = 0.14 and Rec = 200000
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Figure 5.32: Comparison of the numerical and experimental distribution of the vorticity of the
wingtip and flap side-edge vortex of an A300 wake at x/b = 1.0 for Ma∞ = 0.14 and Rec = 200000
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5.2 Rectangular Wing with Engine Jets
The wingtip vortices usually have a core radius rc that is at least one order of magnitude
smaller than the characteristic length of the generating wing, e.g. the chord length Lc,
which in turn is one order of magnitude smaller than the wingspan b. A cartesian
uniform grid in the wake resolving the wingtip vortex by only 10 grid points per core
radius and having the dimensions b×Lc×b will lead to a total number of grid points in
the order of O(108) to adequately resolve the shear layer of the wing and the wake up
to 1 span downstream of the wing. Multiblock curvilinear grids can reduce the total
number of grid points but unfortunately cannot be generated without knowledge of the
exact behavior of the wake since the wake roll-up and the interaction with the engine
jet is not known a priori.
The flow around the wing including the engine nacelle and pylon on the other hand
requires a body fitted stretched mesh of O(106) grid points to adequately resolve the
turbulent boundary layer and to simulate the jet flow. If both the wake and the wing
flow are calculated simultaneously using only one multiblock structured mesh then a
total of O(109) equations must be solved to achieve a correct resolution of the flow field
that covers the wing and the wake region no more than just one wingspan downstream
of the wing’s trailing edge. Since such a calculation with the necessary computational
resources would be far too expensive a different approach is proposed.
The numerical simulation is divided into two steps. First, the flow field around the wing
is determined and subsequently, the data of this simulation is used to provide the inflow
condition for a separate wake simulation. This approach has been used previously in
similar studies [25, 26] and proved to be very successful. The only assumption is that in
the first step the unresolved wake does not have a relevant influence on the flow behavior
near the wing and the lift generation. This is justified according to the assumption
that the induced velocities from the wake on the wing and therefore the locally induced
angle of attack are small compared to the geometrical angle of attack [105], which means
that if they are underestimated due to the somewhat underresolved vortex sheet in the
wake the lift generation would still be adequate. A similar two step approach is also
proposed by Stumpf [121] using Euler computations on unstructured grids for the
lift generating wing flow followed by unsteady wake calculations on cartesian grids of
the viscous wake flow.
Other authors [29, 72] reduce the equations even further. Following investigations
by Rosenhead [91] and Westwater [135] they assume that the wake flow can be
parabolized and may be reformulated as an unsteady 2D problem. This simplification
implies a constant dominating flow velocity u in the main flow direction and neglects
several physical phenomena like vortex stretching, vortex line curvature as well as all
gradients in the main flow direction. Such a parabolic approach can be an appropriate
approximation of the wake flow up to 70 wingspans behind the wing as long as the
assumptions are fulfilled. However, the jet flow, which is also part of this analysis,
contradicts the major assumption that the main stream velocity is constant. Therefore,
the parabolized formulation is not applicable in this analysis.
According to the aforementioned two step numerical approach the investigation in the
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following sections is divided into two parts. First, the flow around the rectangular wing
is discussed and subsequently, the wake flow is investigated.
5.2.1 Flow Around the Rectangular Wing
X
Y
Z
b/2=4.5c
c
0.4c
1.1c
0.4c
AB
C
Figure 5.33: Geometry, coordinate system and positions of the engine
The wing/engine configuration is defined in the collaborative research program SFB 401
at the RWTH Aachen. The aspect ratio is typical for future large aircraft. The rect-
angular wing has an aspect ratio of Λ = 9.0 and a BAC 3− 11 profile [65]. The engine
geometry is similar to the Trent 900 engine. In the experimental investigations three
different positions of the model engine can be chosen, each 0.4 c apart, with a minimum
distance of 1.1 c from the wingtip (figure 5.33). The positions are numbered A, B and
C, where A is nearest the wingtip.
The structured multiblock grid used for the simulation of the wing and the engine flow
is shown in figure 5.34. C-type and O-type grid topologies were used for the wing in
the streamwise and the spanwise direction, respectively. The blunt trailing edge of the
wing allows to use this topology without generating grid singularities. The pylon was
resolved using a C-type mesh and an O-type topology was used for the nacelle of the
engine. This topology was deliberately chosen to circumvent small cells at intersecting
surfaces such as in the pylon/wing case. Furthermore, the final grid consists of different
blocks that can be arranged to reposition the engine in the spanwise direction without a
complete regeneration of the grid. Due to the analysis in chapter 5.1.3 the grid spacing
near the surface is chosen such that the first grid point lies at y+ = 1. To approx-
imate this distance for a specific Reynolds number a turbulent incompressible flat
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Figure 5.34: Computational grid, 74 blocks, 1.1 million nodes
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plate boundary layer is assumed with the following approximation for the skin-friction
distribution [106]
cf =
τw
1
2
ρu2∞
≈ 0.0576Re−1/5x . (5.20)
Inserting equation (5.20) into the definition of y+ (5.13) an approximation for y/L can
be achieved
y
L
=
y+
ReL
√
2
cf
. (5.21)
Using Rex = ReL · x/L with the characteristic length L being the chord length c and
x/L = x/c = O(1) being the normalized coordinate in the flow direction a minimum
normal distance y/c ≈ 5.0 · 10−5 is calculated for y+ = 1 and Rec = 268250.
The flow simulation of the wing and wake flow is performed for six configurations that
are listed in table 5.3. The table also includes a comparison of the calculated values of
the force coefficients cL, cD and cZ . The flow parameters are chosen according to the
experimental investigation in the subsonic wind tunnel that are performed separately
within the SFB 401 research program [44]. The engine jet velocity ratio ujet/u∞ in
real configurations depend on many factors such as cruise conditions and bypass ratio.
The simulated values can be compared to a landing configuration. The boundary layer
of the wing is tripped at the leading edge to enforce a fully turbulent flow on the suction
and pressure side. The numerical simulation was considered converged to the desired
steady state if changes in the lift coefficient cL over 50 iterations are less than 1%. An
exemplary convergence history for the computation of the flow field over configuration
posA is shown in figure 5.35.
Configuration Engine Position ε∞/in ujet/u∞ cL/cLposA cD/cDposA cZ/cZposA
posA A 1.7 1.77 1.00 1.00 1.00
posB B 1.7 1.77 1.01 0.99 0.99
posC C 1.7 1.77 0.99 0.97 0.91
posA-t2 A 2.5 2.87 1.00 0.91 0.94
posB-t2 B 2.5 2.87 1.00 0.90 0.95
posC-t2 C 2.5 2.87 0.98 0.87 0.88
characteristic values:
Ma∞ = 0.180265 Rec = 268250 α = 8◦
further values for jet simulation:
Tjet/T∞ = 1.0 νˇjet/ν = 10.0 m˙f/m˙in = 0.0
values for turbulence model:
νˇinit/ν = 0.1 Tuinit = 0.01
Table 5.3: Parameters of the simulated configurations and calculated force coefficients
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Figure 5.35: Convergence history of the force coefficients for
configuration posA
For all six configurations only a minor change of less than 2% in the lift coefficient
cL was determined. Thus an almost equal strength of the circulation Γ of the wingtip
vortex is obtained. On the other hand, a change of almost 13% of the drag coefficient
cD was noticed. The smaller the distance between the engine and the wingtip, the
higher the drag. This tendency, which also holds for the force coefficient cZ in the
spanwise direction, was found at both jet velocities.
The pressure distribution on the wing/pylon/nacelle surfaces are presented for the six
cases in figure 5.36. Qualitatively the pressure distribution on the wing is not affected
by the presence of the engine or the jet velocity, since the vertical distance between the
engine and the main wing is relatively large compared to current designs of modern
civil aircraft. This is a consequence of the choice of the pylon geometry dictated by
the experimental model.
Engine Jet Behavior
The jet flow shows differences in all cases studied as presented in figure 5.37. The
engine jet with the higher velocity uengine/u∞ = 2.87 shows almost similar behavior
for all three engine positions posA-t2, posB-t2 and posC-t2. The direction of the jet
is hardly influenced by the position of the engine whereas the core size shows a slight
tendency to get more slender with growing distance to the wingtip. The engine jet with
the lower velocity uengine/u∞ = 1.77 on the other hand shows a different behavior with
the tendency of the jet to get wider with growing distance to the wingtip. The direction
of the jet is similar for all configurations with a slightly stronger downward deflection
for the most outboard position. This can be explained by the induction influence of
the wingtip vortex, since the jet in this configuration is nearest the wingtip. Note that
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Figure 5.36: Pressure contours for Ma∞ = 0.18, Rec = 268250 and α = 8.0◦
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this influence is missing in the configuration with the higher jet velocity posA-t2. It is
therefore concluded that the influence of the wingtip in that stage of the flow is limited
only to the nearest position posA with the low jet velocity. Note also that the jet
velocity uengine/u∞ = 1.77 for the configurations posA, posB and posC is of the same
order of magnitude as the excess velocity on the wing. It is therefore conjectured that
the pressure conditions on the suction and pressure side of the wing play a stronger
role in the shape and direction of the engine jet in these configurations than the ones
with the higher jet velocities.
Quantitative u velocity profiles in figure 5.38 give details about the small reduction of
the maximum jet velocity according to its position. A deformation of the engine jet and
a movement of its position is documented only at the lower engine jet velocity. This
result confirms the aforementioned qualitative discussion that the engine jet with the
lower velocity is generally more sensitive to wingtip vortex induction and to pressure
distribution effects than the engine jet with the higher velocity. Nevertheless, the
deformation of the engine jet shape itself is not a consequence of the induction of
the wingtip vortex, since the jet nearest the wingtip vortex does not experience the
strongest deformation as would be expected in such a case. This behavior is conjectured
to be determined by the engine position with a specific pressure distribution on the
pressure side of the wing.
Wingtip Vortex Formation
The generation of the wingtip vortex is documented in figures 5.39 and 5.40. The
contours of the absolute value of the cross flow velocity component
√
v2 + w2 and the
streamwise velocity component u show that the generation of the wingtip vortex is
qualitatively similar in all cases. Quantitative differences can only be found in the
cases posA and posA-t2, where the engine jet is positioned nearest the wingtip. This
quantitative result is confirmed in figure 5.41 showing velocity profiles across the vortex
core. Whereas the distribution is almost independent of the jet velocity, the position
of the engine has a major impact on the wingtip vortex generation. This interaction is
probably a consequence of the entrainment/detrainment effect of the jet, which reduces
the velocity deficit of u in the case of the engine jet next to the wingtip vortex. The
asymmetric velocity distribution
√
v2 + w2 is caused by the existence of the wake of
the trailing edge. Again, the more apparent difference occurs for the configurations
posA and posA-t2.
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Figure 5.37: Mach number contours for Ma∞ = 0.18, Rec = 268250 and α = 8.0◦
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Figure 5.38: Comparison of the streamwise velocity u profiles of the engine jet at x/c = 1.1 for
Ma∞ = 0.18, Rec = 268250 and α = 8.0◦
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Figure 5.39: Velocity contours
√
v2 + w2 at wingtip for Ma∞ = 0.18, Rec = 268250 and α = 8.0◦
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Figure 5.40: Contours of the streamwise velocity component u at wingtip for Ma∞ = 0.18,
Rec = 268250 and α = 8.0◦
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Figure 5.41: Comparison of the velocity profiles of the wingtip vortex at x/c = 1.1 for
Ma∞ = 0.18, Rec = 268250 and α = 8.0◦
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5.2.2 Wake Flow
The simulation of the wake was performed on a cartesian rectangular grid with 50 ×
334× 601 grid points. This resulted in a resolution of the vortex by approximately 25
grid points in planes x = const. The grid spacing in the main flow direction 4x was 13
times larger than that in the other directions 4y and 4z. The inflow variables were
interpolated from the former calculation of the flow field over the wing in the plane
x/c = 1.1.
The three essential flow structures present in the wake are the shear layer, the wingtip
vortex and the engine jet. Qualitative representations of these structures are presented
using isosurfaces of vorticity and streamwise velocity in figures 5.42-5.53 for the six
cases simulated.
Shear Layer and Engine Jet Development
The figures 5.42, 5.44, 5.46, 5.48, 5.50 and 5.52 evidence the roll-up of the shear layer
and thus the formation of the wingtip vortex. The shear layer undergoes a strong de-
formation especially near the engine jet. The engine jet, which does not have a circular
shape in the inflow plane, also deforms continuously and interacts with the shear layer.
The illustrations, e.g. figure 5.50, indicate through the wavy shape of the shear layer
an unstable behavior. Just by looking at the figures it is evident that the strongest in-
teraction is found in posB-t2 (figure 5.48) and the weakest in posB (figure 5.46). Hence,
the essential difference is caused not by the different position but by a change in the
jet velocity, which plays the major role. Comparison of the cases posB-t2 (figure 5.48)
and posC-t2 (figure 5.52) exhibits that the instability of the shear layer and the engine
jet is reduced for the case posC-t2 with the larger distance between the engine and the
wingtip vortex. Recall from figures 5.41 and 5.38 that the engine and the wingtip have
similar velocity profiles in the inflow plane x/c = 1.1. That is, the pronounced differ-
ences do not occur due to the inlet distributions but are a consequence of differences
in the spatial evolution of the flow, which is slightly influenced solely by the distance
to the wingtip vortex.
It can be summarized that as far as the interaction between the shear layer and the
engine jet is concerned the distance to the wingtip vortex plays a minor role. The
engine jet velocity plays the major role, i.e. a stronger interaction between the engine
jet and the shear layer occurs at higher engine jet velocities.
Wingtip Vortex Development
Isosurfaces of vorticity and streamwise velocity u depicted in figures 5.43, 5.45, 5.47,
5.49, 5.51 and 5.53 show a tendency for a stronger deformation and disturbance of the
engine jet for the cases with the higher jet velocity, whereas in all cases the engine jet
has qualitatively almost no impact on the wingtip vortex. The distributions of cross-
flow velocity
√
v2 + w2 and the streamwise velocity u in figures 5.54-5.59 illustrate the
development of the wingtip vortex for all cases at three locations downstream of the
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trailing edge x/c = 2.1, 3.1, 4.1. At x/c = 2.1 only small differences can be found be-
tween the various cases confirming former quantitative results shown in figure 5.41. In
figures 5.55 and 5.58 at x/c = 3.1 differences in the shape become more apparent be-
tween all cases, however, the position of the vortices, i.e. the position of the minimum
value of
√
v2 + w2 is almost the same in all cases. In the plane x/c = 4.1 differences of
the cross flow velocity
√
v2 + w2 between all cases (figure 5.56) show the deformation,
i.e. a clear deviation from the circular shape of the wingtip vortex is visible. This
deformation is not apparent in the distributions of the streamwise velocity u depicted
in figure 5.59, since this velocity component is almost three times greater than the cross
flow component
√
v2 + w2. That is, the latter velocity component gives more details
about the vortex core deformation, but the former reveals more information about the
roll-up of the shear layer.
Note that the structure of the wake does not converge to a steady state. The afore-
mentioned qualitative figures are considered to be snapshots of a time dependent flow.
However, this does not prohibit a thorough analysis of the interaction between the
wingtip vortices and the engine jets. As already mentioned before the wingtip vortex
path is for example almost identical for all cases. The velocity distribution
√
v2 + w2
exhibits deformations but is not essentially different, i.e. the wingtip vortex is not
majorly influenced by the transient flow of the shear layer and engine jet within the
computational domain. Further investigation of the detailed temporal development
of these unsteady structures is beyond the scope of this work since such an analy-
sis would require among other things a thorough, i.e. timely resolved, simulation of
the turbulent structure. In other words, the approach would not be based on the
Reynolds-averaged Navier–Stokes equations.
A quantitative investigation of the wingtip vortex is presented in figures 5.60-5.65. The
vorticity profiles through the wingtip vortex show a similar quantitative development,
even though the maximum vorticity for the cases posA and posA-t2 at x/c = 2.1 is
somewhat lower than that of the more inboard other cases. Generally, the maximum
vorticity is reduced in the following planes x/c = 3.1 and x/c = 4.1. At x/c = 4.1 the
maximum vorticity is comparable for all cases. The only exception is the case posB,
where a slight increase of the maximum vorticity from x/c = 3.1 to x/c = 4.1 is doc-
umented. Recall, that this configuration is also the one with the weakest shear layer
instability and engine jet interaction (figure 5.46). Overall it can be concluded that
the maximum vorticity at x/c = 4.1 is independent of the engine position and the jet
velocity. This is not the case for the streamwise velocity component u. Its distribution
evidences that the wingtip vortex is strongly effected by the engine jet within the com-
putational domain for the cases posA and posA-t2, whereas the more inboard positions
possess distributions that are similar to each other but clearly different from those of
posA. The cases posA and posA-t2 represent the nearest position of the engine jet to the
wingtip vortex and hence it is conjectured that this behavior is a consequence of the
interaction with the engine jet, which is generated by the entrainment/detrainment
effect of the jet. Due to the near field where the vortices are still in the process of
rolling up the velocity deficit u− u∞ within the vortex core increases when the vortex
moves downstream. Comparing the velocity profiles at x/c = 4.1 it can be seen that
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this growth is weakest for the configurations posA and posA-t2. Furthermore, from
figures 5.64 and 5.65 it can be stated that the engine jet velocity plays only a minor
role in this context.
According to mass conservation for an incompressible axisymmetric vortex [106]
∂u
∂x
+
1
r
∂(rur)
∂r
= 0 (5.22)
a change of the axial velocity ∂u/∂x results in a change in the radial velocity compo-
nent ur and consequently in a modification of the vortex core radius [72]. To satisfy
mass conservation the axial velocity deficit u − u∞ leads to a negative radial velocity
component ur in the vortex region, which compensates the streamwise velocity differ-
ence in the vortex core. Therefore, it can be argued that the smaller velocity deficit in
the two cases with the engine jet nearest the wingtip can be offset in a much smaller
distance downstream from the wing than for the configurations with the more inboard
located engine and hence a tendency to reduce the wake hazard in the wake far field.
Even though the findings are only valid in the near wake, the tendency can be extended
to the far wake, since the numerical results show that the velocity deficit within the
core is decreased as a consequence of the engine jet position near the wingtip through-
out the whole computational domain and independent of the engine jet velocity. This
tendency is expected to be also valid for the far wake.
It can be summarized that if the wingtip vortex is characterized by the distribution
of the azimuthal velocity distributions it is not strongly influenced by the engine jet
and retains most of its structure and strength throughout the computational domain.
Nevertheless, the velocity deficit within the vortex core for the streamwise velocity u
distribution across the vortex evidences the interaction between the wingtip vortex and
the engine jet.
Summary of the Influence of the Parameters Engine Jet Velocity and Engine
Position
The higher engine jet velocity generally amplifies the instabilities of the inboard shear
layer in the wake flow. No pronounced difference of the two engine jet velocities simu-
lated on the formation and development of the wingtip vortex was found.
The distance between the engine jet and the wingtip vortex in the spanwise direction
is important in the formation and development of the wingtip vortex and to a lim-
ited extent in the deformation of the engine jet. It was found that the velocity deficit
within the wingtip vortex core is reduced for the engine position closest to the wingtip,
whereas the trajectory of the vortex core of the vorticity maximum is only slightly
effected by the engine position.
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Figure 5.42: Contours of the streamwise velocity u in the wake at x/c = const. for posA,
uengine/u∞ = 1.77
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Z
Figure 5.43: Isosurfaces of vorticity and streamwise velocity u for posA, uengine/u∞ = 1.77
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Figure 5.44: Contours of the streamwise velocity u in the wake at x/c = const. for posA-t2,
uengine/u∞ = 2.87
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Figure 5.45: Isosurfaces of vorticity and streamwise velocity u for posA-t2, uengine/u∞ = 2.87
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Figure 5.46: Contours of the streamwise velocity u in the wake at x/c = const. for posB,
uengine/u∞ = 1.77
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Figure 5.47: Isosurfaces of vorticity and streamwise velocity u for posB, uengine/u∞ = 1.77
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Figure 5.48: Contours of the streamwise velocity u in the wake at x/c = const. for posB-t2,
uengine/u∞ = 2.87
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Figure 5.49: Isosurfaces of vorticity and streamwise velocity u for posB-t2, uengine/u∞ = 2.87
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Figure 5.50: Contours of the streamwise velocity u in the wake at x/c = const. for posC,
uengine/u∞ = 1.77
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Figure 5.51: Isosurfaces of vorticity and streamwise velocity u for posC, uengine/u∞ = 1.77
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Figure 5.52: Contours of the streamwise velocity u in the wake at x/c = const. for posC-t2,
uengine/u∞ = 2.87
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Figure 5.53: Isosurfaces of vorticity and streamwise velocity u for posC-t2, uengine/u∞ = 2.87
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Figure 5.54: Velocity contours
√
v2 + w2 at x/c = 2.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.55: Velocity contours
√
v2 + w2 at x/c = 3.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.56: Velocity contours
√
v2 + w2 at x/c = 4.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.57: Contours of streamwise velocity u at x/c = 2.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.58: Contours of streamwise velocity u at x/c = 3.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.59: Contours of streamwise velocity u at x/c = 4.1 for Ma∞ = 0.18, Rec = 268250 and
α = 8.0◦
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Figure 5.60: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posA, uengine/u∞ = 1.77
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Figure 5.61: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posA-t2, uengine/u∞ = 2.87
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Figure 5.62: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posB, uengine/u∞ = 1.77
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Figure 5.63: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posB-t2, uengine/u∞ = 2.87
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Figure 5.64: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posC, uengine/u∞ = 1.77
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Figure 5.65: Vorticity Ω (top) and streamwise velocity u (bottom) profiles vs.
z/c for posC-t2, uengine/u∞ = 2.87
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Chapter 6
Conclusions
“If the facts don’t fit the theory, change the facts.”
Albert Einstein.
The interaction between wingtip vortices and engine jets in the near wake is studied
using numerical simulations of a rectangular wing/engine configuration. To achieve an
accurate and efficient numerical solution of this flow problem several numerical issues
such as discretization and acceleration techniques are addressed. Various numerical
boundary conditions are also discussed and a new methodology for accurate boundary
conditions suitable for inflow/outflow boundaries is proposed. The engine jet is simu-
lated by prescribing mass conservative boundary conditions.
To calculate the turbulent wing and wake flow accurately and efficiently a turbulence
model appropriate for near-wall and free shear turbulence is sought, which satisfies the
constraints of the computational effort of a standard RANS formulation. Therefore,
a new one-equation model based on the k-ω model is derived. Furthermore, a par-
tial differential equation is derived to approximately calculate the wall distance that
is required in most of the customary turbulence models. The iterative approximate
solution of the wall distance equation is computationally more efficient than the exact
calculation of the wall distance.
The validation of the numerical algorithm and the turbulence model is performed based
on numerous analytic and experimentally investigated flows to ensure the generality of
the numerical results. The findings show the newly proposed one-equation turbulence
model to predict a wide range of flows especially jet and vortical flows more accurately
than the Spalart–Allmaras model and to be comparable to the quality even more
efficient than the k − ω two-equation model.
Results of the numerical simulation of the flow around the rectangular wing/engine ge-
ometry defined in the collaborative research program SFB 401 at the RWTH Aachen
are presented for six configurations with different engine positions and engine jet ve-
locities. The numerical approach is based on two steps. First, the flow field around the
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wing is determined and subsequently, the data of this simulation is used to provide the
inflow condition for a separate wake simulation. The investigation shows an influence
of the engine jet position on the vortex formation at the wingtip. The subsequent wake
flow simulation discusses the spatial development of the three relevant flow structures
in the near wake: the shear layer, the jet and the wingtip vortex. The interaction
between the jet and the shear layer is unsteady and indicates instabilities that are gen-
erally amplified through the higher jet velocity and slightly influenced by the distance
to the wingtip vortex. The wingtip vortex dynamics is almost identical for all simu-
lated cases. Pronounced quantitative differences are found only in the velocity deficit
within the vortex core for the engine position nearest the wingtip. This tendency is
expected to be valid not only for the simulated near wake but also for the far wake.
The numerical simulations point out different crucial computational limitations to the
three-dimensional wake flow simulation which are determined by vortex resolution,
boundary conditions and turbulence modeling. The effort invested in this study to
account for these factors represents only the first step to decrease the required compu-
tational resources. The vision of efficiently and accurately predicting the wake up to
many wingspans downstream of the wing can only be achieved by implementing e.g.
local adaptive refinement concepts. Furthermore, the findings indicate the impact of
unsteady phenomena for the wake flow analysis, which have to be considered in future
works.
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Appendix A
Dimensionless Variables
The equations are nondimensionalized based on the following reference values
x =
x∗
L∗
y =
y∗
L∗
y =
y∗
L∗
t =
t∗
L∗/a∗0
T =
T ∗
T ∗0
u =
u∗
a∗0
v =
v∗
a∗0
w =
w∗
a∗0
ρ =
ρ∗
ρ∗0
p =
p∗
ρ∗0a∗
2
0
e =
e∗
a∗20
µ =
µ∗
µ∗0
λ =
λ∗
λ∗0
cp,v =
c∗p,v
c∗p,v0
νt =
νt
∗
µ∗0/ρ∗0
that lead to the characteristic parameters:
• Reynolds number: Re0 = ρ
∗
0a
∗
0L
∗
µ∗0
• Prandtl number: Pr0 =
µ∗0c∗p0
λ∗0
Pr0 = 0.72 for air
(Prt = 0.9 for turbulent flows)
• ratio of specific heats: γ0 =
c∗p0
c∗v0
γ0 = 1.4 for air
Given the classical definition of Re∞ =
ρ∗∞u∗∞L∗
µ∗∞
and Ma∞ =
u∗∞
a∗∞
the Reynolds number
Re0 based on the stagnation values can be calculated as follows
T∞ =
T ∗∞
T ∗0
=
(
1 +
γ0 − 1
2
Ma2∞
)−1
ρ∞ =
ρ∗∞
ρ∗0
= T
1
γ0−1∞ (A.1)
u∞ =
u∗∞
a∗0
=
u∗∞
a∗∞
√
T ∗∞
T ∗0
= Ma∞
√
T∞ µ∞ =
µ∗∞
µ∗0
= T 0.72∞ (A.2)
Re0 =
ρ∗0a∗0L∗
µ∗0
=
ρ∗∞u∗∞L∗
µ∗∞
· µ
∗∞
µ∗0
ρ∗∞
ρ∗0
· u
∗∞
a∗∞
·
√
T ∗∞
T ∗0
=
Re∞ · T 0.72∞
ρ∞ ·Ma∞ ·
√
T∞
(A.3)
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Appendix B
Averaging Rules
Based on the definitions of Reynolds averaging in equation (2.14) and Favre averaging in
equation (2.16) several averaging rules are derived
(Φ + Ψ) = Φ + Ψ
Φ ·Ψ = Φ ·Ψ 6= Φ ·Ψ
∂Φ
∂ξ
=
∂Φ
∂ξ
ρΦ = ρΦ˜
Φ′ = 0 (B.1)
ρΦ′′ = 0
Φ′′ = −ρ
′Φ′′
ρ
= −ρ
′Φ′
ρ
6= 0
Φ˜′′Ψ′′ = Φ′Ψ′ − ρ
′Φ′ρ′Ψ′
ρ2
+
ρ′Φ′Ψ′
ρ
.
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Appendix C
Equations in Cartesian Coordinates
The complete dimensionless and Favre averaged conservation equations for mass, momen-
tum and energy is extended to include the proposed one-equation turbulence model in a
conservation like form of ρ¯νˇ
∂ ~Q
∂t
+
∂ ~F1
∂x
+
∂ ~F2
∂y
+
∂ ~F3
∂z
= ~S (C.1)
with the vector ~Q of the conservative variables
~Q =

ρ¯
ρ¯u˜
ρ¯v˜
ρ¯w˜
ρ¯e˜
ρ¯νˇ
 (C.2)
and the flux vectors ~F1, ~F2, ~F3
~F1 = ~FA1 −Re−10 ~FD1 =

ρ¯u˜
ρ¯u˜2 + p¯
ρ¯u˜v˜
ρ¯u˜w˜
u˜(ρ¯e˜+ p¯)
ρ¯νˇu˜
 − 1Re0

0
τxx
τxy
τxz
u˜τxx + v˜τxy + w˜τxz + qx
(µ¯+ σρ¯νˇ) · ∂νˇ∂x

~F2 = ~FA2 −Re−10 ~FD2 =

ρ¯v˜
ρ¯v˜u˜
ρ¯v˜2 + p¯
ρ¯v˜w˜
v˜(ρ¯e˜+ p¯)
ρ¯νˇv˜
 − 1Re0

0
τyx
τyy
τyz
u˜τyx + v˜τyy + w˜τyz + qy
(µ¯+ σρ¯νˇ) · ∂νˇ∂y

~F3 = ~FA3 −Re−10 ~FD3 =

ρ¯w˜
ρ¯w˜u˜
ρ¯w˜v˜
ρ¯w˜2 + p¯
w˜(ρ¯e˜+ p¯)
ρ¯νˇw˜
 − 1Re0

0
τzx
τzy
τzz
u˜τzx + v˜τzy + w˜τzz + qz
(µ¯+ σρ¯νˇ) · ∂νˇ∂z

(C.3)
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and the vector of source terms ~S
~S =

0
0
0
0
0
(1− α) [ ρ¯νˇω P − 23 ρ¯νˇ∇~u]− (β∗ − β)ρ¯νˇω − ρ¯kinit (φ νˇνinit)5 + 2 (µ¯+σρ¯νˇ)Re0ω CDνˇω
 (C.4)
∇~u is the divergence of velocity
∇~u = ∂u˜
∂x
+
∂v˜
∂y
+
∂w˜
∂z
and P represents the term
P = 2
(
∂u˜
∂x
)2
+ 2
(
∂v˜
∂y
)2
+ 2
(
∂w˜
∂z
)2
+
∂u˜
∂y
(
∂u˜
∂y
+
∂v˜
∂x
)
+
∂u˜
∂z
(
∂u˜
∂z
+
∂w˜
∂x
)
+
∂v˜
∂x
(
∂v˜
∂x
+
∂u˜
∂y
)
+
∂v˜
∂z
(
∂v˜
∂z
+
∂w˜
∂y
)
+
∂w˜
∂x
(
∂w˜
∂x
+
∂u˜
∂z
)
+
∂w˜
∂y
(
∂w˜
∂y
+
∂v˜
∂z
)
CDνˇω the cross diffusion term of the νˇ equation
CDνˇω =
(
∂νˇ
∂x
∂ω
∂x
+
∂νˇ
∂y
∂ω
∂y
+
∂νˇ
∂z
∂ω
∂z
)
The stress tensor τ is defined by
τ = (µ¯+ µt)

2
3(2
∂u˜
∂x − (∂v˜∂y + ∂w˜∂z )) ∂u˜∂y + ∂v˜∂x ∂u˜∂z + ∂w˜∂x
∂u˜
∂y +
∂v˜
∂x
2
3(2
∂v˜
∂y − (∂u˜∂x + ∂w˜∂z )) ∂v˜∂z + ∂w˜∂y
∂u˜
∂z +
∂w˜
∂x
∂v˜
∂z +
∂w˜
∂y
2
3(2
∂w˜
∂z − (∂u˜∂x + ∂v˜∂y ))
 (C.5)
and the heat conduction ~q is given by
~q =
1
(γ0 − 1)
(
µ¯
P r0
+
µt
Prt
)
∂T¯
∂x
∂T¯
∂y
∂T¯
∂z
 (C.6)
The turbulent viscosity µt is calculated according to
µT = ρ¯νt = ρ¯νˇfv1 with fv1 =
χ3
χ3 + c3v1
and χ =
νˇ
ν
(C.7)
Further functions needed for the turbulence model are
ω =
√(
∂u˜
∂y +
∂v˜
∂x
)2
+
(
∂u˜
∂z +
∂w˜
∂x
)2
+
(
∂w˜
∂y +
∂v˜
∂z
)2
+ 2
((
∂u˜
∂x
)2
+
(
∂v˜
∂y
)2
+
(
∂w˜
∂z
)2)
√
β∗c
(C.8)
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ψk = max
[
0.,
νˇ
Re0ω3
((
∂ω
∂x
)2
+
(
∂ω
∂y
)2
+
(
∂ω
∂z
)2)
+
1
Re0ω2
(
∂νˇ
∂x
∂ω
∂x
+
∂νˇ
∂y
∂ω
∂y
+
∂νˇ
∂z
∂ω
∂z
)]
(C.9)
ψω =
∣∣∣∣ΩijΩjkSki(β∗0ω)3
∣∣∣∣
=
1
(β∗0ω)3
∣∣3/4 (v˜zu˜yw˜x + w˜yv˜xu˜z)
+1/2 (v˜yv˜xu˜y + v˜yw˜yv˜z + w˜zw˜xu˜z + w˜zw˜yv˜z + u˜xw˜xu˜z + u˜xv˜xu˜y)
−1/4 (v˜yv˜2z + w˜zw˜2x + w˜zu˜2z + w˜zw˜2y + w˜z v˜2z + u˜xv˜2x
+u˜xu˜2y + u˜xw˜
2
x + u˜xu˜
2
z + v˜yv˜
2
x + v˜yu˜
2
y + v˜yw˜
2
y
+ v˜zu˜yu˜z + v˜z v˜xw˜x + v˜z v˜xu˜z + w˜yu˜yw˜x + w˜yu˜yu˜z + w˜yv˜xw˜x)
∣∣ (C.10)
Appendix D
Transformation to Curvilinear
Coordinates
The flow equations can be transformed from cartesian coordinates x, y, z into general curvi-
linear coordinates ξ, η, ζ following the transformation formulas
~ξ = ~ξ(x, y, z) ~x = ~ξ(ξ, η, ζ) (D.1)
that allow a simpler discretization and implementation of boundary conditions as described
in chapter 4. The transformations
∂
∂x
∂
∂y
∂
∂z
=
 ξx ηx ζxξy ηy ζy
ξz ηz ζz


∂
∂ξ
∂
∂η
∂
∂ζ


∂
∂ξ
∂
∂η
∂
∂ζ
=
 xξ yξ zξxη yη zη
xζ yζ zζ


∂
∂x
∂
∂y
∂
∂z
 (D.2)
map the derivatives from the cartesian space to a time independent curvilinear space and
vice versa. Through comparison of the same derivatives of each transformation matrix the
metric relations are derived
ξx = J−1(yηzζ − yζzη) ηx = J−1(yζzξ − yξzζ) ζx = J−1(yξzη − yηzξ)
ξy = J−1(zηxζ − zζxη) ηy = J−1(zζxξ − zξxζ) ζy = J−1(zξxη − zηxξ)
ξz = J−1(xηyζ − xζyη) ηz = J−1(xζyξ − xξyζ) ζz = J−1(xξyη − xηyξ)
(D.3)
with J as the determinant of the transformation matrix
J = xξyηzζ + yξzηxζ + zξxηyζ − xξyζzη − yξzζxη − zξxζyη
= (ξxηyζz + ξyηzζx + ξzηxζy − ξxηzζy − ξyηxζz − ξzηyζx)−1 .
(D.4)
Invariants of the transformation matrix can be derived
∂Jξx
∂ξ +
∂Jηx
∂η +
∂Jζx
∂ζ = 0
∂Jξy
∂ξ +
∂Jηy
∂η +
∂Jζy
∂ζ = 0
∂Jξz
∂ξ +
∂Jηz
∂η +
∂Jζz
∂ζ = 0
(D.5)
that are used in the formulation of the conservative form of the transformed equation. For a
detailed discussion on the transformation please refer to [123].
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Appendix E
Equations in Curvilinear
Coordinates
The conservation equations given in appendix C transformed using the rules in appendix D
into the curvilinear coordinates ξ, η, ζ are
∂ ~ˆQ
∂t
+
∂ ~ˆE1
∂ξ
+
∂ ~ˆE2
∂η
+
∂ ~ˆE3
∂ζ
= Sˆ (E.1)
with the transformed conservative variables ~ˆQ, the transformed flux vectors ~ˆE1, ~ˆE2, ~ˆE3 and
the source term ~ˆS
~ˆQ = J ~Q
~ˆE1 = J(ξx ~F1 + ξy ~F2 + ξz ~F3)
~ˆE2 = J(ηx ~F1 + ηy ~F2 + ηz ~F3)
~ˆE3 = J(ζx ~F1 + ζy ~F2 + ζz ~F3)
Sˆ = J ~S (E.2)
calculated as
~ˆE1 = J

ρ¯U
ρ¯Uu˜+ ξxp¯
ρ¯U v˜ + ξyp¯
ρ¯Uw˜ + ξz p¯
U(ρ¯e˜+ p¯)
ρ¯νˇU

− J
Re0

0
ξxτxx + ξyτxy + ξzτxz
ξxτxy + ξyτyy + ξzτyz
ξxτxz + ξyτyz + ξzτzz
ξxE1D5 + ξyE1D5 + ξzE1D5
(µ¯+ σρ¯νˇ)(ξxνˇx + ξyνˇy + ξz νˇz)

(E.3)
~ˆE2 = J

ρ¯V
ρ¯V u˜+ ηxp¯
ρ¯V v˜ + ηyp¯
ρ¯V w˜ + ηz p¯
V (ρ¯e˜+ p¯)
ρ¯νˇV

− J
Re0

0
ηxτxx + ηyτxy + ηzτxz
ηxτxy + ηyτyy + ηzτyz
ηxτxz + ηyτyz + ηzτzz
ηxE2D5 + ηyE2D5 + ηzE2D5
(µ¯+ σρ¯νˇ)(ηxνˇx + ηyνˇy + ηz νˇz)

(E.4)
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~ˆE3 = J

ρ¯W
ρ¯Wu˜+ ζxp¯
ρ¯W v˜ + ζyp¯
ρ¯Ww˜ + ζz p¯
W (ρ¯e˜+ p¯)
ρ¯νˇW

− J
Re0

0
ζxτxx + ζyτxy + ζzτxz
ζxτxy + ζyτyy + ζzτyz
ζxτxz + ζyτyz + ζzτzz
ζxE3D5 + ζyE3D5 + ζzE3D5
(µ¯+ σρ¯νˇ)(ζxνˇx + ζyνˇy + ζz νˇz)

(E.5)
with
E1D5 = u˜τxx + v˜τxy + w˜τxz + qx
E2D5 = u˜τxy + v˜τyy + w˜τyz + qy
E3D5 = u˜τxz + v˜τyz + w˜τzz + qz
(E.6)
and the contravariant velocities U, V,W
U = ξxu˜+ ξyv˜ + ξzw˜
V = ηxu˜+ ηyv˜ + ηzw˜
W = ζxu˜+ ζyv˜ + ζzw˜
(E.7)
The stress tensor and heat conduction are derived accordingly
τxx =
2
3
(µ¯+ µt)
[
2(ξxu˜ξ + ηxu˜η + ζxu˜ζ)− (ξyv˜ξ + ηyv˜η + ζyv˜ζ + ξzw˜ξ + ηzw˜η + ζzw˜ζ)
]
τyy =
2
3
(µ¯+ µt)
[
2(ξyv˜ξ + ηyv˜η + ζyv˜ζ)− (ξxu˜ξ + ηxu˜η + ζxu˜ζ + ξzw˜ξ + ηzw˜η + ζzw˜ζ)
]
τzz =
2
3
(µ¯+ µt)
[
2(ξzw˜ξ + ηzw˜η + ζzw˜ζ)− (ξxu˜ξ + ηxu˜η + ζxu˜ζ + ξyv˜ξ + ηyv˜η + ζyv˜ζ)
]
τxy = τyx = (µ¯+ µt)(ξyu˜ξ + ηyu˜η + ζyu˜ζ + ξxv˜ξ + ηxv˜η + ζxv˜ζ)
τxz = τzx = (µ¯+ µt)(ξzu˜ξ + ηzu˜η + ζzu˜ζ + ξxw˜ξ + ηxw˜η + ζxw˜ζ) (E.8)
τyz = τzy = (µ¯+ µt)(ξz v˜ξ + ηz v˜η + ζz v˜ζ + ξyw˜ξ + ηyw˜η + ζyw˜ζ)
qx =
1
(γ0 − 1)
(
µ¯
P r0
+
µt
Prt
)
(ξxTξ + ηxTη + ζxTζ)
qy =
1
(γ0 − 1)
(
µ¯
P r0
+
µt
Prt
)
(ξyTξ + ηyTη + ζyTζ) (E.9)
qz =
1
(γ0 − 1)
(
µ¯
P r0
+
µt
Prt
)
(ξzTξ + ηzTη + ζzTζ)
Other derivatives in the source term ~ˆS are not given explicitly here and can be derived easily
following the general transformation rule for a quantity Φ
Φx = ξxΦξ + ηxΦη + ζxΦζ
Φy = ξyΦξ + ηyΦη + ζyΦζ
Φz = ξzΦξ + ηzΦη + ζzΦζ (E.10)
Appendix F
Discretization of Advective Terms
according to the AUSM Scheme
The total advective flux ~FA is divided into a convective part ~FC and a pressure part ~FP ,
whereas the energy equation is rewritten in terms of the total enthalpy H = e+ p/ρ and the
local contravariant Mach number M = U/a is introduced. The scheme will be exemplary
presented in curvilinear coordinates for the flux ~ˆEA1 in the direction ξ
1
~ˆEA1 = J

ρU
ρUu+ ξxp
ρUv + ξyp
ρUw + ξzp
U(ρe+ p)
ρUνˇ
 = JM

ρa
ρau
ρav
ρaw
ρaH
ρaνˇ

︸ ︷︷ ︸
~ˆEC1
+ J

0
ξxp
ξyp
ξzp
0
0

︸ ︷︷ ︸
~ˆEP1
. (F.1)
The numerical flux at a cell face i+ 1/2 of the convective part ~ˆEi+1/2C1 is calculated in terms
of left (L) and right (R) interface values of ~Φ = (ρa, ρau, ρav, ρaw, ρaH, ρaνˇ)T according to
~ˆE
i+1/2
C1
=
J
2
[
Mi+1/21/2 (~Φ
i+1/2
L + ~Φ
i+1/2
R )−
∣∣∣Mi+1/21/2 ∣∣∣ (~Φi+1/2R − ~Φi+1/2L )] , (F.2)
where the splitted contravariant Mach number on the cell face Mi+1/21/2 is given by
Mi+1/21/2 = (M
i+1/2
L )
+ + (Mi+1/2R )− (F.3)
1the other directions are treated accordingly.
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and the forward ( )+ and backward ( )− values calculated as
(Mi+1/2L )+ =

α˘L
(
(Mi+1/2L +1)2
4 −
Mi+1/2L +
∣∣∣Mi+1/2L ∣∣∣
2
)
+
Mi+1/2L +
∣∣∣Mi+1/2L ∣∣∣
2 if
∣∣∣Mi+1/2L ∣∣∣ ≤ 1
Mi+1/2L +
∣∣∣Mi+1/2L ∣∣∣
2 otherwise
(F.4)
(Mi+1/2R )− =

α˘R
(
− (M
i+1/2
R −1)2
4 −
Mi+1/2R −
∣∣∣Mi+1/2R ∣∣∣
2
)
+
Mi+1/2R −
∣∣∣Mi+1/2R ∣∣∣
2 if
∣∣∣Mi+1/2R ∣∣∣ ≤ 1
Mi+1/2R −
∣∣∣Mi+1/2R ∣∣∣
2 otherwise
(F.5)
with
α˘L =
2(p/ρ)L
(p/ρ)L + (p/ρ)R
∣∣∣∣i+1/2 α˘R = 2(p/ρ)R(p/ρ)L + (p/ρ)R
∣∣∣∣i+1/2 (F.6)
and
Mi+1/2L =
U
i+1/2
L
a
i+1/2
m
Mi+1/2R =
U
i+1/2
R
a
i+1/2
m
ai+1/2m =
√
a
i+1/2
L a
i+1/2
R . (F.7)
The pressure part of the flux is calculated according to
~ˆE
i+1/2
P1
= J

0
ξ
i+1/2
x p
i+1/2
1/2
ξ
i+1/2
y p
i+1/2
1/2
ξ
i+1/2
z p
i+1/2
1/2
0
0

with pi+1/21/2 = (p
i+1/2
L )
+ + (pi+1/2R )
− (F.8)
calculated by
(pi+1/2L )
+ =

p
i+1/2
L
(Mi+1/2L + 1)2(2−Mi+1/2L )
4
if
∣∣∣Mi+1/2L ∣∣∣ ≤ 1
p
i+1/2
L
Mi+1/2L +
∣∣∣Mi+1/2L ∣∣∣
2Mi+1/2L
otherwise
(F.9)
(pi+1/2R )
− =

p
i+1/2
R
(Mi+1/2R − 1)2(2 +Mi+1/2R )
4
if
∣∣∣Mi+1/2R ∣∣∣ ≤ 1
p
i+1/2
R
Mi+1/2R −
∣∣∣Mi+1/2R ∣∣∣
2Mi+1/2R
otherwise
(F.10)
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The AUSMD and AUSMV versions have a behavior similar FDS and FV S, respectively,
and can be combined to give the AUSMDV version, which involves a different calculation
than (F.2) for the mass flux ~Ψ = (ρUu, ρUv, ρUw)T in the momentum equations:
AUSMD
~Ψi+1/2AUSMD =
1
2
[
(ρU)i+1/21/2 (~u
i+1/2
L + ~u
i+1/2
R )−
∣∣∣(ρU)i+1/21/2 ∣∣∣ (~ui+1/2R − ~ui+1/2L )] (F.11)
AUSMV
~Ψi+1/2AUSMV = (Mi+1/2L )+aL(ρ~u)i+1/2L + (Mi+1/2R )−aR(ρ~u)i+1/2R (F.12)
AUSMDV
~Ψi+1/2AUSMDV = (
1
2
+ s)~Ψi+1/2AUSMV + (
1
2
− s)~Ψi+1/2AUSMD (F.13)
where (ρU)i+1/21/2 = ρLU
+
L
∣∣i+1/2 + ρRU−R ∣∣i+1/2 and s is a switching function of the pressure
gradient
s = min
{
1, 10max
(∣∣∣∣ pi − pi−1min(pi, pi−1)
∣∣∣∣ , ∣∣∣∣ pi+1 − pimin(pi+1, pi)
∣∣∣∣ , ∣∣∣∣ pi+2 − pi+1min(pi+2, pi+1)
∣∣∣∣)} (F.14)
The reconstruction of left and right values is performed according to the classical MUSCL
approach to achieve a second-order accuracy
Φi+1/2L = Φ
i +
li+1/2
(li−1/2 + li+1/2)2
[
li−1/2
(
Φi+1 − Φi)+ li+1/2 (Φi − Φi−1)] (F.15)
Φi+1/2R = Φ
i+1 − l
i+3/2
(li+1/2 + li+3/2)2
[
li+1/2
(
Φi+2 − Φi+1)+ li+3/2 (Φi+1 − Φi)](F.16)
or a third order accuracy
Φi+1/2L =
1
4 li−3/2
(
li−3/2 + li+1/2
) [ (li−3/2 li+1/2 + 2 (li−3/2)2)Φi+1
+
(
2 (li−3/2)2 + 3 li−3/2 li+1/2 + (li+1/2)2
)
Φi − (li+1/2)2Φi−1
]
(F.17)
Φi+1/2R =
1
4 li+3/2
(
li+3/2 + li+1/2
) [ (li+3/2 li+1/2 + 2 (li+3/2)2)Φi
+
(
2 (li+3/2)2 + 3 li+3/2 li+1/2 + (li+1/2)2
)
Φi+1 − (li+1/2)2Φi+2
]
(F.18)
with the arc length li+1/2 defined as
li+1/2 =
√
(xi+1 − xi)2 + (yi+1 − yi)2 + (zi+1 − zi)2 . (F.19)
Appendix G
Characteristical Form of the Euler
Equations
The conservation equations in curvilinear coordinates (E.1) are simplified for inviscid flows
by neglecting the diffusive terms and rewritten in terms of the primitive variables ρ,~v, p
~ˆO =

ρ
u
v
w
p
 (G.1)
∂ ~ˆO
∂t
+ Aˆ1
∂ ~ˆO
∂ξ
+ Aˆ2
∂ ~ˆO
∂η
+ Aˆ3
∂ ~ˆO
∂ζ
= 0 (G.2)
with the matrices Aˆ1, Aˆ2, Aˆ3 containing the flux jacobians
Aˆ1 =

U ρξx ρξy ρξz 0
0 U 0 0 ξx/ρ
0 0 U 0 ξy/ρ
0 0 0 U ξz/ρ
0 ξxρa2 ξyρa2 ξzρa2 U
 (G.3)
Aˆ2 =

V ρηx ρηy ρηz 0
0 V 0 0 ηx/ρ
0 0 V 0 ηy/ρ
0 0 0 V ηz/ρ
0 ηxρa2 ηyρa2 ηzρa2 V
 (G.4)
Aˆ3 =

W ρζx ρζy ρζz 0
0 W 0 0 ζx/ρ
0 0 W 0 ζy/ρ
0 0 0 W ζz/ρ
0 ζxρa2 ζyρa2 ζzρa2 W
 . (G.5)
The matrices Aˆ1, Aˆ2, Aˆ3 have a similar form and can be interchanged by changing the metric
terms. For the one-dimensional analysis it suffices to consider only one direction, e.g. the
ξ direction. The matrix Aˆ1 can be diagonalized through the eigenvalue matrix Λˆ1 and the
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eigenvector matrix Mˆ1
∂ ~ˆO
∂t
+ Aˆ1
∂ ~ˆO
∂ξ
= 0 (G.6)
Aˆ1 = Mˆ1Λˆ1Mˆ−11 (G.7)
with
Mˆ1 =

1 1 0 0 1
−ξxa
|∇ξ|ρ 0 − ξzξx −
ξy
ξx
−ξxa
|∇ξ|ρ
−ξya
|∇ξ|ρ 0 0 1
−ξya
|∇ξ|ρ
−ξza
|∇ξ|ρ 0 1 0
−ξza
|∇ξ|ρ
a2 0 0 0 a2
 (G.8)
Mˆ−11 =

0 −12 ξxρ|∇ξ|a −12 ξyρ|∇ξ|a −12 ξzρ|∇ξ|a 12 1a2
1 0 0 0 − 1
a2
0 −ξzξx|∇ξ|2
−ξzξy
|∇ξ|2
ξ2y+ξ
2
x
|∇ξ|2 0
0 −ξyξx|∇ξ|2
ξ2z+ξ
2
x
|∇ξ|2
−ξzξy
|∇ξ|2 0
0 12
ξxρ
|∇ξ|a
1
2
ξyρ
|∇ξ|a
1
2
ξzρ
|∇ξ|a
1
2
1
a2

. (G.9)
and Λˆ1 = diag(λ1, λ2, λ3, λ4, λ5) defined as
λ1 = ξxu+ ξyv + ξzw − a|∇ξ| = U − a|∇ξ|
λ2 = ξxu+ ξyv + ξzw = U
λ3 = ξxu+ ξyv + ξzw = U (G.10)
λ4 = ξxu+ ξyv + ξzw = U
λ5 = ξxu+ ξyv + ξzw + a|∇ξ| = U + a|∇ξ|
with the metric term
|∇ξ| =
√
ξ2x + ξ2y + ξ2z . (G.11)
By left multiplying equation (G.6) with Mˆ−11 which is assumed to have constant entries
denoted by the subscript ∗ the characteristic form of the Euler equations are derived
∂ ~ˆC
∂t
+ Λˆ1
∂ ~ˆC
∂ξ︸ ︷︷ ︸
Li
= 0 (G.12)
with the vector of the characteristic variables ~ˆC defined as
~ˆC = Mˆ−11 ~ˆO =

1
2
(
p− ρ∗a∗U|∇ξ|
)
ρ− p
a2∗
v(ξ2x + ξ
2
z )− ξy(ξxu+ ξzw)
|∇ξ|2
w(ξ2x + ξ
2
y)− ξz(ξxu+ ξyv)
|∇ξ|2
1
2
(
p+
ρ∗a∗U
|∇ξ|
)

. (G.13)
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The product of eigenvalues λi of equation (G.10) with the derivative ∂
~ˆC
∂ξ are calculated as
L1 = λ1 12
[
∂p
∂ξ
− ρ∗a∗|∇ξ|
(
ξx
∂u
∂ξ
+ ξy
∂v
∂ξ
+ ξz
∂w
∂ξ
)]
L2 = λ2
[
∂ρ
∂ξ
− 1
a2∗
∂p
∂ξ
]
L3 = λ3
[
ξ2x + ξ
2
z
|∇ξ|2
∂v
∂ξ
− ξyξx|∇ξ|2
∂u
∂ξ
− ξyξz|∇ξ|2
∂w
∂ξ
]
(G.14)
L4 = λ4
[
ξ2x + ξ
2
y
|∇ξ|2
∂w
∂ξ
− ξzξx|∇ξ|2
∂u
∂ξ
− ξzξy|∇ξ|2
∂v
∂ξ
]
L5 = λ5 12
[
∂p
∂ξ
+
ρ∗a∗
|∇ξ|
(
ξx
∂u
∂ξ
+ ξy
∂v
∂ξ
+ ξz
∂w
∂ξ
)]
.
The local one-dimensional inviscid LODI relations conveying the time derivative of the prim-
itive variables in terms of Li can then be given
∂p
∂t
∣∣∣∣
ξ
= −1
2
(L1 + L5)
∂ρ
∂t
∣∣∣∣
ξ
=
1
2a2∗
(L1 + L5)− L2
∂u
∂t
∣∣∣∣
ξ
=
ξx
2ρ∗a∗|∇ξ| (L1 − L5) +
ξy
ξx
L3 + ξz
ξx
L4 (G.15)
∂v
∂t
∣∣∣∣
ξ
=
ξy
2ρ∗a∗|∇ξ| (L1 − L5)− L3
∂w
∂t
∣∣∣∣
ξ
=
ξz
2ρ∗a∗|∇ξ| (L1 − L5)− L4 .
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