Inferences in measurement error models can be sensitive to modeling assumptions. Specifically, if the model is incorrect, the estimates can be inconsistent. To reduce sensitivity to modeling assumptions and yet still retain the efficiency of parametric inference, we propose using flexible parametric models that can accommodate departures from standard parametric models. We use mixtures of normals for this purpose. We study two cases in detail: a linear errors-in-variables model and a change-point Berkson model.
Introduction
In a typical errors-in-variables model, the response variable is functionally related to a predictor variable that is unobserved because it is either impractical or impossible to measure it directly. To compensate, a surrogate variable is observed instead of the latent predictor variable. This surrogate variable is assumed to be related to the truth by a simple measurement error process. The simplest example of such a model is the basic measurement error model (Fuller, 1987) ,
where Y is the response, X is the unobserved predictor, W is the surrogate, E is independent of X , and U is independent of X with mean zero. A related model is the Berkson model, which is the same except that the second equation becomes X = W + U . In our first application, we consider two dietary measures, both of which are related to the true dietary intake; one (the response) is assumed to be linearly related to the truth and the other (the surrogate) is assumed to be an errorprone measurement of the truth. This application differs from the standard linear errors-in-variables problem in that the surrogate measurement is only collected for a stratified sample based on the response measurement.
It is typical in errors-in-variables models to assume that the measurement error and the latent variable are normally distributed, and many modeling situations are robust to this assumption (Fuller, 1987; Carroll, Ruppert, and Stefanski, 1995) . In the standard linear errors-in-variables problem, e.g., normal theory likelihood analysis gives consistent estimates for any distribution. This need not be the case for all situations, however. In this standard errors-in-variables model, when data are missing by a process that depends on the response, the validity of the maximum likelihood estimator depends on the validity of the parametric assumptions made (Carroll, Freedman, and Pee, 1998) .
Two solutions to this sensitivity to assumptions suggest themselves. One solution is to take a semiparametric approach (e.g., Robins and Rotnitzky, 1995) , but this can be challenging to implement. For instance, in one of our examples, a change-point problem, no consistent semiparametric estimator is known. Furthermore, while semiparametric approaches have the virtue of being more model robust, they can lead to a considerable loss in efficiency relative to a parametric model if the parametric model is approximately correct. This loss of efficiency can be substantial even for moderate to large sample sizes (e.g., Carroll et al., 1998) . The other solution is to use a parametric model that is extremely flexible for at least some of the important components in the problem. In this article, we take the second tack, using normal mixture models (Section 3) as the flexible model.
To illustrate the ease of implementation and the broad applicability of this approach, we examine two errors-in-variables models (Section 2) in depth: the linear errors-in-variables model with missing data (Section 4) and a change-point problem with Berkson error structure (Section 5). In the first example, the mixture model is applied to the distribution of the unobserved predictor. In the second example, the error distribution itself is modeled flexibly.
1 to frequently involve a systematic bias. The other two A instruments that are commonly used are the 24hour food recall and the multiple-day food record (FR) . Each of these is more costly but is thought to involve less bias than an FFQ.
The large daily variation in a western diet makes a single FR an imprecise measure of true usual intake. We note also that there is considerable controversy about the role of various instruments in measuring diet, so our example here is used for illustrative purposes. We gather data on FFQs (denoted by Q) and on FRs (denoted by F ) as follows. At the first of two stages, we observe an FFQ (Qi) for M individuals, i = 1,. . . , M . At the second stage, the calibration study, a smaller number of individuals is selected by stratified random sampling on the basis of their FFQ score. Thus, with probability 7r(Qi), we select an individual for further study and observe mf FRs (Fil,. . . , F x m f ) . If an individual is selected into the calibration study, we set Ai = 1, and otherwise we set Ai = 0.
It is important to observe that this formulation is that of a missing data problem, wherein the FRs are missing for many individuals. As a result of the design, the data are missing at random (MAR), i.e., missingness depends only on the value of the FFQ and not on the unobserved FRs.
One of the more common models used to relate intake of some nutrient (e.g., percent calories from fat) reported on the FFQ and intake reported on FRs to long-term usual intake (denoted by T ) is a standard linear errors-in-variables model, namely A graphical depiction of the dependencies among variables is given in Figure 1 . The possible observed data are summarized Among these random variables, T has mean pt and variance ut , Uj has mean zero and variance u:, E has mean zero and variance a:. All random variables are uncorrelated. If m f = 1, then the measurement error variance a: cannot be estimated and P1 cannot then be estimated (Fuller, 1987) .
If the measurement error model formulation has no missing data then this is the classical linear measurement error model covered by Fuller (1987) . There are two types of estimates in common use for this problem: the method of moments estimators used by Fuller (1987, pp. 106-108) , considered to be the default measurement error analysis, and the maximum likelihood estimator obtained by assuming that all random variables are normally distributed. When there are no missing data, the two approaches are consistent and asymptotically
normally distributed without restrictions as to the distributions of the random variables in the model.
With missing data, for the method of moments, Carroll et al. (1998) use only the validation data and weight it inversely with the selection probabilities, i.e., the Horvitz-Thompson (1952) method. As is shown by Little and Rubin (1987) , the maximum likelihood estimator does not take into account the selection probabilities. With missing data, the moments estimate is still consistent and asymptotically normal even without assuming normality of the latent variable. The normal theory maximum likelihood estimator, however, does not share this property.
Our objective is to develop a parametric model for this missing data problem that has the efficiency advantages of a parametric model but also shares the robustness properties of the method of moments estimator. To obtain this objective, we model the latent variable using a mixture of normals.
A Change-Point Problem
This problem is motivated by the Munich bronchitis dataset discussed in Carroll et al. (1995, pp. 156-160) and Kuchenhoff and Carroll (1997) . (We remark that Kiichenhoff and Carroll (1997) used an additive model, but it is not clear which error model is correct in this context.) The objective is to predict the effect of dust concentration on the probability of bronchitis. Let T be the logarithm of 1.0 plus the average dust concentration in the working area over the period in question and 2 be covariates (duration of exposure, smoking status) measured without error. Let Y = 0 , l be an indicator of bronchitis.
Assuming that there is a threshold limiting value under which there is no risk due to the dust, we want to fit a changepoint model to the data with linear component where u+ = u if u 2 0 and is 0 otherwise. The response variable Y is modeled using a probit
The model is depicted in Figure 2 . This change-point application differs from the linear errorsdifference is that the change-point application has Berksontype error, a consequence, in the linear errors-in-variables problem, we use a normal mixture model for the unobservable covariate, but in the changepoint problem, we use the normal mixture to model the measurement error.
N o r m a l Mixtures for Modeling
Many authors have dmwn that mixtures of ~~~-m a l s with an unspecified number of components Provide a simple, flexible family of distributions (Diebolt and Robert, 1994; Escobar and West, 1995; Mengersen and Robert, 1996; Nobile, 1994; Raftery, 1996 ; Roeder and Wasserman, 1997; West, lgg2). we represent such a mixture by f(' I h a ? p ) = c$=I pjd( ' ; p j j aj) where P = (PI,. ' 
with mean a and standard deviation b. We call a mixture with k components a k-mixture normal.
likelihood, either a frequentist or Bayesian approach could be taken for inferential purposes. In a traditional frequentist analysis, this could involve a complicated implementation Of the EM algorithm. We shall instead take a Bayesian approach because this gives a conceptually simple, unified framework for getting point and interval estimates for all parameters of interest. In particular, we use Markov chain Monte Carlo (MCMC) for simulating from the posterior distribution (Gelfand and Smith, 1990; Tierney, 1994) . We use Gibbs sampling in which we draw from the conditional posterior of a parameter conditional on all the other parameters. This conditional is called the complete conditional. We then cycle through all the parameters iteratively, each time drawing in-variables application in many respects, but one key from a likelihOod-based frequentist analysis.
Measurement Error P = (p1, . . . pk) > cj P j = 1, and d( ' ; a, b, is a normal density in these details can skip to Section 4,
Ordered and Unordered Means Model
Once the normal mixture is incorporated into the We now describe the prior for the normal mixture model that restricts the order of the pj's SO that p1 < P2 < . . . < P k .
This restriction ensures that there is no label switching in the MCMC algorithm, The prior for the mJ's depends on a scaling factor A . The prior is . Here, Naf(b,c2) is normal, truncated to be greater than a, and h ( i , j ) is the harmonic mean of of and 0;. There are two hyperparameters, B and v1. Roeder and Wasserman (1997) recommend the default values B = 5 and v1 = 1. The unordered mean model differs from the previous one in that it does not constrain the p j ' s to be ordered. The only difference from the previous model is that we take p3 N N(0,-r2), O has a flat prior on (-m,m) , and -r2 has a scaled (by A) inverse-chi distribution with 2 4 degrees of freedom.
.(A, o, P , p ) = T ( p ) T (~) T ( u I
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Restrictions on Means
In some cases, it is necessary to add a restriction to the means of the mixture. For example, in Section 5, we will use the mixture model for the error term U of a linear equation. In such a case, it makes sense to force the mean to be zero. To be more specific, suppose that U is distributed as a mixture of normals. To impose the restriction E(U) = 0 requires &pj& = 0. To accommodate this restriction, we must compute the posterior conditional on the given constraint. We show how to do this in the context of the example in Section 5, though the idea is very general and might be useful in other problems as well.
Estimating k
The number of groups k is also an unknown parameter. Therqare two ways t o deal with k. First, we can estimate k. Second, we can perform a sensitivity analysis by seeing how the inference for the parameters of interest vary as a function of k. We illustrate the first approach in Section 4 in the context of the linear errors-in-variables application and the second in Section 5 in the context of the change-point application.
To estimate k, we proceed as follows. Let $k represent all the parameters in the k-mixture model and let T k be the prior for $k. We find the posterior for k, which, by Bayes' theorem, is given by Pr(
and Ck iS the prior probability that the number of components is k. Usually, we take Ck uniform over 1,. . . , K , where K is 5 or 10, say.
Two complications arise in evaluating 4 . First, if the prior has any improper components, there will be arbitrary constants in Ik. Second, the integral cannot be computed analytically. We overcome both these obstacles by using the Bayesian Information Criterion (BIC) approximation to Ik, which is given by f k = n-dk/2L{Gk), where-n is the sample size, dk is the dimension of $k, and L(&) is the likelihood evaluated at its maximum. This avoids the need for integration and eliminates-arbitrary constants. is that the resulting posterior can be interpreted as an approximation t o a posterior based on a particular proper reference prior as shown in Kass and Wasserman (1995) . Formally, the conditions needed to apply the results in Kass and Wasserman (1995) do not hold for mixture models. However, Roeder and Wasserman (1997) The justification for using conducted simulation studies for the ordered means model and found that, in practice, inferences based on this approximation work quite well. Moreover, they found that $k can, in practice, be estimated using the posterior mean, which is easy to compute from the output of a simulation from the posterior. On the other hand, strategies for dealing with the problem of arbitrary constants in the unordered model are less well understood. Richardson and Green (1997) propose one approach. Our choice is to use the ordered means model in conjunction with the BIC approximation in cases where we wish to estimate k.
The sensitivity analysis approach is simply to compute estimates and intervals for the parameters of interest and see how they vary as a function of k. If they remain stable as k varies, we have evidence that the inferences are insensitive to k. In this case, either model, ordered or unordered, may be used.
Linear Errors-in-Variables Model

A Flexible Probability Model
Besides the distribution of T , the parameters of interest in the linear errors-in-variables model are (00, P I , a:, a:).
To examine these quantities, we formulate the following probability model. The distribution of T is assumed to follow a k-mixture normal with parameters $ = ( p , alp). The number of components in the mixture k is an unknown quantity that is of interest, and we use the ordered mean mixture model discussed in Section 3. We now discuss the prior in more detail.
We use the prior in Section 3.1 but with one modification that is required because we are dealing with a measurement error model. To avoid obtaining an improper posterior for u.j, we take T ( A ) cc 1 on (0, m) rather than the standard reference prior 1/A. Impropriety occurs in this setting but not in the density estimation setting treated by Roeder and Wasserman (1997) because T is a latent variable. To see this, consider a simpler version of our model that arises if k = 1, PO = 0, P1 = 1, and mf = 0. In this simplified setting, our model reduces to the standard random effects model, It is well known that the standard reference prior for a : results in an improper posterior for this model.
The prior for (Po,P1) assumes independence of components. Because we have no information about PO, we make its prior noninformative, i.e., a constant density. The situation is different for PI. Because Q and F are trying to estimate the same thing, we believe that it is unreasonable for P1 t o be very far from 1.0. We quantify this by saying that the prior for Pi is normal with mean 1.0 and variance a;. In most of our simulations, we used a p = 0.25, although we found no important differences when we used a flat prior ( a p = m).
To compute the likelihood of the observables Qi,i = 1 , . . . , M , and F a j l j = 1 , . . . , rnf, we require a model for 
Key result.
given T , the likelihood for G and 1c, does not depend on either Q or F , and it is in exactly the same form as that of the usual mixture of normals problem, taking into account the slight change in the prior for A. Thus, in principle, the MCMC steps for generating G and y5 can be lifted directly from any existing normal mixture code. We used the method developed by Roeder and Wasserman (1997).
f ( Q P
For estimating the number of mixtures k , we generate full Gibbs samples for k = 1 , 2 , . . . , k,,, and then apply BIC, i.e., if the estimated likelihood is &, since there are 3k + 3 unknown arameters, we chose that value of k that maximizes and Wasserman (1997).
Simulations
We compared the performance of the three methods of estimation -method of moments (MOM), normal likelihood (MLE) , and mixture likelihood (mixtures)-using simulated data. The number of simulations was 500. The moments estimators were calculated as follows. Let M be the total number of observations on Q , and let i = 1,. . . , M denote this sample from the population. Let x ( Q i ) be the probability that an individual is selected into the calibration study given her value Qi. If the person is selected, set Ai = 1; otherwise, set Ai = 0. Let u ( Q i ) = 1 / x ( Q i ) be the sampling weight. We renormalized these sampling weights so that they summed to 1.0 in the calibration data, i.e., C g l Aiw(Qi) = 1.
Because the U's are assumed to be independent of the Q's, the error variance 0: can be estimated in the usual components of variance way (cf., Carroll et al., 1995, equation Our simulations were performed under seven sampling distributions for T: log x2, with 1 d.f., the normal distribution, and the skewed normal distribution with skew parameter a equal to 1, 3, 5, 10, and 100. The skewed normal distribution has density equal to f(z I a ) = Zqf(z)@(az), where 4 and @ represent the standard normal density and distribution (Azzalini, 1985) . This density is highly skewed for any value of Q 2 10.
The parameters of primary interest in studies of this sort are 0 1 and p = corr(Q,T). The bias and mean square error (MSE) were recorded for each set of simulations, and the results are reported in Figure 3 for the skewed normal distribution and in Table 1 for the log x2 distribution. The pattern of results is similar for both the simulated food record and 24-hour recall simulations. Figure 3 makes it clear that, while the method of moments is approximately unbiased, it has a much larger variance than either of the likelihood methods. The normal likelihood method has a bias that becomes substantial as the skew increases, which causes this method to have a noncompetitive MSE. The mixture method is essentially unbiased for Pi, but it has a nonnegligible bias for p when the distribution of T is severely skewed. Yet, because the variance is not substantially larger for this model than it is for the normal likelihood, the resulting MSE is substantially lower than it is for either competing method even when the skewness in T's distribution is substantial. The results are not so promising when T follows a log x2 distribution. For these simulations, the mixture method tended to have the largest bias of all three methods.
Nevertheless, it also has the lowest MSE for Pi and clearly outperforms the method of moments for p. Consequently, we conclude that there is a substantial penalty involved in taking the method of moments approach for a large class of distributions for T .
A Change-Point Problem 5.1 A Flexable Probability Model
For the change-point application, the likelihood is of the form with constraint C j p j p j = 0.
For the Bayesian implementation, we augment the data with several unobservable random variables using Bayesian simulation techniques. The augmentation is done purely for numerical reasons; naturally, the inferences are unchanged. This is a standard technique in Bayesian computation (Tanner and Wong, 1987; Gelfand and Smith, 1990) .
Rather than perform numerical integration, we augment the data with U and G, the group membership for U , and It is also interesting to note that, with a smaller t , it is more difficult to estimate the parameters of the mixing distribution  (p, p, a) . This is not of concern, though, because it is precisely in this case that the distribution of the measurement error is of little practical interest. It is considerably more difficult to estimate the mixing distribution in this model than it was for the previous example because of the binary observations and the nonlinearity of the response function. Not only is U a latent variable, but A is also. Consequently, we restrict k to a small value, usually 53, to ensure that we do not introduce more parameters into the model than we can reliably estimate.
For this problem, the parameters of interest are (0, y). Presuming no prior information is available for these parameters, we use natural reference priors: /3 a constant density and y a uniform [a, b] , where a = min(W) and b = max(W). Unlike the linear errors-in-variables model, the mixture distribution is not of particular interest. Therefore, we use the unordered mean mixture model with the following constraint: The only difficult aspect to obtaining the full conditionals for this model involves satisfying the constraint on the pj's. We use the following argument to attack this problem. Let r ( p I e ,~~) be the unconstrained density with the pj's independent, identically distributed N(8, T~) .
Let C denote the event C j p j p j = 0. To sample pj from the complete conditional, we require r c ( p 1 U,6,7-'). Noting that r c ( p
this posterior distribution is easily obtained by first updating the pj by conditioning on U and then conditioning on the constraint.
Let Uj denote the subset of size n j of U's with G = j and let U j denote the mean of this subset. The usual Bayesian
Applying a standard theorem from linear models (e.g., Arnold, 1981, p. 46) , we find the distribution that satisfies the constraint. For p j , j = 1,. . . , k-1, the variates are jointly normal with
The kth variable is degenerate:
The distribution above is the full conditional for p .
manner (see Appendix B).
Examples
The Munich bronchitis dataset.
To illustrate the methodology, we reanalyzed the 1246 observations in the Munich bronchitis dataset. Our estimates for y and 0 2 are fairly stable for k 5 3 (see Figure 5 and Table 2 Increasing k beyond three leads to unstable estimates of (r,&) with very high variances. These data have a fairly subtle signal (see Carroll et al., 1995, p. 157 , Figure 7. 3); hence, we would not expect to be able to estimate any of the parameters of the model with high reliability, including a complex distribution for U . We suggest that data like these should be fit using a k-mixture of normals with at most three components to avoid overparameterization. is that PO and y are strongly biased when one incorrectly fits a normal distribution to these data (Table 3) . Furthermore, Pi is more efficiently estimated when the correct model is specified. 
Discussion
We have illustrated the use of flexible parametric models in two specific cases. It is clear that the same method can be used in other situations as well. The advantage of using flexible parametric models is that they are easy to use, they are efficient, and they add a measure of robustness. Formally, the mixture model is nonparametric if the maximum number of components is allowed to grow at an appropriate rate with sample size (Roeder and Wasserman, 1997) . Of course, there are limitations. If the true distribution cannot be well approximated by a normal mixture model, then biases will be incurred. In such cases, a semiparametric approach might perform better. A related limitation is highlighted in the changepoint example. In this application, there is very little information available about the nature of the error distribution. For models like this, the inferences are unreliable if one fits too many components in the mixture distribution. Consequently, although most distributions can be well approximated by a mixture of normals with a large number of components, usually in practice there is not enough information to allow the estimation of a large number of parameters. The net effect is that this approach works well when the underlying distribution is well approximated by a mixture of normals with a modest number of points of support.
One of the convenient features of the flexible parametric approach is that, with data augmentation, the likelihood factors in such a way that, if the mixture model is unconstrained, then, as shown in Section 4.1, the MCMC steps for generating the mixture normal parameters can be lifted directly from any existing normal mixture code.
Mixtures of normals are a particularly convenient choice for a flexible parametric family. We should add that it is also possible to use infinite mixtures of normals (Escobar and West, 1995) . These are similar to the models we used and lead to very similar inferences.
While our nutrition example focused on the internal relationships among nutrition instruments (food frequency questionnaires, diaries and 24-hour recalls), a further goal of such studies will be to investigate the relationship of a disease outcome Y and usual nutrient intake T when usual nutrient intake cannot be measured and only a food frequency questionnaire Q is obtained for every individual, with a subset of the study population enrolled in the calibration study. This problem is different from semiparametric approaches for the standard missing data problem studied by Robins and Rotnitzky (1995) and others because T is not observable.
The usual method for handling disease-covariate relationships when the true covariate is unobservable is a substitution method called regression calibration (Carroll et al. [1995] gives many references to this literature), but a likelihood approach is also possible. Carroll et al. (1995, pp. 144-153 and Section 8.3) note that likelihood methods require that one specify a distribution for the unobservable usual intake T and that a standard choice such as normality leads to concerns about robustness to model violations. Our suggestion in this context is to model the distribution of usual intake flexibly as a mixture of normals. In this more general context, Gibbs sampling is still straightforward in principle. The key result still holds, namely that, once one has generated current val- The complete conditional for T differs depending on the sampling: (i) A = 1 and (F1,Fz) are observed along with Q and (ii) only Q is observed. Note that the complete conditional for T is proportional to f ( Q , P 1 A , T , o u ,~€ , P O , P l ,~) f (~l~, $ ,~) .
If only Q is observed, then the complete conditional for T is a k-mixture normal with parameters indexed by j = 1,. . . , k : (Pl,1,1,. ' . , qt, 2 2 2 2 ,atl, a=,. . . , uu) , The complete conditional for the parameter A needs to be increased by one to allow for the fact that the prior in this paper is r ( A ) = 1 instead of n(A) = A-'.) ~~p l e~e n~a t i o n issues. For finding starting values, we used the following technique. First, starting values for (PO, PI, uU, a,) were from the method of moments. In actual practice, we used the small sample modifications of Fuller (1987, pp. 164-170 , with weighted instead of unweighted moments).
We started the Gibbs sampler at P1 = 1.0 because of the context, namely that, since FFQs and FRs are both reasonable measures of diet, we do not expect P1 to be very far from 1.0. With this starting value, we found no major difference between using a noninformative prior for versus using one in which P1 is N(l.0,a; = 0.252). could be obtained by using this formula, but in practice, this worked poorly, so we just used the variances from the clusters of the k-means algorithm. In order to save on computer time, when k = 1, instead of performing the Gibbs sampler, we simply computed the normal-theory maximum likelihood estimator.
APPENDIX B
Change-Point Model
The full conditional for 8 is proportional to n c ( p I 8, r'). This can be obtained using the same theorem from linear models as we applied to obtain the full conditionals for the pj's. Viewed as a function of 8, n c ( p I 8, r 2 ) has the functional form of a k -1 variate normal with To sample 0, we used an independence Metropolis chain with proposal distribution equal to the full conditional for 8 assuming no constraint, i.e., e N(P, T 2 / k ) .
The complete conditional for r2 is again affected by the constraint: the full conditional is proportional to n c ( p I 8, r2) times the prior for T~. Without the constraint, the complete conditional is proportional to
We use an independence Metropolis chain with the unconstrained distribution as a proposal distribution.
Because we changed the prior for A to handle a problem of impropriety of the posterior, the complete conditional is not equal to the one given in Roeder and Wasserman (1997) given that G = j. We use the Metropolis algorithm with a normal proposal distribution, N(U, b2) for some fixed b2.
The remaining parameters of the mixture distribution are treated as noted in Roeder and Wasserman (1997) . For k = 1, the model is somewhat simpler. Because the errors are constrained to have expectation zero, this model has no pj's and hence no p , 8, or r.
