This paper explores the use of Column Generation (CG) techniques in constructing univariate binary decision trees for classification tasks. We propose a novel Integer Linear Programming (ILP) formulation, based on root-to-leaf paths in decision trees. The model is solved via a Column Generation based heuristic. To speed up the heuristic, we use a restricted instance data by considering a subset of decision splits, sampled from the solutions of the well-known CART algorithm. Extensive numerical experiments show that our approach is competitive with the state-of-the-art ILP-based algorithms. In particular, the proposed approach is capable of handling big data sets with tens of thousands of data rows. Moreover, for large data sets, it finds solutions competitive to CART.
Introduction
In classification problems, the goal is to decide the class membership of a set of observations, by using available information on features and class membership of a training data set. Decision trees are one of the most popular models for solving this problem, due to their effectiveness and high interpretability. They have been applied in a wide range of applications, from transport planning [34] , internet advertisements [22] , to healthcare interventions [24] . In this work, we focus on constructing univariate binary decision trees of prespecified depth.
In a univariate binary decision tree, each internal node contains a test regarding the value of one single feature of the data set, while the leaves contain the target classes. The problem of constructing (learning) a classification tree (CTCP), is the problem of finding a set of tests (decision checks), such that the assignment of target classes to rows satisfies a certain criterion. A commonly encountered objective is accuracy, measured as the share of the number of correct predictions in a training set.
As the problem of learning optimal decision trees is an NP-complete problem [20] , heuristics such as CART [4] and ID3 [31] are widely used. These greedy algorithms build a tree recursively, starting from a single node. At each internal node, the (locally) best decision split is chosen by solving an optimization problem on a subset of the training data. This process is repeated at children nodes till some stopping criterion is satisfied. Although greedy algorithms are computationally efficient, they do not guarantee finding an optimal tree. In recent years, constructing decision trees by using mathematical programming techniques, especially Integer Optimization, became a hot topic among researchers (see Menickelly et al. [25] , Verwer et al. [36] , Bertsimas and Dunn [3] , Verwer and Zhang [35] , and Dash et al. [7] ).
In this paper, our contribution is threefold. First, we propose a novel ILP formulation for constructing univariate classification trees and solve it through a Column Generation based heuristic.
Secondly, we show that by using only a subset of the feature checks (decision splits), solutions of good quality can be obtained within short computation time. Thirdly, we provide ILP solutions to problems involving large data sets, that have not been previously tackled via optimization techniques.
As a result, we can construct classification trees that achieve 2.4% higher prediction accuracy on average compared to the approach of Bertsimas and Dunn [3] , in shorter computation time (10 minutes) . Although our approach is slightly outperformed by the method proposed by Verwer and Zhang [37] by 0.3% on average, it remains competitive in testing results. At the same time, our approach is capable of handling much larger datasets than all state-of-the-art ILP-based methods in the literature. This paper is organized as follows. Section 2 revises the existing literature and discusses the state-of-art algorithms in constructing decision trees. Our basic notation and important concepts related to decision trees are introduced in Section 3. Sections 4 and 5 present the mathematical models and our solution approach. Section 7 reports the experimental results obtained with our method and compares them to recent results in the literature. Finally, our conclusions and further research directions are discussed in Section 8.
Related work
Decision trees. Finding optimal decision trees is known to be NP-hard (Hyafil and Rivest [20] ). This led to the development of heuristics that run in short time and output reasonably good solutions.
An important limitation in constructing decision trees is that the decision splits at internal nodes do not contain any information regarding the quality of the solution, e.g. partial solution or lower bounds on the objective. This results in lack of guidance for constructive algorithms [4] . To alleviate this shortcoming, greedy algorithms use goodness measures for making the (local) split decisions.
The most common measures are Gini Index, used by CART (Breiman et al. [4] ), and Information Gain, used by ID3 (Quinlan [31] ). In order to increase the generalization power of a decision tree, a pruning post-processing step is usually applied after a greedy construction.
Norton [28] proposed adding a look-ahead procedure to the greedy heuristics, however no significant improvements are reported [26] . Other optimization techniques used in the literature to find decision trees are integer linear programming (shortly ILP), dynamic programming [30] , and stochastic gradient descent based methods [29] .
ILP-based approaches for constructing decision trees. Several ILP approaches have been recently proposed in the literature. Bertsimas and Dunn [3] study constructing optimal classification trees with both univariate and multivariate decision splits. The authors do not assume a fixed tree topology, but control the topology through a tuned regularization parameter in the objective. As the magnitude of this parameter increases, more leaf nodes may have no samples routed to them, resulting in shallower trees. An improvement of 1-2% in accuracy w.r.t CART is obtained for out-of-sample data for univariate test and an improvement of 3-5% for multivariate tests.
By exploiting the discrete nature of the data, Gunluk et al. [18] propose an efficient MILP formulation for the problem of constructing classification trees for data with categorical features.
At each node, decisions can be taken based on a subset of features (combinatorial checks). The number of integer variables in the obtained MILP is independent of the size of the training data.
Besides the class estimations to the leaf nodes, a fixed tree topology is given as input to the ILP model. Four candidate topologies are considered, from which one is eventually chosen after a cross validation. Numerical experiments indicate that, when classification can be achieved via a small interpretable tree, their algorithm outperforms CART regarding accuracy.
In another recent study, Dash et al. [7] propose an ILP model for learning Boolean decision rules in disjunctive normal form (DNF, OR-of-ANDs, equivalent to decision rule sets) or conjunctive normal form (CNF, AND-of-ORs) as an interpretable model for classification. The proposed ILP takes into account the trade-off between accuracy and the simplicity of the chosen rules and is solved via the column generation method. The authors formulate an approximate pricing problem by randomly selecting a limited number of features and data instances. Computational experiments show that this Columns Generation (CG) procedure is highly competitive to other state-of-the-art algorithms.
Our ILP builds on the ideas in Verwer and Zhang [35] , where an efficient encoding is proposed for constructing both classification and regression (binary) trees of univariate splits of depth k. As a result, the number of decision variables in their ILP is reduced to O(|R|k), compared to O(|R|2 k ) variables used in Bertsimas and Dunn [3] , where |R| is the number of rows in the considered dataset.
Preliminary results indicate that the method used in Verwer and Zhang [35] obtains good results on trees up to depth 5 and smaller data sets of size up to 1000. Recently, Verwer and Zhang [37] formulate the optimal decision tree learning problem of a given depth as a binary linear program.
The method is called BinOCT. They show that BinOCT outperforms the existing approaches of [35, 3] on a variety of data sets in terms of accuracy and computation time. Although BinOCT speeds up learning, the largest dataset that the authors show the method can achieve reasonable results within 10 minutes is still rather small, containing no more than 5000 rows.
Verwer and Zhang [35] demonstrate the advantages of using a MILP model for learning decision trees, by showing that discrimination-aware classification trees and trees with minimised false positive/negative errors can be easily obtained by modifying the objective function of the MILP model. However, the state-of-the-art MILP based approaches, i.e. [35, 37, 3] , are only shown to be effective on small datasets with less than 5000 rows. We fill this gap in this paper, and use Verwer and Zhang [37] and Bertsimas and Dunn [3] as the main reference for benchmarking our method (see Section 7) .
Column Generation. Column generation (CG) is a widely used technique for solving large scale
Linear Programs, usually with exponential number of variables. Initially proposed by Ford and Fulkerson [15] for a multicommodity network flow problem, it has been widely used in the last decades for a variety of ILP problems such as cutting stock Gilmore and Gomory [17] , vehicle routing Desrosiers et al. [9] , airline crew scheduling Borndoerfer et al. [5] , employee scheduling others. We will use CG in this paper to find a good solution for the proposed ILP.
Preliminaries
In this section we describe the basic concepts of our work and introduce the necessary notation.
The goal of a classification problem is to partition data instances in classes labeled by a set of targets T . We assume that a data instance is given as a row r containing a value v r f for every feature f in the set F . Without loss of generality, we only consider numerical features. Ordinal and categorical features can be transformed into numerical ones, by using natural numbers for ordinal and one hot encoding for categorical data.
Let BT be a full binary tree of depth k and let N int and N lf be the internal and leaf nodes of BT respectively. A path from root to a leaf l ∈ N lf will be denoted by p BT (l) = (n(0), ..., n(k − 1), l), where n(h) is a node at level h in BT . Let S be a set of univariate decision splits, that is, pairs where s : N int → S assigns to each node a split, andt : N lf → T assigns a target to each leaf.
Consider a given decision tree DT . When classifying a data instance (row) r with the help of DT , if the split at node j is s(j) = (v f ≤ µ) and the value of feature f for row r satisfies (v r f ≤ µ), the data row will be directed to the left child of j; if v r f > µ, it will be directed to the right child. In this way, in the classification process, each data row is directed from the root node n(0) to one of the leaves in N lf through a sequence of splits. If a data row r ends in leaf l, r belongs to the class labeled by targett(l).
Consider now a row r for which the target t r is known. We say that row r is correctly predicted by the decision tree DT if the following two conditions are satisfied:
(i) r is directed to l through the splits of DT (ii) t r =t(l), wheret(l) is the target at leaf node l.
In the classification tree construction problem, shortly k-CTCP, considered in this paper, we are given a data set R with known targets, a binary tree BT of depth k, a set of decision splits S j for each internal node j ∈ N int and a set of targets T . The sets S j are usually determined based on the features of the rows in R. Definition 2. Let p BT (l) = (n(0), ..., n(k − 1), l) be the path from the root node to a leaf l in BT .
A sequence p(l) = (s(n(0)), ..., s(n(k − 1)),t(l)) is called a decision path from root to leaf l, where s(n(h)) is the split associated to the node on level h on p BT (l) = (n(0), ...., n(k − 1), l). Decision path p(l) should satisfy the following three conditions:
For the easy of explanation, we will sometimes see p BT (l) as a collection of nodes. For two paths p BT (l) and p BT (l ) in BT , p BT (l) ∩ p BT (l ) will represent the intersection of the set of nodes on each of the paths. A similar convention will be used for decision paths.
Finally, for a given data set R with known targets and decision tree DT , we denote the number of correct (true) predictions at leaf l by CP(p(l)),
The goal of the k-CTCP is to find the assignments s : N int → S andt : N lf → T such that s(j) ∈ S j and l∈N lf CP (p(l)) is maximized.
Observe that for a given assignment s, the optimal prediction target class at l is in Argmax t {|{r ∈ R l (s) : t r = t}|}, where R l (s) is the set of rows directed to leaf l under the split assignment s. Hence, for each assignment s, an optimal set of targets can be easily calculated. Moreover, as the tree is constructed based on the set R, we can assume w.l.o.g. that µ ∈ {v r f |r ∈ R}), for every threshold µ.
, r ∈ R and µ ∈ {v r f |r ∈ R}} be the set of all possible splits. We will call the (k-CTCP) problem with S j = S, for each j ∈ N int the full information (k-CTCP) problem. If there exists an internal node j ∈ N int such that S j ⊂ S, then the problem is said to be restricted.
The problem definition above can be implemented as an integer program, by assigning splits to nodes, however, at the expense of a large computational time (see [3] ). In this paper, we propose an alternative formulation based on assigning decision paths to leaves, which allows the use of Column Generation technique. We will see in subsequent sections that this formulation allows us to apply several acceleration procedures to keep the computation time short, enabling the construction of decision trees for larger data sets.
Note that while there is a unique path from the root to a leaf l in BT , there are many possible decision paths from the root to l, depending on the splits assigned to the internal nodes. For l ∈ N lf , let DP l be the set of decision paths from the root to leaf l.
We say that two decision paths p(l) and p (l ) agree with each other, if s(j) = s (j) for each j ∈ p BT (l) ∩ p BT (l ). In the following we give the formal definition of the k-CTCP.
Problem: Depth-k Classification Tree Construction Problem (k-CTCP)
Instance: A set of rows R with feature F and target classes T, a binary tree BT of depth k, a set of decision paths DP l , l ∈ N lf of univariate decision splits.
andp(l ) agree with each other for all l, l ∈ N lf , and l∈N lf CP (p(l)) is maximized.
Column generation based solution procedure
Several recent papers propose MILP models for constructing univariate classification trees (Bertsimas and Dunn [3] , Gunluk et al. [18] , Dash et al. [7] , Verwer and Zhang [35] ). However, these methods only report solutions for data instances of less than 10000 rows within the predefined time limits (10 min-2 hours). Designing a MIP-based method for tackling large datasets is still a challenge.
In this paper, we reformulate the aforementioned tree learning problem to employ Column Generation (CG) technique aiming to solve big data instances in reasonable times. Employing decomposition techniques such as CG is a commonly used technique for finding solutions to large MILP models. As in many CG formulations, the decision variables are exponentially many, however the number of constraints is small and therefore only a relatively small number of all columns is expected to be enumerated to solve the LP model optimally.
Our reformulation is based on the decision paths defined in the previous section . We formulate the master ILP of the (k-CTCP) in Section 4.1. As we will see in Section 7, this reformulation is quite strong, leading to an integer solution in many instances.
As it is usual in a CG approach, the master problem and the pricing problem are solved iteratively, where the former passes to the latter the dual variables in order to find promising columns (here decision paths), i.e. having positive reduced costs. The decision variables corresponding to the promising decision paths are added to the master LP model to improve the objective. The optimality of the master model is proven when no path with positive reduced cost exists. We refer to Desrosiers and Lübbecke [10] for more details of CG technique.
We derive the corresponding pricing subproblem in Section 4.2. In Section 4.2 we show that a brute force algorithm can solve the pricing problem in polynomial time for a tree of depth k.
However, the high running time of this algorithm makes it unsuitable for use in a CG procedure.
Instead, we solve the pricing problem by a randomized heuristic and we resort to solving a MILP formulation of the pricing problem when needed. In Section 6 we explain how the final integer solutions are obtained after performing the CG procedure.
Master problem formulation
The master model chooses a collection of agreeing decision paths that forms a feasible decision tree, as defined in Section 3. Table 1 lists the sets, parameters, and decision variables of the master ILP model. DP l set of decision paths ending in leaf l, indexed by p ∈ DP l .
DP l (j) subset of paths in DP l , such that j ∈ p BT (l).
R l (p) subset of rows directed to leaf l through path p.
S j set of decision splits for node j.
Parameters k the depth of the decision tree, levels are indexed by h = 0, . . . , k − 1.
CP(p)
number of correct predictions/true positives for path p.
Decision Variables
xp binary variable indicating that path p ∈ DP l is assigned to leaf l ∈ N lf . ρ j,a binary variable indicating that split a ∈ S j has been assigned to node j ∈ N int .
The following lines present the master ILP formulation for the (k-CTCP). The formulation holds for both full information and restricted versions.
The objective function (1) maximizes the number of rows correctly predicted, that is, the accuracy of the decision tree. Constraint (2) imposes that exactly one path has to be selected for each leaf. Constraint (3) ensures that each row is directed to exactly one leaf. Constraint (4) ensures that all chosen paths agree with each other which means that all decision paths passing a particular internal node have the same decision split at that node.
In order to employ the CG technique, we work with the relaxation of the master ILP model, in which constraints (5) are relaxed as 0 ≤ x p ≤ 1. Since constraints (2) guarantee that every variable x p is bounded by 1 from above, constraints (5) can be relaxed to x p ≥ 0. Note that there is no need to impose any bounds on ρ a , as ρ a ≥ 0 follows from (4) and the non-negativity of x p , while ρ ja ≤ 1 follows from the fact that the sum in the left hand side in (4) is bounded by 1, as a consequence of (2).
Pricing subproblem
In this section we formulate the pricing problem and show that it can be solved by a polynomial time algorithm. However, the running time of this algorithm is too high for the use in a CG approach. We then formulate the pricing problem as a MILP, which will be used in the heuristic proposed in subsequent section.
We associate the dual variables α l , β r , and γ l,j,a with constraints (2)-(4) respectively. Given that the number of paths in the sets DP l , l ∈ N lf are exponentially many, these sets will not be fully enumerated. Instead, we only find the paths in DP l that are promising for increasing the objective value. A path is said to be promising if it has a positive associated reduced cost which is defined as
The pricing problem can be defined as finding z * P r = max p {CP(p)}. It can be easily seen that the problem of finding z * P r can be decomposed into solving |L||T | optimization sub-problems, each of them corresponding to a pair (l, t) ∈ L × T . More precisely,
where z * P r (l, t) = max p∈D t l {CP(p)}, and D t l is the set of paths in D l with target t associated to leaf l.
Complexity
Proposition 3. For any pair (l, t) ∈ L × T , z * P r (l, t) can be found in polynomial time.
Proof. The number of decision paths in D t l is j∈p BT (l) |S j | = O(|R| k |F | k ),as |S j | ≤ |R||F |. For a given decision path p ∈ DP t l , computing R l takes k|R| operations, while computing the reduced costs takes |R| operations. Hence, for fixed k, the running time of the algorithm is O((k + 1)|R| k+1 |F | k ), which for a fixed k is polynomial in the instance size. Proposition 3 implies that z * P r can be found in polynomial time. However, the running time of the polynomial algorithm is high, which renders it inadequate for a repeated use in a CG procedure.
In Appendix Appendix C we show that for an arbitrary k, the decision path construction problem is NP-hard.
MILP formulation of the pricing problem
Next we reformulate the problem of finding z * P r (l, t) as a MILP. The necessary notation is presented in Table 2 .
By noting that for p ∈ D t l , the number of correct prediction can be rewritten as
the problem of finding z * P r (l, t) becomes: 
set of splits for which row r returns a FALSE: 
subject to
Objective (9) aims to maximize the reduced cost associated to a feasible decision path. Constraint (10) ensures that exactly one decision split has to be performed at each level. Constraints (11) , (12) and (13) take care that the rows directed through the nodes of the path are consistent with the decision splits. Finally, constraints (14) enforce that the splits performed at internal nodes are distinct. Note that constraints (10) and (12) ensure that y r ≤ 1. Moreover, all the right hand side bounds in (11) and (12) are binary. Hence, since the problem above is a maximization problem and u j,a ∈ {0, 1}, constraints (15) can be relaxed to y r ≥ 0.
The outcome of each optimization problem DP P (l, t) is a decision path (s(0), ..., s(k − 1), t).
Pricing heuristic: Constructing randomized decision paths
The goal of the pricing heuristic is to quickly find decision paths with positive reduced costs.
We keep a set C of feasible columns (decision paths) of a fixed-size. At each CG iteration, C is updated by randomly constructing a set of columns, estimated to be promising, and by removing a subset columns with low reduced cost values.
Let N lf be the set of leaves for which decision paths with positive reduced cost were found in the previous iterations (N lf = N lf in the first iteration). We select uniformly at random n l leaves from N lf (a leaf can be selected several times). For each selected leaf l, we construct a decision path by selecting uniformly at random a split from S j , for each j ∈ p BT (l) ∩ N int by ensuring the selected splits are distinct.
Among the columns (decision paths) at hand, the n c with the highest positive reduced costs are added to the master problem. If the number of columns with positive reduced cost is lower than n c , then all columns with positive reduced costs are added. Finally, columns with low reduced costs are removed to maintain the fixed size of the set C.
The pricing heuristic is used as long as it delivers columns with positive reduced costs. If no promising column is found after running the pricing heuristic a given number of times, the algorithm switches to solving the MILP formulation of the pricing model for checking optimality of the master problem. If the MILP model finds some promising columns, we remove all columns in set C and adjust the randomized pricing heuristic such that leaves for which decision paths with high (positive) reduced cost are found, have priority to be considered. Otherwise, the master problem is solved optimally.
Selecting the restricted sets of splits
There are many types of NP-hard problems, especially of the set-partitioning type, where the CG procedure reduces considerably the computation time of the MIP formulations. For example, CG proved to be very efficient for vehicle routing (see e.g. [33] ) and workforce assignments (see [13] ).
However, our preliminary experiments indicated that a CG approach on the full information problem, that is, the problem with S j = (f, v r f ≤ µ)|r ∈ R, µ ∈ {v r f |r ∈ R} , has difficulties in finding optimal solutions for the k-CTCP in reasonable times. The main difference between k-CTCP and a set-partitioning problem is in the inter-dependency between paths. To define a decision tree, the paths need to agree with each other, i.e., share the same splits at common internal nodes (see constraints (4)). This set of constraints makes the decision paths highly dependent on each other, explaining why the CG algorithm is less efficient than for problems with a clear set partitioning structure. Moreover, to formulate these constraints, the set of variables ρ j,a are needed. When all the decision splits are considered, the number of these variables is of magnitude O(|R|2 k−1 ).
The high dependency between decision paths and the extra variables increase the complexity of the master model of the CTCP considerably.
To speed up the algorithm, we propose to approximate the value of the k-CTCP problem with full information by a restricted version, in which at each node, only a subset of splits S j ⊆ S is used to define the decision tree. As a consequence, the optimality guarantee of the trees is lost.
To find a good restricted set of decision splits S j at internal node j, we make use of the CART algorithm. For simplicity, we will call this process threshold sampling, despite the fact that we sample from both sets of features and thresholds.
In the threshold sampling procedure, we run the CART algorithm [32] on a randomly selected large portion of the training data, i.e. α% (line 4, Algorithm 1) and collect the decision splits appearing in the obtained tree (lines 5 and 6, Algorithm 1). Note that the splits in CART are distinguished by the superscript CART (S CART ). This procedure is repeated while a new decision split appears at root node in less than τ iterations. We then retain the splits in sets S j 's, that are most frequently used at each internal node. While it is possible to keep all decision splits at the root node, as their number is small, we only keep a limited number of the decision splits appearing at the internal nodes of the constructed CART trees. More precisely, we keep at every internal node j, the q j splits with the highest frequency (line 14, Algorithm 1). Additionally, we also use the CART solution generated with 100% of the training data. Besides the splits, we also add the decision paths of that CART solution to the master problem which ensures that the obtained tree at the end of the whole CG-based procedure performs at least as well as CART regarding training accuracy. However, such a conclusion cannot be drawn regarding testing accuracy. The stopping rule is based on the observation that the split at the root and at nodes close to the root are the most decisive in the structure of the tree. Randomly select α% of training data, and use CART to construct a tree CART temp 5:
w (j,a) ← w (j,a) + 1, (j, a) ∈ S CARTtemp , // frequency updates 6: S j ← S j ∪ {S CARTtemp (j)}, j ∈ N int , // Update of the Split sets 7: if S CARTtemp (root) ∈ S(root) then Table 4 in the computational experiments section.
In our CG-based heuristic approach, we obtain an integer solution by converting the master LP model to an ILP model. Our experiments indicate that a standard solver can find the optimal solution of these ILP models very fast. We may give several reasons for this. Firstly, we construct the decision paths of one complete CART solution that is found with 100% of the training data during threshold sampling which provides a warm-start to the solver. Secondly, the strong constraint that all decision paths should agree in their decision splits may turn out to be helpful in finding quickly valid cuts, hence pruning the nodes of the search tree.
As common in the literature, we have experimented by using the CG based approach in a Branch-and Price algorithm. The main difficulty we faced was in choosing good branching rules.
In our trials, we were not able to find efficient branching rules, that resulted in trees of a small size for large data sets. As the gap between the lower and upper bound obtained from the CG-based procedure was already small, we chose to settle for the obtained upper bound. However, designing an efficient branch and price is a pending future research.
Computational experiments
This section presents the computational results obtained with our CG based heuristic approach, shortly CGH, and compares them to the results of the recently proposed ILP based classification algorithms in the literature.
The purpose of our experiments is three-fold. First, we are interested in the performance of the CGH in improving the solution quality of its baseline method and its competitiveness with the optimal classification tree methods recently proposed in the literature. We use the training accuracy of the built classification trees to investigate this. Second, we test the generalization capability of CG on learning classification trees. We compare the testing accuracy in this evaluation. Third, and most importantly, we investigate the scalability of the CGH. To this end, we test the CG algorithm on large datasets, which to the best of our knowledge, have not been attempted by the existing ILP based approaches of learning decision trees.
Baseline and benchmark algorithms
The proposed CGH algorithm uses the relaxation of the master ILP formulation that is solved by decomposing it into pricing subproblems as described in Section 4.1 and the threshold sampling described in Section 5. The baseline algorithm for CGH is the CART that is available in Scikitlearn, which is a machine learning tool in Python [32] . We ran CART with the default parameters except for the maximum depth, which was set to the corresponding depth of the tree solved by our method. We used two benchmark methods for the evaluation of CGH performance. The first one is the MILP formulation OCT, proposed by Bertsimas and Dunn [3] . and the second one is BinOCT* recently proposed by Verwer and Zhang [37] .
Experimentation setting
In the pricing heuristic, we use |C| = 500 for the randomized decision path construction, the number of leaves in the updated procedure is n l = 200, and the number of the chosen columns to add to the master problem is n c = 100. For the threshold sampling procedure 1, we use the following parameter values: the portion of the data α = 90%, the number of CART trees is τ = 300, and the number of q root = 150 |Nint| , q j = 100 |Nint| j ∈ N int \ {root} decision splits are selected. We tested four algorithms using 20 datasets from the UCI repository [23] , where 14 are "small" datasets containing less than 10000 data rows and 6 are "large" ones containing over 10000 data
rows. An overview of the used datasets is listed in Table B.6.
We use the same experiment settings as in Verwer and Zhang [37] 1 . In this setting, a given dataset is split 50% for training and 25% for testing, as it was also used by Bertsimas and Dunn [3] , and the split is done randomly five times. A timelimit of 10 minutes is used for solving each instance and the average performance of five experiments for each dataset is reported. Eventually, we take the same training and testing instances used by BinOCT* to run our experiments. We used the algorithms to construct classification trees of depths 2, 3, and 4 and compare their performance in terms of training and testing accuracy. Since the precise setting details of Bertsimas and Dunn [3] were not available, it is not possible to compare CGH and BinOCT* to OCT training accuracies on training instances. Therefore, we decided to make this comparison only on testing instances.
All experiments were conducted on a Windows 10 OS, with 16GB of RAM and an Intel(R) Core(TM) i7-7700HQ CPU @ 2.80 GHz. The code is written in Python 2.7 and the solver used to solve the linear and integer programs is CPLEX V.12.7.1 [21] with default parameters.
Results on small instances
In this section we present the results of our computational experiments in small data instances. Figure 1 gives an overview of the average prediction accuracy of all benchmark algorithms for increasing 2, 3, and 4. The results are shown for two cases; training data and testing data. For the training instances, CGH is evaluated using the results of CART and BinOCT* methods as benchmarks.
On the training instances, all methods have increasing performance with increasing depth values.
Both CGH and BinOCT* exceed 90% average accuracy for depth 4. On these data, CGH improves on CART by 0.9%, 2.7% and 1.3% on average, for depths 2, 3, and 4 respectively. However, CGH is outperformed by BinOCT* by 1.3%, 0.8% and 1.2% on average. In overall 42 results, BinOCT*, CGH, and CART have 36, 13, and 5 wins respectively, including ties. For further details for instance-wise results we refer to Table B .7 in the appendix.
On testing data, all the methods tested have comparable performance. CGH improves the accuracy of CART on trees of depth 2, 3, and 4 by 0.4%, 1.4% and 0.7% respectively. The average relative improvement in accuracy of CGH upon OCT are 0.3%, 2.3 %, and 4.6% for depths 2, 3, 
Results on big instances
The MILP-based formulations in the existing literature (e.g., Bertsimas and Dunn [3] , Verwer and Zhang [35] , Verwer and Zhang [37] ) failed to handle datasets with more than 10000 rows within their predefined time limits. Therefore, for large datasets, we can only compare the results of our CG algorithm with CART and a tuned version of CART, shorly CART*. A more detailed explanation on tuning hyperparameters of CART can be found in Appendix A.1.
Datasets
CART CART* CGH CART CART* CGH CART CART* CGH Table 3 : Testing accuracy of the classification trees for big data instances. Table 3 lists the testing accuracy values of all algorithms for depths 2,3, and 4. The highest accuracy in an instance for every depth value is indicated in bold which is called a win. As seen in Table 3 , when the tree is small (i.e., depth 2), CGH slightly outperforms CART and CART*.
When learning trees of depths 3 and 4, although CGH is outperformed by CART* in terms of the average accuracy over all big datasets, CGH has more wins than CART*. Table 3 also shows that CG has the highest number of wins for not only the small but also the large datasets. CGH is better than or equal to CART and CART* on 5 out of 6 datasets on constructing trees of depth 3, and its performance on one particular dataset (Letter Recognition, See Table 3 ) leads to an lower average accuracy than CART*.
Our experiments demonstrate that the proposed CGH method is capable of improving the CART solutions both in small and big data instances.
Despite the large size of the problem, CGH improves more than half of the CART solutions, although the improvements, averaging 0.34%, are not as significant as on small datasets.
On two datasets, Default credit and HTRU 2, CGH could not find improved solutions compared to CART. This may be caused by the structure of the data, that is, these two cases are rather easy as CART can give very good classification results already (more than 82% for Default credit and more than 97% for HTRU 2).
Compared with CART*, we note small improvements (around 0.3%) in most of the instances.
For the case Letter recognition with 26 classes, CART* appears to be much better than CGH on predicting the right classes.
Computation time. An important aspect in constructing trees of a certain depth is the computation time needed. In our experiments, CART only took approximately 0.1s to learn a tree. For OCT, the time limit was set to 30 minutes or to 2 hours depending on the difficulty of the problem (see Bertsimas and Dunn [3] ). For BinOCT*, the time limit was 10 minutes.
On small datasets, the proposed CGH algorithm terminates as soon as one of the following stopping criteria is met: (1) the optimal solution of the master problem has been reached; and (2) a time limit of 10 minutes has been reached. On all the 14 small datasets, CGH terminated before the time limit of 10 minutes is reached. On big datasets, solving the pricing MILPs was extremely time-consuming (several minutes), and therefore an additional stopping criterion is added. If no promising column is found after running the pricing heuristic a given number of times as described in section 4.2.3, the algorithm stops and does not solve the MILP pricings. Figure 2 shows the required computational time for constructing each tree. As expected, the algorithm needs more time when the size of the problem (depth, rows, features) grows. Nevertheless, CGH was able to solve the master problem optimally for all instances within 10 minutes. For the smallest instances, CGH terminated in only a few seconds.
Integrality of LP solutions. An important property of an ILP formulation is its strength, i.e. the quality of its bound, when its relaxation is solved. Table 4 shows that all LP solutions for depth-2 are integer. In depth 3, 77% of LP solutions are integers, and in depth 4 we obtain 57%. The following main conclusions can be drawn based on our computational experiments: • Big data instances: CGH fairly improves the CART solutions and is competitive to the tuned version of CART.
Discussion and conclusion

Constructing optimal classification decision trees is one of the central problems in Machine
Learning. The goal of our study was to design a quick heuristic to find solutions for large instances, while maintaining high solution quality for smaller ones. To achieve this, we propose a novel ILP formulation for constructing classification trees, based on defining decision variables related to decision paths rather then decision splits, as previously done in the literature. A decision path is a sequence of decision splits from root to one of the leaf nodes. Due to the exponential number of decision paths, our master formulation is solved by employing the Column Generation (CG)
technique. If the CG does not finish with an integer solution, an ILP is solved based on the columns found so far. Finally, to speed up the solution procedure, we used a restricted set of problem parameters obtained via a sampling procedure, called threshold sampling. The threshold sampling selects decision splits among the most frequent splits selected by CART.
The computational experiments indicate that the proposed approach is competitive with the state-of-the-art ILP-based algorithms in terms of training and testing accuracy. The strength of our approach consists in its capability of finding good solutions for large instances (with more than 10000 rows) in short computational times, unlike the the ILP-based algorithms previously described in the literature (Bertsimas and Dunn [3] , Verwer and Zhang [35] , and Verwer and Zhang [37] ).
In As any of the ILP-based approaches, we can incorporate other learning objectives than accuracy into our algorithm, as demonstrated in Verwer and Zhang [35] . For instance, our approach can be used to build a classification tree such that the false negatives in medical data is minimized. It would be interesting to study how our approach behaves with these different objectives. 
Appendix C. Complexity of DPP
In the following we study the complexity of a special case of the pricing problem, in which all dual values α's and γ's are set to 0, and all the β variables are set to −1. We call this special case the "Decision pricing problem (DPP)".
Problem: Decision Path Pricing problem (DPP)
Instance: A binary tree BT , a set of data rows R, a set of features F , a leaf node l, a set of splits S(j) for every j in p BT (l). A real number b.
Question: Does there exist a decision path p in DP l such that CP(p) ≥ b, where CP(p) is given by (7)?
Theorem 4. The (DPP) problem for arbitrary depth k is strongly NP-hard.
Proof. The proof uses a reduction from Exact Cover by 3-Sets(3XC) to DPP. 3XC is a well-known NP-complete problem in the strong sense [16] .
Exact Cover by 3-Sets: Given a set X = {1, . . . , 3q} and a collection C of 3-element subsets of X, does there exist a subset C of C where every element of X occurs in exactly one member of C ?
Given an instance I of the 3XC problem, we now present a polynomial time transformation to an instance I of the DPP problem. By the definition of a decision path, all the splits at internal nodes have to be distinct.
• Rows and compatibility: For every element in C we create a distinct row, so |R| = |C|. We say that two rows r and r are compatible if the corresponding elements in C are disjoint, and it is denoted by r ∝ r . be the path in BT where n(h) is the left child of n(h − 1), for h ∈ {1, ..., q − 1} and n(0) is the root node. Note that |Sq l | = q (recall |X| = 3q). At every node j ∈ p BT (l) ∩ N int , define the set of splits S(j) = {(f r , v fr ≤ 0.5) : r ∈ R}.
• Choose b = q. In the considered special case, CP(p) actually counts the number of rows reaching l when the decision path is p. Consequently, max p∈DP l CP(p) cannot be greater than q, which is equal to the highest number of compatible rows. Hence, the question can be reformulated as "Does there exist a decision path p that directs exactly q rows to the leaf node l? ".
Let I be a YES instance for 3XC. Now let R C denote the set of rows corresponding to the elements in C . Note that since the elements of C are disjoint, these rows are compatible. Next select at each internal node j ∈ p BT (l) ∩ N int exactly one split (f r , v fr ≤ 0.5) for every r in R C .
Observe that each row r in R C appears in exactly q splits {(f r , v f r ≤ 0.5) : r ∈ R C }, implying that either r ∝ r or r = r . Moreover, r is directed left at all internal nodes due to feature values v f r r = 0.5 and therefore reaches leaf l. The decision path constructed in this way is a YES instance to the decision version of DPP. The other direction is trivial, since the subsets of C corresponding to the q rows that reach leaf l give an exact cover for the 3XC instance I.
