Abstract-We present a method for estimating the parameters of 2-D damped harmonic (modal) signals in additive Gaussian noise. This method applies in the cases of single or multiexperiment data and incoherent or coherent signals. Both synthesis and analysis models for the data are developed. Central to these models are the signal and orthogonal subspaces. Under the assumption of distinct modes in one of the two dimensions, there exists an invertible function between the parameters of these two subspaces. This function can be used to express the optimization problem given by maximum likelihood in terms of the orthogonal subspace. The resulting problem can be solved by any of several methods, including total least squares and iterative quadratic maximum likelihood (IQML).
I. INTRODUCTION UPPOSE we observe a 2-D process consisting of a finite

S number of 2-D damped exponential signals in additive
Gaussian noise. Assume that the parameters of the process are deterministic, meaning that we do not have enough information to assign them a prior distribution. With this assumption, the mean of the process is characterized by the parameters associated with the exponential signals. These are the 2-D modes and their respective amplitudes. Each 2-D mode is a tuple of complex numbers whose powers generate a 2-D exponential signal. In the case of multiexperiment data, the amplitude of each modal signal may vary from experiment to experiment. Completing the characterization of the 2-D process, we assume that the covariance of the additive noise is known to within a constant and that the data are independent between experiments. Given these assumptions, we can formulate an optimization problem that yields the maximum likelihood (ML) estimates for the various parameters. In fact, the optimization problem is merely a weighted least squares problem. It involves picking the parameters so as to maximize the 2-norm of a projection of the sensor data onto the signal subspace. The maximizer gives the best synthesis model for the observed data. Although this is a conceptually simple idea, the weighted least squares problem involved is multidimensional and highly nonlinear. Therefore, in order to Manuscript received April 24, 1992 ; revised July 5, 1993. This work was supported by the Office of Naval Research, Statistics and Probability Branch under contract N00014-89-1-1070, The associate editor coordinating the review of this paper and approving it for publication was Prof. S. Unnikrishna Pillai. obtain computationally tractable algorithms, many researchers have been led to reformulate the problem.
Perhaps best known technique is the classical minimum variance method of Capon [l] . It produces a power spectrum estimate that must be searched for peaks. A technique based on a state-space representation of the data, developed by Kung et al. [2] and Rao and Kung [3] and extended by Li and Vaccaro [4] , requires no searching. However, as it solves two I-D problems, it requires a step that "pairs" the mode estimates from each dimension. In the case of noisy data, this pairing step causes concem. A similar method, which employs a mamx pencil approach, was developed by Hua Recently, a method based on the stochastic signal model was presented by Swindlehurst and Kailath [SI, [9] . This method is able to exploit multiple invariances and will achieve asymptotically lower variance mode estimates than will methods based on the deterministic model. Optimal implementation of this method generally requires a multidimensional search. However, the authors also develop an efficient, suboptimal approach. To work with single experiment data, this method may be modified to form its covariance estimate by averaging over subarrays.
None of the methods we have mentioned solves the deterministic ML problem. However, for single dimensional estimation problems, a method for solving the ML problem exists. The method, as it applies to the problem of temporal modal analysis was developed by Kumaresan er al. [IO] and by Bresler and Macovski [I 11. We shall adhere to the standard terminology and refer to this method as iterative quadratic maximum likelihood (IQML). It has been shown recently by McClellan and Lee [ 121 that the iteration used by IQML is precisely the same as that of the Steiglitz-McBride algorithm [13] .
The idea behind IQML is to replace the problem of finding the best synthesis model for the observed data with that of finding the best analysis model for the data. This involves the creation of a matrix which spans the subspace orthogonal to the signal subspace (the orthogonal subspace). This matrix turns out to be Toeplitz and parameterized by the coefficients of a prediction polynomial whose roots are the modes of the modeled signal subspace. The ML optimization problem is restated in terms of the orthogonal subspace. The new problem involves finding the parameters that minimize the 2-norm of the projection of the data onto the orthogonal subspace. Once these parameters are obtained, the ML estimates of the source parameters are obtained as the roots of the estimated prediction polynomial. Unfortunately, because we lack a fundamental theorem of algebra for polynomials in more than one variable, there is no direct generalization of I -D techniques to 2-D. Thus, another approach is needed.
In order to solve the 2-D problem, we want to construct a matrix whose rows span the orthogonal subspace of the 2-D data. Suppose we choose to parameterize this matrix by the coefficients of two prediction polynomials-one for each dimension. This approach really involves breaking the 2-D problem into two single-dimensional problems. Once these optimization problems are solved, the mode estimates for each dimension are simply the roots of the identified polynomials. However, these roots have no ordering associated with them. Thus, we do not know how to "pair" modes between dimensions, that is, we do not have enough information to form the 2-D mode tuples.
Instead of using prediction polynomials in each dimension, our method uses a prediction polynomial in one of the two dimensions and a polynomial that interpolates between dimensions. In order to ensure the existence of the interpolating polynomial, we must require that the modes of one of the dimensions be distinct. This dimension is then chosen for the domain of the interpolating polynomial. Using the coefficients of these two polynomials, we construct a matrix whose rows span the orthogonal subspace of the 2-D data. The ML optimization problem is then expressed in terms of the orthogonal subspace. Any of several methods can be used to solve the resulting optimization problem. The 2-D mode estimates are tuples, the first element of each being a root of the estimated prediction polynomial and the second the estimated interpolating polynomial evaluated at this root. 
Here, g; is the ith mode vector for dimension one, h; is the ith mode vector for dimension two, and s(1) is the amplitude vector for trial 1. Notice that each mode vector is a Vandermonde column vector. By stacking the columns of each matrix Y(l)T, we can reduce the dimensionality of our representation. Toward this goal, use the vec' operator to perform the stacking and form (7)
where n(1) = vec(N(l)T) and
(8)
Here, @ denotes the Kronecker product [14] . The columns of the matrix F span the signal subspace. Since we make the standard restrictions N > p , M > p , F can be shown to have full column rank if i # j (Xi,yi) # (Xj,~j).~For our purposes, we will let the random vectors {n(l)}l,o be independent and identically distributed. Further, we assume they are normally distributed with zero mean and covariance a2Rn,, where R,, is a known, positive definite matrix. We treat all of the parameters of this model as deterministic, which means that we do not have enough information to assign a prior distribution. The deterministic model we have constructed is quite general, encompassing many 2-D parameter estimation problems in sensor array processing, SAR feature extraction, image processing, and other fields [15] .
THE MAXIMUM LIKELIHOOD PROBLEM
The model we have constructed for 2-D multiexperiment data is given by (7):
Letting we can represent the data from all L trials in the concise form
Y = F S + N .
( 1 1) We assume the realizations of the complex noise vectors n(1) to be circularly symmetric and independent and identically vectors for the other trials. Therefore, the probability density function of the data Y can be written as
The log likelihood function is thus
The maximum likelihood problem is to maximize the likelihood function with respect to the parameters {s(Z)}fG', the tuples {(Xi,yi)}Tzl, and (T*. In some cases, s(Z) is forced to be constant with respect to E, whereas in others, it is allowed to vary with 1. Therefore, when we solve the ML problem, we need to allow for both possibilities.
It is easily shown that the ML solution for a2 is
In the case where s(Z) is allowed to vary from trial to trial, the ML solution for S is s = (F*R;;F)-~F*R;;Y. (15) In the case where s(1) is forced to be constant with respect to
If we compress the likelihood function, by substituting 62 and into (13), then we find that the ML problem is equivalent, in the case of variable amplitudes, to the maximization problem
In the constant amplitude case the maximization problem is Notice this is merely a special case of (1 8) involving a single experiment. Thus, henceforth, we will work only with the more general problem given by (18) .
The matrix F spans the signal subspace and is determined from the 2-D modes {(Xi, yi ) }; : : .
Again, these modes are assumed to be distinct so that F will have full column rank.
In order to maximize likelihood, we must find the p 2-D modes that maximize (18 (20) where W is a structured matrix, and A+ denotes the Moore-Penrose inverse of a matrix A. At this point, we tum our attention to the identification of a suitable matrix W .
A. Characterizing the Orthogonal Subspace
To rewrite the ML optimization problem as a minimization problem, we need a matrix W characterizing the orthogonal subspace. W is required to be a matrix of row rank NM -p satisfying W F = 0. Further, we require that the 2-D modes be a function of the parameters of W . In this section, we identify a matrix W satisfying all of these conditions.
Let the set E be composed of all sets of p tuples of complex numbers of the form {(Ai,~i)}yzi, with X i # X j if z # j. .' ' 1 (22) and a is the ( p + 1)-dimensional column vector
The nontriviality constraint a0 = 1 guarantees that A(z) is monic. Let B ( z ) be a polynomial of degree less than or equal to p -1. B ( z ) is then represented as (24) where b is the p-dimensional column vector
Finally, let A be the set of all pairs of coefficient vectors (a, b), where a corresponds to monic polynomials with distinct roots. A simple but fundamental fact is given by the following theorem. Proof: To prove the theorem, we first construct a function cp that satisfies conditions (26) and (27). We then show that the constructed function is one-to-one and onto and is thus invertible.
Let cp be the function that takes a set of tuples {(Xi, yi)}Tii from Z and forms (a, b) as the coefficient vectors of the polynomials for 0 5 1: 5 p -1.
Of course, B ( z ) is just a Lagrange interpolating polynomial [18] . That cp is one-to-one is clear from the fundamental theorem of algebra and the fact that given the X,'s, the Lagrange interpolating polynomial defines a one-to-one mapping between the set = and the set whose elements are , (a, b) is in the range of cp, and we have a contradiction. Therefore, cp is onto. Since it is also one-to-one, it is invertible.
0
Notice that in proving the theorem, we have identified the inverse map cp-'. Given a pair of vectors (a, b) in the set A, let {A,}::; be the p roots of the polynomial whose coefficients are given by a. Then, cp-l maps (a, b) to the set {A,, EI(A,)}:Z~. This inverse function will be important to us because when we construct the orthogonal subspace W , it will be parameterized by tuples (a, b) in the set A. Thus 
We now have two matrices whose columns are orthogonal to the signal subspace. Recall that we made the restrictions N > p and M > p . We also restricted F to have full column rank p. Since the matrix of (34) has only N ( M -p ) rows and that of (40) has only ( N -l)(M -p + 1) rows, neither can span the orthogonal subspace if p > 0. The obvious idea is to stack the two matrices to form the new Some algebra shows that P W is the lower N M -p rows of a lower triangular matrix with f l ' s for its diagonal elements.
Therefore, P W has row rank N M -p, and W has row rank greater than or equal to NM -p. However, since F is full rank, and W F = 0, W must have row rank less than or equal to N M -p. Therefore, the row rank of W is N M -p. 0
We should actually write W as W(a, b) since it is completely determined by the pair (a, b). We are now justified in expressing the ML problem as a minimization on the orthogonal subspace as in (20):
Note that we might have chosen to characterize the orthogonal subspace with P W for some appropriate choice of P. As PWR,,W*P* is nonsingular, this would allow the pseudoinverse to be replaced with an ordinary inverse. This approach is explored in [19] .
As written, the optimization problem (43) still appears quite difficult. However, with a bit of insight, we can rewrite it in a much easier fo?. This insigh! is that each vector Wy 
Putting all of these pieces together, we find that
where (53) (54)
In forming this equation, we have used the fact that a0 is restricted to be unity. Substituting (52) into (43), the minimization problem becomes
1,-1
This optimization problem is exactly what we desire. However, it assumes almost nothing of the structure of the parameters.
In order to account for prior knowledge we might have about the structure of the parameters, we must constrain the set of feasible solutions to only those that exhibit this structure. Such constraints may be handled using techniques such as those in [ l l ] and [20] .
If we employ only the constraint (a, b) E A as in ( 5 3 , then a is subject to a0 = 1. However, we drop the constraint that the roots of A ( z ) be distinct. We do this under the assumption the observed process does indeed have distinct modes in dimension one and that the signal-to-noise ratio is sufficiently large. In this case, the constraint will be inactive with high probability, and (55) can be expressed as
where el is the first column of a ( 2 p + 1) x ( 2 p + 1)-dimensional identity matrix.
IV. THE ALGORITHM
We now have all of the pieces we need to write down an algorithm for solving the ML problem. The algorithm consists of the following steps.
(1) Form the data matrices Y(Z) from the data vectors y(l). (6) Compute e2 as
In the next section, we suggest some methods that may be used to solve the optimization problem.
V. SOLVING THE ML OFTIMIZATION PROBLEM
Algorithms for solving the optimization problem (56) can be broken into two classes: those that attempt to solve it exactly and those that find approximate solutions. Of course, the more exacting methods require greater computing resources.
(57)
IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 42, NO. 6, JUNE 1994
A . Attempting to Solve the Problem Exactly
Perhaps the most obvious method for solving the optimization problem would be to use a Newton-Raphson map [20] , [21] . However, this method requires a good starting point if it is to converge to the solution. Since we do not usually have such information, we would like another method. Therefore, we might use the Steiglitz-McBride algorithm [13] Using the solution to this problem, it then computes a new value for (WR,,W*)+ and solves the system once again. It continues in like fashion until f converges.
While convergence is not guaranteed, and it is surely not obvious that the algorithm should produce a global minimizer of the objective function, all three developers have shown the algorithm to perform well so long as p is small. The method is also quite intensive computationally. Therefore, we may want to replace the optimization problem with one which is similar but whose solution is obtained at considerable computational The equation error formulation of the problem given by optimization problem (56) is where Working with this system of linear equations, we will not, in general, be solving the exact ML problem. However, the solution will come at considerable computational savings and may be close to the exact solution. Of course, there are many well-known methods for solving this syst:m of equations. If we ignore any errors in the data matrix Y , the least squares solution for e is the least squares Prony solution [22] . If we have some knowledge of the rank of this data matrix, then we might use the min-norm method of Tufts and Kumaresan [23] . This involves reducing the rank of the data matrix and solving the modified least squares problem. When the data matrix has a unique minimum singular value, then equivalent to a minnorm approach using rank reduction by one is the total least 
B . An Equation Error Formulation
The solid lines in each figure represent the CR bounds for unbiased estimates. and the dimension two damping factors and frequencies and phases (Iyol, ly11, a r g ( y~) , arg(y1)). We see from the figures that the IQML-based method always outperforms the TLSbased method, as expected. Further, note that the IQML-based method achieves the CR bound at large input SNR and exhibits a threshold at about 15 dB. In contrast, the TLS-based approach never achieves the bound.
The figures show that for this test case, the method does quite well in predicting the source parameters at high to moderate input SNR's. Additional tests cases show that the method performs well as long as the modes of dimension one do not become too closely spaced. Intuitively, this is not a surprising result because as the modes become closely spaced the magnitude of the derivate of the interpolating function may increase without bound. This may of course lead to numerical instability.
Of course, the latter approach enjoyed a considerable computational savings. Simulation showed the methods to perform well when the modes of the dimension one were not too closely VII. SUMMARY spaced.
We have presented in this paper a method based on the principle of maximum likelihood for solving 2-D modal analysis problems. The method is applicable to those problems where the modes of one of the two dimensions are known to be distinct. The method gives parameter estimates in each dimension and provides interdimensional parameter pairing. Two algorithms were developed and tested. The first used the optimization problem given by ML and employed an IQML-type algorithm. The second solved an equation error approximation to the ML problem using total least squares. 
(89)
The inverse of J may be computed numerically and the CR bounds for the parameters found as
