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I. INTRODUCTION
A SYST EM contains design flaws, each of which eventually manifests itself at some point in time, whereupon the system is redesigned in order to remove the design flaw. Design flaws are often called "bugs," and the time points mentioned above will be called "failure times." If the failure times are indexed chronologically they can be represented as (1.1) It is convenient to consider (1.1) as the realization of a random process: o~Sl~S2 :5 S3 :5 .. . (1.2) where the Si'S are random variables and the Si'S are real scalars. If system redesigns successfully remove design flaws, system reliability will improve and (1.1) and (1.2) should show a general pattern of increasing interfailure times, i.e., reliability growth. This paper presents and investigates a family of.probability models for the failuretime process in (1.2). They are reliability growth models called exponential order statistic models.
Exponential order statistic (EOS) models are based on the following assumptions: each design flaw has a rate of occurrence, a flaw causes failures to occur according to a Poisson process if it is not removed, and design flaws cause failures independently of one another. If each flaw is removed the first time it causes a failure, the overall failuretime process corresponds to order statistics from independent but not necessarily identically distributed exponential random variables. Campbell and Ott [3] use such a model.
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The model is implicit in Nagel's [18] , [19] replicated software debugging experiments. Adams [1] studies the rates at which design flaws cause failures.
Three different subfamilies of EOS models are considered. These are based on three classes of models for the failure rates of the design flaws initially present in the system: 1) a collection of deterministic rates, 2) a finite set of random independent identically distributed rates, 3) a set of random rates whose joint distribution is that of a nonhomogeneous Poisson Process (NHPP). Models of type 1) are deterministic EOS models (denoted DET1 EOS), models of types 2) and 3) are doubly stochastic EOS
models (denoted DS/EOS). Various properties of and in-
terrelationships between these three families are given.
The ultimate goal when developing reliability growth models is the development of good reliability inference and prediction methods which are applied to software development and maintenance. Nevertheless, this paper will not deal with inference or prediction per see The focus is on the probability models and their properties. However, some of these properties do provide bases for new approaches to estimation and prediction of reliability growth.
The general content of the paper is as follows. Section II contains definitions, basic properties, and some examples of EOS models with deterministic failure rates. Section III introduces doubly stochastic EOS models and tries to portray them as natural extensions of the DETIEOS models. Section IV presents some general mathematical results as well as some guidelines dealing with problems in distinguishing different models from each other. Section V presents an important parametric family of DS/EOS models: the Gamma/EOS models; the closure of this family includes, as special cases, the Jelinsky-Moranda [10] model, the Goel-Okumoto [9] model, the Littlewood [12] model, the Musa-Okumoto [17] logarithmic Poisson model, and the power law model [5] , [6] . In Section VI the mean function and intensity of the failure-time process (1.2) are characterized using the property of complete monotonicity; this will be useful for nonparametric analyses. Section VII includes more parametric families of EOS models and additional properties. Conclusions are in Section VIII. Proofs, other details, and additional discussion may be found in a NASA Contractor Report [15] .
II. EXPONENTIAL ORDER STATISTIC MODELS
Let Xi, i = 1, 2, . · . , n, be independent exponential random variables with rates "'Ai' i = 1, 2, · .. , n, re- The intensity function, m ( · ), of the counting process is the derivative of the mean function:
0098-
where [x] == max {i: integer, i :5 x } is the greatest integer function. Note that Er= 1 Ai == I~L(A) dA; thus the set of permissible cumulative functions is precisely the set of all integrable nonnegative decreasing step-functions with integer steps. Deterministic EOS models exist in one-to-one correspondence with these functions. This characterization will be extended in Section III to obtain a broader class of EOS models.
The mean function, M(·), of the counting process
{N(t),°:5 t} is defined as M(t) == EN(t)
, 0 :5 t, and using the infinite analog of (2.1),
For the above four examples, the (complementary) cumulative functions are as follows: 3) Ai == a{3i, 1 :5 i < 00,0 < {3 < 1 (geometric rates); 4) Ai ==~i-TJ, 1:5 i < 00,1 < 11 < 00 (power rates).
Case 1 is the famous Jelinsky-Moranda [10] model. Case 2 is another finite event model. Case 3 was observed by Nagel [18] , [19] for rates estimated during replicated-run software debugging experiments. Case 4 follows a pattern observed by R. W. Phillips of IBM which is reported by Adams [1] : "the relative numbers of design errors having each possible rate was proportional to a particular inverse power of rates." (This relationship will be revealed more clearly in Section VII.) A parameter set~can be characterized by a cumulative function: let L ( A) equal the number of elements in {A i Ẽ : i; < A}, 0 :5 A < 00. If 6 is an infinite set with Er= 1 Ai < 00, then L ( A) == 00 and it will be better to work with the complementary set: Let L(A) equal the number of elements in {X, E 6: 'Ai~A}, 0 :5 A < 00.
TJ tion time increases to infinity. By performing replicatedrun software debugging experiments [18] , [19] the error rate for a particular bug can be estimated to any desired degree of accuracy. In this sense, for a given program in a time-homogeneous usage environment the parameter set = {A 1, A2, • • • } is a set of deterministic values. Now let us consider possible models for the parameter set~. In the previous section, various deterministic functional relationships were presented. If design errors are accidentally included in programs, it is difficult to imagine that their rates would obey exact functional relationships. It is more plausible that the rates would be described by these relationships plus some random noise. This suggests that~be modeled as a realization of a stochastic point process; for example {A 1, A2, • • • } could be a realization of a nonhomogeneous Poisson process (NHPP). This gives a doubly stochastic model: one process for the rates, and a DET/EOS process for occurrence times conditional on the rates. It is a doubly stochastic exponential order statistic (DS/EOS) model. III. DOUBLY STOCHASTIC EXPONENTIAL ORDER STATISTIC MODELS Exponential order statistic models are based on the assumption that a given bug in a given program has a particular rate of occurrence A. If the program is executed in a time-homogeneous environment the observed rate at which the bug causes errors will converge to A as execuThe EOS model is based on two basic assumptions: independence of times until occurrence of different events and exponential distribution of these times. In the general context of software reliability growth, these assumptions will not be exactly met; it can only be hoped that they are reasonable approximations. Independence can fail because of interaction between bugs; for example Migneault [14] has observed instances of "compensation:" i.e., a program containing two bugs has a lower failure rate than either of the two corrected versions, each containing one of the bugs. Exponentiality can fail when the program input changes nonrandomly over time or exhibits a "memory."
There exist several possible justifications for assuming exponential distributions. In a carefully designed system occurrences of design flaws should be low probability events, i. e., "rare events." Poisson processes with their exponential waiting times are often good models for this type of phenomenon; see Breiman [2] and Ross [20] . Campbell and Ott [3] use EOS models for manifestation times of design flaws in nuclear reactors. A more rigorous justification for exponentiality can be given for programs that perform calculations based on individual discrete inputs: if a design flaw manifests itself for proportion p of the possible inputs and the successive inputs are chosen independently and randomly, the number of inputs until manifestation will have a geometric distribution with parameter p. If execution times for each input are independent of success or failure of the computation and p is small, the exponential is a good approximation (see [15] ). The exponential will also be a good approximation for this type of program when successive inputs are not independent but are a regenerative process, e.g., successive inputs may correspond to a random walk through the space of all possible program inputs (see [15] ).
Exponential orderstatistic models based on specific parameter sets are quite useful for specific applications: the Jelinsky-Moranda model is widely used; Migneault [14] has used the EOS model with geometric rates to predict successfully the occurrence of new, as yet unobserved, bugs. It is obviously a rich and useful class of models. However, it seems clear that parameter sets whose elements satisfy .exact functional relationships as in the four examples (constant, logarithmic, geometric, or power relationships) can only be approximate. Thus, arbitrary parameter sets should be considered; this leads to nonparametric approaches: Campbell and Ott [3], for example. Also, stochastic parameter sets should be considered; this leads to alternative derivations of some existing software reliability growth models and additional insights.
IIDOS/EOS
(L) = lIDOS (M) NHPP/EOS (I) = NHPP (M),
IV. REPLICATION, NONDISTINGUISHABILITY , AND

ApPROXIMATION
We are studying three families of processes: exponential order statistic (EOS) models based on a deterministic where M(t) is defined above. Thus by a rather circuitous but physically meaningful route, we have arrived at some familiar models. Now consider doubly stochastic versions of the four examples from Section II: 
(Poisson distributed) number or infinite number of bugs. In all cases L("A) denotes the complementary cumulative mean function, i.e., the expected number of bugs which have rates greater than or equal to "A. 
on (0, v), but we shall only consider two possibilities: 1) U is the process of n independent uniform [0, v] order statistics, and 2) [j is a homogeneous Poisson process (HPP) with unit rate. For these cases we have the following general theorems (see [15] for proofs, and see [4, 11] for related results).
Theorem 3.1: Let I(A) be a nonincreasing function on
statistics from a distribution with complementary cdf
I(· )In and complementary cumulative mean function I(· ).
Theorem 3.2: Let I(A) be a nonincreasing function on
) be a homogeneous Poisson process with rate 1.
is a nonhomogeneous Poisson process with complementary cumulative mean function I(·).
Thus for a given function L(·) with I(O) < 00, we consider three models for the rates {A I, A2' · · · }:
statistics from 1 -I(· )/I(O); 2) NHPP with mean function I(O) -I(·); and 3) deterministic model. If
I(O) == 00, only cases 2) and 3) are possible and the NHPP must be described using the complementary mean function I(·). It is hoped that looking upon these random models as perturbations of the deterministic models will provide some motivation for their consideration. Another approach would be simply to postulate the random models without mentioning the associated deterministic model. Regardless, they will be useful and interesting. We are considering LLd. order statistics (lIDOS) models and NHPP models for 4.. Another possible dichotomy among models concerns finite and infinite component 4.. This is only relevant for NHPP's. It turns out to be unnecessary to make this distinction because NHPP's can be defined generally regardless of whether I (0) is finite or infinite. Thus we consider lIDOS models and NHPP models, each of the former having a finite deterministic number of bugs and each of the latter having either a finite parameter set 4 = {A 1, A2, • • • }, doubly stochastic exponential order statistic (DS/EOS) models whose parameter sets are order statistics of independent identically distributed (lIDOS) random variables, and DS/EOS models whose parameter sets are nonhomogeneous Poisson processes (NHPP). We are interested in relationships between these families of models. In particular, we seek answers to the questions: What role does replication play?
In what senses can these families be distinguished from one another? In what senses can they be used as approximations to one another? Within individual families, do some models approximate others?
The role of replication is important and needs clarification. There are two replication concepts: 1) separate programmers or groups of programmers can independently create different versions of the same program, and 2) a single program may be subjected to several separate debugging runs [7] , [18] , [19] . Fig. 2 illustrates the program creation and running and the two replication possibilities. From a single program specification, the program is created (Box A) and then subjected to a debugging/correction run (Box B). Replicated debugging/correction runs for a single program are represented by Loop B. Replicated program creation corresponds to independent passes through Box A. Replicated creation and a debugging/correction run is represented by Loop A. A nested design would involve several replicated runs for each replicated program, for.example in Nagel's [19] original pioneering experiment each program specification had two replicated programs and 50 replicated debugging runs, i.e., two passes through Loop A, each containing 50 passes through Loop B.
In this paper we are assuming certain stochastic models for what happens in Box A and Box B of Fig. 2 . In Box A a program is created containing bugs. In Box B, the program is run for a certain length of time; when a bug manifests itself it is corrected. It is assumed that the usage environment is time homogeneous throughout the experiment; so we assume that each bug has a fixed (unknown) deterministic manifestation rate associated with it. We assume three possible models in Box A: these rates {A 1, A2' · · · } are the realization of a deterministic process, and lIDOS process, or an NHPP. Given the rates produced in .Box A, the manifestation times {Sb S2' • • • } generated in Box B will be the realization of a DET/EOS process with those rates. Thus, from Section III, we see that a single pass through Box A and then Box B leads to one observation of a DET/EOS process, an lIDOS process, or an NHPP; this depends upon whether Box A is deterministic, an lIDOS model, or an NHPP model, respectively. This means that independent replications around Loop A of Fig. 2 each involving a single run (one pass through Box B for each pass through Box A) will yield independent realizations of either a DET /EOS, lIDOS, or NHPP model. If a large number of replicates is taken, then by standard statistical consistency arguments it is theoretically possible to distinguish between the three models and to estimate the model parameters to any desired degree of accuracy. This is rather unrealistic in practice, however. Existence of a single replicate is probably more common and meaningful when EOS models are used.
Multiple replications can involve either replicated programs or replicated debugging/correction runs. For replicated versions of the same program it is unreasonable to model the error rates {A t, A2, • • • } for different programs as independent, identically distributed realizations of a single simple stochastic process; replicated-run experiments performed to date [7] , [18] , [19] suggest a possible noisy geometric pattern (Example 3 of Section II) for different programmers but with distinctly different parameters. As Nagel [19] points out, there is a definite programmer effect. Thus for replicated programs (Box A of However, with such an experimental design it is more natural and efficient (for estimation of~) to identify the bug which corresponds to each failure observed. Thus the data will be collected as samples of manifestation times for each bug observed rather than sample paths of a DET /EOS process. This leads to different questions and analyses than those with which this paper is dealing. Thus for the scheme of Fig. 2 
The implication of the above process is this: if a single replicate of a reliability growth process is observed over [0, s] in such a way that the assumptions of the above theorems are met it will be impossible to distinguish between certain families of liDOS models and related families of NHPP models.
In a weaker sense it is impossible to distinguish between deterministic and doubly stochastic EOS processes using a single replicate. For a given program it is possible to estimate the parameter set~= {A I, A2, 0 0 0 } to any desired accuracy by replicated debugging (Loop B of Fig.  2 ). However, even if the parameter set is completely known it still is a single replicate of the A-process and we are again faced with the problem of choosing between a deterministic model and a stochastic model when only one observation is available. If all possible deterministic models and all possible liDOS and NHPP models for 4 are allowed, then there is no statistical basis for choosing from one class rather than the other. If the choice is restricted to certain families of models, e.g., parametric families of deterministic or stochastic models of 4, then it may be possible to distinguish between deterministic and stochastic.
There are some theorems relevant to this discussion. Let (The covariance structures of the limiting process are different for j = 0, 1, and 2; see [15] ).
These theorems show the central role played by the mean function M( 0) for processes with a large number of events, regardless of the particular type of process. This plus the previously mentioned problems in distinguishing between the three types of models suggests focusing on the mean function. Thus it might be useful to think of the mean function as the primary characteristic of the model and the particular type of model (DETlEOS, liDOS, or NHPP) as a secondary characteristic. This is not a new idea; Musa and Okumoto [17] "include" the Littlewood-Verrall model in their study by means of an NHPP with the appropriate mean function.
We shall consider two models to be "close" to each other if their respective mean functions are close. The following limit theorems make this more precise. 
cess (L(O) observations from density f(A) == l(A)IL(O)).
When -1 < a~0 an infinite number of events occur and 4-will be an NHPP with intensity l ( · ). (5.9) 
physical quantities in the sense that they can be estimated to any desired degree of accuracy. The lIDOS and NHPP models are attractive because of mathematical tractibility and successful application experience; however, they are somewhat more difficult to motivate and verify in a physical sense. The goal in this section has been to provide justification for these models on the basis of our inability to distinguish among them when a moderately large number of bugs are present and only one debugging replicate can be observed. (The argument is not as airtight as one might wish, but does provide some evidence for the conclusion.) Thus we shall focus our attention on different reliability growth models as characterized by different .14)]. The relationship of (5.8a) the above models is summarized in Fig. 3 Thus the parametric family of I' IEOS models and their limits is very rich, including some very well-known models as subcases. It might be fruitful to think of these models as special cases of the general three-parameter family, where a is a "shape" parameter, -1 :5 a :5 00, {3 is a "scale" parameter, 0 :5 {3 :5 00, and "I is a "magnitude" parameter, 0 < "I.
The above limit properties, i.e., the continuity in a and {3 of the models in the above parametric family, have certain ramifications. In particular, if (ab (3b 1"1) and (a2, (32, "12) are close to each other, the respective models with these parameters will produce failure data that appear to be similar. infinite and finite event models for failure data on a finite interval. This continuity and the common (a, (3, 1")-parameterization of the models in Fig. 3 suggests that it is appropriate to consider them as one model.
VI. COMPLETE MONOTONICITY PROPERTY
The DET/EOS, the IIDOS/EOS, and the NHPP/EOS processes. are all characterized by their cumulative mean functions or, equivalently, by their intensity functions; i.e., the mean function M( · ), or intensity m( · ), and the family (deterministic, lIDOS, or NHPP) to which 4 belongs completely determine the distribution of the failure process {N(t), 0 :5 t}. For NHPPIEOS models, the class of possible intensities is exactly the class of positive completely monotone functions such that lim! _ 00 met) = 0 and M(t) = S~m(u)du < 00,0 :5 t :5 00. Intensities for DETI EOS models and IIDOS/EOS models are "almost dense" subsets of this class.
First, the family of admissible I(·)' s must be charac- If the process is deterministic, L(·) must be integervalued. For an lIDOS process I(O) must be integer-valued. (We use the convention that "admissible" refers to NHPP; restriction to deterministic and lIDOS models is discussed later.) 
where F is a measure on [0, 00] which may be finite or infinite.
Comparison of (6.1) and (6.4) leads to the following characterization.
Theorem 6 respectively, where {Vi} is a completely monotone sequence such that Conversely, for any completely monotone sequence {Vi} satisfying (6.8), the functions in (6.6) and (6.7) will be intensity and mean function, respectively, of an EOS model whose rates are all less than 1.
By rescaling the time-axes (e.g., measuring time nanoseconds instead of seconds), it is possible to satisfy the condition L(l +) = 0 with a high degree of confidence.
(However, if time is discrete-and indicates the indexes of repeated trials, then we may not be able to rescale and should perhaps consider a geometric order statistic model; see [15] .) (6.7) (6.8)
VII. ADDITIONAL EOS MODELS AND PROPERTIES
The general framework and description of EOS models presented above seems quite fruitful. It leads to new models, new perspectives on familiar models, and other insights. A miscellanea of such results is presented in this section.
NHPP and lIDOS Models: From Theorems 3.3 and 3.4 we know that IIDOS/EOS models and NHPP/EOS models are in fact liDOS models and NHPP models, repsectively. The converse is not true; not all liDOS models can arise as IIDOS/EOS models, nor can all NHPP models arise as NHPPIEOS models. They must have differentiable cdf's or mean functions, respectively, which satisfy the conditions of Theorem 6.7, or equivalently, densities or intensities which satisfy the conditions of Theorem 6.6. This allows us to consider liDOS models and NHPP models directly without considering the EOS structure. For example, let {N(t), 0~t} be an NHPP with intensity
Now consider the families of admissible mean functions and intensities for the failure-time processes of DET /EOS and IIDOS/EOS models. These are subsets of the admissible functions of Theorems 6.6 and 6.7 in a way very similar to that in which the integers are a subset of the real numbers. Properties of these subsets are given in the following theorems. 
These two theorems provide a sense in which the admissible functions for DET /EOS and IIDOS/EOS models are "almost dense" within the set of admissible functions for NHPP/EOS processes characterized in Theroems 6.6 and 6.7. When the expected number of bugs is moderately large (50 or more, say), the above ±~and ±1 terms seem negligible, obviating the need to make the restriction to the above subsets, especially when considering mean functions; thus we could use the characterization in Theorems 6.6 or 6.7 for all three types of models (DET/EOS, IIDOS/EOS, or NHPP/EOS). with 0 < {3 < 1 has been suggested by Nagel [18] , [19] .
We now consider NHPP models for 4. Thus the A-process is an liDOS process from a distribution with density
If a =/:-1, there appears to be no closed-form solution for dL(·) in (7.3); however, this does not prevent use of the Weibull liDOS model for {N(t) , 0 :5 t}. Thus we can identify possible models for the failure time process of EOS models without detailed knowledge of a model of the underlying A-process. Musa and Okumoto [17] introduce an NHPP with intensity proportional to f(·) of (7.2). By the above analysis this is an acceptable model for the failure times of an EOS process, whenever 0 < a :5 1. This provides some additional motivation and justification for Musa and Okumoto to consider such a model.
Gamma lIDOS and NHPP Models:
The gamma distribution has density I(x) = I'xa-Ie-xll3, 0 < x, (7.7) and by Theorem 3.4 the failure-time process {N(t), 0 :5 t} is an NHPP.
The f/EOS model with a = 0, i.e., the Musa-Okumoto Logarithimic NHPP, may also serve as a model when the underlying failure rates are approximately geometric. Note that the intensity of (7.12) and the intensity of the M -0 process, (5.2), 'are both proportional to i:' for large t. This implies roughly the same pattern of failure rates among the later-occurring bugs, i.e., the bugs with small rates. More precisely, for the M -0 model shows a geometric pattern for large i. This behavior in connection with the frequent occurrence of geometric rates in replicated run experiments [7] , [18] , [19] suggests that the Musa-Okumoto logarithmic NHPP will often be a good model; this is verified in their study using real data [17] .
. (7.14) where 0 < a. These rates satisfy Ai = I -I(i), where I( A) = v exp (-(AI~)a), which is proportional to a Weibull survival function. The stochastic version will have rates {AI, · · · , An} which are Weibull lIDOS, or NHPP with
There are three different EOS models related to the Weibull distribution. In the above process the failue rates 'are Weibull distributed with shape parameter 0 <' a < 00. In a previous example the failure times were Weibull distributed with shape parameter 0 < a < 1. Phillips Law: Phillips (see [1] ) observed that "the relative numbers ofdesign errors having each possible rate was proportional to a particular inverse power of the rates." This is equivalent to leA) = ,.,A (as one would expect). Since the choice of a time origin may be somewhat arbitrary, it is reassuring that models for different choices of origin are simply related as in (7.15) and (7.16 ). In the f/EOS models, the parameter {3 could be interpreted as an indicator of something equivalent to previous debugging. The generalized power law NHPP can be interpreted as a power law NHPP that has undergone previous debugging. A family of parametric models can be constructed using (7.15) or (7.16) from a single EOS model. The family of f/EOS models is closed under such construction; this should be considered a desirable property for a parametric family. Note that the NHPP of (7.10)-(7.12) does not have this property. An enlarged family with gives that superposition of DET/EOS models, each consisting of one bug, are dense among all DET/EOS models. Thus any reasonably rich family and EOS models that is closed under superposition of its members and limits of its members will contain all EOS models. The I' IEOS family is not closed under superposition, but it may still be a family that is rich enough for many applications.
Interfailure Time Models: Interfailure time models assume that successive interfailure times are independent (but not identically distributed). The Littlewood-Verrall [13] model is an example. It can be shown that the Jelinsky-Moranda model has independent interfailure times. It can also be shown that any EOS model with three or more bugs and nonconstant failure rates cannot have independent interfailure times. Thus, except for the overlapping J-M model, the EOS models and interfailure time models are distinct classes of models. Nevertheless, certain EOS models do suggest possible interfailure time models. For example, the Musa-Okumoto Logarithmic NHPP has M(t) = ,., log (tl (3 + 1), so the ith failure will occur somewhere around s, = M-l(i) = (3(exp (il,.,)-1 (7.20) i = 1,2, · · · .
The Littlewood-Verrall is exactly such a model, having independent Pareto interfailure times: (7.21) with l/Ji increasing. They used l/Ji = {3i + {32 i and l/Ji = {31 + {32i2. The above admittedly rough analysis suggests that l/Ji = {31{3~be tried.
VIII. CONCLUSIONS This paper has presented EOS models and some of their properties. The idea of nonidentically distributed independent Exponential random variables is, of course, not new. However, when doubly stochastic EOS models are considered and when only a single sample path is observed, some interesting properties follow that are relevant to the study of software reliability growth.
Exponential order statistic models are useful for several reasons. The structure of the models reflects to some extent the actual physical failure process: the parameterh as a physical interpretation, and the doubly stochastic models distinguish between randomness of the failure rates and randomness in the usage environment. This may eventually allow deeper penetration into the mysteries of real failure processes; EOS models seem to be natural models for replicated-run software debugging experiments. The fact that several well-known software reliability growth models can be derived as special cases of EOS models is useful because the alternative derivation provides additional support for the validity of those models. Finally, the EOS paradigm is a framework within which new parametric families of reliability growth models can be identified (e.g., Section VII). A general adoption of EOS models leads to several new possibilities and points of view concerning inference and prediction. The mean M(·) and intensity m(') of the failure process playa central role, as does the process of failure rates, 4.; the relationship between these quantities is -.. ------.-that of a Laplace transform, a connection which might be exploitable. The f/EOS model unifies several previously unrelated models; a unified approach to inference and prediction for these models based on the I'IEOS model should be useful. The richness of the family of EOS models and the possibility of superposition of failure processes tend to challenge the ability of a parametric family to model all possibilities adequately. Nonparametric approaches can be based on complete monotonicity properties [3], [16] . Lastly, the EOS family gives a diverse set of models from which data can be simulated in a systematic way and used as test data for evaluating various proposed inference and prediction methods.
