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Abstract
The construction of manifold structures and fundamental classes on the
(compactified) moduli spaces appearing in Gromov-Witten theory is a long-
standing problem. Up until recently, most successful approaches involved the
imposition of topological constraints like semi-positivity on the underlying
symplectic manifold to deal with this situation. One conceptually very ap-
pealing approach that removed most of these restrictions is the approach by
K. Cieliebak and K. Mohnke via complex hypersurfaces, [CM07]. In contrast
to other approaches using abstract perturbation theory, it has the advantage
that the objects to be studied still are spaces of holomorphic maps defined on
Riemann surfaces.
This article aims to generalise this from the case of surfaces of genus 0
dealt with in [CM07] to the general case, also using some of the methods
from [IP03] and symplectic field theory, namely the compactness results from
[BEH+03].
Contents
1 Introduction 2
2 Families of complex curves 12
3 Construction of smooth structures on moduli spaces 28
3.1 Hamiltonian perturbations . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 The case of a fixed Riemann surface . . . . . . . . . . . . . . . . . . 30
3.3 The case of a smooth family of Riemann surfaces . . . . . . . . . . . 34
3.4 Evaluation maps and nodal families . . . . . . . . . . . . . . . . . . 43
4 Bubbling and the Gromov compactification 46
5 Hypersurfaces and tangency 52
i
ar
X
iv
:1
30
9.
14
26
v3
  [
ma
th.
SG
]  
25
 M
ay
 20
14
6 Definition of the pseudocycle and outline of the main theorems 59
6.1 Statements of the main results . . . . . . . . . . . . . . . . . . . . . 60
6.2 Outline of the proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6.2.1 The proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . . . 64
6.2.2 The proof of Theorem 6.2 . . . . . . . . . . . . . . . . . . . . 68
7 Details of the proofs of the main results 71
7.1 Compactness of the closure of the moduli space . . . . . . . . . . . . 71
7.2 A description of the closure of the moduli space . . . . . . . . . . . . 72
7.3 Reduction to the case of vanishing homology classes . . . . . . . . . 75
7.4 The refined compactness result and reduction of the boundary strata 79
7.5 Finishing the proof of Theorem 6.1 . . . . . . . . . . . . . . . . . . . 87
7.6 Finishing the proof of Theorem 6.2 . . . . . . . . . . . . . . . . . . . 90
Bibliography 98
1
1 Introduction
A much studied question in contemporary symplectic geometry that was started in
[Gro85] and taken further in, among many others, [RT95] and [RT97] concerns the
existence of holomorphic curves. In its simplest form, this means that given a closed
symplectic manifold (X,ω) and an ω-compatible (or tame) almost complex structure
J on X, as well as a Riemann surface (S, j) and a homology class A ∈ H2(X), does
there exist a holomorphic map u : S → X, i. e. J ◦ du = du ◦ j, that represents the
homology class A (if A = 0, then a trivial answer to this question is provided by the
constant maps)? The usual strategy to answer this question is the following: Find a
way to “count” holomorphic curves (in homology class A) for a set of almost complex
structures on X that are dense (at least in a connected neighbourhood of the given
J) in Jω(X) (the set of ω-compatible almost complex structures on X) and in a way
that is invariant under deformations of the almost complex structures. Invariance
here means that for a homotopy/deformation (Jt)t∈[0,1], the counts of J0- and of J1-
holomorphic curves coincide. Then by Gromov’s compactness theorem, cf. [Hum97]
and the references therein, one can conclude the existence of an, although broken,
J-holomorphic curve. The way this question is studied is usually the following:
Fix numbers g, n ∈ N0 with 2g − 2 + n > 0. Then (see Definitions 2.1 and 2.2 for
the notation used in the following)
Mg,n(X,A, J) := {(S, j, r∗, u) | (S, j, r∗) smooth marked Riemann surface
of type (g, n), u : S → X j-J-holomorphic,
[u] = A}/∼,
where (S, j, r∗, u) ∼ (S′, j′, r′∗, u′) iff there exists a diffeomorphism
φ ∈ Diff((S, j, r∗), (S′, j′, r′∗)) with φ∗u′ = u. This comes with two maps
ev : Mg,n(X,A, J)→ Xn
[(S, r∗, j, u)] 7→ [u(r1), . . . , u(rn)],
and
piMM : Mg,n(X,A, J)→Mg,n
[(S, j, r∗, u)] 7→ [(S, j, r∗)],
where Mg,n is the moduli space of smooth marked Riemann surfaces of type (g, n),
defined by
Mg,n := {(S, j, r∗) | (S, j, r∗) smooth marked Riemann
surface of type (g, n)}/∼,
where (S, j, r∗) ∼ (S′, j′, r′∗) iff Diff((S, j, r∗), (S′, j′, r′∗)) 6= ∅.
“Counting invariant under deformations” then usually refers to the question of
whether, for a dense subset of J in Jω(X), Mg,n(X,A, J) is an oriented manifold of
a certain expected dimension that carries a fundamental class s. t.
piMM × ev : Mg,n(X,A, J)→Mg,n ×Xn (1)
defines a (singular or otherwise) chain and hence homology class in the image. One
asks that for any two such almost complex structures J0, J1 there exists a deforma-
tion (Jt)t∈[0,1] s. t.
⋃
t∈[0,1]Mg,n(X,A, Jt) defines a cobordism betweenMg,n(X,A, J0)
and Mg,n(X,A, J1) that via pi
M
M×ev induces a chain equivalence between the chains
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defined by these two spaces so that the corresponding homology classes coincide.
Assuming that one can construct a well-defined homology class in this way, one
would then like to use Poincare´-duality in the image, in the form of intersection
theory in homology, to define numerical invariants.
In this text a variant of the above construction will be carried out, roughly following
the course of action from [CM07], where the motivation for the changes needed will
be given below. Before that, I will first state the main results in a simpler form,
which can be found with all details added as Theorems 6.1 and 6.2 in Section 6. The
third main theorem, Theorem 6.3, deals with the dependence of the pseudocycle
defined below on the choice of regular nodal family of marked Riemann surfaces
(cf. below).
The definition of a Gromov-Witten pseudocycle given here a priori depends on a
number of data, the first of which is a choice of regular nodal family of marked
Riemann surfaces (Σ→M,R∗) of type (g, n), which comes with associated regular
nodal families of marked Riemann surfaces (Σ` → M `, R`∗, T `∗) of type (g, n + `),
i. e. with ` ≥ 0 additional marked points, see Section 2. Each of the complex man-
ifolds M ` comes with a forgetful map pi` : M ` → M defined via forgetting the
additional ` marked points and stabilising and contains an open subset
◦
M ` with
complement of codimension at least 2 s. t. the fibres of Σ` over
◦
M ` are smooth. Given
a symplectic manifold (X,ω) with integer symplectic form, i. e. [ω] ∈ H2(X;Z), and
an ω-compatible almost complex structure, the second piece of data is that of a Don-
aldson pair (Y, J0), see [CM07], i. e. an approximately J0-holomorphic (in particular
symplectic) hypersurface Y ⊆ X with Poincare´-dual PD(Y ) = D[ω], where D ∈ N
is called the degree of Y . Because no restriction on the genus g of the surfaces
under consideration is put, to achieve the necessary transversality results, one has
to use Hamiltonian perturbations, which are a special kind of connection on the
symplectic fibration X˜` := Σ` ×X, see Subsection 3.1. Given a complex structure
J on X, each such Hamiltonian perturbation H defines for b ∈ M ` a perturbed
(w. r. t. to the product structure) almost complex structure JHb on X˜
`
b := Σ
`
b ×X.
Setting Y˜ ` := Σ`×Y , there is a notion of Y˜ `-compatible Hamiltonian perturbation
(cf. Section 5) and given such, one can for b ∈M ` look at JHb -holomorphic sections
u : Σ`b → X˜`b . Given a homology class A ∈ H2(X;Z), one can then define mod-
uli spaces of holomorphic sections representing homology class A and mapping the
additional marked points T `∗ to Y˜
`:
Mˆ(X˜`, Y˜ `, A, J,H) := {ub : Σ`b → X˜`b | b ∈
◦
M `, ub J
H
b -holomorphic,
ub(T
`
i (b)) ∈ Y˜ ` ∀ i = 1, . . . , `
[pr2 ◦ ub] = A ∈ H2(X;Z)}.
This moduli space allows the definition of a Gromov-Witten map (not yet shown
to be a well-defined pseudocycle in any way)
gw`Σ(X,Y,A, J,H) : Mˆ(X˜
`, Y˜ `, A, J,H)→M ×Xn,
defined by mapping ub to (pi
`(b), evR
`
∗(ub)), where ev
R`∗ is given by evaluation at
the first n marked points. Using this, one can formulate the main results:
Theorem 1.1. Let (X,ω) be a symplectic manifold with integer symplectic form,
i. e. [ω] ∈ H2(X;Z). Let also a homology class 0 6= A ∈ H2(X;Z) be given.
a) Given an ω-compatible almost complex structure J0, there exist the following:
i) an integer D∗ = D∗(X,ω, J0);
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ii) for every D ≥ D∗ a symplectic hypersurface Y ⊆ X, making (Y, J0) a
Donaldson pair of degree D;
iii) a well-defined nonempty set of ω-compatible almost complex structures J
making Y a complex hypersurface;
iv) setting ` := Dω(A) a well-defined nonempty set of Hamiltonian perturba-
tions H,
such that gw`Σ(X,Y,A, J,H) is a well-defined pseudocycle in M ×Xn of dimen-
sion (χ = 2 − 2g is the Euler characteristic, c1(A) the first Chern class of X
evaluated on A)
dimC(X)χ+ 2c1(A) + dimR(M).
b) For choices as above, the rational pseudocycle
gwΣ(X,Y,A, J,H) :=
1
`!
gw`Σ(X,Y,A, J,H)
is independent of the choices of (Y, J0), J and H up to rational cobordism and
hence there is a well-defined equivalence class
gwΣ(X,A)
of rational pseudocycles in M ×Xn of dimension
dimC(X)χ+ 2c1(A) + dimR(M).
The above results were part of the author’s PhD thesis at LMU Munich. After the
thesis was submitted (on 11th February, 2013), the preprint [IP13] was posted on
the arXiv in which the authors independently prove similar results.
Two immediate reasons for the more complicated definition above are that neither
is Mg,n a manifold nor is it compact, so one cannot expect there to be Poincare´-
duality in singular homology. This also applies, e. g. by taking X to be a point, to
Mg,n(X,A, J), since in general only closed oriented manifolds can be expected to
carry a fundamental class in singular homology.
To fix the second problem, one has to compactify Mg,n and Mg,n(X,A, J). For
Mg,n this is done via the Deligne-Mumford compactification
Mg,n := {(S, j, r∗, ν) | (S, j, r∗, ν) stable marked nodal
Riemann surface of type (g, n)}/∼,
where (S, j, r∗, ν) ∼ (S′, j′, r′∗, ν′) iff Diff((S, j, r∗, ν′), (S′, j′, r′∗, ν′)) 6= ∅. The com-
pactification of Mg,n(X,A, J) by Gromov is a more difficult concept that requires
some more preparation. But a first step is to define the moduli space of nodal
holomorphic curves in X,
Mg,n(X,A, J) := {(S, j, r∗, ν, u) | (S, j, r∗, ν) stable marked nodal Riemann surface
of type (g, n), u : S → X j-J-holomorphic,
u(n1) = u(n2) ∀ {n1, n2} ∈ ν, [u] = A}/∼,
where (S, r∗, j, ν, u) ∼ (S′, r′∗, j′, ν′, u′) iff there exists a diffeomorphism
φ ∈ Diff((S, j, r∗, ν), (S′, j′, r′∗, ν′)) with φ∗u′ = u.
Analogously to before there are then also canonical extensions
piMM : Mg,n(X,A, J)→Mg,n
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and
ev : Mg,n(X,A, J)→ Xn.
This still leaves the first problem, namely that (for g > 1) Mg,n (as well as Mg,n)
is not a manifold but only a complex orbifold, as is shown in [RS06]. So Mg,n
(as a topological space) can be decomposed in two ways: By signature, i. e. by
homeomorphism type of the underlying surface, and via the stratification coming
from the orbifold structure. Since the morphisms in the groupoids (from [RS06])
defining the orbifold structure are given by ismorphisms of nodal surfaces, which
in particular preserve the signature, this stratification is compatible with the de-
composition by orbit type. More explicitely, if as in [RS06], esp. Definitions 6.2
and 6.4, (pi : Σ → M,R∗) is a universal marked nodal family of type (g, n) and
(M,Γ, s, t, e, i,m) is the associated groupoid, then M has a stratification by locally
closed submanifolds. Here, two points b, b′ ∈M lie on the same stratum iff Σb and
Σb′ have the same signature (as marked nodal Riemann surfaces). If an orbit of the
groupoid structure on M intersects a stratum of this stratification, then it is com-
pletely contained in that stratum. Although this gives Mg,n a stratification with
a connected top-dimensional stratum and all other strata of codimension at least
two, this does not suffice to have Poincare´-duality in singular homology (examples
for this can be found e. g. in [Mac90]). The standard way, started in [Mum83], to
remedy this is to regard, instead of Mg,n, certain closed complex manifolds M
λ
with
maps piλ : M
λ →Mg,n that are, in a certain sense, branched coverings (for existence
results, see e. g. [Loo94] or [BP00] and the references therein). Since one of the goals
in this text is to keep to manifolds and smooth maps, esp. to the description of Mg,n
provided in [RS06], it is hard to make this precise. But at least the part Mλ of such
a manifold M
λ
that maps to Mg,n ⊆ Mg,n has an easy description: Remembering
that if Tg,n denotes Teichmu¨ller space and Γg,n denotes the mapping class group
(both of smooth surfaces of type (g, n)), then Mg,n ∼= Tg,n/Γg,n . If Γλ ⊆ Γg,n is
a finite index normal subgroup that operates freely on Tg,n, then M
λ := Tg,n/Γλg,n
is a smooth manifold on which the finite group Gλ := Γg,n/Γλg,n operates and the
canonical projection Mλ = Tg,n/Γλg,n → (Tg,n/Γλg,n)/Gλ = Tg,n/Γg,n = Mg,n is an
orbifold covering. Now assume that such a manifold M = M
λ
has been picked and
let υ : M →Mg,n be the projection.
This requires to also modify the definition of Mg,n(X,A, J), for there is no a priori
reason for the map piMM : Mg,n(X,A, J) → Mg,n to factor through M . Also, since
the goal is to define a manifold of maps, it stands to reason to first of all fix the do-
mains on which the maps that are the elements of this manifold are defined. Since
Mg,n contains equivalence classes of surfaces of different homeomorphism types,
one first of all has to define a notion of smooth family of such nodal surfaces. The
notion used in this text is that of a (regular) marked nodal family of Riemann sur-
faces as in [RS06]. So the goal is not only to have a manifold M as above together
with a map υ : M → Mg,n, but for this map to be defined via a regular marked
nodal family of Riemann surfaces (pi : Σ → M,R∗) i. e. the map υ : M → Mg,n is
supposed to map b ∈ M to the equivalence class of the fibre Σb of Σ over b. Or,
in the reverse direction, (pi : Σ → M,R∗) is a smooth choice of a marked nodal
Riemann surface in the equivalence class υ(b) for each b ∈M . Collecting the basic
definitions for and properties of such families is done at the beginning of this thesis
in Section 2. Aside from this, that section also contains two results, Propositions
2.2 and 2.1, that are not found in [RS06], but will be important in the later parts
of this text, esp. in the definition of the Gromov compactification in Section 4.
Namely first there is a natural operation on a stable marked nodal Riemann surface
of type (g, n + 1), that forgets the last marked point and stabilises, i. e. contracts
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every component that becomes unstable after removing the last marked point. This
provides a well-defined map
fn+1stab : Mg,n+1 →Mg,n.
And second, there is an action
Sn ×Mg,n →Mg,n
of the permutation group Sn of {1, . . . , n} on Mg,n by permuting the labels of the
marked points of a marked nodal Riemann surface. The question addressed in
Propositions 2.2 and 2.1 then is, assuming that for every n a marked nodal family
(pin : Σn → Mn, Rn∗ ) with induced map υn : Mn → Mg,n as above has been
chosen, of whether or not one can lift these maps and actions to smooth ones on
the manifolds Mn which are covered by bundle morphisms on the Σn, i. e.
Σn+1
pin+1

// Σn
pin

Mn+1
υn+1

// Mn
υn

Mg,n+1
fn+1stab // Mg,n
Sn × Σn
id×pin

// Σn
pin

Sn ×Mn
id×υn

// Mn
υn

Sn ×Mg,n // Mg,n
This has the additional advantage that along the way the question of existence of
the regular marked nodal family of Riemann surfaces (pi : Σ → M,R∗) defining
υ is reduced to the case n = 0 and given such a choice, for all other values of n
there is then a natural one. Also, it gives concrete differential-geometric meaning to
the adages that “the universal curve over Mg,n is isomorphic to Mg,n+1” and that
adding marked points to a marked nodal Riemann surface kills automorphisms and
doesn’t add new ones. Section 2 concludes with a remark about the construction of
invariants, given the data that has been established so far.
The above results are well-known in the setting of algebraic geometry, usually
phrased as saying that the above maps are representable morphisms between Deligne-
Mumford stacks and that the universal curve over the Deligne-Mumford stack
with n marked points is equivalent to Deligne-Mumford stack with n + 1 marked
points. While it is possible with some care to make this precise also in a (com-
plex) differential-geometric setting, the author feels the language is not really that
well-known by most differential geometers, hence the rather explicit formulations
in Section 2.
Now given a nodal family of marked Riemann surfaces (pi : Σ → M,R∗), one can
for b ∈M and a desingularisation ιˆ : S → Σb ⊆ Σ make the definition
Mb(Σ, X,A, J) := {u : Σb → X | ιˆ∗u : S → Xˆ is j-J-holomorphic, [u] = A},
M(Σ, X,A, J) :=
∐
b∈M
Mb(Σ, X,A, J).
The important difference to the definitions from before is that the elements of
M(Σ, X,A, J) now are actual maps defined on the fibres of Σ and not equivalence
classes of maps any more (“all automorphisms have been fixed”). By definition
there are canonical maps
M(Σ, X,A, J)

// Mg,n(X,A, J)

M // Mg,n.
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Now that one has an actual set of maps to work with, there is a better chance to
equip this set with a manifold structure using the usual methods from the Fredholm-
theory of the Cauchy-Riemann operator.
In Section 3 the construction of a smooth structure on M(Σ, X,A, J), or rather a
generalisation of that space, is examined. First of all, remember that on M there
is the stratification by signature, where a stratum is defined by the condition that
the homeomorphism type of the fibres does not change. Since general gluing results
are quite difficult to prove and outside of the scope of the methods employed in this
text, smooth structures will only be defined on the restrictions of the (universal)
moduli spaces to these strata. Over one of these strata the situation then basically
can be reduced to the consideration of a smooth fibre bundle ρ : S → B with typical
fibre a fixed smooth surface. Also, a smooth bundle endomorphism j : V S → V S
(V S is the vertical tangent bundle) with j2 = −id is given, that turns every fibre
Sb into a Riemann surface (Sb, jb), together with sections Ri : B → S, i = 1, . . . , n.
If this bundle is (topologically) trivial, then the construction follows the lines of the
discussion in [MS04] or [CM07] rather closely: For a fixed Riemann surface (i. e. the
case where B is a point), one constructs the universal Cauchy-Riemann operator
w. r. t. an appropriately chosen Banach manifold of perturbations and hence the
universal moduli space just as in these references. At this point some familiar-
ity with (universal) Cauchy-Riemann operators, and this line of argument via the
Sard-Smale theorem is assumed. Since we allow surfaces of arbitrary genus, this ne-
cessitates the use of Hamiltonian perturbations as in Chapter 8 in [MS04]. For the
constant maps are always holomorphic, w. r. t. to any holomorphic structure on the
target and it is easy to see that this also holds for domain dependent complex struc-
tures as used in [CM07]. But the Fredholm index of the Cauchy-Riemann operator
at a constant map in the case of genus greater than 1 is negative, which contra-
dicts transversality. So instead of the space M(Σ, X,A, J) one considers spaces
M(X˜, A, J,H), where X˜ := Σ × X is the trivial bundle and H is a Hamiltonian
perturbation on X˜ as defined in Subsection 3.1 and the references therein.
If B is not a point but the bundle S over B is topologically trivial, then the con-
struction of the universal moduli space is essentially a parametrised version of the
previous one.
In the case of varying complex structures that is not dealt with in [MS04] (which
only deals with a fixed complex structure and varying marked points and [CM07]
restricts to the genus 0 case, where there is essentially only one complex structure)
one has to consider the case of a topologically nontrivial family of surfaces. The
problem here is that there no longer is a globally defined Banach manifold on which
to define a universal Cauchy-Riemann operator (see the explanation on page 36 and
the references there) due to the failure of the diffeomorphism group of the base to
act smoothly on the Sobolev spaces of sections of a fibre bundle over that base. This
requires one to patch together universal moduli spaces obtained via a trivialisation
after restricting to an open subset of B “by hand”. This is done in the discussion
leading up to Corollary 3.3. Similar but slightly less difficult problems also arise
for the smoothness of the evaluation maps at the varying marked points, which are
dealt with in Subsection 3.4.
At that point, what one has achieved is the following: A universal moduli space
M(X˜, A, J,H(X˜)) has been defined that comes together with three maps
piMM : M(X˜, A, J,H(X˜))→M ,
ev : M(X˜, A, J,H(X˜))→ Xn
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and
piMH : M(X˜, A, J,H(X˜))→ H(X˜)
s. t. if B ⊆M is a stratum of the stratification on M by signature, then (piMM )−1(B)
is a smooth Banach manifold and the restriction of piMH to (pi
M
M )
−1(B) is a Fredholm
map of the correct expected index dimC(X)χ+ 2c1(A) + dimR(B), where χ is the
Euler characteristic of the surfaces in the family Σ (which is 2(1− g)).
Section 4 then first of all equips this space with a topology that makes all of the
above maps continuous, which is basically a variation of the classical Gromov topol-
ogy.
Unfortunately, with this topology M(X˜, A, J,H) is not compact, due to the well-
known bubbling phenomena. Usually, these are dealt with by imposing topological
conditions like semipositivity on X, see e. g. [MS04], Section 6.4. In [CM07] a dif-
ferent approach was first introduced for the genus 0 case and by now also applied
succesfully in [Fab10] and [Wen12] to other situations, which in this text will be ex-
tended to the case of positive genus. To do so first of all a description of the problem
is given: Remember that there were the operations of forgetting the last marked
point and stabilising and permuting the marked points on the Deligne-Mumford
moduli spaces Mg,n. These lift to maps and actions, for ˜`≥ `,
Σ
˜`
pi
˜`

pˆi`` // Σ`
pi`

M
˜` pi
˜`
` // M `
S` × Σ`
id×pi`

σˆ` // Σ`
pi`

S` ×M ` σ
`
// M `,
where pi` : Σ` → M ` is obtained from pi : Σ → M by adding ` ≥ 0 additional
marked points. There are then induced maps
(pˆi
˜`
`)
∗ : (pi ˜``)
∗M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜))→M((pˆi ˜`0)∗X˜, A, J, (pˆi ˜`0)∗H(X˜))
and actions
σ˜` : S` ×M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜))→M((pˆi`0)∗X˜, A, J, (pˆi`0)∗H(X˜)).
Using these structures one can define the Gromov compactificationM(X˜, A, J,H(X˜))
of M(X˜, A, J,H(X˜)) as the colimit of the spaces M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜)) over
the above maps and actions (cf. Definition 4.2 and Remark 4.3). More explicitely,
this compactification consists of the union over all the spaces
M((pˆi`0)
∗X˜, A, J, (pˆi`0)
∗H(X˜)) for ` ≥ 0, where two holomorphic sections u′ and u′′
with domains Σ`
′
b′ and Σ
`′′
b′′ are identified if there exists the following: An
˜`≥ `′, `′′
and a b ∈ M ˜` as well as a holomorphic section u with domain Σ˜`b s. t. Σ`
′
b′ is ob-
tained from Σ
˜`
b by forgetting the last
˜`− `′ marked points and the corresponding
map Σ
˜`
b → Σ`
′
b′ pulls u
′ back to u. Also, after possibly reordering the last ˜` marked
points, Σ`
′′
b′′ is obtained from Σ
˜`
b by forgetting the last
˜`− `′′ marked points and the
corresponding map Σ
˜`
b → Σ`
′′
b′′ pulls u
′′ back to u.
As before, M(X˜, A, J,H(X˜)) comes with natural maps piMM : M(X˜, A, J,H(X˜)) →
M and piMH : M(X˜, A, J,H(X˜)) → H(X˜). Roughly, the transversality problem
then is that the Hamiltonian perturbations (pˆi`0)
∗H ∈ (pˆi`0)∗H(X˜) vanish on ghost
components, i. e. those components of Σ` that are mapped to a point under pˆi`0 or
equivalently those that become unstable after forgetting the last ` marked points.
The solution to this problem, first applied in the genus 0 case in [CM07] and which
will be extended to the present situation in the rest of this text, can now roughly
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be described as follows:
Construct subsets K` ⊆ H((pˆi`0)∗X˜) of Hamiltonian perturbations, compatible un-
der pˆi``′ in the sense that (pˆi
`
`′)
∗K`
′ ⊆ K` for all ` ≥ `′, and for every ` sufficiently
large a subset N`(K`) ⊆ M((pˆi`0)∗X˜, A, J,K`) with piMM (N`(K`)) ⊆
◦
M ` (the part
corresponding to smooth curves, as in Section 2) s. t. the closure of N`(K`) in
M((pˆi`0)
∗X˜, A, J,K`), lies in M((pˆi`0)
∗X˜, A, J,K`). Hence the restriction of piMH to
the closure of N`(K`) is proper.
Since over
◦
M `, pˆi`0 is an isomorphism on every fibre, for every H ∈ K0 there is a
well-defined map (pˆi`0)∗ : N
`((pˆi`0)
∗H)→M(X˜, A, J,H) (the left-hand side is defined
in the obvious way) given by u 7→ ((pˆi`0,b)−1)∗u, where piMM (u) = b.
Then for generic H ∈ K0 the above will be s. t. N`((pˆi`0)∗H) is a manifold of the
correct dimension, invariant under the S`-action and the map (pˆi
`
0)∗ is an `!-sheeted
covering on the complement of a subset of codimension at least 2 (see Lemma 6.1).
For Hamiltonian perturbations of this form, apart from compactness, unfortunately
not much can be said about the closure of N`((pˆi`0)
∗H). But for generic H ∈ K`
it will be shown that the boundary of N`(H) can be covered by manifolds of real
dimension at least 2 less than that of N`(H), which suffices for the definition of a
pseudocycle.
Roughly speaking, the N`(K`) will be defined as follows:
Under the assumption that [ω] ∈ H2(X;Z), N`(K`) and K` depend on a choice of
J ∈ Jω(X) and a closed J-complex submanifold Y ⊆ X of real codimension 2 with
PD(Y ) = D[ω] for some integer D ∈ N. Then for ` := Dω(A), let X˜` := Σ` ×X,
Y˜ ` := Σ` × Y . The K` then are spaces of Hamiltonian perturbations on X˜` that
are compatible with Y˜ ` in a certain way, see Definition 5.2. If
◦
Σ` and
◦
M ` denote
the parts of Σ` and M `, respectively, that correspond to the smooth curves, then
the N`(K`) are defined to be those holomorphic sections with domains in
◦
Σ` that
map the last ` markings to Y˜ `.
One then has to show that the thus defined spaces N`(K`) satisfy the properties
above. A major point in showing this is the positivity of intersection numbers
of a holomorphic curve with a complex hypersurface. Namely one can show that
a (connected) holomorphic curve either has only a finite number of intersection
points with a complex hypersurface or is completely contained in the hypersurface.
Furthermore, at each intersection point, the holomorphic curve is tangent to the
hypersurface of some finite order k and each such intersection point contributes
by k + 1 to the (homological) intersection number. That all this still holds in a
suitable sense in the presence of a Hamiltonian perturbation that satisfies suitable
compatibility conditions is shown in Section 5.
Since for a holomorphic curve u in the homology class A, [Y ] · [u] = [Y ] · A =
PD(Y )(A) = Dω(A) = `, it follows that if there are ` disjoint intersection points,
then these are unique up to reordering. So for H ∈ K0, N`((pˆi`0)∗H) defines an
`!-sheeted covering of its image in M(X,A, J,H). To show that, after a suitable
perturbation, the complement of this image has codimension at least 2, one has to
consider spaces of holomorphic curves that intersect Y in fewer than ` points. But,
as was stated above, these then need to have a tangency of higher order at one
of the intersection points. It was shown in [CM07] that these tangency conditions
cut out, again after a suitable perturbation, submanifolds of the moduli space of
holomorphic curves that have the correct (i. e. high enough) codimensions.
Another major point is that, extending a result from the same reference, one
can show that for suitably chosen Y , J and H, K`(H) has compact closure in
M(X˜`, A, J,H). The boundary of K`(H) in M(X˜`, A, J,H) can then be described
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in terms of nodal holomorphic curves that have some components mapped into Y
and some components intersecting the complement of Y in X. Via a transversality
argument, one then has to show that the spaces of such curves can be covered by
manifolds of codimension at least 2. To do so, one first of all shows that, again for
suitably chosen H, any component that lies in Y needs to represent homology class
0.
In the genus 0 case this suffices, for a result in [CM07] shows that one can choose J
s. t. any holomorphic sphere with image in Y is constant (which is used in the proof
of the compactness statement above). This means that one can actually replace
each such component with a point, i. e. such a curve factors through a nodal curve
with fewer components. It is then shown in [CM07] that this implies a tangency
condition to Y for this curve which suffices to give the necessary estimates on the
dimension.
In the case of higher genus curves, this argument does not suffice for the following
reason: Assume the domain S of a curve in the boundary of N`(H) has several
components, some of which are mapped to Y , denoted by SYi , say, and the others,
denoted SXj , intersect Y only in a finte number of points. Then this curve lies in a
moduli space that is the subset, cut out by the matching conditions at the nodes,
of the product of the moduli spaces of curves defined on the SYi with target Y and
of the moduli spaces of curves defined on the SXj with target X.
The reason one has to regard moduli spaces of curves in Y (naively, a curve in Y
is in particular a curve in X) is that because of the compatibility condition of the
Hamiltonian perturbations with Y , one otherwise can’t achieve transversality.
If the genus of SYi is g
Y
i then the contribution to the dimension formula of the
moduli space of curve on SYi in Y by the Riemann-Roch theorem is (for vanishing
homology class) given by dimC(Y )(2− 2gYi ) = dimC(X)(2− 2gYi ) + 2gYi − 2, which
is larger than that for curves in X. Hence although these moduli spaces then cover
the boundary of N`(H), their dimensions are too large.
A further problem is that some of the additional ` marked point may lie on a com-
ponent that is mapped to Y . This means that the condition that these marked
points lie on Y does not provide for a nontrivial condition on these curves and does
not serve to cut down the dimension of the moduli space any more.
The solution to this problem is to use an SFT-type compactness theorem, in this
text from [IP03], for related results see also [BEH+03], esp. the “stretching of the
neck” construction. This provides a more detailed description of the boundary of
N`(H). The important consequence of this result here is that every component
that is mapped to Y comes together with a nonvanishing meromorphic section of
the normal bundle of Y in X along the image of the curve. First of all this provides
an additional condition on the moduli spaces associated to the parts of a curve that
are mapped to Y , which serves to cut down the dimension by exactly the factors
2(1− gYi ) above by which these were too large.
Additionally, these meromorphic sections are known to have zeroes only at the
nodes and at the additional marked points and to have poles only at the nodes.
Also these satisfy the following matching conditions: If at a node, both components
of the curve that border on the node are mapped into Y and the meromorphic
section over one has a zero of order k, then the other has a pole of order k and vice
versa. If one component is mapped to Y and the other intersects Y only in a finite
number of points, then the meromorphic section over the first has a pole of some
order k and the other has a tangency to X at the node of order k. Since every com-
ponent in Y represents homology class 0, the first Chern number of the pullback of
the normal bundle to Y in X under the holomorphic map vanishes. Hence the total
order of the poles equals the total order of the zeroes of a meromorphic section on
every component. The matching conditions above then imply that the total order
of tangency to Y of the part of the curve that is not mapped into Y is still given
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2 Families of complex curves
When regarding moduli spaces of holomorphic curves in a symplectic manifold,
where the complex structure on the domain is not fixed, as e. g. in [MS04], Chapter
8, but is allowed to vary, before one can hope to define a smooth structure on such a
moduli space, first of all one has to decide on a smooth space over which the complex
structure on the domain is allowed to vary. To a certain extent this is a matter of
choice, the constructions later on certainly work for an arbitrary family ρ : S → B,
where B is any manifold, S → B is a smooth fibre bundle and j ∈ Γ(End(V S))
is a smooth family of (almost) complex structures on the vertical tangent bundle
V S = ker ρ∗ of S. On the other hand, usually one would like to use the “universal
family” of Riemann surfaces of a given genus g and a given number of marked points
n, the moduli space Mg,n of Riemann surfaces of genus g with n marked points, or
to get a compact moduli space, the Deligne-Mumford moduli space Mg,n of nodal
Riemann surfaces. But unless one is in the genus 0 case, neither Mg,n, nor Mg,n
is a smooth manifold (not even a set in certain interpretations), but depending on
point of view an orbifold, Deligne-Mumford-stack, etc. To make a definite choice
in notation, without further qualification Mg,n will always denote the (compact
Hausdorff) topological space underlying the Deligne-Mumford orbifold. Then, at
least locally, a function B → Mg,n for a manifold B should be given by a family
of (nodal) Riemann surfaces of genus g over B together with n sections defining
the markings. Regarding Mg,n simply as the quotient space of the groupoid with
objects all nodal Riemann surfaces of genus g with n marked points and morphisms
biholomorphic maps that respect the markings, the map corresponding to a family
simply maps a point in B to the equivalence class of the fibre over b. The for
the present purpose best way to make the above precise can be found in [RS06]
and hence all the notions of (proper e´tale) Lie groupoid, (universal, marked) nodal
family and related concepts used in this text are exactly the ones from [RS06],
Sections 2–6. More explicitely, the following are the basic notions to be dealt with
here, all taken from [RS06]:
Definition 2.1.
1. A surface is a closed oriented 2-dimensional manifold S.
2. A nodal surface is a pair (S, ν), consisting of a surface S together with a set
of unordered pairs
ν = {{n11, n21}, . . . , {n1d, n2d}}
of pairwise distinct points, called the nodal points, n11, . . . , n
2
d ∈ S. The points
n1i and n
2
i defining one of the unordered pairs in ν will be said to correspond
to the same node. Note that S in this definition is still a smooth surface.
A surface S is considered as the nodal surface (S, ∅).
3. A marked nodal surface is a triple (S, r∗, ν), where (S, ν) is a nodal surface
and
r∗ = (r1, . . . , rn)
is an ordered tuple of pairwise distinct points on S, called the marked points,
that are disjoint from all the nodal points.
The marked and nodal points are also called special points.
A nodal surface (S, ν) is considered as the nodal surface (S, ∅, ν).
4. The signature of a marked nodal surface (S, r∗, ν) is the labelled graph with
vertices {Si}i∈I the connected components of S and for every pair of nodal
points n1j , n
2
j corresponding to the same node an edge from Si1 to Si2 , where
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n1j ∈ Si1 and n2j ∈ Si2 . Each vertex Si is labelled by the genus gi of Si and
the subset {rj ∈ {r1, . . . , rn} | rj ∈ Si}.
5. The Euler characteristic χ(S, ν) of a nodal surface (S, ν) is defined as the
Euler characteristic of the smooth surface obtained by removing disk neigh-
bourhoods of each pair of nodal points corresponding to the same node and
gluing the resulting boundary components by an orientation reversing diffeo-
morphism. If that same smooth surface is connected, then (S, ν) is called
connected.
6. A marked nodal surface (S, r∗, ν) is said to be of type (g, n), where g, n ∈ N0,
if (S, ν) is connected, χ(S, ν) = 2(1− g) and r∗ = (r1, . . . , rn).
Its signature is then also said to be of type (g, n).
7. An isomorphism of marked nodal surfaces (S, r∗, ν) and (S′, r′∗, ν
′) is an ori-
entation preserving diffeomorphism φ : S → S′ s. t. φ(r∗) = r′∗ and φ∗ν = ν′
in the sense that if r∗ = (r1, . . . , rn), then r′∗ = (φ(r1), . . . , φ(rn)) and φ maps
each pair of nodal points on S correponding to the same node to a pair of
nodal points on S′ corresponding to the same node.
An automorphism of (S, r∗, ν) is an isomorphism from this marked nodal sur-
face to itself.
The sets consisting of these will be denoted by Diff((S, r∗, ν), (S′, r′∗, ν
′)) and
Aut(S, r∗, ν) (which is a group), respectively.
Remark 2.1. 1. Two marked nodal surfaces are isomorphic iff their signatures
are isomorphic as labelled graphs.
2. If the number of pairs of nodal points of a marked nodal surface (S, r∗, ν)
is d ∈ N0 and {Si}i∈I are the connected components of S, then χ(S, ν) =∑
i∈I χ(Si)− 2d =
∑
i∈I 2(1− gi)− 2d, where gi is the genus of Si.
Definition 2.2. 1. A marked nodal Riemann surface is a tuple (S, j, r∗, ν) con-
sisting of a marked nodal surface (S, r∗, ν) together with a complex structure
j ∈ Γ(End(TS)), j2 = −id, that induces the given orientation on S.
2. An isomorphism of marked nodal Riemann surfaces (S, j, r∗, ν) and
(S′, j′, r′∗, ν
′) is an isomorphism φ of the marked nodal surfaces (S, r∗, ν) and
(S′, r′∗, ν
′) s. t. φ∗j = j′. The set of these will be denoted
Diff((S, j, r∗, ν), (S′, j′, r′∗, ν)).
An automorphism of (S, j, r∗, ν) is an isomorphism of this marked nodal Rie-
mann surface to itself. The group of automorphisms of (S, j, r∗, ν) will be
denoted by Aut(S, j, r∗, ν).
3. A marked nodal Riemann surface is called stable, if Aut(S, j, r∗, ν) is finite.
This is the case iff every component of S of genus zero contains at least three
special points and every component of S of genus one contains at least one
special point.
The signature of a stable marked nodal Riemann surface is called a stable
signature.
4. For g, n ∈ N0 with n > 2(1− g), as a set, the Deligne-Mumford moduli space
(of type (g, n)) Mg,n is the set of isomorphism classes of stable marked nodal
Riemann surfaces of type (g, n).
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Remark 2.2. That Mg,n indeed is a set is shown by picking, for every isomorphism
class of stable signature of type (g, n), a marked nodal surface of this signature.
There are only finitely many choices of ismorphism classes of stable signatures of
fixed type. For each such choice one then considers ismorphism classes of complex
structures on a fixed surface, which, as sections of a bundle, form a set.
The above only defines Mg,n as a set, so next a description of the smooth (or holo-
morphic) structure is required. One way to define such a structure is by describing
holomorphic functions from complex manifolds into Mg,n. Because Mg,n is sup-
posed to serve as a kind of moduli space for marked nodal Riemann surfaces, a
holomorphic map into Mg,n should correspond to holomorphic families of marked
nodal Riemann surfaces, where by family of marked nodal Riemann surfaces, the
following is meant:
Definition 2.3. 1. A marked nodal family of Riemann surfaces is a pair (pi :
Σ→ B,R∗), where Σ andB are complex manifolds with dimC(Σ) = dimC(B)+
1, pi : Σ → B is a proper holomorphic map and R∗ = (R1, . . . , Rn) is a se-
quence of pairwise disjoint complex submanifolds of Σ s. t. the following hold:
For every z ∈ Σ, there exist holomorphic coordinates (t0, . . . , ts), s := dimC(B) =
dimC(Σ− 1), around z in Σ and (v1, . . . , vs) around pi(z) in B, mapping z to
0 ∈ Cs+1 and pi(z) to 0 ∈ Cs, respectively, s. t. in these coordinates, pi is given
by either
(t0, . . . , ts) 7→ (t1, . . . , ts) (2)
or
(t0, . . . , ts) 7→ (t0t1, t2, . . . , ts). (3)
In the first case, p is called a regular point, in the second case, p is called a
node of nodal point.
Furthermore, for each i = 1, . . . , n, pi|Ri : Ri → B is assumed to be a diffeo-
morphism. Each Ri hence defines a section of pi : Σ → B, with which it will
usually be identified.
2. A desingularisation of a fibre (Σb, R∗,b), for b ∈ B and R∗,b := R∗ ∩ Σb, of a
marked nodal family of Riemann surfaces (pi : Σ→ B,R∗) is a marked nodal
Riemann surface (S, j, r∗, ν) together with a surjective holomorphic immersion
ιˆ : S → Σb ⊆ Σ, that is an embedding from the complement of the nodal points
on S onto the complement of the nodes on Σb and maps every pair of nodal
points on S corresponding to the same node to a node on Σb. Furthermore,
if R∗ = (R1, . . . , Rn), then r∗ = (r1, . . . , rn) and for each i = 1, . . . , n, ιˆ(ri) =
Σb ∩Ri.
3. A morphism between marked nodal families of Riemann surfaces (pi : Σ →
B,R∗) and (pi′ : Σ′ → B′, R′∗) is a pair of holomorphic maps φ : B → B′
and Φ : Σ → Σ′ s. t. pi′ ◦ Φ = φ ◦ pi : Σ → B′. Furthermore, for every
b ∈ B, if (S, j, r∗, ν) is a marked nodal Riemann surface and ιˆ : S → Σb
is a desingularisation of the fibre of Σ over b, then Φ ◦ ιˆ : S → Σ′φ(b) is a
desingularisation of the fibre of Σ′ over φ(b).
4. The signature of a fibre (Σb, R∗,b), for b ∈ B, of a marked nodal family of
Riemann surfaces (pi : Σ→ B,R∗) is the (isomorphism class of the) signature
of a desingularisation of (Σb, R∗,b).
(Σb, R∗,b) is said to be stable (of type (g, n)), if a desingularisation of (Σb, R∗,b)
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is stable (of type (g, n)).
(pi : Σ→ b, R∗) is called stable (of type (g, n)), if every fibre is stable (of type
(g, n)).
The above is well-defined by Lemma 4.3 in [RS06], i. e. every fibre of a marked nodal
family of Riemann surfaces has a desingularisation and for any two desingularisa-
tions of the same fibre, there is a unique isomorphism of the marked nodal Riemann
surfaces that commutes with the maps to the fibre.
Hence every stable marked nodal family of Riemann surfaces of type (g, n) comes
with a well-defined map to Mg,n, mapping a point in the base to the isomorphism
class of a marked nodal Riemann surface of a desingularisation of the fibre over
the point. The requirement that the maps obtained in this way are smooth then
gives a criterion by which one can define a topology on Mg,n, namely the finest
one s. t. all the maps of this form are continuous. This abstract way of defining the
topology does not provide a way to deal with the usual questions of topology like
the verification of the Hausdorff property, 2nd-countability and compactness. To
deal with these, one singles out a special type of stable marked nodal family that
serve as charts for an orbifold structure on Mg,n and define the topology as well:
Definition 2.4. Let (S, j, r∗, ν) be a stable marked nodal Riemann surface of type
(g, n). A (nodal) unfolding of (S, j, r∗, ν) is a stable marked nodal family of Rie-
mann surfaces of type (g, n) (pi : Σ → B,R∗) together with a point b ∈ B and a
desingularisation ιˆ : S → Σb ⊆ Σ of the fibre over b.
The unfolding is called universal, iff for every other nodal unfolding (pi′ : Σ′ →
B′, R′∗), b
′ ∈ B′, ιˆ′ : S → Σ′b′ , there exists a unique germ of a morphism (Φ, φ) : (pi :
Σ→ B,R∗)→ (pi′ : Σ′ → B′, R′∗) s. t. φ(b) = b′ and Φ ◦ ιˆ = ιˆ′.
Some of the main theorems from [RS06] can now be summed up as follows:
Theorem 2.1. 1. A marked nodal Riemann surface admits a universal unfold-
ing iff it is stable.
2. If (pi : Σ → B,R∗), b ∈ B, ιˆ : S → Σb is a universal nodal unfolding of the
marked nodal Riemann surface (S, j, r∗, ν), then there exists a neighbourhood
U ⊆ B of b s. t. it is a universal unfolding of every desingularisation of every
fibre Σb′ for b
′ ∈ U .
Definition 2.5. A local universal marked nodal family of Riemann surfaces of type
(g, n) is a stable marked nodal family of Riemann surfaces (pi : Σ → B,R∗) of
type (g, n) with the property that for every b ∈ B and every desingularisation
ιˆ : S → Σb of Σb by a stable marked nodal Riemann surface (S, j, r∗, ν) of type
(g, n), (pi : Σ→ B,R∗), b, ιˆ : S → Σb is a universal unfolding of (S, j, r∗, ν).
If the canonical map B → Mg,n is surjective, then it is called a universal marked
nodal family of Riemann surfaces of type (g, n).
A further important result about universal unfoldings, apart from the existence
result above and uniqueness result built into the definition is that one can actually
give a fairly explicit construction for them. The relevant results can be found in
the proof of Theorem 5.6 in [RS06], which comes in two parts, in Section 8 in the
proof of Theorem 8.9 for the case of a marked Riemann surface without nodes and
in Section 12 in the presence of nodes:
Construction 2.1. 1. For a marked (nodal) Riemann surface (S, j, r∗, ∅) of type
(g, n) with S connected and g ≥ 2, one can choose (pi : Σ→ B,R∗), b ∈ B, ιˆ :
S → Σb in the following way:
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• B = D3(g−1) × Dn ∼= D3(g−1)+n;
• b = {0, 0};
• Σ = B × S;
• The complex structure on Σ is of the form T(b,z)Σ = TbB × TzS 3
(X, ξ) 7→ (iX, jˆ(b0)ξ), for b = (b0, (b1, . . . , bn)) ∈ B = D3(g−1) × Dn,
where i is the standard complex structure on D3(g−1) × Dn and jˆ :
D3(g−1) → J(S) is a holomorphic map to the set of complex structures
on S with jˆ(0) = j.
• The markings are of the formRi(b) = (b, ιi(b0, bi)), for b = (b0, (b1, . . . , bn)) ∈
B = D3(g−1) × Dn, where ιi(b0, 0) = ri and for every b0 ∈ D3(g−1), the
ιi(b0, ·) : D→ S are jˆ(b0)-holomorphic embeddings with pairwise disjoint
images.
2. For a marked (nodal) Riemann surface (S, j, r∗, ∅) of type (1, n) with S con-
nected and n ≥ 1, one can choose (pi : Σ → B,R∗), b ∈ B, ιˆ : S → Σb in the
following way:
• B = D× Dn−1 ∼= D3(g−1)+n;
• b = {0, 0};
• Σ = B × S;
• The complex structure on Σ is of the form T(b,z)Σ = TbB × TzS 3
(X, ξ) 7→ (iX, jˆ(b0)ξ), for b = (b0, (b1, . . . , bn−1)) ∈ B = D×Dn−1, where
i is the standard complex structure on D × Dn−1 and jˆ : D → J(S) is a
holomorphic map to the set of complex structures on S with jˆ(0) = j.
• The markings are of the form R1(b) = (b, r1) and for i = 2, . . . , n, Ri(b) =
(b, ιi(b0, bi)), for b = (b0, (b1, . . . , bn)) ∈ B = D×Dn−1, where ιi(b0, 0) =
ri and for every b0 ∈ D, the ιi(b0, ·) : D → S are jˆ(b0)-holomorphic
embeddings with pairwise disjoint images that do not contain r1 in their
closures.
3. For a marked (nodal) Riemann surface (S, j, r∗, ∅) of type (0, n) with S con-
nected and n ≥ 3, one can choose (pi : Σ → B,R∗), b ∈ B, ιˆ : S → Σb in the
following way:
• B = Dn−3 ∼= D3(g−1)+n;
• b = {0};
• Σ = B × S;
• The complex structure on Σ is the product of the standard complex
structure on Dn−3 and j.
• The markings are of the form Ri(b) = (b, ri) for i = 1, 2, 3 and for
i = 4, . . . , n, Ri(b) = (b, ιi(bi)), for b = (b1, . . . , bn) ∈ B = Dn−3, where
ιi(0) = ri and the ιi : D → S are j-holomorphic embeddings with pair-
wise disjoint images that do not contain r1, r2, r3 in their closures.
4. In the general case (S, j, r∗, ν), choose a numbering ν = {{n11, n21}, . . . , {n1d, n2d}}
and consider the marked Riemann surface (without nodes) (S, j, (r∗, n1∗, n
2
∗), ∅)
where all the nodes have been replaced by marked points. Denote by {Si}i∈I
the connected components of S and by gi their genera. Then for every i ∈ I,
(Si, j|Si , (ri∗, n1,i∗ , n2,i∗ )) is a marked Riemann surface of one of the types above,
where ri∗ consists of those rj with rj ∈ Si and analogously for n1,i∗ and n2,i∗ .
Let (pii : Σi → Bi, (Ri∗, N1,i∗ , N2,i∗ )), 0 ∈ Bi, ιˆi : Si → Σi,0 be the correspond-
ing universal unfolding from above. If ni := |ri∗|, d1,i := |n1,i|, d2,i := |n2,i|,
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then dimC(Bi) = 3(gi − 1) + ni + d1,i + d2,i. Define B :=
(Ś
i∈I Bi
) × Dd
and Σˆ :=
⊔
i∈I pr
∗
iΣi, where pri : B → Bi is the projection. B has dimension
dimC(B) =
∑
i∈I dimC(Bi) + d =
∑
i∈I(3(1 − gi) + ni + d1,i + d2,i) + d =
3(
∑
i∈I(gi − 1) + d) + n = 3(g − 1) + n. Denote by pˆi : Σˆ → B the obvi-
ous projection. This comes with markings Rˆ∗, Nˆ1∗ , Nˆ
2
∗ , which are the pull-
backs of the markings of the Ri∗, N
1,i
∗ , N
2,i
∗ above. Also, one can choose dis-
joint open sets Ui, Vi ⊆ Σˆ, i = 1, . . . , d that are tubular neighbourhoods of
the Nˆ1∗ , Nˆ
2
∗ that do not meet the Rˆ∗ and come with holomorphic functions
xi : Ui → D and yi : Vi → D s. t. xi(Nˆ1i ) = 0, yi(Nˆ2i ) = 0 and (pˆi, xi) and
(pˆi, yi) are coordinates on Σˆ. For each i = 1, . . . , d, let Ki := {ξ ∈ Ui | xi(ξ) ≤
|zi|, pˆi(ξ) = (b, z1, . . . , zd), zi 6= 0} and Li := {ξ′ ∈ Vi | yi(ξ′) ≤ |zi|, pˆi(ξ′) =
(b, z1, . . . , zd), zi 6= 0}. Also let Σˆ′ := Σˆ\
⋃d
i=1Ki∪Li. Now define Σ := Σˆ′/∼,
where the equivalence relation on Σˆ′ is generated by the following identifica-
tion, for ξ ∈ Ui, ξ′ ∈ Vi:
ξ ∼ ξ′ :⇔ pˆi(ξ) = pˆi(ξ′) = (b, z1, . . . , zd)
and either xi(ξ)yi(ξ
′) = zi 6= 0
or xi(ξ) = yi(ξ
′) = zi = 0.
The projection pi : Σ → B is given by pi([ξ]) := pˆi(ξ) and the markings are
given by the images of the Rˆ∗ under the projection onto the quotient.
The above differs from the construction in the proof of Theorem 5.6 in [RS06]
by the removal of the subsets Ki and Li from Σˆ. But otherwise it seems to me
the map pi : Σ→ B thus constructed does not have as fibres nodal surfaces.
The existence and explicit construction of the universal unfoldings above is useful
for a number of reasons:
1. Let pi : Σ→ B be the unfolding of a marked nodal Riemann surface (S, j, r∗, ν)
with d nodes from case 4. above. Then B is of the form B = B0 × Dd, so
has coordinates (b0, z1, . . . , zd) and is stratified by the following locally closed
submanifolds: Let N ⊆ {1, . . . , d} be a subset. Then one can look at the
subset BN := {(b0, z1, . . . , zd) ∈ B | zi = 0 for i ∈ N}. These are precisely
the subsets for which all Σb, b ∈ BN , have the same signature. Since the
signatures of the fibres are preserved under morphisms of nodal families, these
stratifications of the universal unfoldings of all stable marked nodal Riemann
surfaces of type (g, n) induces a stratification of Mg,n, called the stratification
by signature.
Also, if (pi : Σ→ B,R∗) is any local universal marked nodal family of Riemann
surfaces of type (g, n), it also carries an induced stratification by signature.
2. If (pi : Σ → B,R∗) is a local universal marked nodal family of Riemann sur-
faces of type (g, n), then over every stratum of the stratification by signature
one has the following parametrised version of a desingularisation. Namely
let b ∈ B and let (S, j, r∗, ν), ιˆ : S → Σb be desingularisation of Σb. Associ-
ated to this desingularisation is the universal unfolding from 4. above, which
defines a smooth (trivial) fibre bundle pˆi : Σˆ → C, where C = C0 × Dd, d
being the number of nodes on Σb. Making B small enough, this comes with
a unique pair of maps φ : C → B and Φ : Σˆ → Σ. If Σˆ/∼ is the quotient
that defines the universal unfolding as in 4. above, then there is a unique
morphism (Φ′, φ) from Σˆ/∼ to Σ s. t. φ maps (0, 0) ∈ B0 × Dd to b ∈ B and
one can define Φ as the composition of Φ′ with the projection from Σˆ to Σˆ/∼.
Then C ′ := C0 × {0} ⊆ C is precisely the part of C that gets mapped to
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the stratum B′ of the stratification by signature on B that corresponds to
the signature of (S, j, r∗, ν). Also, the restriction Sˆ := Σˆ|C′ is a holomorphic
family ρ : Sˆ → C ′ of smooth Riemann surfaces, with a complex structure
jˆ on Sˆ, that comes with n sections Rˆ∗ corresponding to the markings on
S and d pairs of section Nˆ1∗ , Nˆ
2
∗ corresponding to the nodes. Furthermore,
it comes with canonical maps ι : C ′ → B and ιˆ : Sˆ → Σ that have the
property that for every c ∈ C ′, (Sˆc, jˆc, Rˆ∗,c, {{Nˆ1i,c, Nˆ2i,c}}di=1) together with
ιˆc : Sˆ → Σι(c) is a desingularisation of Σι(c). By the universal properties
of a universal unfolding and local universal marked nodal family, one can do
this for every b ∈ B′, and the resulting (trivial) fibre bundles as above patch
together to a fibre bundle over ρ : Sˆ → B′ with fibres smooth Riemann sur-
faces and that comes with n sections Rˆ∗. Furthermore, the N1∗ , N
2
∗ define a
discrete subbundle Nˆ ⊆ Sˆ with structure group S(d, 2) defined to be the sub-
group of permutations of a set (n11, n
2
1, . . . , n
1
d, n
2
d), generated by the permuta-
tions in the lower indices, (n11, n
2
1, . . . , n
1
d, n
2
d) 7→ (n1σ(1), n2σ(1), . . . , n1σ(d), n2σ(d))
for σ ∈ S(d) and switching a pair of upper indices, (n11, n21, . . . , n1d, n2d) 7→
(n11, n
2
1, . . . , n
τ(1)
j , n
τ(d)
j , . . . , n
1
d, n
2
d) for τ ∈ S(2). So
(ρ : Sˆ → C ′, Rˆ∗, Nˆ)
is a triple consisting of a smooth fibre bundle with fibre S and structure group
Aut(S, r∗, ν), an n-tuple of sections of Sˆ and a discrete subbundle with fibre
a d-tuple of pairs of points and structure group S(d, 2).
Definition 2.6. A (parametrised) desingularisation of a marked nodal family
of Riemann surfaces is a tuple (ρ : Sˆ → C ′, Rˆ∗, Nˆ , ι, ιˆ), where ρ : Sˆ → C ′ is
a smooth fibre bundle equipped with a smooth family of complex structures
j. Rˆ∗ = (Rˆ1, . . . , Rˆn) is an n-tuple of sections of ρ : Sˆ → C ′, N ⊆ Sˆ is a
S(d, 2)-subbundle and ι : C ′ → B is an embedding of C ′ as a locally closed
submanifold of B. Furthermore, for every b ∈ C ′, (Sˆb, jb, Rˆ∗(b), Nb), ι(b), ιˆb :
Sˆb → Σι(b) is a desingularisation in the original sense.
3. It allows to single out “especially nice” maps to Mg,n that come from nodal
families. The most desirable case here would be the (local) universal marked
nodal families. Unfortunately, for the definition of invariants, one would
like for the base of the (universal) family of marked nodal Riemann sur-
faces to be compact, which in general is not possible. The next best kind
of maps are the following: Let pi : Σ → B be a nodal family, b ∈ B and let
(S, j, r∗, ν), κ : S → Σb be a desingularisation of Σb. Associated to (S, j, r∗, ν)
is a universal unfolding (p˜i : Σ˜ → B˜, R˜∗), b˜ = (0, 0) ∈ B˜, ι˜ : S → Σ˜b, where
B˜ = D3(g−1)+n−d ×Dd and d is the number of nodes on Σb. By the universal
property there then exists a neighbourhood U ⊆ B of b and a morphism
Σ|U Φ //
pi

Σ˜
p˜i

U
φ // B˜.
Choosing U to be a coordinate neighbourhood of b, holomorphically equivalent
to Dr, r := dimC(B), with complex coordinates (z1, . . . , zr), φ is equivalent
to a map Dr → D3(g−1)+n−d × Dd. A requirement one can then pose on the
nodal family pi : Σ → B is that dimC(B) = 3(g − 1) + n and that around
every point b ∈ B one can choose the coordinate system as above s. t. in these
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coordinates φ is given by the map
D3(g−1)+n → D3(g−1)+n−d × Dd
(z1, . . . , z3(g−1)+n) 7→ ((z1, . . . , z3(g−1)+n−d), (zl13(g−1)+n−d+1, . . . , zld3(g−1)+n))
for some constants l1, . . . , ld ∈ Nd (depending on b ∈ B), or in other words a
branched covering that branches exactly over the strata of the stratification
by signature.
Definition 2.7. A marked nodal family of Riemann surfaces of type (g, n)
with the properties above is called an orbifold branched covering of Mg,n that
branches over the Deligne-Mumford boundary.
This implies that on B there also is a well-defined stratification by signature,
where each stratum is a locally closed submanifold of complex codimension
given by the number of nodes of a surface of that signature (i. e. the number
of edges of the graph). If φ, U and B˜ are as above, then the restriction of φ
to every stratum of the stratification by signature on U is a (non-branched)
covering of the corresponding stratum on B˜. Also, one can pull back the
parametrised desingularisations from 2. above over the strata on each B˜ to the
strata on B to get over each such stratum Bi a parametrised desingularisation
(ρ : Sˆ → Bi, Rˆ∗, Nˆ).
4. Last, one can examine the interactions between universal families of type
(g, n), where g is fixed, but for different values of n, in these local models.
In the genus g = 0 case, it is well known that M0,n is a closed complex
manifold itself (follows from the results in [RS06] because a stable sphere
carries no nontrivial automorphisms) and there is a well-defined smooth map
M0,n+1 → M0,n that is defined by forgetting the (n + 1)st marked point
and stabilising. Furthermore, this map M0,n+1 → M0,n defines a universal
marked nodal family, see [RS06], Example 6.7.
In the higher genus case, the situation is built around the following model:
Let (S, j, r∗, ν) and (S˜, j˜, r˜∗, ν˜) be stable marked nodal Riemann surfaces of
types (g, n) and (g, n+1), respectively. (S, j, r∗, ν) is said to be obtained from
(S˜, j˜, r˜∗, ν˜) by forgetting the last marked point and stabilising, if the following
holds: Let S˜i be the connected component of S˜ with r˜n+1 ∈ S˜i. One has to
distinguish three cases:
(a) If S˜i together with the special points on it other than r˜n+1 is still stable,
then define S˜′ := S˜, j˜′ := j˜, r˜′∗ := (r˜1, . . . , r˜n) and ν˜
′ := ν˜.
Otherwise, define S˜′ := S˜ \ S˜i and j˜′ := j˜|S˜′ . S˜i then is a sphere with three
special points, for if the genus of S˜i is ≥ 2, then it is stable without any
special points and if the genus is 1, then because (g, n) is also a stable type,
i. e. n ≥ 1, and S˜ is connected, S˜i either contains a marked point other than
r˜n+1 (if S˜ = S˜i is connected) or a nodal point. The other two special points
apart from r˜n+1 then are either a nodal point and another marked point or
two nodal points.
(b) In the first case, let r˜l be the second marked point on S˜i and let n˜
2
d be
the nodal point on S˜i. Define r˜
′
∗ = (r˜1, . . . , n˜
1
d, . . . , r˜n), where n˜
1
d replaces
r˜l, and ν˜
′ := {{n˜11, n˜21}, . . . , {n˜1d−1, n˜2d−1}}.
(c) In the second case, the two nodal points cannot correspond to the same
node, for that would imply by connectedness of S˜ that S˜ = S˜i, so
g = 1 and there would be at least two marked points. So assume
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ν˜ = {{n˜11, n˜21}, . . . , {n˜1d, n˜2d}} and that the two nodal points on S˜i are
n˜2d−1 and n˜
1
d. Define r˜
′
∗ := (r˜1, . . . , r˜n) and
ν˜′ := {{n˜11, n˜21}, . . . , {n˜1d−2, n˜2d−2}, {n˜1d−1, n˜2d}}.
In all of these cases, (S˜′, j˜′, r˜′∗, ν˜
′) is a stable marked nodal surface of type
(g, n). If (S˜′, j˜′, r˜′∗, ν˜
′) and (S, j, r∗, ν) are isomorphic, then the latter is said
to be obtained from the former by forgetting the last marked point and sta-
bilising.
Furthermore, the choice of such an isomorphism defines a (open and closed)
holomorphic embedding of S into S˜ that maps special points to special points
(but may map a marked point to a nodal point). Also, this inclusion defines
an injection of Aut(S˜, j˜, r˜∗, ν˜) into Aut(S, j, r∗, ν) (because the automorphism
group of a sphere with three special points is trivial). More precisely, there
is a one-to-one correspondence between points on S that are not nodal points
or pairs of nodal points corresponding to the same node and stable marked
nodal surfaces (S˜, j˜, r˜∗, ν˜) of type (g, n+1) up to unique equivalence as above:
If z ∈ S is neither a marked point nor a nodal point, define S˜ := S, j˜ := j,
r˜i := ri for i = 1, . . . , n, rn+1 := z and ν˜ := ν. This corresponds to case (a)
above, which conversely defines z := r˜n+1.
If z = rl ∈ S for some l ∈ {1, . . . , n}, define S˜ := SqS2, where S2 = C∪{∞},
j˜|S = j and j˜|S2 is the standard complex structure, r˜i = ri for i = 1, . . . , n
with i 6= l, r˜l =∞ ∈ S2, r˜n+1 := 1 ∈ S2 and ν˜ := ν ∪ {{rl, 0}} (0 ∈ S2). This
corresponds to case (b) above, which conversely defines z := r˜l.
If w. l. o. g. ν = {{n11, n21}, . . . , {n1d−1, n2d−1}} and z = {n1d−1, n2d−1}, define
S˜ := S q S2, j˜|S = j and j˜|S2 the standard complex structure, r˜i := ri for
i = 1, . . . , n, rn+1 := 1 ∈ S2 and
ν˜ := {{n11, n21}, . . . , {n1d−2, n2d−2}, {n1d−1, 0}, {∞, n2d−1}}.
This corresponds to case (c) above, which conversely defines z := {n˜1d−1, n˜2d}.
Marked nodal families of Riemann surfaces of type (g, n) that define an orbifold
branched covering of Mg,n that branches over the Deligne-Mumford boundary
(hence in particular local universal marked nodal families) are a special case of
a type of marked nodal family that is called regular in [RS06] (Definition 12.1) and
for which the above construction of forgetting the last marked point and stabilising
has a global generalisation.
Definition 2.8. Let (pi : Σ → B,R∗) be a marked nodal family of Riemann sur-
faces. Let C ⊆ Σ be the submanifold of nodal points, which comes with the im-
mersion pi|C : C → B. Given b ∈ B, (pi : Σ → B,R∗) is called regular at b if all
self-intersections of pi(C) in b are transverse in the following sense: Either b 6∈ pi(C)
or if b ∈ pi(C), let Cb := C ∩ Σb = {n1, . . . , nd}, a finite set of points. Then for all
1 ≤ m ≤ d, 1 ≤ i1 < · · · < im ≤ d
dimC(im(pi∗,ni1 ) ∩ · · · ∩ im(pi∗,nim )) = dimC(B)−m.
(pi : Σ→ B,R∗) is called regular if it is regular at all points b ∈ B.
By definition of a marked nodal family of Riemann surfaces, in the notation of
the previous definition and if b ∈ pi(C), the following hold: For i = 1, . . . , d there
exist neighbourhoods Ui ⊆ Σ of the ni not containing any of the marked points,
neighbourhoods Vi ⊆ B of b and holomorphic maps xi, yi : Ui → D, zi : Vi → D
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obtained from a nodal coordinate system as in Equation 3 s. t. (xi, yi) : Ui → D2
and zi : Vi → D are submersions and zi ◦ pi|Ui = xiyi : Ui → D. Also, C ∩ Ui =
(xi, yi)
−1(0, 0), pi∗ : ker((xi, yi)∗) → ker(zi,∗) is an isomorphism and im(pi∗,ni) =
ker(zi,∗). Making the Ui and Vi smaller, one can assume that V1 = · · · = Vd =: V .
The transversality condition above then states that the zi,∗,b : TbB → T0D are
linearly independent. By the implicit function theorem, after possibly making V
and the Ui smaller, one hence can find holomorphic functions t1, . . . , tk : V → D,
k := dimC(B) − d, s. t. (z1, . . . , zd, t1, . . . , tk) : V → DdimC(B) is a holomorphic
coordinate system on B and s. t. (z1 ◦pi|Ui , . . . , zi−1 ◦pi|Ui , xi, yi, zi+1 ◦pi|Ui , . . . , zd ◦
pi|Ui , t1 ◦ pi|Ui , . . . , tk ◦ pi|Ui) : Ui → DdimC(Σ) is a holomorphic coordinate system on
Σ.
Lemma 2.1. Let (pi : Σ → B,R∗) be a regular marked nodal family of Riemann
surfaces of type (g, n). Then there exists a regular marked nodal family of Riemann
surfaces (p˜i : Σ˜ → Σ, R˜∗) of type (g, n + 1) together with a holomorphic map pˆi :
Σ˜→ Σ with the following properties:
Σ˜
pˆi //
p˜i

Σ
pi

Σ
pi // B
	
commutes. Also, let (S, j, r∗, ν), b ∈ B, ιˆ : S → Σ be a desingularisation of Σb
and let (S˜, j˜, r˜∗, ν˜) be a stable marked nodal Riemann surface of type (g, n + 1)
s. t. (S, j, r∗, ν) is obtained from (S˜, j˜, r˜∗, ν˜) by forgetting the last marked point and
stabilising. Let κ : S → S˜ be the resulting embedding. Then there exists a unique
z ∈ Σb and a unique ι˜ : S˜ → Σ˜z ⊆ Σ˜ s. t. (S˜, j˜, r˜∗, ν˜), z ∈ Σ, ι˜ : S˜ → Σ˜ is a
desingularisation and pˆi ◦ ι˜ ◦ κ = ιˆ:
S˜
ι˜ // Σ˜
pˆi

S
ιˆ //
κ
OO
Σ.
	
The stratification by signature on Σ as base space of the marked nodal family
(p˜i : Σ˜ → Σ, R˜∗) is given in the following way: For every stratum C ⊆ B of
the stratification by signature on B consider the following subsets of pi−1(C): The
complement of the markings and nodes in pi−1(C), for every marking Ri the subset
Ri(C) and the connected components of the set of nodes in pi
−1(C). In particular,
the restriction of pi to each of these is a submersion onto C.
If (pi : Σ→ B,R∗) is a local universal family or defines an orbifold branched cover-
ing of Mg,n, then so does (p˜i : Σ˜→ Σ, R˜∗) (of Mg,n+1).
Proof. Let (pi : Σ → B,R∗) be as in the statement of the lemma. The goal is to
show that for every z ∈ Σ there exists a neighbourhood U ′ ⊆ Σ of z that is the
domain of a (nodal) coordinate system as in Definition 2.3, 1. and is also the base
of a marked nodal family of the type indicated in the statement of the lemma. I
will only indicate the definitions of Σ˜, p˜i, pˆi and the R˜i, which are a variation of the
constructions in the proof of Theorem 5.6 in [RS06]. The smooth structure on Σ˜
is then also defined analogously to the smooth structures defined in that reference
and the other properties of pˆi follow from the remarks in 4. preceeding Definition
2.8.
The statements about local universal families and orbifold branched coverings then
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follow because applying the construction below to the explicit local models from
Construction 2.1 produces again one of those local models.
If z ∈ Σb is not one of the marked or nodal points, let U ′ ⊆ Σ be a neighbourhood
of z disjoint from all the marked or nodal points and s. t. pi|U ′ : U ′ → B is a
holomorphic submersion onto B. Define Σ˜|U ′ := (pi|U ′)∗Σ, p˜i|Σ˜|U′ : Σ˜|U ′ → U ′ is the
canonical projection, R˜i := (pi|U ′)∗Ri for i = 1, . . . , n and R˜n+1(z′) := z′ ∈ Σpi(z′) =
Σ˜z′ . The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ is given by the canonical map (pi|U ′)∗Σ→ Σ.
If z = Rl(b) for some l ∈ {1, . . . , n}, then there exists a neighbourhood U ′ ⊆ Σ of z
that does not contain any nodal points or marked points aside from those of the form
Rl(b
′) for b′ ∈ B. Also, as in Construction 2.1, 4., one can assume that there exists
a holomorphic function x′ : U ′ → D s. t. (pi|U ′ , x′) : U ′ → B × D is a holomorphic
coordinate system on U ′ and that x′(Rl) = {0}. Define U := (pi|U ′)∗U ′ ⊆ (pi|U ′)∗Σ
and x := x′ ◦ Φ : U → D, where Φ : U → U ′ is the canonical bundle map covering
pi|U ′ : U ′ → B. Consider V := U ′ × D ⊆ U ′ × S2 and the function y : V → D given
by projection onto the second factor. Let q1 : (pi|U ′)∗Σ → U ′, q2 : U ′ × S2 → U ′
be the projections and let K := {ξ ∈ U | |x(ξ)| ≤ |x′(q1(ξ))| 6= 0}, L := {ξ′ ∈
V | |y(ξ′)| ≤ |x′(q2(ξ))| 6= 0}. Denoting Σˆ1 := (pi|U ′)∗Σ \K, Σˆ2 := (U ′ × S2) \ L
one can define Σ˜|U ′ := Σˆ1 q Σˆ2/∼, where the equivalence relation is defined as in
Construction 2.1, 4. Namely ξ ∼ ξ′ for ξ ∈ U , ξ′ ∈ V with q1(ξ) = q2(ξ′) and either
x(ξ)y(ξ′) = x′(q1(ξ)) 6= 0 or x(ξ) = y(ξ′) = x′(q1(ξ)) = 0.
The projection p˜i|Σ˜|U′ : Σ˜|U ′ → U ′ is then induced by the map q1qq2 : Σˆ1qΣˆ2 → U ′.
The markings R˜i for i ∈ {1, . . . , n}\{l} are defined by R˜i := (pi|U ′)∗Ri ⊆ (pi|U ′)∗Σ\
U ⊆ Σ˜|U ′ . R˜l := U ′ × {∞} ⊆ U ′ × S2 \ V ⊆ Σ˜|U ′ and R˜n+1 := U ′ × {1} ⊆
U ′ × S2 \ V ⊆ Σ˜|U ′ .
The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ is given as follows: On (pi|U ′)∗Σ \ U , pˆi|Σ˜|U′ is
given by the canonical morphism (pi|U ′)∗Σ→ Σ. To define pˆi|Σ˜|U′ on the remaining
part of Σ˜|U ′ , let ζ ∈ U ′. If x′(ζ) = 0, Σ˜ζ is the union of Σpi(ζ) with S2, with
Rl(pi(ζ)) ∈ Σpi(ζ) and 0 ∈ S2 identified. Let pˆi|Σ˜ζ be the identity on Σpi(ζ) and
on S2 the constant map to Rl(pi(ζ)). If x
′(ζ) 6= 0, Σ˜ζ is given by the union of
Σpi(ζ) \ {z′ ∈ Σpi(ζ) | |x′(z′)| ≤ |x′(ζ)|} with S2 \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|}, where
w ∈ D \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|} ⊆ S2 \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|} is identified
with (x′|U ′
pi(ζ)
)−1
(
x′(ζ)
w
)
, where U ′pi(ζ) := U
′ ∩ Σ|pi(ζ). Let pˆi|Σ˜|U′ be the identity on
Σpi(ζ) \ {z′ ∈ Σpi(ζ) | |x′(z′)| ≤ |x′(ζ)|} and on S2 \ {z′ ∈ S2 | |z′| ≤ |x′(ζ)|} be
given by the map w 7→ (x′|U ′
pi(ζ)
)−1
(
x′(ζ)
w
)
. This is then a well-defined holomorphic
diffeomorphism that maps ∞ ∈ S2 to (x′|U ′
pi(ζ)
)−1(0) = Rl(pi(ζ)) and 1 ∈ S2 to
(x′|U ′
pi(ζ)
)−1(x′(ζ)) = ζ.
Finally, for z one of the nodes, let the notation be as in the remark just before
the statement of the lemma and assume w. l. o. g. that z = n1. Denote U
′ := U1,
(x, y) := (x1, y1) : U
′ → D2, z′ := z1 : V → D. Let Ci := C ∩ Ui, C ′ := C1. Note
that (pi|U ′)∗(Σ \ C ′) is a well-defined complex manifold and the projection onto U ′
at every point is either a holomorphic submersion or has a neighbourhood that is
the domain of nodal coordinates as in 3. I. e. (pi|U ′)∗(Σ \ C ′) → U ′ satisfies the
definition of a marked nodal family of Riemann surfaces, apart from the properness
condition and the fibres are punctured marked nodal surfaces instead of marked
nodal surfaces. This is clear away from the subsets (pi|U ′)∗Ci, for the projection pi
is a submersion away from the nodes. In a neighbourhood of one of the (pi|U ′)∗Ci for
i ≥ 2, i = 2, say, w. r. t. the coordinates described before the statement of the lemma,
an explicit description of (pi|U ′)∗(Σ \ C ′) → U ′ is the following: pi|U ′ : U ′ → V
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in coordinates is the map f1 : Dk+1 → Dk, (x, y, z2, . . . , zk) 7→ (xy, z2, . . . , zk),
k := dimC(B), whereas pi|U2 : U2 → V in coordinates is the map f2 : Dk+1 → Dk,
(z1, x2, y2, z3, . . . , zk) 7→ (z1, x2y2, z3, . . . , zk). The pullback of the latter by the
former hence explicitely is given by the map with domain
{(w1, w2) ∈ Dk+1 × Dk+1 | f1(w1) = f2(w2)}
= {((x, y, x2y2, z3, . . . , zk), (xy, x2, y2, z3, . . . , zk)) ∈ Dk+1 × Dk+1 |
(x, y, x2, y2, z3, . . . , zk) ∈ Dk+2} ∼= Dk+2
and projection given by (x, y, x2, y2, z3, . . . , zk) 7→ (x, y, x2y2, z3, . . . , zk). Now to
turn (pi|U ′)∗(Σ \ C ′) into a marked nodal family, work in the local coordinates as
before and consider the subset
K := {(ζ, z′) ∈ U ′ × S2 | x(ζ) 6= 0, |z′| ≤ |x(ζ)|}
∪ {(ζ, z′) ∈ U ′ × S2 | y(ζ) 6= 0, |z′| ≥ 1|y(ζ)| }
of U ′ × S2. Then Σ˜|U ′ := (pi|U ′)∗(Σ \C ′)q (U ′ × S2 \K)/∼, where the equivalence
relation is defined as follows:
If ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) 6= 0, y(ζ) 6= 0, then
z′ ∈ {ζ}×S2 \K is identified with the point on ((pi|U ′)∗(Σ\C ′))ζ = Σpi(ζ) \C ′ with
coordinates
(
x(ζ)
z′ , z
′y(ζ), z2(ζ), . . . , zk(ζ)
)
.
If ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) = 0, y(ζ) 6= 0, then
z′ ∈ {ζ} × S2 \K with z′ 6= 0 is identified with the point on ((pi|U ′)∗(Σ \ C ′))ζ =
Σpi(ζ) \ C ′ with coordinates (0, z′y(ζ), z2(ζ), . . . , zk(ζ)).
Analogously, if ζ ∈ U ′ has coordinates (x(ζ), y(ζ), z1(ζ), . . . , zk(ζ)) with x(ζ) 6= 0,
y(ζ) = 0, then z′ ∈ {ζ} × S2 \ K with z′ 6= ∞ is identified with the point on
((pi|U ′)∗(Σ \ C ′))ζ = Σpi(ζ) \ C ′ with coordinates
(
x(ζ)
z′ , 0, z2(ζ), . . . , zk(ζ)
)
.
Finally, if ζ ∈ U ′ has coordinates (0, 0, z1(ζ), . . . , zk(ζ)), then no identification takes
place.
The projection p˜i|Σ˜|U′ : Σ˜|U ′ → U ′ is induced by the projections (pi|U ′)∗(Σ\C ′)→ U ′
and U ′ × S2 → U ′.
The markings R˜i for i = 1, . . . , n are given by the images of the pullbacks (pi|U ′)∗Ri
under the projection to the quotient Σ˜|U ′ and R˜n+1 is the image of U ′ ×{1} under
the projection to Σ˜|U ′ .
The restriction pˆi|Σ˜|U′ : Σ˜|U ′ → Σ to the image of (pi|U ′)∗(Σ \ C ′) is given by
the canonical map to Σ. This covers all of Σ˜|U ′ apart from the points {(ζ, 0) ∈
U ′ × S2 | x(ζ) = 0}, {(ζ,∞) ∈ U ′ × S2 | y(ζ) = 0} and {(ζ, z′) ∈ U ′ × S2 | x(ζ) =
y(ζ) = 0}. Each such point (ζ, z′) is mapped to the point Σpi(ζ) ∩ C ′ in Σpi(ζ).
Note that by construction, under pˆi|Σ˜|U′ , the point corresponding to (ζ, 1) ∈ U ′×S2,
i. e. R˜n+1(ζ) is mapped to ζ.
The important thing here is the following: In the notation from before, locally the
projection in a neighbourhood of the first node looks like the map f1 : Dk+1 → Dk,
(x, y, z2, . . . , zk) 7→ (xy, z2, . . . , zk), and analogously for the other nodes. In these
local coordinates, the pullback of fi for i ≥ 2 by f1 gave a well-defined nodal
coordinate system. But for i = 1 this is not the case, because both the subset
{x = 0} and the subset {y = 0} get mapped to {0} × Dk−1, the stratum along
which the first node perseveres. So the set of nodes in the naive pullback of f1
by itself would have a set of nodes that looks like two hyperplanes intersecting
transversely at the origin, which is not a submanifold, hence there can’t exist a nodal
coordinate system at this intersection. The construction above then “resolves” this
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intersection by inserting a sphere, producing two different nodes at (0, 0, z2, . . . , zk),
one corresponding to the one which perseveres along (0, y, z2, . . . , zk), the other to
the one that perseveres along (x, 0, z2, . . . , zk).
As long as one does not impose any compactness condition, the existence of a local
universal family s. t. the induced map to Mg,n is surjective is shown in [RS06],
Proposition 6.3. In the genus g = 0 case, one can also find such a family even with
compact base space, for M0,n itself is a complex manifold. In the case of genus
g > 0, such a result will not hold true. But one can ask instead for the existence of
a marked nodal family (pi : Σ→ B,R∗) that defines an orbifold branched covering
of Mg,n that branches over the Deligne-Mumford boundary, maps B surjectively
onto Mg,n and has a compact base space B. By the previous lemma, if one can
show such a result for Riemann surfaces of type (g, n), then the result also holds
for all (g, n′) with n′ ≥ n. First results in this direction were proved by Looijenga
in [Loo94], where it is shown that Mg has a finite branched covering by a smooth
projective variety. The difference to the result that I would like to use here is
that this covering morphism does not come from a marked nodal family (which
requires in particular the total space Σ to be smooth), which is not the case for the
branched covering constructed in [Loo94]. But, although the construction in [Loo94]
doesn’t produce the desired result, see Proposition 1.4 in [BP00], there seems (to
the author’s limited understanding of algebraic geometry) to be a generalisation of
that construction, see Theorem 3.9 in op. cit. This shows, in conjunction with the
previous lemma, i. e. apply Theorem 3.9 in [BP00] to get the marked nodal family
(pi : Σ → M,R∗) below and then apply the previous Lemma to get the families
(pi` : Σ` →M `, R`∗, T `∗) for ` ≥ 1, the following conjecturally stated result.
Proposition 2.1. There exists a sequence of marked nodal families (pi` : Σ` →
M `, R`∗, T
`
∗) for ` ≥ 0 of Riemann surfaces of type (g, n+`), with markings R`1, . . . , R`n,
T `1 , . . . , T
`
` s. t. Σ
` = M `+1 for all ` ≥ 0, together with maps pˆi` : Σ`+1 → Σ` s. t.
· · · pˆi`+1 // Σ`+1 pˆi` //
pi`+1

Σ`
pˆi`−1 //
pi`

Σ`−1 pˆi
`−2
//
pi`−1

· · · pˆi1 // Σ1 pˆi0 //
pi1

Σ0
pi0

Σ
pi

· · · pi`+1 // M `+1 pi` // M ` pi`−1 // M `−1 pi`−2 // · · · pi1 // M1 pi0 // M0 M
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
R`j
AA
M `−1
R`−1j ∀ j = 1, . . . , n
]]
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
T `j
AA
M `−1
T `−1j ∀ j = 1, . . . , `− 1
]]
all commute,
pˆi`−1 ◦ T `` = id : Σ`−1 →M `
and where M is assumed to be closed, and hence so are the M ` for all ` ≥ 0.
Furthermore, for all ` ≥ 0, (pi` : Σ` → M `, R`∗, T `∗) defines an orbifold branched
covering of Mg,n+` that branches over the Deligne-Mumford boundary and for every
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z ∈ Σ` = M `+1, putting b := pi`(z) ∈M `, the map
pˆi`−1z : (Σ
`
z, R
`
1(z), . . . , R
`
n(z), T
`
1 (z), . . . , T
`
`−1(z))→
→ (Σ`−1b , R`−11 (b), . . . , R`−1n (b), T `−11 (b), . . . , T `−1`−1 (b))
is stabilising, i. e. biholomorphic on every stable component of
(Σ`z, R
`
1(z), . . . , R
`
n(z), T
`
1 (z), . . . , T
`
`−1(z))
and constant on every unstable component (of which there is at most one). For
` > k denote the compositions
pˆi`k := pˆi
k ◦ pˆik+1 ◦ · · · ◦ pˆi`−1 : Σ` → Σk
and
pi`k := pi
k ◦ pik+1 ◦ · · · ◦ pi`−1 : M ` →Mk.
If M `i is a stratum of the stratification of M
` by signature, then for k ≤ ` there
exists a signature j(i) s. t. pi`k|M`i : M `i →Mkj(i) is a submersion.
Definition 2.9. In the notation of the proposition above, a component of Σ`b, for
any b ∈ M ` and ` ∈ N, that is mapped to a point under pˆi`0 is called a ghost
component.
On the spaces in Proposition 2.1 there are also canonical actions of permutation
groups of the last ` markings, as follows directly from the construction of the spaces
Σ`, M ` and maps pi`, pˆi`.
Proposition 2.2. In the notation of the previous proposition:
For ` ≥ 1, let S` be the group of permutations {1, . . . , `}. Then there exist actions
σ` and σˆ` of S` on M
` and Σ` s. t.
S` × Σ` σˆ
`
//
id×pi`

Σ`
pi`

S` ×M ` σ
`
// M `
(4)
commutes.
Furthermore, for any g ∈ S` and k ∈ {1, . . . , `},
σˆ`g−1 ◦ T `k ◦ σ`g = T `g(k) (5)
and under the inclusion S` ⊆ S`+1 as permutations of {1, . . . , ` + 1} leaving ` + 1
fixed and the identification Σ` = M `+1,
Σ`+1
σˆ`+1g //
pˆi`

Σ`+1
pˆi`

Σ`
σˆ`g // Σ`
M `+1
σ`+1g //
pi`

M `+1
pi`

M `
σ`g // M `
(6)
commute and
σˆ` = σ`+1|S`×M`+1 : S` × Σ` → Σ`. (7)
Denoting by τ`,`+1 ∈ S`+1 the transposition exchanging ` and `+ 1,
pˆi`−1 = pi` ◦ σ`+1τ`,`+1 : M `+1 = Σ` →M ` = Σ`−1. (8)
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Proof. Again, not a complete proof, just a description of the construction of the
actions.
Actually, the above characterisation serves at the same time as definition of these ac-
tions by induction: Because S1 = {id}, the actions on M1 and Σ1 are automatically
the identity. Now assume that the actions of Sk for k = 1, . . . , ` have been defined.
Equation 7 defines the restriction of σ`+1 to S` ×M `+1. Equation 5 requires that,
for g ∈ S`, i. e. g(` + 1) = ` + 1, and b ∈ M `+1, σˆ`+1g (T `+1`+1 (b)) = T `+1`+1 (σ`+1g (b)).
Equation 6 then gives σˆ`g ◦ pˆi`(T `+1`+1 (b)) = pˆi`(T `+1`+1 (σ`+1g (b))) ∈ Σ`pi`(b). Defining
z := pˆi`(T `+1`+1 (b)) ∈ Σ`pi`(b), this shows that Σ`pi`(b) is obtained from Σ`+1b by forget-
ting the last marked point and stabilising associated to the point z and Σ`
pi`(σ`+1g (b))
is obtained from Σ`+1
σ`+1g (b)
by forgetting the last marked point and stabilising associ-
ated to the point σˆ`g(z). Lemma 2.1 then gives a unique lift σˆ
`+1
g : Σ
`+1
b → Σ`+1σ`+1g (b)
of σˆ`g : Σ
`
pi`(b) → Σ`σ`g(pi`(b)) that maps T
`+1
`+1 (b) to T
`+1
`+1 (σ
`+1
g (b)).
Because S`+1 is generated by S` and τ`,`+1, it suffices to define σ
`+1
τ`,`+1
and σˆ`+1τ`,`+1 .
Now M `+1 by definition in Lemma 2.1 is the union of (Σ` ×pi`,M`,pi` Σ`) \C, where
C is the diagonal in this fibre product over the nodes and markings in Σ`, with a
collection of spheres. The action of σ`+1τ`,`+1 is then the one induced by the action on
Σ`×pi`,M`,pi` Σ` exchanging the factors, and the identity on the spheres filling in C.
σˆ`+1τ`,`+1 is then defined analogously to σˆ
`+1
g for g ∈ S` before.
The compactness statement in Proposition 2.1 is important for the following reason:
In the genus g = 0 case, M0,n is a compact complex manifold, hence in particular
it is oriented and carries a fundamental class in its top homology group (with any
coefficient group). Hence any smooth (or continuous) map from M0,n to another
manifold defines a homology class in that manifold. Now in the case of positive
genus this holds no longer true for Mg,n itself. But for any universal marked
nodal family (pi : Σ → M,R) of type (g, n), Mg,n is the quotient space of the
associated groupoid as in Definition 6.4 in [RS06]. As such both Mg,n as its quotient
space and M as the space of objects of this groupoid carry a stratification by
orbit type, see [PPT10], esp. Section 5. A stratum of M in this stratification is a
connected component of an equivalence class of the relation on M given by abstract
isomorphism of automorphism groups. The stratification on Mg,n is then the one
induced by the quotient map. Since the morphisms of the associated groupoid are
given by isomorphisms of nodal surfaces, this stratification respects the stratification
by signature. Now let (pi : Σ → M,R∗) be a marked nodal family of Riemann
surfaces of type (g, n) withM closed and s. t. the induced map υ : M →Mg,n defines
an orbifold branched covering that branches over the Deligne-Mumford boundary.
Let
◦
M be the top-dimensional part of the stratification by signature, i. e. the set of
those b ∈M s. t. Σb is a smooth Riemann surface. Let correspondingly Mg,n be the
part of Mg,n consisting of the equivalence classes of smooth Riemann surfaces. Then
Mg,n is an orbifold, an orbifold structure (in the sense of Definition 2.4 in [RS06])
being defined by the restriction of the orbifold structure for Mg,n constructed in
[RS06]. By definition,
◦
υ := υ| ◦
M
:
◦
M →Mg,n defines a (finite non-branched) orbifold
covering. Defining
◦
Σ := Σ| ◦
M
,
◦
R∗ := R∗| ◦
M
, one can hence form the associated
groupoid to the marked family of Riemann surfaces (
◦
Σ →
◦
M,
◦
R∗) as in Definition
6.4 in [RS06], which defines a groupoid structure on Mg,n. υ as a branched orbifold
covering is an open map and since M is assumed compact, it is also a closed map.
Since Mg,n is connected, the restriction of υ to every connected component of M
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is surjective and one can assume w. l. o. g. that M is connected as well. Since the
complement of
◦
M in M consists of submanifolds of real codimension at least two,
◦
M is then connected as well. Since the groupoid associated to (
◦
Σ→
◦
M,
◦
R∗), being
complex is oriented, the stratification by orbit type on
◦
M has a unique connected
top-dimensional stratum and all other strata have codimension at least two in
◦
M .
Denote this top-dimensional stratum by
◦◦
M .
Because M is compact, one can assign two well-defined numbers, |O(
◦◦
M)|, the length
of the orbit O(b) of any point b ∈
◦◦
M (by compactness of M this is a finite number)
and |Aut(
◦◦
M)|, the order of the automorphism group Aut(b) of any point b ∈
◦◦
M
(which is a finite number by properness of the groupoid, irrespective of whether
M is compact or not). With the help of these, to any map f : Mg,n → X, where
X is any manifold, s. t. f ◦ piMMg,n : M → X is smooth, piMMg,n being the quotient
projection, one can assign a well-defined rational pseudocycle (as defined in Section
1 of [CM07])
1
|Aut(
◦◦
M)||O(
◦◦
M)|
f ◦ piMMg,n |◦◦M .
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3 Construction of smooth structures on moduli
spaces
Throughout this section, fix a marked nodal family (pi : Σ→ M,R∗) of type (g, n)
and choose a metric h on Σ that is hermitian on every fibre of Σ. Furthermore, let
(κ : X → M,ω) be a family of symplectic manifolds with fibres symplectomorphic
to a closed symplectic manifold (X0, ω0) (in other words a fibre bundle with fibre
X0 and structure group Symp(X0, ω0), the symplectomorphism group of (X0, ω0)).
Define κ˜ : X˜ → Σ as the pullback of κ : X →M to Σ via pi. As before, Jω(X) is the
set of ω-compatible vertical almost complex structures on X, i. e. bundle morphisms
J ∈ End(V X) with J2 = −id and s. t. ω(·, J ·) defines a metric on V X. In other
words, for any b ∈M , Jb is a compatible almost complex structure on the symplectic
manifold (Xb, ωb). Such a J ∈ Jω(X) is chosen and X˜ is equipped with the almost
complex structure given by the pullback of J to Σ via the projection onto M (and
again denoted by J), and the metric gJ on V X˜ defined by ω and J . Finally, a locally
trivial family A of 2nd homology classes (Ab)b∈M , Ab ∈ H2(Xb;Z), in the fibres of
X is fixed in the sense that there exists a covering (Ui)i∈I of M and trivialisations
φi : X|Ui ∼= Ui ×X0 s. t. (pr2)∗ ◦ (φi|Xb)∗Ab ∈ H2(X0;Z) is independent of b ∈ Ui.
3.1 Hamiltonian perturbations
For almost all of the notions and results on Hamiltonian perturbations, see [MS04],
Section 8.1.
The basic (separable) Banach space from which all perturbations will be chosen is
defined in analogy with [CM07], Section 3.
Definition 3.1. Let ε = (εi)i∈N0 be a fixed sequence of positive numbers. Denote
by κ˜ : X˜ → Σ the projection. The space of Floer’s Cε-sections of κ˜∗T ∗Σ is
Γε(κ˜∗T ∗Σ) := {H ∈ Γ(κ˜∗T ∗Σ) |
∞∑
i=0
εi‖H‖Ci <∞}.
Let C ⊆ Σ be the set of special points, i. e. the union of all the markings and nodal
points, and define C˜ := κ˜−1(C) ⊆ X˜. C ⊆ Σ is a submanifold that intersects every
fibre of Σ in a finite number of points. Define (cl denotes the closure)
Γε0(κ˜
∗T ∗Σ) := cl{H ∈ Γε(κ˜∗T ∗Σ) | supp(H) ⊆ X˜ \ C˜}.
Let 0 < δ < 14 . The space of Hamiltonian perturbations is defined to be the open
ball of radius δ in Γε0(κ˜
∗T ∗Σ), i. e.
Hε,δ(X˜) := {H ∈ Γε0(κ˜∗T ∗Σ) |
∞∑
i=0
εi‖H‖Ci < δ},
where ε is chosen as in [Flo88], Lemma 5.1. The subscripts ε and δ will usually be
dropped, i. e. H(X˜) := Hε,δ(X˜).
The reason for the appearance of the constant δ in the above definition is so one can
apply Exercise 8.1.3 from [MS04], and for any desingularisation ιˆb : Sb → Σb ⊆ Σ,
for b ∈M , of a fibre of Σ, equip the total space Xˆb of the pullback of the fibration
X˜ to Sb, with a symplectic form, see (the proof of) Lemma 7.3.
28
Construction 3.1. Let (S, j, r∗, ν), b ∈ M, ιˆ : S → Σb be a desingularisation of
Σb and let Xˆ := ιˆ
∗X˜ with projection κˆ : Xˆ → S. Using Xˆ ∼= S ×Xb, an element
H ∈ H(X˜) defines a linear map Hb : TS →
∐
z∈S C
∞(Xˆz,R) ∼= S × C∞(Xb,R)
in the following way: If ζz ∈ TzSb = VzS ⊆ TzS, then Hb(ζz) : Xˆz = Xb → R,
x 7→ Hι˜(x)(ιˆ∗ζz), where ι˜ : Xˆ → X˜ is the canonical map covering ιˆ : S → Σ. In this
way, Hb is considered as a 1-form on S with values in the smooth functions on the
fibres of Xˆ.
Furthermore, for ζz ∈ TzS, to the function Hb(ζz) ∈ C∞(Xˆz,R) corresponds a
Hamiltonian vector field XHb(ζz) ∈ X(Xˆz). In this way one gets a fibrewise linear
function XH : TS →
∐
z∈S X(Xˆz), i. e. a 1-form with values in the space of Hamil-
tonian vector fields on the fibres of Xˆ.
Hb then defines a connection on Xˆ with projection onto the vertical tangent bundle
given by
piTXˆ
V Xˆ
: TXˆ ∼= TS × TXb → V Xˆ ∼= S × TXb
(ζz, vx) 7→ (z, vx) + (z,XHb(ζz)(x)).
Definition 3.2. For H ∈ H(X˜) and b ∈M as above, XHb : TS → X(Xb) from the
previous construction is called the Hamiltonian vector field on S associated to H
and
X0,1Hb :=
1
2
(XHb + Jb ◦XHb ◦ jb)
is its complex antilinear part.
Definition 3.3. Let J ∈ Jω(X) and let H ∈ H(X˜), b ∈ M . Using the notation
from the previous construction, the almost complex structure JˆHb on Xˆ defined by J
and H is given by JˆHb |V Xˆ = Jb, using the canonical identification V Xˆ ∼= S × VbX
and JˆHb |HXˆ = ιˆ∗j w. r. t. the decomposition TXˆ ∼= V Xˆ ⊕ HXˆ defined by the
connection associated to H.
Remark 3.1. For (w, v) ∈ TXˆ ∼= TS × TXb,
JˆHb(w, v) = (jw, Jbv + 2JbX
0,1
Hb(w)
).
The main existence result for Hamiltonian perturbations:
Lemma 3.1. Let (S, j, r∗, ν), b ∈ M, ιˆ : S → Σb be a desingularisation of Σb ⊆ Σ.
Given any z ∈ S \
(⋃n
i=1 ri ∪
⋃d
i=1{n1i , n2i }
)
, where ν = {{n11, n21}, . . . , {n1d, n2d}},
any x ∈ ιˆ∗X˜ with ιˆ∗κ˜(x) = z, any η ∈ Hom(TzS, Vxιˆ∗X˜) and any neighbourhood U
of x in ιˆ∗X˜, there exists an H ∈ H(X˜) s. t. ιˆ∗H ∈ H(ιˆ∗X˜) has support in U and
satisfies (Xιˆ∗H)x = η.
Proof. Choose a coordinate neighbourhood V ⊆ M of B and a symplectic triv-
ialisation X|V ∼= V × X0 of X. Because z does not coincide with any of the
special points, there exists a coordinate neighbourhood V˜ ⊆ Σ that is mapped by
pi onto V and s. t. there exist coordinates (t0, . . . , tk) ∈ C × Ck, k := dimC(M)
on V˜ and coordinates on V s. t. pi|V˜ : V˜ → V in these coordinates is the map
(t0, t1, . . . , tk) 7→ (t1, . . . , tk) and z corresponds to the point (0, . . . , 0). Furthermore,
let x′ := ι˜(x) ∈ X˜, where ι˜ : ιˆ∗X˜ → X˜ is the canonical map covering ιˆ. Then there
exists a neighbourhood of x′ in X˜|V˜ of the form V˜ ×W , where W ⊆ X0 is a coor-
dinate neighbourhood with coordinates (x1, . . . , xl) ∈ Rl, l := dimR(X0), mapping
x′ to zero. One can assume that V˜ ×W ∩ κ˜−1(pi−1(b)) ⊆ ιˆ(U), so ιˆ−1(V˜ ×W ) ⊆ U .
Choose two smooth cutoff functions δX : R
dimX → [0, 1] and δΣ : C × Ck → [0, 1]
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which are identically 1 in a neighbourhood of 0 and have compact support inside the
neighbourhoods of 0 corresponding to W and V˜ , respectively. Let ∂
∂tij
, i = 0, . . . , k,
j = 1, 2, be the coordinate vector fields for the real coordinates associated to the
complex coordinates ti. Then t0 defines a complex coordinate in a neighbourhood
of z in S and one can evaluate ω(η( ∂
∂t0j
), ·) = ∑m λj,mdxm for some λj,m and de-
fine H ∈ H(X˜) as the 1-form that vanishes identically outside V˜ ×W and in the
above coordinates maps the ∂
∂tij
for i > 0 to zero and maps the ∂
∂t0j (t0,t1,...,tk)
to the
function that vanishes identically outside W and maps
(x1, . . . , xl) 7→ δΣ(t0, t1, . . . , tk)δX(x1, . . . , xl)
∑
m
λj,mx
m.
For such Hamiltonian perturbations H ∈ H(X˜) and points b ∈ M , one can define
the moduli spaces of holomorphic curves in the family Σ with values in X. These
are the main objects to be studied in this thesis:
Definition 3.4. Let H ∈ H(X˜), let b ∈ M and let (S, j, r∗, ν), b ∈ M, ιˆ : S → Σb
be a desingularisation, ιˆ∗X˜ := Xˆ. Then
Mb(X˜, A, J,H) := {u : Σb → X˜ | κ˜ ◦ u = idΣb , [pr2 ◦ u] = Ab ∈ H2(Xb;Z),
ιˆ∗u : S → Xˆ is j-JˆHb -holomorphic},
which is independent of the choice of desingularisation and where pr2 : X˜|Σb ∼=
Σb ×Xb → Xb is the projection. Hence
M(X˜, A, J,H(X˜)) :=
∐
b∈M
H∈H(X˜)
Mb(X˜, A, J,H)
is well-defined and comes with two projections
piMM : M(X˜, A, J,H(X˜))→M
and
piMH : M(X˜, A, J,H(X˜))→ H(X˜).
The remainder of this chapter consists of defining (Banach) manifold structures over
certain subsets of this space (although not on all of M(X˜, A, J,H(X˜))) in such a
way that it reflects the stratified structure of M by the stratification by signature
(where well-defined) and to define a topology on M(X˜, A, J,H(X˜)) compatible with
the manifold topologies on these parts.
3.2 The case of a fixed Riemann surface
In this first subsection, the case of a fixed Riemann surface and a fixed trivial
symplectic fibre bundle over this surface, equipped with (fixed) almost complex and
Hamiltonian structures, is treated. First, the respective Fredholm problem is set
up, i. e. a Banach space bundle E → B and a Cauchy-Riemann operator ∂ as a
section of this bundle are defined. Then the linearisation of this Cauchy-Riemann
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operator is calculated and using this, first, it is shown that this operator is Fredholm
of the expected index (Corollary 3.1). Then a condition is derived for when the
linearisation of ∂ is complex linear (Corollary 3.2), which will mainly be needed
in the last third of this text. Finally, the well-known elliptic regularity result will
be derived, namely that the elements in the solution set ∂
−1
(0) of the Fredholm
problem actually consist of smooth sections. Most of these are rather well-known
results, but first of all, they are all crucial for the later discussion, and second, using
the results from the previous chapter and assuming the standard results for linear
Cauchy-Riemann operators, the proofs are actually rather short. Most of the proofs
here actually follow the same scheme: By expressing everything in a chart for B
and a trivialisation for E, the problem is reduced to a known result about linear
Cauchy-Riemann operators.
Construction 3.2. Let, for now, (X,ω) be a fixed closed symplectic manifold and
let A ∈ H2(X). Let (S, j) be a smooth Riemann surface of Euler characteristic
χˆ equipped with a hermitian metric h, let J ∈ Jω(X) and let H ∈ H(Xˆ), where
Xˆ := S × X. Then there are the connection defined by H as in Construction
3.1, together with h and the metric on Xˆ defined via the connection by the metric
gJ := ω(·, J ·) on the fibres of Xˆ and the pullback of h via the projection on the
horizontal tangent bundle. These turn pr1 : Xˆ → S into a Riemannian submersion.
The covariant derivative on vertical vector fields will be denoted by ∇H . Now over
Xˆ there are the two vector bundles Hom(TS, V Xˆ) and its subbundle of complex
antilinear morphisms
Hom(j,J)(TS, V Xˆ) := {η ∈ Hom(TS, V Xˆ) | η ◦ j = −J ◦ η}.
Both of these inherit a metric from the metrics h and gJ on TS and V Xˆ, respec-
tively. Hom(TS, V Xˆ) also inherits a connection from the connections on TS and
V Xˆ. But in general, this connection does not restrict to a well defined connection
on Hom(j,J), since this subbundle is not invariant under parallel transport. The
problem here being that the Levi-Civita connection on X (coming from gJ) is not
hermitian (the metric h on S is automatically Ka¨hler, S being twodimensional).
This can be solved by replacing the Levi-Civita connection on X by the hermitian
connection ∇˜ defined by gJ and J . It is shown in [MS04], Appendix C.7, that
∇˜XY = ∇XY − 1
2
J(∇XJ)Y .
∇˜ preserves J and the metric gJ , but it is not torsion free, its torsion being given
by
T ∇˜(X,Y ) = −1
4
NJ(X,Y ),
where NJ denotes the Nijenhuis tensor of J . Also, the map
piHom
Hom(j,J)
: Hom(TS, V Xˆ)→ Hom(j,J)(TS, V Xˆ)
η 7→ 1
2
(η + J ◦ η ◦ j)
defines a smooth bundle morphism.
Using these structures, one can make the following definitions:
Fix, once and for all, a real number p > 2. Furthermore, let k ∈ N.
Bk,p(Xˆ, A, J,H) := {u ∈ Lk,p(Xˆ, pr1, gJ) | [pr2 ◦ u] = A},
where Lk,p(Xˆ, pr2, g
J) is the Sobolev space of sections of Xˆ. This is a Banach
manifold, since it is a union of connected components, hence an open subset, of
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Lk,p(Xˆ, pr1, g
J). For a continuous path in this space via the Sobolev embedding
theorem defines a continuous path of continuous functions, hence two sections in
the same connected component define the same homology class. Proceeding,
Ek−1,p(Xˆ, A, J,H) := {(η, u) ∈ Lk−1,p(Hom(j,J)(TS, V Xˆ), h∗ ⊗ gJ ,∇S ⊗∇H ,
Xˆ, pr1, g
J) | u ∈ Bk,p(Xˆ, A, J,H)},
which, as a restriction of the Banach space bundle Lk−1,p(Hom(j,J)(TS, V Xˆ), h∗ ⊗
gJ ,∇S⊗∇H , Xˆ, pr1, gJ) to an open subset, is a Banach space bundle overBk,p(Xˆ, A, J,H).
To define the Cauchy-Riemann operator, note that just the same way, there also is
the Banach space bundle
Fk−1,p(Xˆ, A, J,H) := {(η, u) ∈ Lk−1,p(Hom(TS, V Xˆ), h∗ ⊗ gJ ,∇S ⊗∇H ,
Xˆ, pr1, g
J) | u ∈ Bk,p(Xˆ, A, J,H)}
overBk,p(Xˆ, A, J,H) which comes with the sectionDv : Bk,p(Xˆ, A, J,H)→ Fk−1,p(Xˆ, A, J,H).
Dv here denotes the vertical differential of a section, i. e. for a section u : S → Xˆ,
Dvu := prTXˆ
V Xˆ
◦ Du, where prTXˆ
V Xˆ
: TXˆ → V Xˆ denotes the projection defined
by the Hamiltonian connection associated to H. Additionally, the bundle mor-
phism piHom
Hom(j,J)
from above induces a morphism of Banach space bundles from
Fk−1,p(Xˆ, A, J,H) to Ek−1,p(Xˆ, A, J,H), hence the composition of the section Dv
with this morphism defines a section of Ek−1,p(Xˆ, A, J,H).
Finally, note that J induces almost complex structures on both V Xˆ and Hom(j,J)(TS, V Xˆ),
which turn both TBk,p(Xˆ, A, J,H) and Ek−1,p(Xˆ, A, J,H) into complex Banach
space bundles over Bk,p(Xˆ, A, J,H).
Definition 3.5. The (nonlinear) Cauchy-Riemann operator on Xˆ is the section
∂
J,H
S : B
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)
u 7→
(
1
2
(Dvu+ J ◦Dvu ◦ j), u
)
of the Banach space bundle
Ek−1,p(Xˆ, A, J,H)→ Bk,p(Xˆ, A, J,H).
Lemma 3.2. Let u ∈ Γk(Xˆ, pr1, gJ) ∩Bk,p(Xˆ, A, J,H). Then w. r. t. the chart for
Bk,p(Xˆ, A, J,H) and the trivialisation of Ek−1,p(Xˆ, A, J,H) around u, the lineari-
sation of ∂
J,H
S at u is given by (for Z ∈ TS)
(D∂
J,H
S )u : TB
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)u
((D∂
J,H
S )u)η(Z) = ∇0,1Z η −
1
2
J
(
(∇ηJ)∂u(Z) + piTXˆV Xˆ(∇ˆHη JˆH)Z˜
)
= ∇0,1Z η − piTXˆV Xˆ
(
1
2
JˆH
(
∇ˆHη JˆH
)
(∂u(Z) + Z˜)
)
= ∇0,1Z η −KJˆH (η, ∂u(Z) + Z˜) −
− 1
8
piTXˆ
V Xˆ
NJˆH (η, ∂u(Z) + Z˜),
where
∇0,1Z η :=
1
2
(∇Zη + J∇jZη),
∂u(Z) :=
1
2
(Dvu(Z)− JDvu(jZ)),
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KJˆH is the symmetric part of the bundle morphism
TXˆ ⊗ TXˆ → V Xˆ, (η, ξ) 7→ piTXˆ
V Xˆ
(
1
2
JˆH
(
∇ˆHη JˆH
)
ξ
)
and where Z˜ denotes the horizontal lift of Z ∈ TS to Xˆ, ∇ˆH denotes the Levi-Civita
connection on Xˆ and JˆH denotes the almost complex structure on Xˆ defined by J ,
j and the connection given by H as in Definition 3.3.
Proof. See [Ger13], Lemma II.17, p. 65.
This result seems to differ by the term involving Z˜ from the corresponding formula
in [MS04], Section 8.3, p. 257 f., esp. Remark 8.3.8. Although that is not a real
argument for why the formula above is correct, Corollary 3.2 and Lemma 3.3 at
least show that it produces the consequences one (or at least the author) would
hope for.
Corollary 3.1.
∂
J,H
S : B
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)
is a Fredholm operator of index
dimC(X)χˆ+ 2c1(A).
Corollary 3.2. Let u ∈ Bk,p(Xˆ, A, J,H), η ∈ TuBk,p(Xˆ, A, J,H). If ∂J,HS u = 0,
then
(((D∂
J,H
S )u)(Jη)− J((D∂
J,H
S )u)η)(Z) = pi
TXˆ
V Xˆ
NJˆH (η,Du(Z)),
where Du : TS → TXˆ is the usual differential. In particular, if NJˆH (η, v) = 0 for
all η ∈ V Xˆ|imu and v ∈ imDu, then
(D∂
J,H
S )u : TuB
k,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H)u
is a complex linear operator.
Proof. First, assume that η is of class Ck. Then by definition, ∇Zη = piTXˆV Xˆ∇ˆHDu(Z)η
(in case k = 1, the right hand side of this formula does not make any literal sense
for sections of class Lk,p, whereas the left hand side does by definition of the Lk,p-
spaces), where one considers η as a vertical vector field on Xˆ on the image of u.
Furthermore, because η is a vertical vector field, Jη = JˆHη and piTXˆ
V Xˆ
JˆH = J .
Also, by definition of ∂
J,H
S u and ∂u, Du(Z) = ∂
J,H
S u(Z) + ∂u(Z) + Z˜, in particular
Du(Z) = ∂u(Z) + Z˜ if ∂
J,H
S u = 0. With this, by the second formula for (D∂
J,H
S )u
from Lemma 3.2,
(((D∂
J,H
S )u)(Jη)− J((D∂
J,H
S )u)η)(Z) = pi
TXˆ
V Xˆ
(((D∂
J,H
S )u)(Jˆ
Hη)− JˆH((D∂J,HS )u)η)(Z)
= piTXˆ
V Xˆ
(
∇ˆHDu(Z)(JˆHη)−
1
2
JˆH
(
∇ˆH
JˆHη
JˆH
)
Du(Z) −
− JˆH∇ˆHDu(Z)η −
1
2
(
∇ˆHη JˆH
)
Du(Z)
)
= piTXˆ
V Xˆ
((
∇ˆHDu(Z)JˆH
)
η −
(
∇ˆHη JˆH
)
Du(Z)
)
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by the Leibniz rule and the left formula in line (C.7.5) of Lemma C.7.1, p. 566,
in [MS04]. The claim for η of class Ck now follows from the right formula in line
(C.7.5) of Lemma C.7.1, p. 566, in [MS04].
The general case (η of class Lk,p) then follows by the standard density argument.
The following lemma should motivate the appearance of the almost complex struc-
ture JˆH in the lemma and corollary above.
Lemma 3.3. In the notation of the above construction, for a section u ∈ Γk(Xˆ, h, gJ ,∇H)∩
Bk,p(Xˆ, A, J,H), piTXˆ
HXˆ
◦∂Jˆ
H
S u = 0 and pi
TXˆ
V Xˆ
◦∂Jˆ
H
S u = ∂
J,H
S u, where Jˆ
H is the almost
complex structure on Xˆ as in Construction 3.1 and ∂
JˆH
S is the standard Cauchy-
Riemann operator on functions between the almost complex manifolds S and Xˆ. In
particular, u satisfies ∂
J,H
S u = 0 iff u : S → Xˆ is a (j, JˆH)-holomorphic map.
Proof. By definition of JˆH ,
∂
JˆH
S u =
1
2
(Du+ JˆH ◦Du ◦ j)
=
1
2
(piTXˆ
V Xˆ
◦Du+ J ◦ piTXˆ
V Xˆ
◦Du ◦ j +
+ piTXˆ
HXˆ
◦Du+ (pi∗|HXˆ)−1 ◦ j ◦ pi∗ ◦ (piTXˆHXˆ)∗ ◦Du ◦ j)
= ∂
J,H
S u+
1
2
((pi∗|HXˆ)−1 + (pi∗|HXˆ)−1 ◦ j ◦ j)
because by definition of a connection pi∗ ◦ (piTXˆHXˆ)∗ = pi∗ and pi∗ ◦Du = id as well as
piTXˆ
HXˆ
◦Du = (pi∗|HXˆ)−1
= ∂
J,H
S u+ 0.
Lemma 3.4. Let v ∈ Bk,p(Xˆ, A, J,H) with ∂J,HS v = 0. Then v is smooth, i. e. v ∈
Γ(Xˆ, pr1, g
J).
Proof. See [Ger13], Lemma II.19, p. 69.
3.3 The case of a smooth family of Riemann surfaces
Construction 3.3. In the course of this construction, it will very soon be nec-
essary to work with universal moduli spaces, in particular to fix some space of
perturbations. Hence it is easier to start out with two families, namely a nodal
family over which the perturbations are defined and a smooth desingularisation of
this family over some locally closed submanifold. So let (pi : Σ → M,R) be a
nodal family of Riemann surfaces of Euler characteristic χ with n markings and let
(ρ : S → B, Rˆ,N, ι, ιˆ) be a desingularisation of Σ over B as in Definition 2.6. Also,
fix a metric h on S that induces a hermitian metric hb on every fibre Sb := ρ
−1(b)
over a point b ∈ B. As stated in the beginning of this section, let (κ : X → M,ω)
be a family of symplectic manifolds with fibres symplectomorphic to a closed sym-
plectic manifold (X0, ω0). Define κ˜ : X˜ → Σ as the pullback of κ : X → M to Σ
via pi and as before, let A be a locally trivial family of 2nd homology classes in the
34
fibres of X. Assume that M is connected, hence there is a well-defined first Chern
class c1(A) := c
TXb
1 (Ab) for any b ∈M .
Let finally H ∈ H(X˜) be a Hamiltonian connection on X˜. Using ι : B → M and
ιˆ : S → Σ, one can pull all these structures back to B and S, i. e. ρˆ : Xˆ := ιˆ∗X˜ =
S ×X → S is again a symplectic fibre bundle on which ι∗J and ιˆ∗H define almost
complex and Hamiltonian structures, respectively. For simplicity and by abuse of
notation, ι∗J and ιˆ∗H will be denoted by J and H, respectively. For b ∈ B, denote
by Jb, g
J
b and Hb the pullbacks of J , g
J and H to Xˆb := Xˆ|Sb , considered as a sym-
plectic fibration over Sb via the restriction ρˆb of ρˆ. Also denote by jb the complex
structure on the Riemann surface Sb. Denote
B
k,p
b (Xˆ, A, J,H) := B
k,p(Xˆb, A, Jb, Hb)
and
E
k−1,p
b (Xˆ, A, J,H) := E
k−1,p(Xˆb, A, Jb, Hb).
The reason for the additional superscript H in comparison to the previous notation
will become clearer a little bit later.
With this define
Bk,p(Xˆ, A, J,H) :=
∐
b∈B
B
k,p
b (Xˆ, A, J,H),
Ek−1,p(Xˆ, A, J,H) :=
∐
b∈B
E
k−1,p
b (Xˆ, A, J,H)
Furthermore, one can define a section (set-theoretically, at this point) by
∂
J,H
:=
∐
b∈B
∂
Jb,Hb
Sb
: Bk,p(Xˆ, A, J,H)→ Ek−1,p(Xˆ, A, J,H).
Definition 3.6. The moduli space of (J,H)-holomorphic curves in the family S
and representing the homology class A is defined as the subset
M(Xˆ, A, J,H) :=
(
∂
J,H
)−1
(0)
of Bk,p(Xˆ, A, J,H) for any k ∈ N, p > 1 with kp > 2, where 0 denotes the image of
the zero section in Ek−1,p(Xˆ, A, J,H). This is well-defined by Lemma 3.4.
The goal now is to equip this set with a manifold structure. Following the usual
course of action, to achieve this one wants to turn Ek−1,p(Xˆ, A, J,H)→ Bk,p(Xˆ, A, J,H)
into a Banach space bundle and ∂
J,H
into a Fredholm section. The straightforward
way to attempt to define charts on Bk,p(Xˆ, A, J,H) would be, for a point a ∈ B,
to pick an open neighbourhood U ⊆ B of a and a smooth trivialisation
φa : U × Sa
∼=−→ S|U ⊆ S,
inducing maps
φab : Sa → Sb, z 7→ φa(b, z)
for b ∈ U . Defining
B
k,p
U (Xˆ, A, J,H) :=
∐
b∈U
B
k,p
b (Xˆ, A, J,H),
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there is a bijection
φa : B
k,p
U (Xˆ, A, J,H)→ U ×Bk,pa (Xˆ, A, J,H)
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (b, φ∗abu),
where for z ∈ Sb, if u(z) = (z, u(z)) ∈ Sb × X, then for w ∈ Sa, φ∗abu(w) =
(w, u(φab(w))). This map is well-defined, because first of all, it is clear that for u ∈
Bk,p(Xˆ, A, J,H), φ∗abu ∈ Bk,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b), where Xˆ|(Sa,(φ∗aj)b)
denotes Xˆa, but with the base space Sa now equipped with the complex structure
(φ∗aj)b instead of ja. But as Banach manifolds,
Bk,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b) = Bk,p(Xˆa, A, Ja, Ha),
in the sense of a literal equality of sets as well as of equivalence classes of Ba-
nach manifold atlases. This raises the question why then to use the notation
Bk,p(Xˆa, A, Ja, Ha), and analogously E
k−1,p(Xˆa, A, Ja, Ha), instead of the much
shorter Bk,p(Xˆa, A) and E
k−1,p(Xˆa, A, Ja) (in the latter case Ja is actually part of
the definition). The reason is mainly due to the next construction where a copy
of Bk,p(Xˆa, A, J,H) appears for every H ∈ H(X˜), which would then necessitate
notation such as {H} × Bk,p(Xˆa, A). Also this notation serves as a reminder that
every Bk,p(Xˆa, A, Ja, Ha) comes with a distinguished atlas.
Now for another such chart given by an open subset V ⊆ B, trivialisation ψc :
V × Sc ∼= S|V and corresponding trivialisation
ψc : B
k,p
V (Xˆ, A, J,H)→ V ×Bk,pc (Xˆ, A, J,H)
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (b, ψ∗cbu),
the transition functions would be given by
(U ∩ V )×Bk,pc (Xˆ, A, J,H)→ (U ∩ V )×Bk,pa (Xˆ, A, J,H)
(b, u) 7→ (b, φ∗ab(ψcb∗u)),
where if u(w) = (w, u(w)) ∈ Xˆc for w ∈ Sc, then for z ∈ Sa, φ∗ab(ψcb∗u)(z) =
(z, u(ψ−1bc φab(z))). In other words, there is a map U ∩ V → Diff(Sc, Sa), b 7→
ψ−1bc ◦ φab and the transition functions are given in terms of the action of this
map. But as is explained e. g. in [Weh09] or [Weh12], the induced action of the
diffeomorphism group on Sobolev spaces simply is not smooth. So the charts that
have just been defined do not patch together to give an atlas and it does not even
make sense to ask whether or not ∂
J,H
defines a smooth (Fredholm) section. At this
point one has to make a decision on how to proceed. The more definitive way would
be to use the sc-manifold/polyfold framework of Hofer, Wysocki and Zehnder, for
an introduction see e. g. the introduction by the inventors themselves [HWZ10], the
slides cited above, or [FFGW12].
Here, I will take a slightly different route. Namely remember that it is actually the
spaces of holomorphic curves one is interested in, i. e. the zero set of ∂
J,H
and one
should actually look at the restriction of the transition functions above to this set.
By this what is meant is the following: In analogy to Bk,pU (Xˆ, A, J,H), define
E
k−1,p
U (Xˆ, A, J,H) :=
∐
b∈U
E
k−1,p
b (Xˆ, A, J,H)
and
∂
J,H
U := ∂
J,H |
B
k,p
U (Xˆ,A,J,H)
: Bk,pU (Xˆ, A, J,H)→ Ek−1,pU (Xˆ, A, J,H).
36
Consequently,
MU (Xˆ, A, J,H) :=
(
∂
J,H
U
)−1
(0) = M(Xˆ, A, J,H) ∩Bk,pU (Xˆ, A, J,H).
B
k,p
U (Xˆ, A, J,H) can be turned into a Banach manifold, giving it the product
manifold structure of U × Bk,pa (Xˆ, A, J,H) via the bijection above. This struc-
ture then obviously depends on a choice of trivialisation φa of S|U and will be
denoted by Bk,pU,φa(Xˆ, A, J,H). Analogously, E
k−1,p
U (Xˆ, A, J,H) can be given a
smooth Banach space bundle structure over Bk,pU,φa(Xˆ, A, J,H) by identifying it with
U × Ek−1,pa (Xˆ, A, J,H) via the map
φˆa : E
k−1,p
U (Xˆ, A, J,H)→ U × Ek−1,pa (Xˆ, A, J,H)
E
k−1,p
b (Xˆ, A, J,H) 3 (η, u) 7→ (b, (pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
φ∗abη, φ
∗
abu)).
For this to be well-defined it is assumed that U is small enough s. t.
pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
: Hom((φ∗aj)b,(φ∗aJ)b)(TSa, V Xˆa)→ Hom(ja,Ja)(TSa, V Xˆa)
is an isomorphism for all b ∈ U . Again, Ek−1,pU (Xˆ, A, J,H) equipped with this
smooth structure will be denoted Ek−1,pU,φa (Xˆ, A, J,H).
Finally, defining
∂
J,H
U,φa : U ×Bk,pa (Xˆ, A, J,H)→ U × Ek−1,pa (Xˆ, A, J,H)
(b, u) 7→ (b, piHom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
∂
(φ∗aJ)b,(φ
∗
aH)b
(Sa,(φ∗aj)b)
u),
all of the above fit into a commutative diagram
E
k−1,p
U,φa
(Xˆ, A, J,H)

φˆa // U × Ek−1,pa (Xˆ, A, J,H)

B
k,p
U,φa
(Xˆ, A, J,H)
φa //
∂
J,H
U
EE
U ×Bk,pa (Xˆ, A, J,H)
∂
J,H
U,φa
ZZ
(9)
With this setup, ∂
J,H
U is a parametrised version of a Cauchy-Riemann operator,
which hence is a Fredholm operator itself and the Fredholm index can be computed
fairly easily. c1(A) here is the first Chern number as in the beginning of this
subsection.
Lemma 3.5. In the notation of the previous construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H)→ Ek−1,pU,φa (Xˆ, A, J,H)
is a Fredholm section of index
ind(∂
J,H
U ) = dimC(X)χˆ+ 2c1(A) + dimR(U).
Proof. (Sketch only) The result will follow from the following functional analytic
claim:
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Claim. Let X,Y be Banach spaces, let V ⊆ X and U ⊆ Rn be open subsets and
let F : V × U → Y be a continuously differentiable map with the property that for
every b ∈ U , the map F (·, b) : V → Y is a (nonlinear) Fredholm map of index d.
Then F is Fredholm of index d+ n.
Proof. Let (u, b) ∈ V ×U . Denote by D1F(u,b) and D2F(u,b) the (partial) derivatives
of F at (u, b) in the direction of V and U , respectively. By assumption, D1F(u,b) :
X → Y is a Fredholm operator of index d. It follows that D1F(u,b) ◦pr1 : X×Rn →
Y is a Fredholm operator of index d+ n (it clearly has the same image as D1F(u,b)
and its kernel is ker(D1F(u,b))×Rn. The operator D2F(u,b) ◦ pr2 : X ×Rn → Y is
compact, for the image of the unit ball in X×Rn is just the image of the (compact)
unit ball in Rn, hence compact. Hence DF(u,b) = D1F(u,b) ◦ pr1 +D2F(u,b) ◦ pr2 is
the sum of a Fredholm operator of index d + n and a compact operator, hence a
Fredholm operator of index d+n by a standard result about Fredholm operators.
To apply this claim, around a point a ∈ B, consider diagram 9 and the definition
of ∂
J,H
U,φa from the previous construction above. In that definition, every
∂
(φ∗aJ)b,(φ
∗
aH)b
(Sa,(φ∗aj)b)
: Bk,pa (Xˆ, A, J,H) = B
k,p(Xˆa, A, Ja, Ha)→
Ek−1,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b)
is a Fredholm operator of index d = dimC(X)χ+2c1(A) by Corollary 3.1. Compos-
ing with the bundle isomorphism Ek−1,p(Xˆ|(Sa,(φ∗aj)b), A, (φ∗aJ)b, (φ∗aH)b)→ Ek−1,pa (Xˆ, A, J,H)
defined by pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
does not change this. Choosing a chart forBa(Xˆ, A, J,H)
and a local trivialisation for Ea(Xˆ, A, J,H) around a given point then brings one to
the situation of the claim above.
Construction 3.4. Using the same notation as in the previous construction, define
Bk,p(Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
Bk,p(Xˆ, A, J,H)
Ek−1,p(Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
Ek−1,p(Xˆ, A, J,H)
and
∂
J,H
:=
∐
H∈H(X˜)
∂
J,H
: Bk,p(Xˆ, A, J,H(X˜))→ Ek−1,p(Xˆ, A, J,H(X˜)).
There are natural projections
piBH : B
k,p(Xˆ, A, J,H(X˜))→ H(X˜)
and
piEH : E
k−1,p(Xˆ, A, J,H(X˜))→ H(X˜).
Definition 3.7.
M(Xˆ, A, J,H(X˜)) :=
(
∂
J,H
)−1
(0).
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Again, given an open neighbourhood U ⊆ B of a ∈ B and a smooth trivialisation
φa : U × Sa ∼= S|U , define
B
k,p
U (Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
B
k,p
U (Xˆ, A, J,H)
E
k−1,p
U (Xˆ, A, J,H(X˜)) :=
∐
H∈H(X˜)
E
k−1,p
U (Xˆ, A, J,H)
and
∂
J,H
U :=
∐
H∈H(X˜)
∂
J,H
U : B
k,p
U (Xˆ, A, J,H(X˜))→ Ek−1,pU (Xˆ, A, J,H(X˜))
MU (Xˆ, A, J,H(X˜)) := M(Xˆ, A, J,H(X˜)) ∩Bk,pU (Xˆ, A, J,H(X˜))
as sets. Denote by Bk,pU,φa(Xˆ, A, J,H(X˜)) the set B
k,p
U (Xˆ, A, J,H(X˜)) equipped with
the product Banach manifold structure of H(X˜)× Bk,pU,φa(Xˆ, A, J,H) for any fixed
chosen H ∈ H(X˜), again identifying all the Bk,pU (Xˆ, A, J,H) for different H by the
set theoretic identity. Ek−1,pU,φa (Xˆ, A, J,H(X˜)) is defined as a Banach manifold in the
same way. In the trivialisations of these spaces defining their smooth structures,
∂
J,H
U is given by
∂
J,H
U,φa
:=
∐
H∈H(X˜)
∂
J,H
U,φa :
U ×Bk,pa (Xˆ, A, J,H)×H(X˜)→ U × Ek−1,pa (Xˆ, A, J,H)×H(X˜).
Lemma 3.6. In the notation of the above construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H(X˜))→ Ek−1,pU,φa (Xˆ, A, J,H(X˜))
is smooth.
Given (b, u,H) ∈ U×Bk,pa (Xˆ, A, J,H)×H(X˜) with u ∈ Γk(Xˆ|Sa), w. r. t. the charts
on Bk,pU,φa(Xˆ, A, J,H(X˜)) from the previous construction and the standard chart for
Bk,pa (Xˆ, A, J,H) around u, the linearisation of ∂
J,H
U at φ
∗
bau ∈ Bk,pb (Xˆ, A, J,H) in
the direction (e, ξ, h), where e ∈ TbU , ξ ∈ TuBk,pa (Xˆ, A, J,H) and h is a Cε-section
of pr∗1T
∗Σ, is given by(
D∂
J,H
U,φa
)
(b,u,H)
(e, ξ, h) =
pi
Hom((φ∗aj)b,(φ∗aJ)b)
Hom(ja,Ja)
((
D∂
(φ∗aJ)b,(φ
∗
aH)b
(Sa,(φ∗aj)b)
)
u
ξ +K(b,u,H)(e) + (φ
∗
aX
0,1
h )b
)
,
with
K(b,u,H)(e) :=
1
2
Db(φ
∗
aJ)(e) ◦Dvu ◦ (φ∗aj)b +
+
1
2
(
XDb(φ∗aH)(e) + (φ
∗
aJ)b ◦XDb(φ∗aH)(e) ◦ (φ∗aj)b
)
+
+
1
2
(φ∗aJ)b ◦Dvu ◦ (Db(φ∗aj)(e)) ,
where Dvu denotes the vertical derivative of u w. r. t. the connection on Sa × X
defined by (φ∗aH)b and b 7→ (φ∗aJ)b, b 7→ (φ∗aH)b and b 7→ (φ∗aj)b are regarded as
maps from U to the space of ω-compatible almost complex structures on X, the space
of Hamiltonian structures on Sa × X and the space of complex structures on Sa,
respectively.
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Remark 3.2. For the moment the only two important things about the map K(b,u,H)
above are that it defines a compact operator, for it factors through the finite di-
mensional space TbU and that its image consists of C
r−1-sections if u is of class
Cr.
Lemma 3.7. In the same situation as in the previous lemma, let V ⊆ φ∗aXˆ be an
open subset and let W ⊆ u−1(V ) be an open subset that intersects every connected
component of {b} × Sa nontrivially. Let K ⊆ THH(X˜) be the closure of the span
of those Hamiltonian perturbations that have support in pr−11 (W ) ∩ V (as sections
of pr∗1T
∗Σ). Let furthermore zi ∈ Sa, i = 1, . . . , r be a collection of points on Sa.
Then the following maps are surjective:
a) The restriction of
(
D∂
J,H
U,φa
)
(b,u,H)
to {0} × {ξ ∈ TUBk,pa (Xˆ, A, J,H) | ξ(zi) =
0 ∀ i = 1, . . . , r} ×K.
b) The map(
D∂
J,H
U,φa
)
(b,u,H)
× ev1∗× · · · × evr∗×
(
piBU
)
∗ :
TbU × TuBk,pa (Xˆ, A, J,H)×K→
Ek−1,pa (Xˆ, A, J,H)× (u∗V Xˆ)z1 × · · · × (u∗V Xˆ)zr × TbU
(e, ξ, h) 7→
((
D∂
J,H
U,φa
)
(b,u,H)
(e, ξ, h), ξ(z1), . . . , ξ(zr), e
)
Proof. b) follows immediately from a) and the proof of a) follows exactly the same
line of argument that appears several times in [MS04], e. g. Proposition 3.2.1, Propo-
sition 3.4.2, Proposition 6.2.7, or the most closely related Theorem 8.3.1, or in
[CM07] Lemma 4.1.
Definition 3.8. For a closed affine subspace K ⊆ H(X˜), meaning the intersection
of a closed affine subspace of the space of Cε-sections of pr∗1T
∗Σ with H(X˜), see
Definition 3.1, define
M(Xˆ, A, J,K) :=
(
piMH
)−1
(K)
⊆M(Xˆ, A, J,H(X˜)),
where piMH := pi
B
H|M(Xˆ,A,J,H(X˜)) and analogously Mb(Xˆ, A, J,K) for b ∈ B and
MU (Xˆ, A, J,K) for U ⊆ B open.
Furthermore, given any open subset V ⊆ X˜, define
HV (X˜)
to be the closure of the set of those H ∈ H(X˜) that have support in V and
MV (Xˆ, A, J,K) := {u ∈Mb(Xˆ, A, J,K) | u(Sb,i) ∩ ι˜−1(V ) 6= ∅ for every
connected component Sb,i of Sb},
where ι˜ : Xˆ → X˜ is the canonical map and analogously MVb (Xˆ, A, J,K) and
MVU (Xˆ, A, J,K).
Lemma 3.8. In the notation of the above construction,
∂
J,H
U : B
k,p
U,φa
(Xˆ, A, J,H(X˜))→ Ek−1,pU,φa (Xˆ, A, J,H(X˜))
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is split transverse to the zero section and MU (Xˆ, A, J,H(X˜)) is a split Banach sub-
manifold of Bk,pU,φa(Xˆ, A, J,H(X˜)).
Furthermore, with respect to this Banach manifold structure, piMH : MU (Xˆ, A, J,H(X˜))→
H(X˜) is a Fredholm map of index
ind(piMH ) = dimC(X)χˆ+ 2c1(A) + dimR(U).
Given an open subset V ⊂ X˜, for any H ∈ H(X˜),
MVU (Xˆ, A, J,H +H
V (X˜))
inherits a Banach manifold structure from MU (Xˆ, A, J,H(X˜)) s. t. the projection
onto H +HV (X˜) is a Fredholm map of the same index as before.
Proof. Lemma A.3.6 in [MS04], and the previous Lemma together with the implicit
function theorem.
The set MU (Xˆ, A, J,H(X˜)) equipped with the Banach manifold structure from the
previous lemma, which a priori does depend on k, p and φa, will be denoted by
M
k,p
U,φa
(Xˆ, A, J,H(X˜)).
The goal now is to show that the Banach manifold structure onMk,pU,φa(Xˆ, A, J,H(X˜))
does not depend on the choice of k ≥ 1 and p > 1 with kp > 2 nor on φa : U ×Sa ∼=
S|U . Hence writing MU (Xˆ, A, J,H(X˜)) makes sense, and consequently given any
trivialisation (Ui, φai)i∈I of S, the Banach manifolds MU (Xˆ, A, J,H(X˜)) patch to-
gether to a Banach manifold structure on M(Xˆ, A, J,H(X˜)). To sum the argument
up in two words: Elliptic regularity.
Lemma 3.9. Let k, ` ∈ N, 1 < p, q <∞ with kp, `q > 2 and assume that k > ` and
k− 2p > `− 2q . Then the inclusion Bk,pU,φa(Xˆ, A, J,H(X˜))→ B
`,q
U,φa
(Xˆ, A, J,H(X˜)) de-
fined via the Sobolev embedding theorem induces a diffeomorphism Mk,pU,φa(Xˆ, A, J,H(X˜))
∼=
M
`,q
U,φa
(Xˆ, A, J,H(X˜)).
Proof. By Lemma 3.4, one has the set-theoretic identity Mk,pU,φa(Xˆ, A, J,H(X˜)) =
M
`,q
U,φa
(Xˆ, A, J,H(X˜)).
Now go through the proof of the implicit function theorem, by which the smooth
structures on the above spaces are defined, to show that this identity mapping is
also a diffeomorphism.
For more details on this see either the proof of Lemma II.24, p. 78, in [Ger13], or
also Section 3.1, esp. Lemma 3.1.4, in [MW12].
Lemma 3.10. Using the notation of Construction 3.4, let φa, ψa : U ×Sa
∼=−→ S|U
be two smooth trivialisations and let r ∈ N. Then the set-theoretic inclusion
B
k+r,p
U,φa
(Xˆ, A, J,H(X˜)) ↪→ Bk,pU,ψa(Xˆ, A, J,H(X˜))
is a map of class Cr−1.
Proof. Let ρ := pr2 ◦ ψ−1a ◦ φa : U × Sa → Sa. In other words, ρ is a family
ρb : Sa → Sa, b ∈ U , of diffeomorphisms of Sa. Fix any H ∈ H(X˜). Then in
the trivialisations Bk+r,pU,φa (Xˆ, A, J,H(X˜))
∼= U × Bk+r,pa (Xˆ, A, J,H) × H(X˜) and
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B
k,p
U,ψa
(Xˆ, A, J,H(X˜)) ∼= U ×Bk,pa (Xˆ, A, J,H)×H(X˜) defining their smooth struc-
tures, the coordinate expression for the inclusion is the map
U ×Bk+r,pa (Xˆ, A, J,H)×H(X˜)→ U ×Bk,pa (Xˆ, A, J,H)×H(X˜)
(b, u,H) 7→ (b, u ◦ ρb, H).
The only question about differentiability of this map arises from the middle com-
ponent, the map
Ψ : U ×Bk+r,pa (Xˆ, A, J,H)→ Bk,pa (Xˆ, A, J,H)
(b, u) 7→ u ◦ ρb.
Fix a point (b, u) ∈ U×Bk+r,pa (Xˆ, A, J,H) with u of class Ck+r. We want to express
Ψ in coordinates around (b, u) and Ψ(b, u) = u◦ρb. First, assume that U is an open
subset of some Rd. Then the coordinate expression Ψ˜ : U × Lk+r,p(u∗V Xˆa) →
Lk,p((u ◦ ρb)∗V Xˆa) of Ψ is given by the string of maps
(b′, ξ) 7→ (b′, exp⊥u (ξ)) 7→ exp⊥u (ξ) ◦ ρb′ 7→ (exp⊥u◦ρb)−1(exp⊥u (ξ) ◦ ρb′).
For simplicity from now on I will drop the subscript a on Sa and consequently Xˆa
and denote by S the Riemann surface Sa and by Xˆ the trivial fibre bundle S ×X
over S with fibres Xˆz ∼= X at the points z ∈ S. Then the above formula can be
evaluated at some point z ∈ S and the definition of exp⊥ for the fibre bundle Xˆ
can be inserted to give
Ψ˜(b′, ξ)(z) =
(
expXˆzu◦ρb(z)
)−1(
exp
Xˆρ
b′ (z)
u◦ρb′ (z)(ξ ◦ ρb′(z))
)
.
First, note that the right hand side is well-defined for ‖ξ‖L1,p(u∗V Xˆ) small enough,
independent of b′, because by compactness, sup{inj(Xˆz) | z ∈ S} is finite and an
L1,p-bound on ξ implies a pointwise bound by the Sobolev embedding theorem.
Second, this can be written as
(
expXˆzu◦ρb(z)
)−1(
exp
Xˆρ
b′ (z)
u◦ρb′ (z)(ξ ◦ ρb′(z))
)
=((
expXˆzu◦ρb(z)
)−1 ◦ expXˆρb′ (z)u◦ρb(z))︸ ︷︷ ︸
(∗)
◦
((
exp
Xˆρ
b′ (z)
u◦ρb(z)
)−1 ◦ expXˆρb′ (z)u◦ρb′ (z)
)
︸ ︷︷ ︸
(∗∗)
(ξ ◦ ρb′(z)),
which can be interpreted as follows: Over U × S, consider the two fibre bundles
ρ∗Xˆ and pr∗2Xˆ, where pr2 : U × S → S is the projection. Both of these bundles
are canonically identified with the trivial one, but carry two different structures
of Riemannian submersion. Furthermore u is a section of Xˆ, and so is u ◦ ρb.
Hence ρ∗u and pr∗2(u ◦ ρb) are sections of ρ∗Xˆ and pr∗2Xˆ, respectively, and ρ∗ξ
is a section of V ρ∗Xˆ = ρ∗V Xˆ (along ρ∗u). Then the first term (∗) above is the
coordinate expression for the identification Lk+r,p(pr∗2Xˆ) ∼= Lk+r,p(ρ∗Xˆ) induced by
the canonical identification of pr∗2Xˆ ∼= ρ∗Xˆ in charts around the section pr∗2(u ◦ρb),
whereas the second one (∗∗) is the usual coordinate transformation on Lk,p(ρ∗Xˆ)
from the chart around ρ∗u to the chart around pr∗2(u ◦ ρb). So the above map Ψ˜
can be interpreted as mapping ξ to ρ∗ξ ∈ Lk+r,p((ρ∗u)∗V ρ∗Xˆ), then applying the
two coordinate transformations above and finally restricting to the slice {b} × Xˆ ⊆
pr∗2Xˆ. A derivative of Ψ˜(b
′, ξ) in the first variable b′ then corresponds to a covariant
derivative of ρ∗ξ in a direction tangent to the first factor of U × S. The maps (∗)
and (∗∗) have bounded derivatives of all orders after restricting to V × S, where
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V ⊆ U is a precompact open subset of U .
Now ∇sρ∗ξ can be expressed (by the Leibniz rule, basically) as a linear combination
of ξ, . . . ,∇sξ with coefficients depending on the s-jet of ρ. Again after restricting
to a precompact subset V ⊆ U , these coefficients can be bounded. Combining the
above, at least for ξ ∈ Γs(u∗V Xˆ) and b′ ∈ V , via these pointwise estimates one can
estimate ‖(DsΨ˜)(b′, ξ)‖Lk,p ≤
∑s
j=0 cj‖∇jξ‖Lk,p ≤ c‖ξ‖Lk+s,p for some constants
cj , c. Applying the usual density argument, which causes the loss of one derivative
(hence it says Cr−1, not Cr, in the statement), shows the lemma.
Corollary 3.3. The set-theoretic identity defines a diffeomorphism
MU,φa(Xˆ, A, J,H(X˜))
∼=→MU,ψa(Xˆ, A, J,H(X˜)).
In particular, any choice of covering (Ui)i∈I of the base B of S and trivialisations
(φi : Ui × Sai
∼=−→ S|Ui)i∈I defines a cocycle for a Banach manifold structure on
M(Xˆ, A, J,H(X˜)) independent of these choices.
If C is any other Banach manifold and f : Bk0,p(Xˆ, A, J,H(X˜)) → C, for some
k0 ∈ N and p > 1 with k0p > 2, a map with the property that there exists an r ∈ Z,
r ≤ k0 s. t. f |Bk,p(Xˆ,A,J,H(X˜)) : Bk,p(Xˆ, A, J,H(X˜))→ C is of class Ck−r for every
k ≥ k0, then f |M(Xˆ,A,J,H(X˜)) : M(Xˆ, A, J,H(X˜))→ C is smooth.
With respect to this Banach manifold structure,
piMH : M(Xˆ, A, J,H(X˜))→ H(X˜)
is a Fredholm map of index
ind(piMH ) = dimC(X)χˆ+ 2c1(A) + dimR(B).
Given an open subset V ⊆ X˜ and any H ∈ H(X˜), the same holds for MV (Xˆ, A, J,H+
HV (X˜)) and the projection onto H +HV (X˜).
Proof. Immediate from the preceding three lemmas.
3.4 Evaluation maps and nodal families
Of interest are two kinds of evaluation maps: Evaluation at the marked points Rˆi
and at the points corresponding to the nodes of Σ|B . While the former can be
defined as maps on M(Xˆ, A, J,H(X˜)), the latter can not. For the nodes only form
a discrete subbundle of Σ|B or their desingularisations one of S. The evaluations at
these points are of importance since in the desingularisation S of Σ|B all the nodes
are resolved to pairs of points and hence the space M(Xˆ, A, J,H(X˜)) contains “too
many” curves in the sense that one is only interested in those which map each
pair of points corresponding to a node to a single point. For only on this set does
there exist an inclusion into M(X˜, A, J,H(X˜)). But one can still choose a covering
(Ui)i∈I and trivialisations (φi : Ui × Sai → S|Ui)i∈I with the property that φi
trivialises N |Ui as well, i. e. after choosing some numbering N i,1j (ai), N i,2j (ai), j =
1, . . . , d, of Nai s. t. N
i,1
j (ai) and N
i,2
j (ai) correspond to the same node and defining
N i,1j (b) := φi(b,N
i,1
1 (ai)), N
i,2
j (b) := φi(b,N
i,2
j (ai)), for b ∈ Ui, j = 1, . . . , d, one
has Nb = {N i,1j (b), N i,2j (b) | j = 1, . . . , d}. N i,1j (b) and N i,2j (b) here naturally are
always supposed to correspond to the same node. This allows the definition of
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evaluation maps (as always, kp > 2)
evN
i,1,Ni,2 : Bk,pUi (Xˆ, A, J,H(X˜))→ (X ⊕X)⊕d
B
k,p
b (Xˆ, A, J,H) 3 u 7→ ((pr2(u(N i,11 (b))),pr2(u(N i,11 (b)))), . . . ,
(pr2(u(N
i,1
d (b))),pr2(u(N
i,1
d (b))))).
In contrast, the marked points Rˆ1, . . . , Rˆn : B → S allow the definition of a globally
defined evaluation map
evRˆ : Bk,p(Xˆ, A, J,H(X˜))→ Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
B
k,p
b (Xˆ, A, J,H) 3 u 7→ (u(Rˆ1(b)), . . . , u(Rˆn(b)))
with a well-defined restriction to M(Xˆ, A, J,H(X˜)). The target space of the above
map is the fibre bundle over B which is the Whitney sum of the fibre bundles Rˆ∗i Xˆ.
Writing u ∈ Bk,pb (Xˆ, A, J,H) in the form z 7→ (z, u(z)) ∈ Sb × X = Xˆb, then
evRˆ(u) = (b, u(Rˆ1(b)), . . . , u(Rˆn(b))). As before for the N
i,1
j , N
i,2
j , assume that the
φi preserve the markings in the sense that φi(b, Rˆj(ai)) = Rˆj(b) for all b ∈ Ui, i ∈ I.
The reason for this is the following: If f : M → N is a map between manifolds,
and γ : R → M is a path in M , then ddtf(γ(t)) = df(γ˙(t)) depends on the first
derivative of f , and correspondingly for the higher derivatives. If f is of some
Sobolev class, then this is only well defined by the Sobolev embedding theorem as
long as f has enough weak derivatives. This problem is circumvented here, because
with the choices of φi above, the markings and nodal points under the φi correspond
to constant points on the Sai . Hence the restriction ev
Rˆ : Bk,pUi,φi(Xˆ, A, J,H(X˜))→
Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ|Ui is actually smooth w. r. t. to the smooth structure defined via
φi and hence by the previous corollary
evRˆ : M(Xˆ, A, J,H(X˜))→ Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
is a smooth map. Analogously, all the restrictions
evN
i,1,Ni,2 : MUi(Xˆ, A, J,H(X˜))→ (X ⊕X)⊕d
are smooth maps.
Letting ∆ := {(x, x) ∈ X ⊕X | x ∈ X}, the space of holomorphic curves, at least
over one of the Ui, is the preimage
(
evN
i,1,Ni,2
)−1
(∆d), which is the space of those
curves mapping each pair of points in a desingularisation corresponding to a node
to a single point. Furthermore,
(
evN
i,1,Ni,2
)−1
(∆d) is independent of the choice
of the N i,1j and N
i,2
j , since any compatible reordering (in j or switching N
i,1
j and
N i,2j for a fixed j) leaves the set ∆
d invariant. Hence there are well-defined sets
MUi(X˜|B , A, J,H(X˜)) :=
(
evN
i,1,Ni,2
)−1
(∆d)
which patch together to a well-defined set
M(X˜|B , A, J,H(X˜)) :=
⋃
i∈I
MUi(X˜|B , A, J,H(X˜))
in the sense that for any i, j ∈ I and for any b ∈ Ui ∩Uj , the sets of those points in
MUi(X˜|B , A, J,H(X˜)) and MUj (X˜|B , A, J,H(X˜)) lying over b coincide and further-
more, M(X˜|B , A, J,H(X˜)) is independent of choices. Given V ⊆ X˜ and H ∈ H(X˜),
there are analogously defined sets
MVUi(X˜|B , A, J,H +HV (X˜)) and MV (X˜|B , A, J,H +HV (X˜)).
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Also, one can restrict evRˆ to the above subsets. At this point it also makes sense
to introduce what is mainly a change in notation. Namely remember that Xˆ was
the pullback of X˜ under the desingularisation ιˆ : S → Σ of the restriction of the
nodal family Σ to the subset ι : B → M , where M was the base of the family Σ.
Also, the markings Rˆ of S were the pullbacks of the markings R of Σ. So one can
canonically identify Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ ∼= R∗1X˜ ⊕ · · · ⊕ R∗nX˜|B . Note that because
X˜ was defined to be the pullback pi∗X and because the Ri are sections, every R∗i X˜
is canonically identified with X. But to distinguish the factors, the above notation
is kept. Using this, write
evR := evRˆ |M(X˜|B ,A,J,H(X˜)) : M(X˜|B , A, J,H(X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜|B
Lemma 3.11. For any choice of Ui, φi and N
i,1, N i,2 as above, the maps
evN
i,1,Ni,2 × evRˆ : MUi(Xˆ, A, J,H(X˜))→ (X2)d × Rˆ∗1Xˆ ⊕ · · · ⊕ Rˆ∗nXˆ
are submersions.
The sets MUi(X˜|B , A, J,H(X˜)) are split submanifolds of MUi(Xˆ, A, J,H(X˜)) that
define a cocycle that equips M(X˜|B , A, J,H(X˜)) with the structure of a split Banach
submanifold of M(Xˆ, A, J,H(X˜)) of codimension dimR(X) d = dimC(X) 2d.
Furthermore,
evR : M(X˜|B , A, J,H(X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜|B
is a submersion and in particular so are
piMB : M(X˜|B , A, J,H(X˜))→ B,
the composition of evR with the projection R∗1X˜ ⊕ · · · ⊕R∗nX˜|B → B, and every
evRi : M(X˜|B , A, J,H(X˜))→ R∗i X˜|B
for 1 ≤ i ≤ n, the composition of evR with the projection R∗1X˜ ⊕ · · · ⊕ R∗nX˜|B →
R∗i X˜|B.
Finally,
piMH : M(X˜|B , A, J,H(X˜))→ H(X˜)
is a Fredholm map of index
ind(piMH ) = dimC(X)χ+ 2c1(A) + dimR(B).
Given an open subset V ⊆ X˜ and any H ∈ H(X˜), the same statements hold with
MUi(Xˆ, A, J,H(X˜)) replaced by M
V
Ui
(Xˆ, A, J,H + HV (X˜)), M(X˜|B , A, J,H(X˜))
replaced by MV (X˜|B , A, J,H +HV (X˜)) and H(X˜) replaced by H +HV (X˜).
Proof. Lemma 3.7, the implicit function theorem and an easy index calculation.
Corollary 3.4. For generic H ∈ H(X˜), M(X˜|B , A, J,H) is a manifold of dimen-
sion
dimM(X˜|B , A, J,H) = dimC(X)χ+ 2c1(A) + dimR(B).
Proof. Sard-Smale and Lemma 3.11.
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4 Bubbling and the Gromov compactification
So far, a topology has only been defined on M(X˜|B , A, J,H(X˜)), where B ⊆ M is
a locally closed submanifold over which there exists a desingularisation of Σ. But
even if M has a well-defined stratification by signature, this does not define a well-
behaved topology on all of M(X˜, A, J,H(X˜)). Well-behaved here is to mean at least
that the maps piMM : M(X˜, A, J,H(X˜))→ M and piMH : M(X˜, A, J,H(X˜))→ H(X˜)
are to be continuous.
Furthermore, to be able to apply the compactness results from [Hum97] and [BEH+03],
this topology has to be chosen to be compatible in a sense to that of Deligne-
Mumford convergence. The relevant construction here can be found in the proof of
Theorem 13.6 in [RS06] (the direction (ii) ⇒ (i)). The implication of this theorem
can be stated as saying that the map M →Mg,n from the base space of a marked
nodal family of Riemann surfaces of type (g, n) to the Deligne-Mumford space
equipped with the topology of Deligne-Mumford convergence (as defined e. g. in
[Hum97] or [BEH+03]) is continuous. The topology on M(X˜, A, J,H(X˜)) will be
described in terms of convergence of sequences as in Section 5.6 of [MS04]. To do
so the following result from [RS06] will be used, where still (pi : Σ → M,R∗) is an
arbitrary family of marked nodal Riemann surfaces of type (g, n):
Construction 4.1. Let b ∈ M . Then there exists a neighbourhood U ⊆ M of
b with the following properties: Let n1, . . . , nd ∈ Σb be the nodal points on Σb.
For i = 1, . . . , d there are pairwise disjoint neighbourhoods Ni ⊆ Σ of the ni with
pi(Ni) = U and s. t. Rj ∩Ni = ∅ ∀ j = 1, . . . n, i = 1, . . . , d and holomorphic maps
(xi, yi) : Ni → D2, zi : U → D, ti : U → DdimC(M)−1
s. t.
(zi, ti) : U → DdimC(M)
(xi, yi, ti ◦ pi|Ni) : Ni → DdimC(Σ)
are holomorphic coordinate systems with
(xi, yi)(ni) = (0, 0) and xiyi = zi ◦ pi|Ni .
Denote for b′ ∈ U and i = 1, . . . , d
Γi(b
′) := {z ∈ Σb′ ∩Ni | |xi(z)| = |yi(z)| =
√
|zi(b′)|}
and
Γ(b′) :=
d⋃
i=1
Γi(b
′), Γ :=
⋃
b′∈U
Γ(b′).
Then each Γ(b′) is a disjoint union of nodal points (one for each i with zi(b′) = 0) and
pairwise disjoint embedded circles (one for each i with zi(b
′) 6= 0) disjoint from all
the nodal and marked points. Especially Γi(b) = ni and hence Γ(b) = {n1, . . . , nd}.
Also, for every b′ ∈ U there exists a continuous map
ψb′ : Σb′ → Σb
with the following properties:
• ψb′(Γi(b′)) = ni for all i = 1, . . . , d.
46
• ψb′ |Σb′\Γ(b′) : Σb′ \ Γ(b′)→ Σb \ {n1, . . . , nd} is a diffeomorphism.
• The map
ψ : Σ|U \ Γ→ U × (Σb \ {n1 . . . , nd})
z 7→ (pi(z), ψpi(z)(z))
is a diffeomorphism.
These maps have the property that if (bi)i∈N ⊆ U is a sequence converging to b,
then the sequence (ji)i∈N of complex structures on Σb \ {n1, . . . , nd} defined by
ji := ψbi,∗jbi , where jbi denotes the complex structure on Σbi \ Γ(b′), converges in
the C∞-topology to the restriction of jb to Σb \ {n1, . . . , nd}.
With this one can define sequential convergence in M(X˜, A, J,H(X˜)).
Definition 4.1. Let (ui)i∈N ⊆M(X˜, A, J,H(X˜)) be a sequence. Then ui converges
to u ∈M(X˜, A, J,H(X˜)) iff the following hold:
• Let bi := piMM (ui) and b := piMM (u). Then bi i→∞−→ b in M .
• Let Hi := piMH (ui) and H := piMH (u). Then Hi i→∞−→ H in H(X˜).
• In the notation of Construction 4.1, for b′ ∈ U , let φb′ := (ψb′ |Σb′\Γ(b′))−1 :
Σb\{n1, . . . , nd} → Σb′ . Let N ∈ N be s. t. bi ∈ U for all i ≥ N . Then ui◦φbi :
Σb \ {n1, . . . , nd} → X˜, for i ≥ N , converges uniformly to u|Σb\{n1,...,nd}.
Due to bubbling, see [Hum97] Section V.3, even for M compact, the moduli space
M(X˜, A, J,H(X˜)) will not be compact. To remedy this situation and still get a
compact moduli space, the Gromov compactification of M(X˜, A, J,H(X˜)) has to
be introduced. To describe this space, first of all assume that the marked nodal
family of Riemann surfaces (pi : Σ → M,R∗) is regular. For ` ≥ 0, let (pi` : Σ` →
M `, R`∗, T
`
∗), Σ
` = M `+1, and pˆi`−1 : Σ` → Σ`−1, pˆi`k : Σ` → Σk, pi`k : M ` → Mk be
the marked nodal families and maps from Lemma 2.1 and Proposition 2.1. Also,
for all ` ≥ 1, let σ` and σˆ` be the actions of S`, by reordering the last ` marked
points, on M ` and Σ`, from Proposition 2.2.
Finally, for ` ≥ 0, let X˜` := (pˆi`0)∗X˜.
Then the following is proved in the monograph [Hum97], Chapter V (esp. Theorem
1.2, Theorem 3.3, Proposition 1.1 and the proofs of these results) as well as, in a
generalised version, in [BEH+03].
Proposition 4.1. Let (ui)i∈N be a sequence in M(X˜, A, J,H(X˜)), bi := piMM (ui),
Hi := pi
M
H (ui), s. t. bi −→i→∞ b for some b ∈ M and Hi −→i→∞ H for some H ∈ H(X˜).
Then there exist the following:
• an integer ` ∈ N0,
• a subsequence (uij )j∈N of (ui)i∈N,
• bˆij ∈
◦
M ` with pi`0(bˆij ) = bij
• and an element uˆ ∈Mbˆ(X˜`, A, J, (pˆi`0)∗H),
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for some bˆ ∈M ` with pi`0(bˆ) = b and
(pˆi`0)
∗
bˆij
uij −→
j→∞
uˆ.
Furthermore, the bˆij , bˆ and uˆ can be chosen s. t. the following holds: Let Σ
`
i,bˆ
be
a component of Σ`
bˆ
on which pˆi`0 is not a homeomorphism, i. e. either pˆi
`
0(Σ
`
i,bˆ
) =
{ni}, for some node ni ∈ Σb or pˆi`0(Σ`i,bˆ) = {Rj(b)} for some j = 1, . . . , n. Then
uˆ|Σ`
i,bˆ
has nonvanishing vertical homology class and hence defines a nonconstant
J-holomorphic sphere in X˜ni or X˜Rj(b).
Definition 4.2. Let
(pˆi`0)
∗H(X˜) := {(pˆi`0)∗H | H ∈ H(X˜)}
⊆ H(X˜`)
and
M(X˜`, A, J, (pˆi`0)
∗H(X˜)) := (piMH )
−1((pˆi`0)
∗H(X˜))
⊆M(X˜`, A, J,H(X˜`)).
Then for any `, ˜`∈ N0 with ` ≤ ˜` there is a canonical map
(pˆi
˜`
`)
∗ : (pi ˜``)
∗M(X˜`, A, J, (pˆi`0)
∗H(X˜))→M(X˜ ˜`, A, J, (pˆi ˜`0)∗H(X˜))
of topological spaces, where
(pi
˜`
`)
∗M(X˜`, A, J, (pˆi`0)
∗H(X˜)) = M(X˜`, A, J, (pˆi`0)
∗H(X˜))×
piMM ,M
`,pi
˜`
`
M
˜`
is the fibred product of topological spaces.
Furthermore, for all ` ≥ 1, the actions σ` and σˆ` of S` on M ` and Σ`, respectively,
induce actions
σ˜` : S` ×M(X˜`, A, J, (pˆi`0)∗H(X˜))→M(X˜`, A, J, (pˆi`0)∗H(X˜)),
compatible via piMM with the actions σ
` in the obvious way.
Together, the spaces M(X˜`, A, J, (pˆi`0)
∗H(X˜)), maps (pˆi ˜``)
∗ and actions σ˜` form a
system of topological spaces, whose colimit is called the Gromov compactification
of M(X˜, A, J,H(X˜)) and denoted by
M(X˜, A, J,H(X˜)).
It is equipped with canonical maps
piMM : M(X˜, A, J,H(X˜))→M
and
piMH : M(X˜, A, J,H(X˜))→ H(X˜).
Remark 4.1. For u ∈ M(X˜`, A, J, (pˆi`0)∗H(X˜)) with piMM (u) = b, piMH (u) = H and
bˆ ∈M ˜` s. t. b = pi ˜``(bˆ),
(pˆi
˜`
`)
∗u ∈Mbˆ(X˜
˜`
, A, J, (pˆi
˜`
`)
∗H) ⊆M(X˜ ˜`, A, J, (pˆi ˜`0)∗H(X˜)).
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For ˜`= `+1 this is clear, for on every component of Σ
˜`
bˆ
, pˆi
˜`
` is either a diffeomorphism
or a constant map onto a point. On each component on which pˆi
˜`
` is constant (which
then is diffeomorphic to a sphere), (pˆi
˜`
`)
∗H vanishes, so the restriction of a section
u ∈M(X˜ ˜`, A, J, (pˆi ˜``)∗H) to such a component is just given by a J-holomorphic map
to Xb. In particular, the constant map corresponding to the restriction of (pˆi
˜`
`)
∗u
to such a component is holomorphic. For ` ≥ 1, the claim follows by induction.
Remark 4.2. Note that in the above definition, (pˆi`0)
∗ : H(X˜) → H(X˜`) is an
injection.
Remark 4.3. The colimit over the above system of topological spaces is the quotient
space ∐
`≥0
M(X˜`, A, J, (pˆi`0)
∗H(X˜))/∼,
where
M(X˜`
′
, A, J, (pˆi`
′
0 )
∗H(X˜)) 3 u′ ∼ u′′ ∈M(X˜`′′ , A, J, (pˆi`′′0 )∗H(X˜))
iff there exists an ˜`≥ `′, `′′, an g ∈ S˜` and b ∈M ˜` s. t. pi ˜``′(b) = piMM (u′), pi ˜``′′(σ ˜`g−1(b)) =
piMM (u
′′) and
(pˆi
˜`
`′)
∗
bu
′ = σ˜ ˜`g
(
(pˆi
˜`
`′′)
∗
σ
˜`
g−1 (b)
u′′
)
∈M((X˜ ˜`, A, J, (pˆi ˜`0)∗H(X˜)).
In particular, this equivalence relation has the following property: If u ∈M(X˜`, A, J, (pˆi`0)∗H(X˜))
is constant on a ghost component (as in Definition 2.9) of its underlying nodal Rie-
mann surface, then there exists a k < ` and a u′ ∈M(X˜k, A, J, (pˆik0 )∗H(X˜)), s. t. u
and u′ define the same point in M(X˜, A, J,H(X˜)).
Remark 4.4. Also, directly from the definition, there is a canonical injection
M(X˜, A, J,H(X˜)) ↪→M(X˜, A, J,H(X˜)).
Corollary 4.1.
piMM × piMH : M(X˜, A, J,H(X˜))→M ×H(X˜)
is a proper map and M(X˜, A, J,H(X˜)) is a Hausdorff topological space. In partic-
ular, if M is compact, then for any H ∈ H(X˜),
M(X˜, A, J,H) := (piMM × piMH )−1(M × {H})
is a compact Hausdorff topological space.
Lemma 4.1. If M is compact, then there exists an ` ∈ N0 s. t. the canonical map
M(X˜`, A, J, (pˆi`0)
∗H(X˜))→M(X˜, A, J,H(X˜)) is surjective.
Proof. By the definition of M(X˜`, A, J, (pˆi`0)
∗H(X˜)) and the definition of H(X˜),
there exists a universal bound on the vertical energy of every element ofM(X˜`, A, J, (pˆi`0)
∗H(X˜))
independent of `, by Lemma 8.2.9 in [MS04], where the vertical energy is defined as
in Section 8.2 in [MS04], p. 249. By the usual Gromov-Schwarz and Monotonicity
lemmas, this implies a universal bound on the number of components on which an
element of M(X˜`, A, J, (pˆi`0)
∗H(X˜)) can be nonconstant, which by definition of the
equivalence relation in the definition of M(X˜, A, J,H(X˜)) implies the lemma.
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Furthermore, for ` ≤ ˜` denote by M ˜`,` the set
M
˜`,` := {b ∈M ˜` | pˆi ˜``,b : Σ˜`b → Σ`pi ˜`0(b) is a homeomorphism}
and by Σ
˜`,` := Σ
˜`|M ˜`,` .
In addition, let pi
˜`,` := pi
˜`|M ˜`,` : M
˜`,` →M ` and pˆi ˜`,` := pˆi ˜`` |Σ˜`,` : Σ
˜`,` → Σ`.
Lemma 4.2. pi
˜`,` : M
˜`,` →M ` is a surjective submersion of complex fibre dimen-
sion ˜`− ` and Σ˜`,` ∼= (pi ˜`,`)∗Σ` via pˆi ˜`,`.
Furthermore,
M((pˆi
˜`,`)∗X˜`, A, J, (pˆi
˜`,`
` )
∗(pˆi`0)
∗H(X˜)) ∼= (pi ˜`,`)∗M(X˜`, A, J, (pˆi`0)∗H(X˜))
via (pˆi
˜`,`)∗.
Proof. This again follows by induction from the case ˜` = ` + 1. But in this case
M
˜`
= M `+1 = Σ` and M
˜`,` by Lemma 2.1 is the complement of the nodes and
markings in Σ`. The restriction Σ
˜`,` of Σ
˜`
to this subset, from the proof of Lemma
2.1, is by definition the pullback of Σ` via pi` and the restriction of pˆi
˜`
` is by definition
the canonical map covering pi`.
The second claim follows directly from the definitions.
To make sense of the following remark, remember that by definitionM((pˆi`0)X˜, A, J,K),
for any subset K ⊆ H((pˆi`0)X˜), is a disjoint union of subsets that are mapped to
the strata of M ` in the stratification by signature under piMM . By abuse of language
I will call these subsets strata, even though in general it is not claimed that they
are (Banach) manifolds or form any kind of reasonable stratification. Also, by the
codimension of such a subset I will mean the codimension of the corresponding
stratum in M `.
The transversality problem now can be formulated as follows:
Does there exist a (generic subset of) H ∈ H(X˜) s. t. for every ` ≥ 0 (and for
all generic H), M(X˜`, A, J, (pˆi`0)
∗H) is stratified by smooth manifolds as in the
previous section, induced from the stratification by signature on M `. And in such
a way that M(X˜, A, J,H) has a stratification by smooth manifolds, induced by the
canonical maps M(X˜`, A, J, (pˆi`0)
∗H)→M(X˜, A, J,H). So that the stratification in
particular coincides with the one from before on M(X˜, A, J,H) under the inclusion
from Remark 4.4? Furthermore, there should be a top-dimensional stratum which
coincides with the top-dimensional stratum in M(X˜, A, J,H), corresponding to the
smooth curves, and the codimension of every other stratum should coincide with
the codimension of the stratum in M(X˜`, A, J, (pˆi`0)
∗H) from which it arises.
In general, it is known that the answer to this question is no, for all the Hamiltonian
perturbations of the form (pˆi`0)
∗H vanish on ghost components, so the Banach space
(pˆi`0)
∗H(X˜) is “too small” to achieve the transversality results in Lemma 3.7.
One hence is faced with two conflicting aims: On the one hand one would like
to enlarge the spaces of perturbations in the construction of the universal moduli
spaces from (pˆi`0)
∗H(X˜) ∼= H(X˜) to H((pˆi`0)∗X˜) to achieve transversality, on the
other hand one needs to restrict to perturbations coming from H(X˜) so that the
equivalence relation is preserved and the conditions on the dimensions of the strata
of the stratification one wants to construct have any chance of holding true.
The solution to this problem, first applied in the genus 0 case in [CM07] and which
will be extended to the present situation in the rest of this text, can now roughly
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be described as follows (all these notions will be made precise later on):
For every ` ≥ 0 there exists a subset K` ⊆ H(X˜`) s. t. (pˆi ˜``)∗K` ⊆ K˜`.
There also exists an ` ∈ N0 and for every ˜`≥ ` a subset N ˜`(K˜`) ⊆M(X˜ ˜`, A, J,K˜`)
with piMM (N
˜`
(K
˜`
)) ⊆
◦
M
˜`
(the part corresponding to smooth curves, as in Section 2)
s. t. the closure of N
˜`
(K
˜`
) in M(X˜
˜`
, A, J,K
˜`
) lies in M(X˜
˜`
, A, J,K
˜`
).
Since
◦
M
˜` ⊆ M ˜`,` for all ` ≤ ˜`, for every H ∈ K0 there is a well-defined map
(pˆi
˜`
0)∗ : N
˜`
((pˆi
˜`
0)
∗H) → M(X˜, A, J,H) (the left-hand side is defined in the obvious
way) given by u 7→ ((pˆi ˜`0,b)−1)∗u, where piMM (u) = b.
Then for generic H ∈ K0 the above will be s. t. N`((pˆi`0)∗H) is invariant under the
S`-action and the map (pˆi
`
0)∗ is an `!-sheeted covering on the complement of a subset
of codimension at least 2 (see Lemma 6.1).
Roughly speaking, the N
˜`
(K
˜`
) will be defined as spaces of holomorphic sections that
map the first ` additional marked points to a subbundle Y˜ ⊆ X˜ with real codimen-
sion 2 fibres and the sets K
˜`
will be spaces of Hamiltonian perturbations satisfying
a set of compatibility conditions with this subbundle. Making these notions precise
and showing the properties above will be pretty much the rest of this work.
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5 Hypersurfaces and tangency
Throughout this section, let (pi : Σ → M,R) be a stable marked nodal family
Riemann surfaces of type (g, n) and denote their Euler characteristic by χ. Fur-
thermore, let (κ : X → M,ω) be a family of symplectic manifolds together with a
family (κ|Y : Y → M,ω|Y ) of symplectic hypersurfaces in X. Define κ˜ : X˜ → Σ
as the pullback of κ : X → M to Σ via pi and likewise for Y˜ . As before, Jω(X) is
the set of ω-compatible vertical almost complex structures on X, i. e. bundle mor-
phisms J ∈ End(V X) with J2 = −id and s. t. ω(·, J ·) defines a metric on V X. In
other words, for any b ∈ M , Jb is a compatible almost complex structure on the
symplectic manifold (Xb, ωb).
To define the sets K` from the previous subsection, almost complex structures and
Hamiltonian perturbations compatible with the family of symplectic hypersurface
Y in the sense of [IP03], Definition 3.2 are needed.
Definition 5.1. The set of Y -compatible vertical almost complex structures on X
is defined as
Jω(X,Y ) := {J ∈ Jω(X) | J(V Y ) = V Y }.
The set of normally integrable Y -compatible almost complex structures on X is
defined as
Jω,ni(X,Y ) := {J ∈ Jω(X,Y ) | piV XV Y ⊥ωNJ(v, ξ) = 0 ∀v ∈ VyY, ξ ∈ VyY ⊥ω , y ∈ Y },
where NJ denotes the Nijenhuis tensor of J , VyY
⊥ω ⊆ VyX denotes the symplectic
orthogonal complement and piV XV Y ⊥ω : V X → V Y ⊥ω denotes the projection along
V Y .
One considers Jω(X,Y ) and Jω,ni(X,Y ) as subsets of Jω(X˜, Y˜ ) and Jω,ni(X˜, Y˜ ),
respectively, via pullback.
The proof of Theorem A.2 in [IP03] shows:
Lemma 5.1. Jω,ni(X,Y ) is nonempty and path-connected.
Now remember that if for b ∈ M , Sb is a smooth Riemann surface and ιb : Sb →
Σb ⊆ Σ a desingularisation of the fibre of Σ over b, then ι∗bX˜ = (pi ◦ ιb)∗X is
a trivial bundle, for pi ◦ ιb is the constant map to b. Likewise for the subbundle
Y ⊆ X. Making the identification with the trivial bundle, Xˆb := Sb × Xb and
Yˆb := Sb × Yb, one can pull back any H ∈ H(X˜) to Hb ∈ H(Xˆb). Given such H
and any J ∈ Jω(X), which induces a vertical almost complex structure on every
Xˆb, one hence gets an almost complex structure Jˆ
H
b on Xˆb as in Definition 3.3.
Definition 5.2. Let H ∈ H(X˜). H is called a Y -compatible Hamiltonian perturba-
tion, H ∈ H(X˜, Y˜ ), if for every b ∈M and every desingularisation ιb : Sb → Σb ⊆ Σ,
Yˆb ⊆ Xˆb is Hb-parallel, i. e. imXHb(ζ)|Yˆb ⊆ V Yˆb ∀ ζ ∈ TSb.
Given J ∈ Jω,ni(X,Y ), if furthermore for every b ∈ M and every desingularisation
ιb : Sb → Σb ⊆ Σ,
piV Xˆb
V Yˆ ⊥ωb
NJˆHb
(vˆ, ξˆ) = 0 ∀ vˆ ∈ VyˆYˆb, ξˆ ∈ VyˆYˆ ⊥ω , yˆ ∈ Yˆb,
where VyˆYˆ
⊥ω := {0} × TY ⊥ωb , then H is called a J-compatible normally integrable
Hamiltonian perturbation, H ∈ Hni(X˜, Y˜ , J).
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This space has the two subspaces
H0ni(X˜, Y˜ , J) := {H ∈ Hni(X˜, Y˜ , J) | H|Y˜ = 0}
H00(X˜, Y˜ ) := cl
(
{H ∈ H(X˜) | supp(H) ⊆ X˜ \ Y˜ compact}
)
,
where cl denotes the closure in H(X˜).
In the course of the ensuing construction, Hamiltonian perturbations will be cho-
sen with increasing specialisation in the form H + H0 + H00, starting with some
H ∈ H(X˜, Y˜ , J) (which actually lies in some other yet to be defined subspace of
H(X˜, Y˜ , J)) and then modifying it to H + H0 for H0 ∈ H0ni(X˜, Y˜ , J) and subse-
quently to H +H0 +H00 for some H00 ∈ H00(X˜, Y˜ ).
Remark 5.1. If one endows, for b ∈M , Xˆb with a symplectic form ωˆb that is of the
form pr∗1σ+ pr
∗
2ωb for a symplectic form σb on Sb, then {0}×TyY ⊥ωb = TyˆYˆ
⊥ωˆb
b for
yˆ = (z, y) ∈ Yˆb, so the definition of Hni(X˜, Y˜ , J) is in complete analogy to that of
Jω,ni(X,Y ).
Lemma 5.2.
H(X˜, Y˜ ) = {H ∈ H(X˜) | d(H(ζ))(v) = 0 ∀ ζ ∈ TΣ, v ∈ TY ⊥ω}.
defines a closed linear subspace of H(X˜).
Given any J ∈ Jω(X˜), for any b ∈M and every desingularisation ιb : Sb → Σb ⊆ Σ,
Yˆb ⊆ Xˆb is a JˆHb -complex hypersurface.
The following is the reason for the above definition, which recovers Lemma 3.3 from
[IP03] in the present notation:
Corollary 5.1. Let J ∈ Jω,ni(X,Y ), let H ∈ Hni(X˜, Y˜ , J), let b ∈M and ιb : Sb →
Σb ⊆ Σ a desingularisation. Then for any u ∈M(Xˆb, A, Jb, Hb) with im(u) ⊆ Yˆb,
piV Xˆb
V Yˆ ⊥ωb
◦
(
D∂
Jb,Hb
Sb
)
u
: Lk,p(u∗V Yˆ ⊥ωb )→ Lk−1,p(Hom(jb,Jb)(TSb, u∗V Yˆ ⊥ωb ))
is complex linear (for any k ∈ N, p > 1 with kp > 2).
Proof. This is a special case of Lemma 3.2.
The following lemma and remark recover formulas (3.3) (b) and (c) from [IP03],
which will be used in Lemma 5.4 below showing the existence of “enough” normally
integrable Hamiltonian perturbations:
Lemma 5.3. Let J ∈ Jω(X), H ∈ H(X˜) and assume that X˜ = Σ×X is a trivial
bundle. Then w. r. t. the decomposition TX˜ = TΣ× TX, for (w, v), (0, ξ) ∈ TX˜,
NJ˜H ((w, v), (0, ξ)) = (0, NJ(v, ξ))− (0, 2(LJX0,1
H(w)
J)ξ).
In particular, for J ∈ Jω,ni(X,Y ),
Hni(X˜, Y˜ , J) = {H ∈ H(X˜, Y˜ ) | piTXTY ⊥ω (LJX0,1
H(w)
J)ξ = 0
∀w ∈ TΣ, ξ ∈ TY ⊥ω}.
Also, for J ∈ Jω,ni(X,Y ),
piTXTY ⊥ω (LJX0,1
H(w)
J)ξ =
1
2
piTXTY ⊥ω
(
[XH(w), ξ] + J [XH(w), Jξ] +
+ J
(
[XH(jw), ξ] + J [XH(jw), Jξ]
))
.
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Proof. By definition of the Nijenhuis tensor and Remark 3.1
NJ˜H ((w, v), (0, ξ)) = [(w, v), (0, ξ)] + J˜
H [J˜H(w, v), (0, ξ)] +
+ J˜H [(w, v), J˜H(0, ξ)]− [J˜H(w, v), J˜H(0, ξ)]
= (0, [v, ξ]) + J˜H [(jw, Jv + 2JX0,1H(w)), (0, ξ)] +
+ J˜H [(w, v), (0, Jξ)]− [(jw, Jv + 2JX0,1H(w)), (0, Jξ)]
= (0, [v, ξ]) + J˜H(0, [Jv, ξ] + 2[JX0,1H(w), ξ]) +
+ J˜H(0, [v, Jξ])− (0, [Jv, Jξ] + 2[JX0,1H(w), Jξ])
= (0, [v, ξ] + J [Jv, ξ] + J [v, Jξ]− [Jv, Jξ) +
+ 2(0, J [JX0,1H(w), ξ]− [JX0,1H(w), Jξ])
= (0, NJ(v, ξ))− 2(0, [JX0,1H(w), Jξ]− J [JX0,1H(w), ξ])
= (0, NJ(v, ξ))− (0, 2(LJX0,1
H(w)
J)ξ),
for [JX0,1H(w), Jξ] − J [JX0,1H(w), ξ] = LJX0,1H(w)(Jξ) − JLJX0,1H(w)ξ = (LJX0,1H(w)J)ξ +
JLJX0,1
H(w)
ξ − JLJX0,1
H(w)
ξ = (LJX0,1
H(w)
J)ξ.
To show the last equation, one can explicitely write out X0,1H(w) to get
2([JX0,1H(w), Jξ]− J [JX0,1H(w), ξ]) = [JXH(w), Jξ]− J [JXH(w), ξ] −
− ([XH(jw), Jξ]− J [XH(jw), ξ]).
Now using that J ∈ Jω,ni(X,Y ), hence piTXTY ⊥ωNJ(v, ξ) = piTXTY ⊥ω ([v, ξ] + J [v, Jξ]−
([Jv, Jξ] − J [Jv, ξ])) = 0 for v ∈ TY , ξ ∈ TY ⊥ω , with v = XH(w), shows the last
equation in the statement of the lemma.
Remark 5.2. If ∇ denotes any torsion-free connection on X, then the second part
in the above formula for the Nijenhuis tensor can also be written as
2(LJX0,1
H(w)
J)ξ = 2J(∇ξ(JX0,1H(w)) + J∇Jξ(JX0,1H(w))− J(∇JX0,1H(w)J)ξ),
which recovers formula (3.3) (c) in Definition 3.2 from [IP03], although it will not
be used in this form in this text. For starting with the second to last line in the
string of equalities in the above proof, because ∇ is torsion-free,
[JX0,1H(w), Jξ]− J [JX0,1H(w), ξ] = ∇JX0,1H(w)(Jξ)−∇Jξ(JX
0,1
H(w)) −
− J∇JX0,1
H(w)
ξ −∇ξ(JX0,1H(w))
= (∇JX0,1
H(w)
J)ξ + J∇JX0,1
H(w)
ξ −∇Jξ(JX0,1H(w)) −
− J∇JX0,1
H(w)
ξ + J∇ξ(JX0,1H(w))
= J(∇ξ(JX0,1H(w)) + J∇Jξ(JX0,1H(w))− J(∇JX0,1H(w)J)ξ).
Lemma 5.4. There exists a continuous linear right inverse ι : H(Y˜ ) → H(X˜, Y˜ )
to the restriction map H(X˜, Y˜ ) → H(Y˜ ), H 7→ (ζ 7→ H(ζ)|Y ), i. e. the restriction
map H(X˜, Y˜ )→ H(Y˜ ) is a split surjection.
Furthermore, ι can be chosen s. t. im ι ⊆ Hni(X˜, Y˜ , J) for any J ∈ Jω,ni(X,Y ).
Proof. First, choosing a locally finite covering of M over which X and Y are trivial
and a subordinate partition of unity, one can reduce to the case that X and Y are
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trivial bundles, so assume that to be the case.
By the Weinstein symplectic neighbourhood theorem, Theorem 3.30, p. 101, in
[MS98], there exists a neighbourhood N(Y ) of Y in X, symplectomorphic to an
open neighbourhood V of the zero section in TY ⊥ω and mapping the zero section
to Y via the inclusion. ω turns TY ⊥ω into a symplectic vector bundle. Choose any
ω-compatible Riemannian metric g on TY ⊥ω and let ε > 0 be so small that for
all y ∈ Y , the ball of radius (w. r. t. g) in TyY ⊥ω lies in V . Now choose a smooth
cutoff-function ρ : [0,∞)→ [0, 1] s. t. ρ(r) = 1 for all 0 ≤ r ≤ ε/3 and ρ(r) = 0 for
all r ≥ 2ε/3. Let τ : TY ⊥ω → Y the projection. Given H0 ∈ C∞(Y,R), define Hˆ0 :
TY ⊥ω → R, Hˆ0(v) := ρ(‖v‖)τ∗H(v). Then Hˆ0 has compact support in V and by
identifying V with N(Y ), Hˆ0 hence defines a function H ∈ C∞(X,R). Furthermore,
for v ∈ TY ⊥ω , dH(v) = 0, for again identifying N(Y ) with V , by construction and
since ρ is constant in a neighbourhood of zero, dH(v) = dH0(τ∗v) = dH0(0) = 0,
for v ∈ TY ⊥ω = ker τ∗. Also, by definition, H|Y = H0. Denote the resulting
map η : C∞(Y,R) → C∞(X,R). One can now define ι : H(Y˜ ) → H(X˜, Y˜ ) by
H0 7→ (ζ 7→ η(H0(ζ))). By Lemma 5.2, this defines a right inverse to the restriction
map. To show the second statement, let J ∈ Jω,ni(X,Y ) be arbitrary. By Lemma
5.3 it has to be shown that for the H just constructed
piTXTY ⊥ω
(
[XH(w), ξ] + J [XH(w), Jξ] + J
(
[XH(jw), ξ] + J [XH(jw), Jξ]
))
= 0
for all w ∈ TΣ, ξ ∈ TY ⊥ω . I will show that each of the four summands
[XH(w), ξ], [XH(w), Jξ], [XH(jw), ξ], [XH(jw), Jξ]
vanishes separately for asuitably chosen extension of ξ to a locally defined vector
field. Here and in the following it is used that J leaves TY and TY ⊥ω invariant and
so in particular piTXTY ⊥ω ◦J = J◦piTXTY ⊥ω . Let ξ ∈ TyY ⊥ω , y ∈ Y , and w ∈ TΣ. Choose
local coordinates around y in X of the form (y1, . . . , y2n−2, x1, x2) by use of the
Weinstein symplectic neighbourhood theorem. By a smooth change of trivialisation
in the corresponding trivialisation of TY ⊥ω over this neighbourhood one can assume
that J is the standard complex structure along Y in the coordinates x1 and x2,
i. e. J ∂∂x1 |x1=x2=0 = ∂∂x2 and J ∂∂x2 |x1=x2=0 = − ∂∂x1 . Extend ξ = a1 ∂∂x1 + a2 ∂∂x2 ,
with a1, a2 ∈ R, locally by the same formula. Then XH(w) can be written in these
coordinates as XH(w) =
∑
j b
j ∂
∂yj with
∂
∂xi b
j = 0 by construction of H. Then
[XH(w), ξ]|x1=x2=0 =
∑
i
∑
j
bj
∂
∂yj
|x1=x2=0ai ∂
∂xi
−
∑
j
∑
i
ai
∂
∂xi
|x1=x2=0bj ∂
∂yj
= 0.
Similarly,
[XH(w), Jξ]|x1=x2=0 =
∑
j
bj
∂
∂yj
|x1=x2=0a1 ∂
∂x2
−
∑
j
bj
∂
∂yj
|x1=x2=0a2 ∂
∂x1
−
−
∑
j
(a1
∂
∂x2
− a2 ∂
∂x1
)|x1=x2=0bj ∂
∂yj
= 0.
The other two cases are completely analogous.
For Y -compatible almost complex structures and Hamiltonian perturbations one
can now define the sets N` from the previous subsection. The main observation used
in the definition is the following, which for convenience subsequently is summarised
from Section 7, in [CM07].
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Definition 5.3. Let (S, j) be a Riemann surface, f : S → X a differentiable map.
An isolated intersection of f with Y is a point z ∈ f−1(Y ) s. t. there exists a closed
disk D ⊆ S around z and a closed disk B ⊆ Y around f(z) with f−1(B)∩D = {z}.
Given such an isolated intersection z ∈ f−1(Y ), the local intersection number
ι(f, Y ; z) of f with Y at z is defined as follows: Assume that f intersects Y in
z transversely. Then ι(f, Y ; z) = 1, if the orientation on Tf(z)X agrees with the
orientation induced (via Tf(z)X ∼= (f∗TzS) ⊕ Tf(z)Y ) by the orientations on TzS
and Tf(z)Y , and ι(f, Y ; z) = −1, otherwise. In general, choose a differentiable per-
turbation ft : S → X, t ∈ [0, 1], of f with compact support in the interior of D and
s. t. f1|D is transverse to B. Then
ι(f, Y ; z) :=
∑
z′∈f−11 (B)∩D
ι(f1, Y ; z
′).
If S is compact and all intersections of f with Y are isolated (in particular by
compactness there are only finitely many), then the intersection number of f with
Y is defined as
ι(f, Y ) :=
∑
z∈f−1(Y )
ι(f, Y ; z).
The adaptation of Proposition 7.1, in [CM07] to the present situation.
Lemma 5.5. Let u˜ ∈ M(X˜, A, J,H(X˜, Y˜ )). Define u := pr2 ◦ u˜ : Σb → X. Then
for every component (i. e. connected component of a desingularisation) Σib of Σb,
either u(Σib) ⊆ Y or (u|Σib)−1(Y ) is finite. In the latter case,
ι(u|Σib , Y ) = [u|Σib ] · [Y ],
i. e. the intersection number of u|Σib with Y coincides with the topological intersection
number of the homology classes in X defined by u|Σib and Y . Furthermore, at each
intersection point z ∈ (u|Σib)−1(Y ), u is tangent to Y of some finite order s ≥ 0
with
ι(u|Σib , Y ; z) = s+ 1.
In particular, each local intersection number ι(u|Σib , Y ; z) is positive.
Proof. (X˜|Σib , J˜H) is a complex manifold with Y˜ |Σib as a complex submanifold by
definition of H(X˜, Y˜ ). Furthermore, u˜|Σib : Σib → X˜|Σib is a holomorphic map. Now
observe that u˜(z) ∈ Y˜ iff u(z) ∈ Y , and the orders of tangency coincide. Now apply
Proposition 7.1, in [CM07] to u˜|Σib .
This allows for the following definition:
Definition 5.4. Let (`1, . . . , `n) ∈ (Z≥−1)n and denote `′j := min{0, `j}. Given
any open subset V ⊆ X˜ \ Y˜ and H ∈ H(X˜, Y˜ ), define
Y˜ `
′
j :=
{
X˜ `′j = −1
Y˜ `′j = 0
and note that HV (X˜) ⊆ H(X˜, Y˜ ). Then
M(X˜, Y˜ (`
′
1,...,`
′
n), A, J,H +HV (X˜)) :=
(
evR
)−1 (
R∗1Y˜
`′1 ⊕ · · · ⊕R∗nY˜ `
′
n
)
,
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for
evR : MV (X˜, A, J,H +HV (X˜))→ R∗1X˜ ⊕ · · · ⊕R∗nX˜.
Furthermore for any subset B ⊆M ,
MV (X˜|B , Y˜ (`1,...,`n), A, J,H +HV (X˜)) :=
{u ∈MVb (X˜, Y˜ (`
′
1,...,`
′
n), A, J,H +HV (X˜)) | b ∈ B, ι(u, Y˜ |Σb ;Rj(b)} = `j}.
By the previous lemma, if u is a holomorphic curve in X˜ s. t. u intersects Y˜ at each
of ` different marked points, the last `, say, u is not contained completely in Y˜ and
[u] · [Y ] = `, then u intersects Y˜ transversely. Unfortunately one cannot expect this
behaviour to persevere under limits of sequences of such maps. For example even for
a fixed complex structure on the underlying curve, two of the last ` marked points
could converge on the domain forming a nodal curve, built up of the original curve
together with a sphere component that gets mapped to Y˜ . Since the restriction of
Y˜ to every fibre Σb of Σ is trivial by definition, it makes sense to say that the sphere
component is constant. In this case this map actually factors through a map from
the original surface, but with the two converging marked points replaced by the
point at which the sphere component is attached and which gets mapped to Y˜ . At
this new point, the curve no longer needs to be transverse to Y˜ , but the previous
lemma states that, if the curve does not lie completely in Y˜ , the limit map can
only have tangencies of second order. So apart from moduli spaces of curves with
marked points lying on a given submanifold, a case already dealt with in Lemma
3.11, one should also construct moduli spaces of curves with tangencies to a given
complex hypersurface of (at least) a given order. The tangency of order 1-condition
is easy enough to define, if u ∈Mb(X˜, A, J,H) with u(Ri(b)) ∈ Y˜ , then u is tangent
to Y˜ at Ri(b) to first order simply if im (D
vu)Ri(b) ⊆ V Y˜ . For J ∈ Jω(X,Y ),
V Y˜ ⊥ω is a Jb-complex subspace of complex dimension 1. If H ∈ H(X˜, Y˜ ), then
since ∂
J,H
b u = 0, pi
V X˜
V Y˜ ⊥ω
(Dvu)Ri(b) is a jb-Jb-complex linear map from VRi(b)Σ to
Vu(Ri(b))Y˜
⊥ω . Hence over the subset of elements of M(X˜, A, J,H(X˜, Y˜ )) that map
the ith marked point to Y˜ (a submanifold by Lemma 3.11), one can consider the
complex line bundle with line over u given by Hom(j,J)(VRiΣ, Vu(Ri)V Y˜
⊥ω ) and
the section u 7→ piV X˜
V Y˜ ⊥ω
(Dvu)Ri . In case of transversality of this section to the
zero section, the moduli space of curves tangent to Y˜ at the ith marked point then
has complex codimension one in the submanifold of those curves that map the ith
marked point to Y˜ . Unfortunately the higher order tangency conditions do not
seem to admit such an easy description as global sections of a globally defined
complex vector bundle (of the “correct” rank) over the universal moduli space.
[CM07], which allows to use the transversality result (or rather a slight variation of
its proof) from [CM07].
Construction 5.1. Let (ρ : S → B, Rˆ, ι, ιˆ) be a desingularisation of Σ over B ⊆M
and as before denote Xˆ := ρ∗ι∗X = ιˆ∗X˜ and Yˆ := ρ∗ι∗Y = ιˆ∗Y˜ . For a ∈ B, let
U ⊆ B be an open neighbourhood of a s. t. both X|U and Y |U are trivial, and
hence so are Xˆ|U and Yˆ |U . Also let φa : U × Sa → S|U be a trivialisation that
preserves the marked points and nodes. Assume that there are pairwise disjoint
open neighbourhoods Dj ⊆ Sa of the marked points Rˆj(a) ∈ Sa, biholomorphically
equivalent to the unit disk D ⊆ C and disjoint from all the nodal points. These
are assumed to have the property that for all b ∈ U , φab|Dj : Sa ⊇ Dj → Sb
is a biholomorphic map from Dj onto a neighbourhood of Rˆj(b) ∈ Sb. Let u0 ∈
Ma(X˜|B , A, J,H) for some H ∈ H(X˜, Y˜ ). Fix some i ∈ {1, . . . , n} and assume that
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evRˆi (u0) ∈ Yˆ , but that the component of Σa containing Rˆi(a) does not get mapped
completely to Yˆ by u0. Using triviality of X and Y over U , pick a neighbourhood
W ⊆ Xˆ of evRˆi (u0) diffeomorphic to U × Sa × Cr, where r := dimC(X), via a
diffeomorphism Ψ that maps Yˆ ∩W to U ×Sa×Cr−1×{0}. Also assume that this
diffeomorphism covers φa. On the right hand side then for any H ∈ H(X˜, Y˜ ) and
b ∈ U , {b}×Sa×Cr is equipped with the pullback complex structure JHb of JˆH which
turns {b}×Sa×Cr into an almost complex manifold and {b}×Sa×Cr−1×{0} into
a complex submanifold. Remember that the topology on MU (X˜|B , A, J,H(X˜, Y˜ ))
is finer than the topology induced by that on U × Bk,pa (Xˆ|B , A, J,H) × H(X˜, Y˜ )
(for some k, p with kp > 2) by the chart defined via φa from Construction 3.4. And
that the topology on Bk,pa (Xˆ|B , A, J,H) in turn is finer than the C0-topology. Also,
the intersection of u0 with Yˆ at Ri(a) is isolated by Lemma 5.5. Hence there is a
neighbourhood V of u0 in M(X˜|B , A, J,H(X˜, Y˜ )) s. t. u(φab(Dj)) ⊆W for all u ∈ V,
piMB (u) = b. With the help of the above one can now assign, for every j = 1, . . . , n
and to every u ∈ V with piMB (u) = b and piMH (u) = H an (i here is the standard
complex structure on Dj ∼= D) i-JHb -holomorphic map Dj → {b} × Dj × Cr. Now
one is pretty much exactly in (a parametrised version of) the situation of Section 6
of [CM07] and can follow the discussion leading up to Proposition 6.9 almost to the
letter, dropping the simplicity requirement and replacing the space of perturbations
of the almost complex structures by the space of Hamiltonian perturbations used
in this text, esp. in Lemma 6.6, to show the following result:
Lemma 5.6. Let V ⊆ X˜ be an open subset s. t. V ∩ Y˜ = ∅, let H ∈ H(X˜, Y˜ )
and let B ⊆ M be a stratum over which Σ has a desingularisation. Then for any
n-tuple (`1, . . . , `n) ∈ (Z≥−1)n, MV (X˜|B , Y˜ (`1,...,`n), A, J,H+HV (X˜)) is a Banach
submanifold of MV (X˜|B , A, J,H +HV (X˜)) of real codimension 2
∑n
i=1(`i + 1).
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6 Definition of the pseudocycle and outline of the
main theorems
In this final part, it is made precise in which sense the map (1) from the introduction
defines a homology class, after suitable modifications. I. e. Theorem 1.1 is given a
precise formulation in the form of Theorems 6.1 and 6.2 and the proofs of these
theorems are sketched.
To do so, the notion of a pseudocycle from [MS04], Section 6.5, and more generally
that of rational pseudocycles and rational cobordism from [CM07] will be used.
Given the following data:
1. A closed symplectic manifold (X,ω) with integer symplectic form, [ω] ∈
H2(X,Z).
2. 0 6= A ∈ H2(X;Z) s. t. ω(A) > 0, E := ω(A) + 1.
3. A regular marked nodal family (pi : Σ → M,R∗) of type (g, n), hence Euler
characteristic χ = 2(1 − g), and consequently regular marked nodal families
(pi` : Σ` → M `, R`∗, T `∗) for all ` ≥ 0 of Euler characteristic χ with n + `
marked points R`1, . . . , R
`
n, T
`
1 , . . . , T
`
` , as in Lemma 2.1 and Proposition 2.1:
· · · pˆi`+1 // Σ`+1 pˆi` //
pi`+1

Σ`
pˆi`−1 //
pi`

Σ`−1 pˆi
`−2
//
pi`−1

· · · pˆi1 // Σ1 pˆi0 //
pi1

Σ0
pi0

Σ
pi

· · · pi`+1 // M `+1 pi` // M ` pi`−1 // M `−1 pi`−2 // · · · pi1 // M1 pi0 // M0 M
Σ`
pˆi`−1 //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
R`j
AA
M `−1
R`−1j ∀ j = 1, . . . , n
]]
Σ`
pˆi` //
pi`

Σ`−1
pi`−1

M `
pi`−1 //
T `j
AA
M `−1
T `−1j ∀ j = 1, . . . , `− 1
]]
where M is assumed to be closed, and hence so are the M ` for all ` ≥ 0.
Furthermore, for every b ∈M `, putting b′ := pi`−1(b) ∈M `−1, the map
pˆi`−1b : (Σ
`
b, R
`
1(b), . . . , R
`
n(b), T
`
1 (b), . . . , T
`
`−1(b))→
→ (Σ`−1b′ , R`−11 (b′), . . . , R`−1n (b′), T `−11 (b′), . . . , T `−1`−1 (b′))
is stabilising, i. e. biholomorphic on every stable component of
(Σ`b, R
`
1(b), . . . , R
`
n(b), T
`
1 (b), . . . , T
`
`−1(b))
and constant on every unstable component. For ` > k denote the compositions
pˆi`k := pˆi
k ◦ pˆik+1 ◦ · · · ◦ pˆi`−1 : Σ` → Σk
and
pi`k := pi
k ◦ pik+1 ◦ · · · ◦ pi`−1 : M ` →Mk.
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By the same argument as in Section 2, assume that M and hence all the M `
are connected.
4. Metrics h` on the Σ`, restricting to a hermitian metric on every Σ`b, b ∈M `.
5. Unless stated otherwise, Y ⊆ X is a symplectic hypersurface, J ∈ Jω(X,Y )
is an arbitrary ω- and Y -compatible almost complex structure and ` ∈ N0 is
arbitrary as well.
Let, as before, X˜ := Σ×X, Y˜ := Σ× Y , X˜` := (pˆi`0)∗X˜ ∼= Σ`×X, Y˜ ` := (pˆi`0)∗Y˜ ∼=
Σ` × Y .
Definition 6.1. Let
◦
M ` be the top stratum of M ` in the stratification by signature,
corresponding to the smooth surfaces.
For H ∈ H(X˜`), define
◦
M(X˜`, Y˜ `, A, J,H) := {u ∈M(X˜`| ◦
M`
, A, J,H) | im(u ◦ T `j ) ⊆ Y˜ `, j = 1, . . . , `,
im(u) ∩ X˜` \ Y˜ ` 6= ∅}
and as before, for any (affine) subspace K ⊆ H(X˜`),
◦
M(X˜`, Y˜ `, A, J,K) :=
⋃
H∈K
◦
M(X˜`, Y˜ `, A, J,H).
Also denote by
cl
◦
M(X˜`, Y˜ `, A, J,H)
the closure in M(X˜`, A, J,H) of
◦
M(X˜`, Y˜ `, A, J,H). Finally, let
gw`Σ(X,Y,A, J,H) :
◦
M(X˜`, Y˜ `, A, J,H)→M ×Xn
be defined as the composition
◦
M(X˜`, Y˜ `, A, J,H)
evR
`
−−−→
n⊕
i=1
X˜` ∼= Σ` ×Xn (pi
`
0◦pi`)×id−−−−−−−→M ×Xn.
6.1 Statements of the main results
For the formulation of the first main result of this article remember the spaces
Jω,ni(X,Y ), Hni(X˜
`, Y˜ `, J), H0ni(X˜
`, Y˜ `, J) and H00(X˜`, Y˜ `) from Definitions 5.1
and 5.2 and that one can consider H(Y˜ ) as a subset of Hni(X˜
`, Y˜ `, J) for any
J ∈ Jω,ni(X,Y ) and ` ≥ 0 by Lemma 5.4 and pullback via pˆi`0.
Also remember that a Donaldson pair (Y, J0) of degree D is a pair consisting of an
almost complex structure J0 ∈ Jω(X) and a hypersurface Y ⊆ X. Y is assumed
to be an, in the sense of [CM07], Section 8, approximately J0-holomorphic, in par-
ticular symplectic, hypersurface with PD(Y ) = D[ω]. The necessary existence and
uniqueness results for Donaldson pairs can be found in Theorem 8.1 from [CM07]
and the references quoted there.
The first main result deals with the existence of a well-defined Gromov-Witten
pseudocycle depending on a choice of ω-compatible almost complex structure and
Donaldson hypersurface, after a generic choice of Hamiltonian perturbation, and
independence of the choice of perturbation.
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Theorem 6.1. Let (X,ω), J0, A, E be as above. There exists an integer D
∗ =
D∗(X,ω, J0) s. t. for every D ≥ D∗, there exists a symplectic hypersurface Y ⊆ X,
making (Y, J0) a Donaldson pair of degree D s. t. the following hold:
a) Let ` := Dω(A). Then there exist:
• A nonempty subset Jω,ni(X,Y,E) ⊆ Jω,ni(X,Y );
• given J ∈ Jω,ni(X,Y,E), a generic subset Hreg(Y˜ , J) ⊆ H(Y˜ );
• for every J ∈ Jω,ni(X,Y,E) and HY ∈ Hreg(Y˜ , J), a generic subset
H0reg(X˜
`, Y˜ `, J,HY ) ⊆ H0ni(X˜`, Y˜ `, J);
• for every J ∈ Jω,ni(X,Y,E), HY ∈ Hreg(Y˜ , J) and H0 ∈ H0reg(X˜`, Y˜ `, J,HY )
a generic subset H00reg(X˜
`, Y˜ `, J,HY +H0) ⊂ H00(X˜`, Y˜ `),
s. t. for HY ∈ Hreg(Y˜ , J), H0 ∈ H0reg(X˜`, Y˜ `, J,HY ) and H00 ∈ H00reg(X˜`, Y˜ `, J,HY +
H0), H := HY +H0 +H00,
u ∈M(X˜`| ◦
M`
, A, J,H) ⇒ im(u) ∩ X˜` \ Y˜ ` 6= ∅
and
gw`Σ(X,Y,A, J,H)
defines a pseudocycle of dimension
dimC(X)χ+ 2c1(A) + dimR(M)
in M ×Xn with image in
◦
M ×Xn.
Furthermore, if {Bi}i∈N is a countable family of locally closed submanifolds of
◦
M , given J,HY , H0 as above, then by replacing H00reg(X˜
`, Y˜ `, J,HY + H0) by
another generic subset, one can assume that
gw`Σ(X,Y,A, J,H) :
◦
M(X˜`, Y˜ `, A, J,H)→
◦
M ×Xn ⊆M ×Xn
is transverse to all the submanifolds Bi×Xn ⊆
◦
M×Xn in the sense that the codi-
mension of the preimage of each Bi ×Xn under this map in
◦
M(X˜`, Y˜ `, A, J,H)
is equal to the codimension of Bi ×Xn in
◦
M ×Xn.
b) For Y as above there exists a nonempty subset
Jω,ni(X,Y, J0, E) ⊆ Jω,ni(X,Y,E),
for D large enough and by choice of Y containing elements arbitrarily C0-close
to J0, s. t. any two elements in Jω,ni(X,Y, J0, E) can be connected by a path in
Jω,ni(X,Y,E).
Furthermore, let Jt ∈ Jω,ni(X,Y,E), t ∈ R, be a family of almost complex
structures s. t. Jt = J0 for t ≤ 0 as well as Jt = J1 for t ≥ 1. Then, for
i = 1, 2 and for any choice of HYi ∈ Hreg(Y˜ , Ji), H0i ∈ H0reg(X˜`, Y˜ `, Ji, HYi )
and H00i ∈ H00reg(X˜`, Y˜ `, Ji, HYi + H0i ), and setting Hi := HYi + H0i + H00i , the
pseudocycles defined by gw`Σ(X,Y,A, Ji, Hi) are cobordant.
In particular, given (Y, J0) as above, there is a well-defined cobordism class
gw`Σ(X,Y,A, J0)
of pseudocycles in M ×Xn, independent of the choice of J ∈ Jω,ni(X,Y, J0, E) and
Hamiltonian perturbation.
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The second main result deals with independence of the Gromov-Witten pseudocycle
of the choice of Donaldson pair (Y, J0).
Theorem 6.2. Let (X,ω), A ∈ H2(X;Z) be as above. For i = 0, 1 let (Yi, Ji) be
Donaldson pairs of degrees Di ≥ D∗, where D∗ is as in the previous theorem. Let
`i := Diω(A). Then the rational equivalence classes of pseudocycles defined by
1
`i!
gw`iΣ (X,Yi, A, Ji)
coincide. Hence there is a well-defined rational cobordism class
gwΣ(X,A)
of rational pseudocycles in M × Xn with image in
◦
M × Xn, independent of any
choices.
Up to now, (pi : Σ → M,R∗) always denoted an arbitrary regular nodal family of
Riemann surfaces. For a definition of a Gromov-Witten pseudocycle that can be
attributed to the Deligne-Mumford space Mg,n, one has to restrict to (connected,
closed) orbifold branched coverings of Mg,n that branch over the Deligne-Mumford
boundary (cf. Definition 2.7).
Definition 6.2. Let (pii : Σi →Mi, Ri,∗), i = 0, 1, 2, be orbifold branched coverings
of Mg,n that branch over the Deligne-Mumford boundary, with the Mi closed,
connected.
(pi0 : Σ0 → M0, R0,∗) is said to be a refinement of (pi1 : Σ1 → M1, R1,∗), if there
exists a morphism of marked nodal families of Riemann surfaces
Σ0
pi0

Φ1 // Σ1
pi1

M0
φ1 // M1.
(pi1 : Σ1 → M1, R1,∗) and (pi2 : Σ2 → M2, R2,∗) are said to be equivalent if they
have a common refinement, i. e. if there exists (pi0 : Σ0 → M0, R0,∗) together with
morphisms of marked nodal families of Riemann surfaces
Σ0
pi0

Φ2
""
Φ1
}}
Σ1
pi1

M0
φ2
""
φ1
}}
Σ2
pi2

M1 M2.
Now let, as in Section 2,
◦◦
M ⊆
◦
M be the top-dimensional stratum of the stratification
by orbit type and and let Bi ⊆
◦
M , i ∈ N, be an at most countable collection of
locally closed submanifolds of real codimension at least 2, covering the complement
of
◦◦
M in
◦
M . Also, let |O(
◦◦
M)| and |Aut(
◦◦
M)| be as at the end of Section 2.
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Definition 6.3. For k ∈ N0, denote by
CobkQ(M ×Xn,
◦◦
M ×Xn)
the Q-vector space generated by rational cobordism classes of k-dimensional rational
pseudocycles in M ×Xn with image in
◦◦
M ×Xn.
Definition 6.4. Let (X,ω), A be as before, let (pi : Σ → M,R∗) be an orbifold
branched covering of Mg,n that branches over the Deligne-Mumford boundary with
M closed and connected and let Y, `, J,H satisfy all the regularity assumptions and
also the transversality assumptions for the family {
◦◦
M,Bi}i∈N in 6.1. Then by the
previous two theorems,
1
|O(
◦◦
M)||Aut(
◦◦
M)|`!
gw`Σ(X,Y,A, J,H)|
gw`Σ(... )
−1(
◦◦
M×Xn)
defines an element
GWΣ(X,A) ∈ CobkQ(M ×Xn,
◦◦
M ×Xn),
for
k = dimC(X)χ+ 2c1(A)− 3χ+ 2n,
independent of the choice of data as above.
Theorem 6.3. Let (pi0 : Σ0 →M0, R0,∗), (pi1 : Σ1 →M1, R1,∗) be orbifold branched
coverings of Mg,n that branch over the Deligne-Mumford boundary with M0,M1
closed and connected.
a) If (pi0 : Σ0 → M0, R0,∗) is a refinement of (pi1 : Σ1 → M1, R1,∗) under a
morphism
Σ0
pi0

Φ // Σ1
pi1

M0
φ // M1,
then the restriction of φ to
◦◦
M0 is a finite covering of
◦◦
M1, of order d, say, and
the map
1
d
φ∗ : CobkQ(M0 ×Xn,
◦◦
M0 ×Xn)→ CobkQ(M1 ×Xn,
◦◦
M1 ×Xn)
defined by composition with φ × idXn and multiplication with 1d is an isomor-
phism. Furthermore,
1
d
φ∗(GWΣ0(X,A)) = GWΣ1(X,A).
b) If (pi0 : Σ0 →M0, R0,∗) and (pi1 : Σ1 →M1, R1,∗) are equivalent, then CobkQ(M0×
Xn,
◦◦
M0 ×Xn) ∼= CobkQ(M1 ×Xn,
◦◦
M1 ×Xn) under an isomorphism that maps
GWΣ0(X,A) to GWΣ1(X,A).
Proof. b) follows immediately from a) and a) follows in a straightforward way from
the constructions in the proofs of the previous two theorems, because all the mod-
uli spaces involved in the definitions of the pseudocycles clearly pull back under
finite coverings (over the strata of the stratification by signature) s. t. regularity is
preserved.
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6.2 Outline of the proofs
The proofs of Theorems 6.1 and 6.2 are the most technically demanding, so the main
outline will be given here with some of the details deferred to the next section.
6.2.1 The proof of Theorem 6.1
Step 1) The first thing to be shown is the existence of the sets Jω,ni(X,Y, J0, E) ⊆
Jω,ni(X,Y,E) s. t. for every J ∈ Jω,ni(X,Y,E), cl
◦
M(X˜`, Y˜ `, A, J,H) is
compact, or rather that the closure of
◦
M(X˜`, Y˜ `, A, J,H) in M(X˜`, A, J,H)
actually lies in the subspace M(X˜`, A, J,H) ⊆ M(X˜`, A, J,H). This is a
rather straightforward extension of the corresponding compactness results
in [CM07], which is carried out in Subsection 7.1. Existence of the set
Jω,ni(X,Y, J0, E) is shown in Lemma 7.1, the compactness result is given
by Lemma 7.2.
Step 2) Next, let H0 ∈ H(X˜`, Y˜ `) be arbitrary and let {Bi}i∈N be a family as
in Theorem 6.1. Because pi`0| ◦
M`
:
◦
M ` →
◦
M is a submersion, for every
i ∈ N, B`i := (pi`0| ◦
M`
)−1(Bi) ⊆
◦
M ` is a submanifold of codimension the
codimension of Bi in
◦
M . Then by Lemma 3.11 and Lemma 5.6,
piMH :
◦
M(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→ H0 +H00(X˜`, Y˜ `)
is a Fredholm map of index dimC(X)χ+ 2c1(A) + dimR(M) and
piMM :
◦
M(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→
◦
M `
is a submersion, so for every i ∈ N, (piMM )−1(B`i ) is a split submanifold of◦
M(X˜`, Y˜ `, A, J,H0 + H
00(X˜`, Y˜ `)) of codimension the codimension of Bi
in
◦
M . So by a simple index calculation,
piMH : (pi
M
M )
−1(B`i )→ H0 +H00(X˜`, Y˜ `)
is a Fredholm map of index dimC(X)χ + 2c1(A) + dimR(Bi). Hence, by
the Sard-Smale theorem, one gets a generic subset of H ∈ H00(X˜`, Y˜ `),
s. t.
◦
M(X˜`, Y˜ `, A, J,H0+H) is a manifold of dimension dimC(X)χ+2c1(A)+
dimR(M) and for every i ∈ N one gets a generic subset of H ∈ H00(X˜`, Y˜ `),
s. t. (piMM )
−1(B`i )∩(piMH )−1(H0 +H) is a manifold of dimension dimC(X)χ+
2c1(A)+dimR(Bi). Taking the intersection of these at most countably many
generic subsets produces a generic subset of H ∈ H00(X˜`, Y˜ `) s. t.
◦
M(X˜`, Y˜ `, A, J,H0 +H) is a manifold of dimension dimC(X)χ+ 2c1(A) +
dimR(M) and the (pi
M
M )
−1(B`i ) ∩ (piMH )−1(H0 +H) for i ∈ N are submani-
folds of dimensions dimC(X)χ+ 2c1(A) + dimR(Bi).
Step 3) Furthermore, for such generic H as above,
◦
M(X˜`, Y˜ `, A, J,H0 +H) carries
a natural orientation: First, note that
◦
M(X˜`, Y˜ `, A, J,H0 + H(X˜
`, Y˜ `))
carries a natural coorientation as split submanifold of
◦
M(X˜`, A, J,H0 +
H(X˜`, Y˜ `)), since it is the preimage under the evaluation map at the last
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` marked points of Y˜ `, which is cooriented in X˜`.
Second, for the Fredholm map
piMH :
◦
M(X˜`, A, J,H(X˜`, Y˜ `))→ H(X˜`, Y˜ `),
at a regular point the kernel of its differential is canonically oriented, since it
is identified with the kernel of the corresponding Cauchy-Riemann operator,
by Lemma A.3.6 in [MS04]. This in turn is oriented by the usual argument
as in the proof of Theorem 3.1.5, p. 50, in [MS04]. Hence the kernel of the
restriction
piMH :
◦
M(X˜`, Y˜ `A, J,H(X˜`, Y˜ `))→ H(X˜`, Y˜ `),
at a regular point carries an induced orientation as well.
Step 4) At this point, what is left to complete the proof of Theorem 6.1, a), is to
show that the Ω-limit set of gw`Σ(X,Y,A, J,H) can be covered by manifolds
of real dimension at least 2 less than that of
◦
M(X˜`, Y˜ `, A, J,H). Because
of Step 1) above, it actually suffices to show that this holds for
∂
◦
M(X˜`, Y˜ `, A, J,H) := cl
◦
M(X˜`, Y˜ `, A, J,H) \
◦
M(X˜`, Y˜ `, A, J,H).
This is the lengthiest and most technical part of the proof, summed up in
Theorem 7.1, so (a simplified version) will be described below, the actual
proof is distributed over Subsections 7.2–7.5.
Step 5) Before that, one can give the proof of Theorem 6.1, b), which is fairly
straightforward, given the above has been established:
Consider the marked nodal families (pi′` : Σ′` → M ′`, R′`), where Σ′` :=
Σ` × R, M ′` := M ` × R, pi′` := pi` × idR, (R′`)j := (R`j × idR). These
spaces are stratified by taking the product of a stratum of the original
space with R. Correspondingly, define X˜ ′` := Σ′` ×X and Y˜ ′` := Σ′` × Y
so that J· defines an ω-compatible vertical almost complex structure on
X˜ ′`. But, instead of the spaces H(Y˜ ′), H0ni(X˜
′`, Y˜ ′`, J·) and H00(X˜ ′`, Y˜ ′`),
now consider the spaces
H(Y˜ ′, HYi ) :=
{
HY ∈ H(Y˜ ′) | HY |Y˜×{t} =
{
HY0 t ≤ 0
HY1 t ≥ 1
}
H0ni(X˜
′`, Y˜ ′`, J,H0i ) :=
{
H0 ∈ H0ni(X˜ ′`, Y˜ ′`, J) | H0|X˜`×{t} =
{
H00 t ≤ 0
H01 t ≥ 1
}
H00(X˜ ′`, Y˜ ′`, H00i ) :=
{
H00 ∈ H00(X˜ ′`, Y˜ ′`) | H00|X˜`×{t} =
{
H000 t ≤ 0
H001 t ≥ 1
}
.
These spaces of Hamiltonian perturbations are large enough for all the
transversality results to hold, because for t ≤ 0 or t ≥ 1, transversality
holds by choice of HYi , H
0
i and H
00
i and for 0 < t < 1 one is free in the
choice of perturbation. For the analogue of Lemma 7.4 to hold, one possibly
has to replace D∗ by D∗+1. So for generic choices of perturbations in these
spaces, as above, one gets strata-wise cobordisms between the moduli spaces
associated to HY0 , H
0
0 , H
00
0 and H
Y
1 , H
0
1 , H
00
1 .
This finishes the proof of Theorem 6.1, modulo the details from Steps 1) and 4)
which can be found in Subsections 7.1–7.5, esp. Lemmas 7.1 and 7.2 for Step 1) as
well as Theorem 7.1 for Step 4).
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A short description of what happens in the proof of Step 4 is as follows:
What can immediately be said about cl
◦
M(X˜`, Y˜ `, A, J,H) is that it is contained in
{u ∈M(X˜`, A, J,H) | im(u ◦ T `j ) ⊆ Y˜ `, j = 1, . . . , `}.
The problem now is that if u ∈M(X˜`, A, J,H), with piMM (u) = b, lies in cl
◦
M(X˜`, Y˜ `, A, J,H),
then it cannot be excluded that some (or all, esp. in the case that Σ`b is smooth) of the
components of Σb are mapped by u into Y˜
`. The condition that all the Hamiltonian
perturbations must lie in H(X˜`, Y˜ `) then prevents one from achieving transversality
for the universal Cauchy-Riemann operator as well as transversality to Y˜ ` of the
evaluation maps at the T `j . To present these problems and their solutions in a bit
more detail, assume for simplicity that Σ`b = Σ
`,X
b ∪ Σ`,Yb has two smooth compo-
nents of Euler characteristics χX and χY , respectively, with one node Nb ∈ Σ`b and
that u(Σ`,Yb ) ⊆ Y˜ ` as well as u(Σ`,Xb ) ∩ (X˜` \ Y˜ `) 6= ∅. Furthermore, assume that
` = `X + `Y , `X , `Y ≥ 1, and T `1 (b), . . . , T ``X (b) ∈ Σ`,Xb , T ``X+1(b), . . . , T `` (b) ∈ Σ`,Yb .
Σ`,Xb
Σ`,Yb
Nb
T `1 (b)
T ``X (b)
Y
X \ Y
T ``X+1 T
`
` (b)
Let U ` be a neighbourhood of b in the stratum of the stratification by signa-
ture on M ` that contains b and s. t. Σ`U` := Σ
`|U` = Σ`,XU` ∪ Σ`,YU` for a desin-
gularisation of Σ`U` where the nodal points are given in the form of two sec-
tions NX : U ` → Σ`,X
U`
and NY : U ` → Σ`,Y
U`
. Let furthermore uX := u|Σ`,Xb ,
uY := u|Σ`,Yb and A
X := [uX ], AY := [uY ], s. t. A = AX + AY . The first prob-
lem now is that uY ∈M(X˜`|Σ`,Y
U`
, AY , J,H(X˜`, Y˜ `)) need not be a regular point of
the universal Cauchy-Riemann operator, because the space H(X˜`, Y˜ `) of Hamilto-
nian perturbations is not large enough. Instead, one has to consider uY as lying
in M(Y˜ `|Σ`,Y
U`
, AY , J,H(X˜`, Y˜ `)). In Subsection 7.3 it will be shown that, pro-
vided the degree of Y is large enough, for generic HY ∈ H(Y˜ ) (remember that
this is considered as a subset of H(X˜`, Y˜ `)), M(Y˜ `|Σ`,Y
U`
, AY , J,HY ) is empty for
AY 6= 0 (by extending an argument from [CM07]) and a manifold of dimension
dimC(Y )χ
Y + dimR(U
`) for AY = 0.
uX on the other hand, after a generic perturbation H00 ∈ H00(X˜`, Y˜ `), lies in a
submanifold of M(X˜`|Σ`,X
U`
, A, J,HY + H00) of dimension dimC(X)χ
X + 2c1(A) +
dimR(U
`)− 2`X , cut out by the condition im(evT `j ) ⊆ Y˜ ` for j = 1, . . . , `X . Taking
into account the compatibility of uX and uY at Nb, after another generic pertur-
bation in H00(X˜`, Y˜ `), u lies in a submanifold of M(X˜`|Σ`
U`
, A, J,HY + H00) of
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dimension
dimC(X)χ
X + 2c1(A) + dimR(U
`)− 2`X +
+ dimC(Y )χ
Y + dimR(U
`) − (dimC(X) + dimR(U `))︸ ︷︷ ︸
from evNX (uX)=evNY (uY )
= dimC(X)χ+ 2c1(A) + dimR(U
`)− 2`X − χY
= dimR(
◦
M(X˜`, Y˜ `, A, J,HY +H00))− codimMR (U `)︸ ︷︷ ︸
= 2
+2`Y − χY ,
which is too large by 2`Y − χY (χY will be negative in higher genus) to serve as a
covering of part of the Ω-limit set that contains the image of u.
The solution here is a more precise compactness result, from [IP03] or [BEH+03], de-
scribing the elements of cl
◦
M(X˜`, Y˜ `, A, J,H) in more detail. This will be presented
in the detail needed for the present purposes in Subsection 7.4. The upshot of this is
the following: Restricting the Cauchy-Riemann operator to sections of X˜`|Σ`,Yb , its
linearisation at uY is a Cauchy-Riemann operator on the vector bundle (uY )∗V X˜`,
where V X˜` is the vertical tangent bundle of X˜`. Restricting that Cauchy-Riemann
operator to sections of (uY )∗(V Y˜ `)⊥ω produces a Cauchy-Riemann operator LuY
on (uY )∗(V Y˜ `)⊥ω . The compactness result cited above then implies that u actually
comes with a meromorphic section ξu of (u
Y )∗(V Y˜ `)⊥ω . This meromorphic section
has simple zeroes precisely at the `Y points T ``X+1(b), . . . , T
`
` (b) (coming from the
transverse intersections with Y˜ ` of the elements of the approximating sequence) and
one pole at NYb . Since [u
Y ] = 0, the first Chern class of (uY )∗(V Y˜ `)⊥ω vanishes
and hence the orders of zeroes and poles of ξu need to coincide, hence ξu has a pole
of order `Y at NYb .
Another consequence of the compactness result is that uX is tangent to Y˜ ` at NXb
of the same order as the order of the pole of the meromorphic section at NYb . This
tangency condition allows one to cut down the dimension of the moduli space con-
taining u by another term 2(`Y − 1) (the −1 is due to the fact that the condition
u(NXb ) ∈ Y˜ ` is no longer transversely cut out and was already accounted for by the
matching condition for uX and uY at Nb).
Also, one can consider B := M(Y˜ `|Σ`,Y
U`
, 0, J,HY ) as the base of the family of Rie-
mann surfaces S := (piMM )
∗Σ`,Y
U`
. Over S one has the complex line bundle Z that is
given, on the fibre SuY over u
Y ∈ B, by (uY )∗(V Y˜ `)⊥ω . For every uY ∈ B, LuY
then defines a Cauchy-Riemann operator for sections of Z|SuY → SuY . The mero-
morphic sections from above with the given behaviour for the zeroes and poles then
can be described as elements of a moduli space for a Fredholm problem associated
to B,S, Z, L·, s. t. the Fredholm index of each LuY , restricted to sections with the
given behaviour for poles and zeroes, is equal to χY . Associated to this Fredholm
problem is furthermore a (transversely cut out) universal moduli space, where as
spaces of perturbations the spaces HY +H0ni(X˜
`, Y˜ `, J) are used. Finally, the con-
dition of normal integrability ensures that each LuY is complex linear w. r. t. the
standard action of C on (V Y˜ `)⊥ω . Hence these moduli spaces of meromorphic sec-
tions come with a free C∗-action under which the projection to B is invariant.
In conclusion, for generic H0 ∈ H0ni(X˜`, Y˜ `, J), the subset of M(Y˜ `|Σ`,Y
U`
, 0, J,HY +
H0) = M(Y˜ `|Σ`,Y
U`
, 0, J,HY ) that contains those uY that come from cl
◦
M(X˜`, Y˜ `, A, J,HY +
H0) is covered by a moduli space of meromorphic sections as above which has real
dimension dimR(M(Y˜
`|Σ`,Y
U`
, 0, J,HY + H0)) + χY − 2, where the −2 comes from
dividing out the free C∗-action.
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Note that all of the above is completely oblivious to changes in the Hamilto-
nian perturbation that come from H00(X˜`, Y˜ `), i. e. under replacing HY + H0 by
HY +H0 +H00 for H00 ∈ H00(X˜`, Y˜ `).
Taken together, these facts show that for appropriate choices of J,HY , H0 and H00,
u is actually contained in a moduli space of dimension
dimR(
◦
M(X˜`, Y˜ `, A, J,HY +H0 +H00))− 2 + 2`Y − χY −
− 2(`Y − 1) +
+ χY − 2
= dimR(
◦
M(X˜`, Y˜ `, A, J,HY +H0 +H00))− 2,
which finally is good enough to serve as a covering of a part of the Ω-limit set
containing u.
6.2.2 The proof of Theorem 6.2
The proof of Theorem 6.2 relies on the following observation, which also explains
in which sense the moduli spaces
◦
M(X˜`, Y˜ `, A, J,H) used in the definition of the
rational pseudocycles gwΣ(X,A) and GWΣ(X,A) can be regarded as perturbations
of the moduli spaces
◦
M(X˜, A, J,H). These are the moduli spaces one is originally
interested in, since
◦
M(X˜, A, J, 0)/∼ is just (canonically identified with) the moduli
space Mg,n(X,A, J) of smooth holomorphic curves of genus g in X with n marked
points from the introduction, where ∼ denotes the equivalence relation generated
by biholomorphic maps between the fibres of Σ| ◦
M
→
◦
M that respect the markings.
Lemma 6.1. For A 6= 0 and D large enough, for generic HY ∈ H(Y˜ ) ⊆ H(X˜, Y˜ )
there exists a generic subset (depending on HY ) of H00(X˜, Y˜ ) s. t. for each H00 in
this subset, outside a subset of
◦
M(X˜, A, J,HY +H00) with complement of codimen-
sion at least 2,
◦
M(X˜`, Y˜ `, A, J, (pˆi`0)
∗(HY +H00))→
◦
M(X˜, A, J,HY +H00)
u 7→ u ◦ ((pˆi`0)∗piMM (u))
−1
is an `!-sheeted covering.
Proof. As will be shown in Subsection 7.3, for A 6= 0 and D large enough, for
generic HY ∈ H(Y˜ ) and for any H00 ∈ H00(X˜, Y˜ ) one can assume that no section
in
◦
M(X˜, A, J,HY +H00) lies completely in Y˜ . Note that over
◦
M `, pˆi`0 is a fibrewise
isomorphism, hence the space (pˆi`0)
∗(HY + H00(X˜, Y˜ )) is “large enough” for all
the transversality results in the following to hold for generic H := HY + H00, in
particular all the strata of
◦
M(X˜, A, J,H) can be assumed to be manifolds of the
correct dimensions. Now every element of
◦
M(X˜, A, J,H) has intersection number `
with Y˜ , so
◦
M(X˜, A, J,H) is covered by a union of spaces
M(X˜`
′ | ◦
M`′
, (Y˜ `
′
)(−1,...,−1,t1,...,t`′ ), A, J, (pˆi`
′
0 )
∗H)
for 1 ≤ `′ ≤ ` and∑`′i=1(ti+1) = `. For `′ = ` this is just the space ◦M(X˜`, Y˜ `, A, J, (pˆi`0)∗H),
where the fibre over a point is given by the `! choices to label the ` intersection points
68
with Y˜ . And for `′ < `, by Lemma 5.6, this space has dimension at least two less
than
◦
M(X˜`, Y˜ `, A, J, (pˆi`0)
∗H).
The proof of Theorem 6.2, which extends the corresponding results from [CM07],
Section 10, then goes as follows, with some of the technical results deferred to
Subsection 7.6:
Step 1) Given two Donaldson pairs (Yi, Ji) of degrees Di, for i = 0, 1, by Lemma
7.8 in Subsection 7.6, there exists D ∈ N and a hypersurface Y ⊆ X of
degree D that intersects Y0 and φ1(Y1) ε-transversely, where φt, t ∈ [0, 1],
is an isotopy of X through symplectomorphisms. Furthermore, there exist
ω-compatible almost complex structures J0 and J1 s. t. (Y , J i) are Don-
aldson pairs and the two pseudocycles gw`Σ(X,Y ,A, J i) with ` := Dω(A)
and i = 0, 1, are cobordant. To see that the latter holds, one chooses, using
Lemma 7.8 a), a subdivision 0 = t0 < t1 < · · · < tk = 1 of [0, 1] s. t. there
exist J ′i ∈ Jω,ni(X,Y , J ti , E) ∩ Jω,ni(X,Y , J ti+1 , E), i = 0, . . . , k − 1, and
connects, by Lemma 7.1, J ′i and J
′
i+1 by a path in Jω,ni(X,Y ,E). Theorem
6.1 then shows equivalence of the pseudocycles associated to (Y , J0) and
(Y , J1).
Now note that the pseudocycles associated to (Y1, J1) and (φ1(Y1), (φ1)∗J1)
are equivalent. For (φ1)∗A = A, since φ1 is isotopic to the identity, and φ1
induces a well defined map between the corresponding moduli spaces. The-
orem 6.2 then follows once it has been shown that the rational pseudocy-
cles 1`0!gw
`
Σ(X,Y0, A, J0) and
1
`
∗ gw`Σ(X,Y ,A, J0) are rationally cobordant
as well as the rational pseudocycles 1`1!gw
`
Σ(X,φ1(Y1), A, (φ1)∗(J1)) and
1
`!
gw`Σ(X,Y ,A, J1). This is clearly symmetric in Y0 and Y1, so it suffices
to consider Y0 and one can drop the subscript 0.
Step 2) The desired rational cobordism is defined in the following way: First of all
define ˆ` := ` + ` and consider again the bundles X˜k := Σk × X, Y˜ k :=
Σk × Y and Y˜ k := Σk × Y , for k = `, `, ˆ`. Then for J ′ ∈ Jω(X,Y, J,E) ∩
Jω(X,Y , J,E) as in Lemma 7.8 b) and after restricting to Hamiltonian
perturbations in H(X˜k, Y˜ k, Y˜ k) := H(X˜k, Y˜ k) ∩H(X˜k, Y˜ k) one considers
moduli spaces of the form
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, H) := {u ∈M(X˜ ˆ`| ◦
M ˆ`
, A, J ′, H) | im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = 1, . . . , `,
im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = `+ 1, . . . , ˆ`,
im(u) ∩ X˜ ˆ` \ (Y˜ ˆ`∪ Y˜ ˆ`) 6= ∅}
and defines
gw
ˆ`
Σ(X,Y, Y ,A, J
′, H) :
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, H)→M ×Xn
via evaluation at the first n marked points, as before.
Step 3) The following extension of Theorem 6.1 holds, see Theorem 7.2 in Sub-
section 7.6: There are well-defined subsets of H ∈ H(X˜`, Y˜ `, Y˜ `), H ∈
H(X˜`, Y˜ `, Y˜ `) and Hˆ ∈ H(X˜ ˆ`, Y˜ ˆ`, Y˜ ˆ`) s. t. no elements inM(X˜`| ◦
M`
, A, J ′, H),
M(X˜`| ◦
M`
, A, J ′, H) and M(X˜ ˆ`| ◦
M ˆ`
, A, J ′, Hˆ) have image in Y˜ `∪Y˜ `, Y˜ `∪Y˜ `
and Y˜
ˆ`∪Y˜ ˆ`, respectively. Furthermore, gw`(X,Y,A, J ′, H), gw`(X,Y,A, J ′, H)
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and gw
ˆ`
Σ(X,Y, Y ,A, J
′, Hˆ) are well-defined pseudocycles of dimension dimC(X)χ+
2c1(A) + dimR(M), independent (up to cobordism) of the choice of H, H
and Hˆ. Hence there is a well-defined cobordism class
gwΣ(X,Y, Y ,A, J
′)
of rational pseudocycles given by
1
`!`!
gw
ˆ`
Σ(X,Y, Y ,A, J
′, Hˆ).
This is the most technical part of the proof, deferred to Subsection 7.6. It
follows the same line of argument as the proof of Theorem 6.1, just with
slightly more complex notation.
Step 4) By the argument from the previous lemma, for appropriateH ∈ H(X˜`, Y˜ `, Y˜ `)
and H ∈ H(X˜`, Y˜ `, Y˜ `),
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, (pˆi ˆ``)
∗H)→
◦
M(X˜`, Y˜ `, A, J ′, H)
and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, (pˆi ˆ`
`
)∗H)→
◦
M(X˜`, Y˜ `, A, J ′, H)
define `!- and `!-sheeted coverings, respectively (outside a subset of real
codimension at least 2). Here, one has to observe that the Hamiltonian
perturbation Hˆ = (pˆi
ˆ`
`)
∗H does not satisfy the general requirements for the
definition of the pseudocycle gw
ˆ`
Σ(X,Y, Y ,A, J
′, Hˆ), but only for the stra-
tum over
◦
M
ˆ`
. Instead, in this case the Ω-limit set of gw
ˆ`
Σ(X,Y, Y ,A, J
′, Hˆ)
is contained in the Ω-limit set of gw`Σ(X,Y,A, J
′, H), which one knows a
priori to have real codimension at least 2.
And likewise for Hˆ = (pˆi
ˆ`
`
)∗H.
Now connect (pˆi
ˆ`
`)
∗H and (pˆi ˆ`
`
)∗H by a path (Ht)t∈[0,1] in H(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
)
with H0 = (pˆi
ˆ`
`)
∗H and H1 = (pˆi
ˆ`
`
)∗H that induces a cobordism∐
t∈[0,1]
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,Ht) between
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗H) and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗H) and is generic for t ∈ (0, 1).
I. e. the boundary of
∐
t∈[0,1]
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,Ht) is the union of three
parts. Namely those parts for t = 0, 1, where the evaluation maps factor
through the boundary of
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`)
∗H) and
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J, (pˆi
ˆ`
`
)∗H),
which can be covered by manifolds of codimension at least 2. And the part
of the boundary for t ∈ (0, 1), which can be covered by manifolds of codi-
mension at least 2 by a generic choice of (Ht)t∈[0,1].
This implies that gwΣ(X,Y, Y ,A, J
′), gwΣ(X,Y,A, J
′) and gwΣ(X,Y ,A, J
′)
are rationally cobordant and finishes the proof of Theorem 6.2.
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7 Details of the proofs of the main results
7.1 Compactness of the closure of the moduli space
In this subsection, the details for Step 1 in the outline of the proof of Theorem 6.1
from Subsection 6.2.1 are given.
The appropriate conditions for compactness of cl
◦
M(X˜`, Y˜ `, A, J,H) to hold have
been formulated in [CM07], Section 8:
Definition 7.1. Let, for E > 0, Jω(X,Y,E) ⊆ Jω(X,Y ) be the subset of almost
complex structures J ∈ Jω(X,Y ) s. t.
1. All J-holomorphic spheres of energy ≤ E contained in Y are constant.
2. Every nonconstant J-holomorphic sphere of energy ≤ E in X intersects Y in
at least 3 distinct points in the domain.
Also, define
Jω,ni(X,Y,E) := Jω(X,Y,E) ∩ Jω,ni(X,Y ).
In the same reference, in Corollary 8.14, it has been shown that this condition is
non-void, which needs to be adapted to include the condition of normal integrability:
Lemma 7.1. There exists a constant D∗ = D∗(X,ω, J0) and a nonempty C0-
neighbourhood Jω(X, J0) ⊆ Jω(X) of J0 s. t. if D ≥ D∗, then
Jω(X,Y, J0, E) := Jω(X,Y,E) ∩ Jω(X, J0)
and
Jω,ni(X,Y, J0, E) := Jω,ni(X,Y,E) ∩ Jω(X, J0)
are nonempty for every E > 0.
Moreover, any two elements in Jω,ni(X,Y, J0, E) can be connected by a path in
Jω,ni(X,Y,E).
Proof. Let Jω(X, J0) be the C
0-ball around J0 in Jω(X) of radius θ2, where θ2
is as in Corollary 8.14 of [CM07]. Then by that reference, there exists a J ′ ∈
Jω(X,Y,E) ∩ Jω(X, J0). Applying the procedure in the proof of Theorem A.2 in
[IP03] yields an arbitrarily C0-close (to J ′, the endomorphism K in equation (A.2)
in said proof can be chosen arbitrarily small in C0, but not in C1) J ′′ ∈ Jω,ni(X,Y ),
in particular J ′′ ∈ Jω(X,J0), with J ′′|Y = J ′. Hence J ′′ still satisfies condition 1. in
Definition 7.1. Now observe that condition (ii) of Proposition 8.11 in [CM07] can
be achieved by a perturbation J of J ′′ s. t. J − J ′′ lies in the closure of those
endomorphisms of TX that have compact support in the complement of Y . But
such perturbations still lie in Jω,ni(X,Y ).
Now if J0, J1 ∈ Jω,ni(X,Y, J0, E), then by Corollary 8.14 in op. cit. they can be
connected by a path (J ′τ )τ∈[0,1] in Jω(X,Y,E). Again applying the procedure from
Theorem A.2 in [IP03] produces a path (J ′′τ )τ∈[0,1], arbitrarily close to (J
′
τ )τ∈[0,1]
in C0-topology, that coincides with (J ′τ )τ∈[0,1] along Y and satisfies J
′′
0 = J
′
0 = J0
as well as J ′′1 = J
′
1 = J1. So in particular (J
′′
τ )τ∈[0,1] still satisfies condition 1. in
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Definition 7.1. Now proceed as before: Condition (ii) of Proposition 8.12 in [CM07]
can be achieved by a perturbation (Jτ )τ∈[0,1] of (J ′′τ )τ∈[0,1] s. t. J
′′
τ −Jτ vanishes for
τ = 0, 1 and for τ ∈ (0, 1) lies in the closure of those endomorphisms of TX that
have compact support in the complement of Y .
Finally, again in [CM07], Proposition 9.5, the necessary compactness result is given,
which can easily be adapted to the present situation to show:
Lemma 7.2. Let J ∈ Jω(X,Y,E) and let ` = [Y ] ·A. Then
piMM × piMH : cl
◦
M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `))→M ` ×H(X˜`, Y˜ `)
is a proper map.
Proof. Let (ui)i∈N ⊆M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)) be a sequence s. t. bi := piMM (ui)→
b ∈M ` and Hi := piMH (ui)→ H ∈ H(X˜`, Y˜ `). By Proposition 4.1, there then exists
an `′ ∈ N0 and a subsequence (uij )j∈N together with a sequence bˆij ∈ (M `)◦`
′
and an element uˆ ∈ M((pˆi`′` )∗X˜`, A, J,H((pˆi`
′
` )
∗X˜`)), bˆ := piMM (uˆ) s. t. pi
M
H (uˆ) = H,
pi`
′
` (bˆ) = b and
(pˆi`
′
` )
∗uij −→
j→∞
uˆ.
Furthermore, either bˆ ∈ (M `)◦`′ and hence uˆ defines an element
(u, b,H) ∈ cl
◦
M(X˜`, Y˜ `, A, J,H(X˜`, Y˜ `)),
or there exists a component (Σ`)◦`
′
i,bˆ
with pˆi`
′
` ((Σ
`)◦`
′
i,bˆ
) = z for some z ∈ Σ`b either
a node or a marked point. Furthermore, uˆ defines a nonconstant J-holomorphic
sphere in X˜`z
∼= X. Because J ∈ Jω(X,Y,E), the image of this sphere is not
contained in Y and intersects Y in at least 3 distinct points, at least one of which
is not one of the last ` marked points T `j (b). Now proceed literally as in the proof
of Proposition 9.5 in [CM07].
7.2 A description of the closure of the moduli space
In this subsection a description of the elements of cl
◦
M(X˜`, Y˜ `, A, J,H) is given
together with the compactness result from Step 4 of the outline of the proof of
Theorem 6.1 in Subsection 6.2.1. Namely to each u ∈ cl
◦
M(X˜`, Y˜ `, A, J,H) one can
associate data from the following at most countable set of choices:
1. Letting b ∈ M `, there is a connected open neighbourhood U ` of b in the
stratum of the stratification by signature on M ` containing b s. t. Σ`U` := Σ
`|U`
has a desingularisation
(ρ` : Sˆ` → U `, Rˆ`, Tˆ `, ι` : U ` →M `, ιˆ` : Sˆ` → Σ`)
s. t. ρ` : Sˆ` → U ` is topologically trivial and s. t. there are sections N `,1r , N `,2r :
U ` → Sˆ` parametrising the nodal points. M ` can be covered by at most
countably many subsets U ` of this form.
2. For each of the above, there is a finite index set I for the connected components
of Sˆ`, s. t. Sˆ` =
∐
i∈I Sˆ
`
i , and also a finite number of decompositions I =
IX q IY into two disjoint subsets.
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For i ∈ I and b ∈ U `, Sˆ`i,b will usually be treated as a subset of Σ`b. To u ∈
cl
◦
M(X˜`, Y˜ `, A, J,H) one then associates U ` s. t. piMM (u) =: b ∈ U ` and I = IX q IY
s. t. u(Sˆ`i,b) ⊆ Y˜ ` ⇔ i ∈ IY .
Furthermore, to each of the above, one can associate the following:
3. Sˆ` = Sˆ`,X q Sˆ`,Y :=
(∐
i∈IX Sˆ
`
i
)
q
(∐
i∈IY Sˆ
`
i
)
.
4. Denote by Σ`,X
U`
and Σ`,Y
U`
the image of Sˆ`,X and Sˆ`,Y under ιˆ`, respectively,
so that Σ`U` = Σ
`,X
U`
∪ Σ`,Y
U`
.
5. Denote by χX and χY the Euler characteristics of the fibres of Σ`,X
U`
and Σ`,Y
U`
,
respectively.
6. Let {1, . . . , `} = KX q KY be the decomposition s. t. T `j (b) ∈ Σ`,XU` for all
j ∈ KX and b ∈ U ` and T `j (b) ∈ Σ`,YU` for all j ∈ KY and b ∈ U `.
7. Among the nodal points on Sˆ`, there is a subset of those pairs, where one
of the two points corresponding to a node lies on Sˆ`,X and the other lies on
Sˆ`,Y . Denote these by N `,XY,Xr , N
`,XY,Y
r , r = 1, . . . , d, the first one lying on
Sˆ`,X , the second one on Sˆ`,Y .
8. Denote by N `,Y,1r , N
`,Y,2
r , r = 1, . . . , d
′, the nodal points where both lie on
Sˆ`,Y .
9. Regard both Σ`,X
U`
and Σ`,Y
U`
as families of nodal Riemann surfaces with marked
points ((T `j )j∈KX , (N
`,XY,X
r )r=1,...,d) and ((T
`
j )j∈KY , (N
`,XY,Y
r )r=1,...,d), re-
spectively.
From now on unless specified otherwise, a set of data as in 1.–9. above is always
supposed to be given.
Also, write ui := u|Sˆ`i , u
X := u|Σ`,Xb and u
Y := u|Σ`,Yb .
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N `,XY,X1 N
`,XY,X
2 N
`,XY,X
3
N `XY,Y1
N `,XY,Y2 N
`,XY,Y
3
N `,Y,11 N `,Y,12
N `,Y,22
N `,Y,21
N `,Y,13
N `,Y,14
N `,Y,23
N `,Y,24
N `,Y,18
N `,Y,28
N `,Y,17
N `,Y,27
N `,Y,15
N `,Y,25
N `,Y,16
N `,Y,26
Sˆ`,X , Σ`,X
U `
Sˆ`,Y , Σ`,Y
U `
Y
X \ Y
◦ : T `i , i ∈ KX
• : T `j , j ∈ KY74
7.3 Reduction to the case of vanishing homology classes
The first goal is to show that one can choose H s. t. every component of a section
in cl
◦
M(X˜`, Y˜ `, A, J,H) with image contained in Y˜ ` needs to represent vanishing
homology class. Assuming A 6= 0, this in particular implies that no section over a
smooth curve in cl
◦
M(X˜`, Y˜ `, A, J,H) has image contained in Y˜ `. The way this will
be proved is by following the line of argument in [CM07] leading up to Proposition
8.11. To formulate the main result, first of all the analogue of Lemma 8.9 in [CM07]
is needed:
Lemma 7.3. Let Σ be a fixed smooth Riemann surface equipped with a compatible
volume form dvolΣ s. t. volΣ(Σ) = 1, let (X,ω) be a closed symplectic manifold,
Xˆ := Σ ×X, and let J0 be an ω-compatible almost complex structure. Then there
exists a constant D∗ = D∗(X,ω, J0) s. t. for any J ∈ Jω(X) and H ∈ H(Xˆ) with
‖J − J0‖C0 , ‖H‖C1 , RH < 14 , where RH : Xˆ → R is s. t. RHdvolΣ is the curvature
of the connection defined by H, the following holds:
If A ∈ H2(X;Z) is a homology class s. t. there exists a JˆH-holomorphic section
u = (id, u2) : Σ→ Xˆ with [u2] = A, then
〈c1(TW ), A〉 < D∗(ω(A) + 1).
Proof. Let J,H be as in the statement of the lemma and let κ := 14 . Then by
Exercise 8.1.3, p. 260, in [MS04], ωˆκ := pr
∗
2ω+ pr
∗
1(κdvolΣ) is a symplectic form on
Xˆ s. t. JˆH is ωˆκ-compatible. Now proceed as in the proof of Lemma 8.9 in [CM07]:
Let α ∈ Ω2(X) be a closed 2-form that represents c1(TX). Then
〈c1(TX), A〉 =
∫
Σ
u∗2α
=
∫
Σ
u∗pr∗2α
≤ ‖pr∗2α‖ωˆκ,JˆH
∫
Σ
u∗ωˆκ
as in op. cit., because u is JˆH -holomorphic and JˆH is ωˆκ-compatible
= ‖pr∗2α‖ωˆκ,JˆH
(∫
Σ
u∗2ω + κ
)
= ‖pr∗2α‖ω˜κ,JˆH (ω(A) + κ).
‖pr∗2α‖ωˆκ,JˆH here denotes the norm w. r. t. the metric defined by ωˆκ and JˆH . The
claim now follows, because ‖pr∗2α‖ωˆκ,JˆH depends continuously on JˆH , which in
turns depends continuously in C0-norm on J and in C1-norm on H, and coincides
with ‖α‖ω,J0 for J = J0 and H = 0.
Using this, one can formulate the main result of this section:
Lemma 7.4. Given J ∈ Jω(X,Y,E), there exists an integer D∗ depending only on
g, n and D∗ s. t. for D ≥ D∗ there exists a generic subset Hreg(Y˜ , J) ⊆ H(Y˜ ) with
the property that for every H ∈ Hreg(Y˜ , J) and for any choice of data U `, IX , IY
as above, for 0 6= B ∈ H2(Y ),
M(Y˜ `|Σ`,Y
U`
, B, J, (pˆi`0)
∗H) = ∅
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and M(Y˜ `|Σ`,Y
U`
, 0, J, (pˆi`0)
∗H) is a smooth manifold diffeomorphic to
(pi`0)
∗
(
M(Y˜ |ΣYU , 0, J,H)q
∐
C∈C1
Y |U
)
and hence of dimension
dimR
(
M(Y˜ `|Σ`,Y
U`
, 0, J, (pˆi`0)
∗H)
)
= dimC(Y )χ
Y + dimR(U
`).
Furthermore this manifold comes with the smooth evaluation map
evN
`,XY,Y
: M(Y˜ `|Σ`,Y
U`
, 0, J, (pˆi`0)
∗H)→
d⊕
r=1
(
N `,XY,Yr
)∗
Y˜ `.
Proof. Let u ∈ cl
◦
M(X˜`, Y˜ `, A, J,H) be as in the previous subsection. For i ∈
I denote X˜`i := X˜
`|Sˆ`i ) and analogously for X˜
`
i . Then u pulls back to ui ∈
M(X˜`i , Ai, J,H(X˜
`, Y˜ `)) for i ∈ IX and to ui ∈M(Y˜ `i , Ai, J,H(X˜`, Y˜ `)) for i ∈ IY ,
where Ai := [pr2(ui)] ∈ H2(X;Z).
One would now like to reproduce the argument in [CM07], Proposition 8.11 (a), to
show that for generic H, M(Y˜ `i , Ai, J,H) = ∅ for D large enough. To do so, first
observe the following:
Claim. In the notation and under the assumptions on H ∈ H(X˜`, Y˜ `) of Lemma
7.3, if Ai 6= 0, then ω(Ai) > 0.
To see this, let ωˆκ be as in the proof of Lemma 7.3. Then because ui defines a
JˆH -holomorphic map,
0 <
∫
Sˆ`i,b
u∗i ωˆκ
=
∫
Sˆ`i,b
(pr2 ◦ ui)∗ω + κ
= ω(Ai) + κ.
Because κ = 14 and ω(Ai) ∈ Z, the claim follows.
By Lemma 3.11, piMH : M(Y˜
`
i , Ai, J,H(X˜
`, Y˜ `)) → H(X˜`, Y˜ `) has Fredholm index
given by
ind(piMH ) = dimC(Y )χ(S
`
i ) + 2c
TY
1 (Ai) + dimR(U
`)
≤ 2 dimC(Y ) + 2(cTX1 (Ai)−Dω(Ai)) + dimR(M `)
≤ 2 dimC(Y ) + 2D∗κ+ 2(D∗ −D)ω(Ai) + dimR(M `),
where D∗ and κ are as in Lemma 7.3. But dimR(M `) = dim(M) + 2` = dim(M) +
2[Y ]·A = dim(M)+2Dω(A), choosing ` = [Y ]·A to satisfy Lemma 7.2. So while the
middle term in the above index formula decreases with increasing D, the last term
increases just as quickly, at least for Ai = A. This is a case that one definitely would
like to deal with in this way. But observe that if S`i is a component of genus zero (a
sphere) and H ∈ H(X˜`, Y˜ `) satisfies (ιˆ`)∗H|Sˆ`i ≡ 0, then any ui ∈ M(Y˜
`
i , Ai, J,H)
defines a J-holomorphic sphere in Y . But for J ∈ J(X,Y,E), the only such spheres
are the constant ones, implying Ai = 0. This allows for the following construction,
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which first of all requires the introduction of quite a bit of notation to signify the
two parts of a curve in the family Σ`|U` that lie in Y˜ ` and those that intersect
X˜` \ Y˜ `: Now fix some b ∈ U `. Under pˆi`0 ◦ ιˆ`|Sˆ`,Yb : Sˆ
`,Y
b → Σb, a certain number of
genus zero components of Sˆ`,Yb are mapped to points. This happens if and only if
a component contains fewer than three special points apart from the Tˆ `j , i. e. fewer
than three nodal points or marked points among the Rˆ`j(b). These can be grouped
together into “collapsed subtrees” as in Section 2 in [CM07] in the following way:
Call two components of Sˆ`,Yb connected if there exists an r s. t. N
`,Y,1
r (b) lies on one
of them, N `,Y,2r (b) on the other. Now take the equivalence relation this generates on
the set of components of Sˆ`,Yb on which pˆi
`
0 is constant. Since U
` was assumed to be
connected, this is independent of b ∈ U `. An equivalence class of this equivalence
relation then corresponds to a collapsed subtree.
1. Denote the set of equivalence classes from above by C. This gives a decompo-
sition IY = IY0 q
∐
C∈C I
Y
C , s. t. pˆi
`
0
(∐
i∈IYC Sˆ
`,Y
i
)
= const, for every C ∈ C,
and pˆi`0|Sˆ`i,b is a biholomorphic map onto its image for every i ∈ I
Y
0 , b ∈ U `.
2. C can be further decomposed into subsets C0 and C1, where every C ∈ C0 has
the property that there exists at least one (and at most two) i ∈ IYC s. t. for
every b ∈ U , Sˆ`,Yi,b is connected to Sˆ`,Yj,b for some j ∈ IY0 and C1 := C \ C0. Let
Sˆ`,Y,0 be the subfamily of Sˆ`,Y consisting of the components in IY0 ∪
∐
C∈C0 I
Y
C .
3. Denote by Σ`,Y,0
U`
the image of Sˆ`,Y,0 in Σ`U` under ιˆ
`, by χY0 the Euler charac-
teristic of the fibres of Σ`,Y,0
U`
and denote by U the open subset of the stratum
of M to which U ` gets mapped under pi`−1−1 .
4. Then pˆi`0 is a well-defined map from Σ
`,Y,0
U`
to a subfamily of ΣU (the restriction
of Σ to U), which will be denoted by ΣYU and has fibres of Euler characteristic
χY0 as well.
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k1 ∈ IY0
k2 ∈ IY0
i1 ∈ IYC
i2 ∈ IYC i3 ∈ I
Y
C
C ∈ C1
C ′′ ∈ C0
m1 ∈ IYC′′
m2 ∈ IYC′′
j1 ∈ IYC′
j2 ∈ IYC′
C ′ ∈ C0
pˆi`0
Sˆ`,Y,0, Σ`,Y,0
U `
pˆi`0
ΣYU
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One can now for any B ∈ H2(Y ) look at the moduli spaces M(Y˜ |ΣYU , B, J,H(Y˜ )),
which are equipped with the smooth structure from Lemma 3.11. The calcu-
lation from before then shows that the Fredholm index of the projection piMH :
M(Y˜ |ΣYU , B, J,H(Y˜ ))→ H(Y˜ ) can be bounded from above by
dimC(Y )χ
Y
0 + 2D∗κ+ 2(D∗ −D)ω(B) + dimR(M).
In particular, taking a bound for χY0 depending only on g and n, there is a constant
D0 only depending on g, n and D∗ but not depending on ` s. t. for D ≥ D0 this
is negative, provided that B 6= 0, due to integrality of ω. So from now on assume
that D ≥ D0. Also, due to the choices made, one has an isomorphism
M(Y˜ `|Σ`,Y,0
U`
, B, J, (pˆi`0)
∗H(Y˜ )) ∼= (pi`0)∗M(Y˜ |ΣYU , B, J,H(Y˜ )).
This means that by the Sard-Smale theorem there is a generic subset of H(Y˜ )
s. t. for every H in this subset, if B 6= 0, then
M(Y˜ |ΣYU , B, J,H) = M(Y˜
`|Σ`,Y,0
U`
, B, J, (pˆi`0)
∗H) = ∅
and if B = 0, then M(Y˜ `|Σ`,Y,0
U`
, 0, J, (pˆi`0)
∗H) is a smooth manifold of dimen-
sion dimC(Y )χ
Y
0 + dimR(U
`) that comes with a canonical map to the manifold
M(Y˜ |ΣYU , 0, J,H) of dimension dimC(Y )χY0 + dimR(U). Analogously, for C ∈ C1,
let Sˆ`,Y,C :=
∐
i∈IYC Sˆ
`,Y
i be the subfamily of Sˆ
`,Y consisting of the components in
IYC and Σ
`,Y,C
U`
its image in Σ` under ιˆ. Then for any H ∈ H(Y˜ ), for B 6= 0 again
M(Y˜ `|Σ`,Y,C
U`
, B, J, (pˆi`0)
∗H) = ∅ and for B = 0,
M(Y˜ `|Σ`,Y,C
U`
, 0, J, (pˆi`0)
∗H) ∼= Y˜ `|U` ∼= (pˆi`0)∗(Y˜ |U ),
the isomorphism given by evaluation at any special point on Σ`,Y,C
U`
. Note that the
Euler characteristic χYC of any fibre of Sˆ
`,Y,C is 2. So
dimR(M(Y˜
`|Σ`,Y,C
U`
, 0, J, (pˆi`0)
∗H)) = dimC(Y )χYC + dimR(U
`).
Finally, one can take the intersection of all the generic subsets one gets via the
construction above, for all the countably many choices of data as above (i. e. U `,
IX and IY , B ∈ H2(Y ), and so on), to get the generic subset Hreg(Y˜ , J) ⊆ H(Y˜ ).
This concludes the proof of Lemma 7.4.
7.4 The refined compactness result and reduction of the bound-
ary strata
In the following, still the notation from Subsection 7.2 is in effect. Also, some
J ∈ Jω,ni(X,Y,E) and HY ∈ Hreg(Y˜ , J) usually are assumed to be given, where
HY is identified with an element of Hni(X˜
`, Y˜ `, J) by pullback via pˆi`0 and Lemma
5.4.
The refined compactness result mentioned in the previous section is of the type that,
among others, has been studied in [BEH+03] and in [IP03] (which, as is stated in
the introduction of [BEH+03], is a special case of the “stretching of the neck”
construction in [BEH+03]). But in the following I will use a different transversality
result from [IP03]. The setup of the formulation of the compactness results above
is actually quite involved and will never be used in full generality in this text.
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So instead of reciting the whole story, I will only describe a fairly straightforward
corollary of this, which sums up the results as needed in the following. To do so,
first observe that for any H ∈ Hni(X˜`, Y˜ `, J) and ui ∈ M(Y˜ `|Sˆ`,Yi , 0, J,H), one
can form the complex line bundle u∗i (V Y˜
`)⊥ω over the Riemann surface Sˆ`,Yi,b . By
Corollary 5.1, the operator (as usual for some kp > 2)
D
Hb
ui
:= piV X˜
`
(V Y˜ `)⊥ω ◦
(
D∂
Jb,Hb
Sˆ`,Yi,b
)
ui
:
Lk,p(u∗i (V Y˜
`)⊥ω )→ Lk−1,p(Hom(jb,Jb)(T Sˆ`,Yi,b , u∗i (V Y˜ `)⊥ω ))
is complex linear. By the Koszul-Malgrange integrability theorem, this means that
u∗i (V Y˜
`)⊥ω is actually (can be identified with) a holomorphic line bundle over Sˆ`,Yi,b
with D
Hb
ui as Cauchy-Riemann operator. Since [pr2(ui)] = 0 ∈ H2(Y ;Z), the bundle
u∗i (V Y˜
`)⊥ω has vanishing first Chern class and it follows that every meromorphic
section of this bundle has the same order of poles as of zeroes. The compactness
result from [BEH+03] or [IP03] then implies the following:
Lemma 7.5. Let u ∈ cl
◦
M(X˜`, Y˜ `, A, J,H) and given the data associated to u as
in Subsection 7.2, assume that IY 6= ∅. Then
a) If uX := u|Σ`,Xb is tangent to Y˜
` at N `,XY,Xr of order tr (tr = 0 meaning a
transverse intersection), then
∑d
r=1(tr + 1) = |KY |.
b) For each i ∈ IY , denoting KYi := {j ∈ KY | T `j (U `) ⊆ Sˆ`i }, there exists a
nonvanishing meromorphic section ξi of u
∗
i (V Y˜
`
b )
⊥ω with zeroes of order 1 at
the T `j (b) for j ∈ KYi and with other zeroes and poles only at the nodal points
on Sˆ`i,b.
Proof. Let (uj)j∈N ⊆
◦
M(X˜`, Y˜ `, A, J,H) be a sequence that converges to
u ∈ cl
◦
M(X˜`, Y˜ `, A, J,H). Assume that IY 6= ∅. Applying the stretching of the
neck construction from [BEH+03], in the limit there exists a holomorphic building
in (V Y˜ `)⊥ω \ Y˜ ` (Y˜ ` is identified with the zero section in (V Y˜ `)⊥ω ) that projects to
u under the projection (V Y˜ `)⊥ω → Y˜ `. In particular, if any of the bad compactness
phenomena occur, i. e. bubbling off of holomorphic spheres or planes and breaking
of holomorphic cylinders, the limit curve needs to be a holomorphic sphere, plane
or cylinder in a fibre (VzY˜
`)⊥ω \ {0} of (V Y˜ `)⊥ω \ Y˜ ` for some z ∈ Σ`b. This
excludes the possibility of bubbling and the only holomorphic cylinders that can
occur are the trivial ones that under an identification (VzY˜
`)⊥ω \ {0} ∼= C∗ are of
the form z 7→ zk for some k ∈ Z. So the underlying nodal Riemannian surface of the
holomorphic building is of the following form: Given k ≥ 0, let (Z(k), νk, rk±) be the
marked nodal surface with Z(k) :=
∐k
i=1 C×{i}, where C := C∪{∞} ∼= S2, nodal
points νk := {{(∞, i), (0, i+ 1)} | i = 1, . . . , k− 1} and marked points rk+ := (∞, k),
rk− := (0, 0).
C× {1} C× {2} C× {k}
rk− r
k
+
(∞, 1) (0, 2) (∞, 2) (0, k)
Starting with Sˆ`,Yb ,
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• for every j ∈ KY , either add components Z(k) for some k ≥ 1, add new nodal
pairs {T `j (b), rk+}, νk and replace T `j (b) by the new marked point Zj = rk− or
just rename T `j (b) to Zj (corresponding to k = 0).
• For every r = 1, . . . , d′, either add components Z(k) for some k ≥ 1 and new
nodal pairs {N `,Y,1r (b), rk−}, {N `,Y,2r (b), rk+}, νk or do nothing.
• For every r = 1, . . . , d, either add components Z(k) for some k ≥ 1, add new
nodal pairs {N `,XY,Yr (b), rk−}, νk and replace N `,XY,Yr (b) by the new marked
point Pr = r
k
+ or just rename N
`,XY,Y
r (b) to Pr (corresponding to k = 0).
The result of the above is a marked nodal Riemann surface S with a set of com-
ponents C, nodal pairs {{N+1 , N−1 }, . . . , {N+s , N−s }} (after renaming) and marked
points Z1, . . . , Z|KY | and P1, . . . , Pd. Let u : S → Y˜ ` defined as follows: For
every i ∈ C, let ui := u|Si be defined as ui if Si is one of the original com-
ponents Sˆ`,Yi,b and on every new component as the constant map to u(z), where
z = T `j (b), N
`,Y,1
r (b), N
`,XY,Y (b) is the point on Sˆ`,Yb at which the new component
is attached.
Then there exist the following:
1. An integer k ∈ N and partitions C = C−k q C−k+1 q · · · q C−1.
2. Up to reordering of the nodesN+r , N
−
r , i. e. reordering of the index set {1, . . . , s}
and exchanging N+r and N
−
r for a fixed r, a partition {1, . . . , s} = F−kq· · ·q
F−2 qG−k q · · · qG−1, F−1 := {1, . . . , d}.
3. For every j = −k, . . . ,−1, r ∈ Fj , an integer pjr ∈ N.
For these, the following hold:
a) For all j = 1, . . . , |KY |, Zj lies on Si for some i ∈ C−k.
b) For all j = 1, . . . , d, Pj lies on Si for some i ∈ C−1.
c) For all j = −k, . . . ,−1, r ∈ Gj , there are i, i′ ∈ Cj s. t. N+r lies on Si and N−r
lies on Si′ .
d) For all j = −k, . . . ,−2, r ∈ Fj , N−r lies on Si for some i ∈ Cj and N+r lies on
Si′ for some i
′ ∈ Cj+1.
e) For each i ∈ C, there exists a meromorphic section ξi of u∗i (V Y˜ `)⊥ω with the
following properties:
i) For all i ∈ C, ξi has simple zeroes at the points Zr for r = 1, . . . , |KY | with
Zr ∈ Si.
ii) For all j = −k, . . . ,−2, r ∈ Fj , let i ∈ Cj , i′ ∈ Cj+1 be s. t. N−r ∈ Si,
N+r ∈ Si′ . Then ξi has a pole of order pjr at the point N−r and ξi′ has a zero
of order pjr at the point N
+
r .
iii) For every r ∈ D−1, let i ∈ C−1 be s. t. Pr ∈ Si. Then ξi has a pole of order
p−1r at the point Pr.
iv) Other than the above, the ξi have no zeroes or poles.
v) For every r ∈ D−1, uX is tangent to Y˜ ` to order p−1r − 1 at N `,XY,Xr .
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Note that the above gives a countable number of choices: For the number and
mode of attachment of the additional components, the integer k, the partitions C∗
and F∗ q G∗ and the orders of the zeros and poles p∗∗ of the ξi. Also note that as
remarked above, every ξi has the same (total) order of zeroes as of poles, i. e. at
each level j the total order of zeroes of the ξi, i ∈ Cj , is given by the total order of
poles of ξi′ , i
′ ∈ Cj−1, for j ≥ −k+1 or the number of marked points Zr for j = −k
and this is the same as the total order of the poles of the ξi for i ∈ Cj . Hence the
total order of the poles of the ξi for i ∈ C−1 is given by |KY |.
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Y˜ `
(V Y˜ `)⊥ω
Z(1)
Z(2)
N+r
N−r r ∈ F−2
N+r′
N−r′
r′ ∈ G−2
Z1 Z2 Z|KY |
P1 P2 P3
j = −1
j = −2
j = −k
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For every U ` and desingularisation Sˆ`, etc. , as above, IX and IY , for each i ∈ IY ,
rename the special points, i. e. the T `j for j ∈ KY , N `,Y,sr for r = 1, . . . , d′, s = 1, 2,
and N `,XY,Yr for r = 1, . . . , d that lie on Sˆ
`,Y
i to N
i
r for r = 1, . . . , ki and some
ki ∈ N0. Furthermore, also for each i ∈ IY and r = 1, . . . , ki, let pir ∈ Z denote
given orders of zeroes or poles at the N ir, p
i
r > 0 denoting a zero of order p
i
r at N
i
r,
pir < 0 denoting a pole of order −pir at N ir and pir = 0 denoting that neither a zero
nor a pole occurs at N ir, subject to the condition that they can appear in one of
the configurations from Lemma 7.5. Abbreviate such a choice of data as above by
D (for which there are countably many choices).
Definition 7.2. Given D as above let J ∈ Jω,ni(X,Y,E) and HY ∈ Hreg(Y˜ , J).
Define for u ∈M(Y˜ `|Σ`,Y
U`
, 0, J,HY ) and H0 ∈ H0ni(X˜`, Y˜ `, J),
MDY,u(X˜
`, Y˜ `, HY +H0) := {(ξi)i∈IY | ξi a meromorphic section of
u∗i (V Y˜
`)⊥ω with zeroes/nodes
at the N∗∗ given by the p
∗
∗}/(C∗)IY
and as usual
MDY (X˜
`, Y˜ `, HY +H0) :=
∐
u∈M(Y˜ `|
Σ
`,Y
U`
,0,J,HY )
MDY (X˜
`, Y˜ `, HY +H0)
and
MDY (X˜
`, Y˜ `, HY +H0ni(X˜
`, Y˜ `, J)) :=
∐
H0∈Hni(X˜`,Y˜ `,J)
MDY (X˜
`, Y˜ `, HY +H0).
Furthermore, denote by
pi
MDY
M(Y˜ `)
: MDY (X˜
`, Y˜ `, HY +H0ni(X˜
`, Y˜ `, J))→M(Y˜ `|Σ`,Y
U`
, 0, J,HY )
and
pi
MDY
H : M
D
Y (X˜
`, Y˜ `, HY +H0ni(X˜
`, Y˜ `, J))→ H0ni(X˜`, Y˜ `, J)
the projections and by abuse of notation denote by
evN
`,XY,Y
: MDY (X˜
`, Y˜ `, HY +H0ni(X˜
`, Y˜ `, J))→
d⊕
r=1
(ιˆ` ◦N `,XY,Yr )∗Y˜ `
the composition of pi
MDY
M(Y˜ `)
with the evaluation map at the marked points N `,XY,Yr ,
on M(Y˜ `|Σ`,Y
U`
, 0, J,HY ).
The above is well-defined, because the Cauchy-Riemann operators D
Hb
ui are complex
linear for H ∈ Hni(X˜`, Y˜ `), hence the spaces of meromorphic sections are invariant
under fibrewise complex multiplication in (V Y˜ `)⊥ω . Also, note that for H0 ∈
H0(X˜`, Y˜ `), M(Y˜ `|Σ`,Y
U`
, 0, J,HY +H0) = M(Y˜ `|Σ`,Y
U`
, 0, J,HY ).
Lemma 7.6. Let u ∈ cl
◦
M(X˜`, Y˜ `, A, J,HY + H0) for some J ∈ Jω,ni(X,Y,E),
HY ∈ H(Y˜ , J) and H0 ∈ H0ni(X˜`, Y˜ `, J).
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Then there exists D as above s. t. the restriction uY lies in the image of pi
MDY
M(Y˜ `)
in
M(Y˜ `|Σ`,Y
U`
, 0, J,HY +H0).
Furthermore, uX has total order of tangency at the N `,XY,Xr , r = 1, . . . , d, given by
|KY | − d.
Proof. This is just a reformulation of Lemma 7.5.
Lemma 7.7. Given any HY ∈ Hreg(Y˜ , J), there exists a generic subset H0reg(X˜`, Y˜ `, J,HY )
of H0ni(X˜
`, Y˜ `, J) s. t. for every H0 ∈ H0reg(X˜`, Y˜ `, J,HY ) and every choice of D,
MDY (X˜
`, Y˜ `, J,HY +H0)
is a smooth manifold of dimension
dimR
(
MDY (X˜
`, Y˜ `, J,HY +H0)
)
= dimC(X)χ
Y + dimR(U
`) + 2d′ − 2|IY |.
Proof. Consider the family of Riemann surfaces ρ : P → B, where the base B is
given by M(Y˜ `|Σ`,Y
U`
, 0, J,HY ) and the family P of (disconnected smooth) Riemann
surfaces over B is given by (piMU`)
∗Sˆ`,Y . Fibrewise deleting the nodal points N ir, for
i ∈ IY and r = 1, . . . , ki, where applicable, gives a family of punctured Riemann
surfaces ρ˙ : P˙ → B. Over P and by restriction over P˙ , there is a complex line
bundle Z → P , where for u ∈ B, Z|Pu = (u)∗(V Y˜ `)⊥ω . The complex structure is
given by the restriction of J to (V Y˜ `)⊥ω and is compatible with the restriction of
ω. By abuse of notation, both these structures will be denoted by J and ω again.
This complex line bundle can hence be regarded as a symplectic fibre bundle with
real 2-dimensional fibres and deleting the zero-section also gives a symplectic fibre
bundle Z˙ → P˙ . An important property of this bundle is that it comes with a
free action of (C∗)I
Y
(C∗ := C \ {0}) on the fibres of Z˙. For u ∈ B, piMU`(u) = b,
the i-th component of (C∗)I
Y
acts fibrewise on (ui)
∗(V Y˜ `)⊥ω , ui := u|Sˆ`,Yi,b . The
restriction of the ξju as above to the components of Pu then defines a section of
Z˙ over P˙u. Finally, this bundle also comes with a connection, induced by the
Levi-Civita connection on V X˜`. Next, observe that the operator D
Hb
i,u above is a
complex linear Cauchy-Riemann operator in the sense of [MS04], Appendix C.1:
Let u ∈ Mb(Y˜ `|Sˆ`,Yi , 0, J, (pi
`
0)
∗H) for any component given by i ∈ IY , where H ∈
Hni(X˜
`, Y˜ `, J) restricts to HY along Y˜ `. Then because J ∈ Jω,ni(X˜`, Y˜ `), H ∈
Hni(X˜
`, Y˜ `), by Lemma 3.2, for a section ξ of u∗(V Y˜ `)⊥ω , Z ∈ T Sˆ`,Yi,b ,
(D
Hb
i,uξ)(Z) = pi
V X˜`b
(V Y˜ `b )
⊥ω
(
∇0,1Z ξ −KJˆH (ξ,Du(Z))
)
. (10)
These observations allow one to define a Fredholm problem whose solutions are the
meromorphic sections from above. Basically, one now goes through the steps of
the previous chapter. What was the bundle pi : Σ → B there now is the bundle
ρ : P˙ → B, and what was the bundle X˜ → Σ there now is the bundle Z˙ → P˙ .
One just has to be more careful in the definition of the (linear) Sobolev spaces, see
e. g. [Loc81] and [Loc87], but as long as the definition is such that the usual em-
bedding theorems, elliptic estimates for the Cauchy-Riemann operator, etc., hold,
the details are not that important. Also remember that Sˆ` → U ` was a (topo-
logically but not holomorphically) trivial bundle and that one can choose tubular
neighbourhoods of all the marked points and nodal points on which the triviali-
sation preserves the complex structure in the fibres of Sˆ`. This allows one to use
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the SFT Fredholm theory from [Cie06]. Because Sˆ` → U ` is holomorphically triv-
ial in a neighbourhood of all the nodes, and hence so is P → B, one can pick
holomorphic coordinates defined on [0,∞)× S1 to punctured disk neighbourhoods
Dir of the N
i
r in P˙ that are preserved under the (smooth) identification of the fi-
bres of P˙ . Denote the resulting maps σir : B × [0,∞) × S1 → P˙ . Also note that
as was remarked above, by the Koszul-Malgrange integrability theorem (and be-
cause everything extends from a punctured disk to a disk), for every b ∈ B, over
Dir,b one can find a holomorphic trivialisation of Z˙|Dir,b with fibre Eir,b ∼= C \ {0},
i. e. Z˙|Dir,b ∼= Dir,b × Eir,b. This gives maps σir : B × ([0,∞) × S1) × (C \ {0}) → Z˙
covering the maps σir. If [0,∞) × S1 → D \ {0}, (s, θ) 7→ e−(s+iθ) is the standard
identification, then a zero or pole of order p that is given in standard coordinates
on D by z 7→ czp, for some c = e−(a+iϑ) ∈ C, under this identification is the map
(s, θ) 7→ ce−p(s+iθ) = e−(ps+a+i(pθ+ϑ)). Fix some b ∈ B, l ∈ N, q > 1 with lq > 2,
and a weight δ > 0. Furthermore, fix a smooth function s : P˙ → (0,∞) that in
all the coordinates σir from above is given by the projection onto the factor [0,∞).
Then for any metric vector bundle with connection E → P˙b, one can define the
weighted Sobolev space
Ll,q,δ(E) := {η ∈ Ll,qloc(E) | eδsη ∈ Ll,q(E)}.
With these choices, let (cf. the first definition in Section 3 of [Cie06])
Bb := {ξ : P˙b → Z˙b | ξ a section of Z˙b → P˙b of class Ll,qloc s. t. ∀ r = 1, . . . , kio,
(pr2 ◦ (σir,b)−1 ◦ ξ ◦ σir,b)(s, θ) :
(s, θ) 7→ e−((t(s,θ)−(pirs+air))+i(ϕ(s,θ)−(pirθ+ϑir)))
∈ Ll,q,δ([0,∞)× S1,C) for some
(air, ϑ
i
r) ∈ [0,∞)× S1 and for all r}.
This is a Banach manifold, that around a smooth ξ ∈ Bb is modelled on the Banach
space Ll,q,δ(ξ∗V Z˙b), just with the Sobolev spaces used in the previous chapter re-
placed by the weighted Sobolev spaces. Analogously to the situation in the previous
chapter there is then also a Banach space bundle Eb over Bb, with fibre
(Eb)ξ := L
l−1,q,δ(Hom(jb,Jb)(T P˙b, ξ
∗V Z˙b))
over ξ ∈ Bb. Eb → Bb comes with a section ∇b, defined by the Cauchy-Riemann
operator from Equation 10 and for an appropriate choice of δ > 0, this is a Fredholm
operator. By definition of Bb, the zero set of ∇b is given by the meromorphic
sections of Zb → Pb that have zeros and poles at the N ir, of orders given by the
numbers pir, respectively. Because ∇b is a linear Cauchy-Riemann operator on
Zb, its linearisation D∇b in the sense of Section 3 in [Cie06] is (modulo canonical
identifications) given by ∇b itself. In particular the operators Si(t) in op. cit. vanish
identically, and the paths of symplectic matrices Φi(t), as in the same reference, are
the constant paths at the identity. By Corollary 3.6 in [Cie06], again for δ > 0
sufficiently small, ∇b is a Fredholm operator of index χ(Pb) =
∑
i∈IY 2(1− gi) (not
χ(P˙b)), as was expected from the classical Riemann-Roch theorem from the start.
Now as in the previous chapter, remembering that P and hence P˙ were trivial, one
can take the union over all b ∈ B to get a Banach manifold B, together with a
projection to B, and a Banach space bundle E over B, together with a Fredholm
section ∇ : B → E of index ∑i∈IY 2(1 − gi) + dimR(B). Remembering that ∇
depends on the choice of H ∈ Hni(X˜`, Y˜ `, J), whereas B = M(Y˜ `|Σ`,Y
U`
, 0, J,HY )
and hence P and Z only depend on the restriction of H to Y˜ `. So one can look at
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the affine subspace HY +H0ni(X˜
`, Y˜ `, J) of Hni(X˜
`, Y˜ `, J). Making the dependence
on H explicit and writing BH , EH and ∇H , one can then as in the previous chapter
look at the spaces
B(HY +H0ni(X˜
`, Y˜ `, J)) :=
∐
H∈HY +H0ni(X˜`,Y˜ `,J)
BH
E(HY +H0ni(X˜
`, Y˜ `, J)) :=
∐
H∈HY +H0ni(X˜`,Y˜ `,J)
EH
and the map
∇H :=
∐
H∈HY +H0ni(X˜`,Y˜ `,J)
∇H
Finally, note that because H ∈ Hni(X˜`, Y˜ `, J), ∇H is equivariant w. r. t. the free
(C∗)I
Y
-actions on B(HY +H0ni(X˜
`, Y˜ `, J)) and E(HY +H0ni(X˜
`, Y˜ `, J)) induced by
the one on P˙ . Furthermore, the projections to B and HY +H0ni(X˜
`, Y˜ `, J) are in-
variant under this action. The proof (not the statement) of Proposition 6.4 in [IP03]
shows that ∇H is transverse to the zero section. One should note here that for any
H ∈ H0ni(X˜`, Y˜ `, J), dH|V X˜` vanishes along Y˜ `, because the condition that H lies in
H(X˜`, Y˜ `) implies that dH vanishes on (V Y˜ `)⊥ω and the condition that H vanishes
along Y˜ ` implies that dH vanishes on V Y˜ `. From this it follows that in Formula 10
for ∇H , the term involving ∇0,1 is independent of H ∈ HY +H0ni(X˜`, Y˜ `, J) since
it only depends on the restriction of dH to V X˜`|Y˜ ` . For transversality, the crucial
term is the second one, involving KJˆH , i. e. the symmetric part of the morphism
1
2 Jˆ
H(∇ˆH JˆH). Together with the vanishing of certain components of its antisym-
metric part, which is given by the Nijenhuis tensor, to satisfy normal integrability,
this gives a number of conditions on the Hessian of H along Y˜ `. By the usual line
of argument using Lemma A.3.6 in [MS04], the universal moduli space (∇H)−1(0)
hence is a smooth Banach manifold and the projection onto HY + H0ni(X˜
`, Y˜ `, J)
is a Fredholm map of index
∑
i∈IY 2(1 − gi) + dimR(B). So by the Sard-Smale
theorem, for generic H ∈ HY +H0ni(X˜`, Y˜ `, J), (∇
H
)−1(0) is a smooth manifold of
dimension
∑
i∈IY 2(1−gi)+dimR(B). Also, it comes with a free (C∗)I
Y
-action and
projection/forgetful map (smooth for the generic H above) to M(Y˜ `|Σ`,Y
U`
, 0, J,HY )
invariant under this action.
To arrive at the dimension formula given in the lemma one now finally observes
that χY =
∑
i∈IY 2(1− gi)− 2d′.
7.5 Finishing the proof of Theorem 6.1
Here, the remaining part of the proof of Theorem 6.1, Step 4 in Subsection 6.2.1,
is finally proved.
Let again D signify a set of data as in the previous subsections. More specifically,
the following:
• An open subset U ` of a stratum of the stratification by signature on M ` and a
choice of desingularisation Sˆ` of Σ`U` as well as a decomposition I = I
X q IY
of the index set for the connected components of Sˆ`, together with all the
notation this implies, as in Subsection 7.2.
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• Numbers pir ∈ Z, r = 1, . . . , ki, i ∈ IY as described in the paragraph before
Definition 7.2, in particular numbers tr ∈ N0, r = 1, . . . , d, as in Lemma 7.5.
Definition 7.3. Let J ∈ Jω,ni(X,Y,E), HY ∈ H(Y˜ ), H0 ∈ H0ni(X˜`, Y˜ `, J) and
H00 ∈ H00(X˜`, Y˜ `). Set H := HY +H0 +H00.
Given D as above, for IY = ∅ assume that U ` = M `,i is one of the strata in the
stratification by signature on M `, other than the top-stratum and define
MD(X˜`, Y˜ `, A, J,H) := {u ∈Mb(X˜`, A, J,H) | b ∈M `,i
u(T `j (b)) ∈ Y˜ `, j = 1, . . . , `,
im(u|Σb,s) ∩ X˜` \ Y˜ ` 6= ∅ for
every component Σ`b,s of Σ
`
b}.
For IY 6= ∅ define
MD(X˜`, Y˜ `, A, J,H) := {(uX , ξ) | uX ∈M(X˜`|Σ`,X
U`
, A, J,H)
ξ = (ξi)i∈IY ∈MDY (X˜`, Y˜ `, J,H)
piMM (u
X) = piMM ◦ piM
D
Y
M(Y˜ `)
(ξ) =: b ∈ U `
uX(T `j (b)) ∈ Y˜ ` ∀ j ∈ KX
u(Σ`,Xi,b ) ∩ X˜` \ Y˜ ` 6= ∅ ∀ i ∈ IX
evN
`,XY,X
r (uX) = evN
`,XY,Y
r (ξ) ∀ r = 1, . . . , d
ι(uX , Y˜ `|Σb ;N `,XY,Xr (b)) = tr ∀ r = 1, . . . , d}.
In the above, note that for all H00 ∈ H00(X˜`, Y˜ `),
MDY (X˜
`, Y˜ `, J,HY +H0 +H00) = MDY (X˜
`, Y˜ `, J,HY +H0).
Also note that for any D as above there is a canonical map
MD(X˜`, Y˜ `, A, J,H)→M(X˜`, A, J,H).
The last part of the proof of Theorem 6.1, Step 4 in Section 6, then follows from
the following:
Theorem 7.1. For every J ∈ Jω,ni(X,Y,E), HY ∈ Hreg(Y˜ , J) and H0reg(X˜`, Y˜ `, J,HY )
there exists a generic subset H00reg(X˜
`, Y˜ `, J,HY +H0) ⊆ H00(X˜`, Y˜ `) s. t. for every
H00 ∈ H00reg(X˜`, Y˜ `, J,HY +H0), setting H := HY +H0 +H00, the following hold:
1. ∂
◦
M(X˜`, Y˜ `, A, J,H) is covered by the images of the MD(X˜`, Y˜ `, A, J,H) in
M(X˜`, A, J,H), where U ` is an open subset of a stratum in the stratification
by signature on M ` other than the top-stratum.
2. For every D as above, MD(X˜`, Y˜ `, A, J,H) is a manifold of real dimension at
most
dimC(X)χ+ 2c1(A) + dimR(M)− 2,
i. e. real dimension at least 2 less than the expected dimension of
◦
M(X˜`, Y˜ `, A, J,H).
Proof. 1. This follows immediately from Lemmas 7.6 and 7.4, which implies that
no smooth curve ends up in Y˜ `.
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2. Let H0 := H
Y +H0 and V := X˜` \ Y˜ `. As usual, define
MD(X˜`, Y˜ `, A, J,H0+H
00(X˜`, Y˜ `)) :=
∐
H00∈H00(X˜`,Y˜ `)
MD(X˜`, Y˜ `, A, J,H0+H
00).
First, consider the case IY = ∅. By Lemma 3.7 and the lemmas up to and
including Lemma 3.11, MV (X˜`|M`,i , A, J,H0+H00(X˜`, Y˜ `)) is a Banach man-
ifold and the map
evT
`
: MV (X˜`|M`,i , A, J,H0 +H00(X˜`, Y˜ `)→ (T `1 )∗X˜` ⊕ · · · ⊕ (T `` )∗X˜`
is a submersion. So
MD(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `)) =(
evT
`
)−1 (
(T `1 )
∗Y˜ ` ⊕ · · · ⊕ (T `` )∗Y˜ `
)
is a Banach manifold and
piMH : M
D(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→ H0 +H00(X˜`, Y˜ `)
a Fredholm map of index
dimC(X)χ+ 2c1(A) + dimR(M
`,i)− 2` =
= dimC(X)χ+ 2c1(A) + dimR(M)− codimM
`
R (M
`,i)︸ ︷︷ ︸
≥2
.
Now apply the Sard-Smale theorem.
In case IY 6= ∅, for r = 1, . . . , d, let N `,XYr = ιˆ` ◦ N `,XY,Xr = ιˆ` ◦ N `,XY,Yr :
U ` → Σ`U` be the nodal points at which Σ`,XU` and Σ`,YU` meet. Also, let evT
`
KX
be the evaluation at the marked point T `j for j ∈ KX . Then
evT
`
KX × evN
`,XY,X × evN`,XY,Y :
MV (X˜`|Σ`,X
U`
, A, J,H0 +H
00(X˜`, Y˜ `))×MDY (X˜`, Y˜ `, J,H0)→⊕
j∈KX
(
T `j
)∗
X˜` ⊕
d⊕
r=1
((
N `,XYr
)∗
X˜` ⊕ (N `,XYr )∗ Y˜ `) (11)
is transverse to
⊕
j∈KX
(
T `j
)∗
Y˜ ` ⊕⊕dr=1 ∆r, where ∆ denotes the diagonal
in
(
N `,XYr
)∗
Y˜ ` ⊕ (N `,XYr )∗ Y˜ ` ⊆ (N `,XYr )∗ X˜` ⊕ (N `,XYr )∗ Y˜ `. So
M˜D(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `)) :=(
evT
`
KX × evN
`,XY,X × evN`,XY,Y
)−1 ⊕
j∈KX
(
T `j
)∗
Y˜ ` ⊕
d⊕
r=1
∆r
 (12)
is a split submanifold of codimension dimR(U
`) + 2|KX | + 2ddimC(X) and
using Lemma 7.7,
piMH : M˜
D(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→ H0 +H00(X˜`, Y˜ `)
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is a Fredholm map of index
indpiMH = dimC(X)χ
X + 2c1(A) + dimR(U
`) +
+ dimC(X)χ
Y + dimR(U
`) + 2d′ − 2|IY | −
− (dimR(U `) + 2|KX |+ 2ddimC(X))
= dimC(X)χ+ 2c1(A) + dimR(U
`) + 2d′ − 2|KX | − 2|IY |.
By the same reasoning leading to Lemma 5.6,
MD(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `)) =
{(uX , ξ) ∈ M˜D(X˜`, Y˜ `, A, J,H0 +H00(X˜`, Y˜ `)) |
b := piMM (u
X) ∈ U `, ι(uX , Y˜ `|Σb ;N `,XY,Xr (b)) = tr ∀ r = 1, . . . , d}
is a smooth submanifold of real codimension 2
∑d
r=1 tr = 2(|KY |−d) and the
projection
piMH : M
D(X˜`, Y˜ `, A, J,H0 +H
00(X˜`, Y˜ `))→ H0 +H00(X˜`, Y˜ `)
is Fredholm of index (|KX |+ |KY | = `)
indpiMH = dimC(X)χ+ 2c1(A) + dimR(U
`) + 2d′ + 2d− 2`− 2|IY |.
Because dimR(U
`) is dimR(M
`) = dimR(M) + 2` minus 2 times the total
number of nodes, which is at least 2(d′ + d),
indpiMH ≤ dimC(X)χ+ 2c1(A) + dimR(M)− 2|IY |.
So by the Sard-Smale theorem, there exists a generic subset of H00(X˜`, Y˜ `)
s. t. for every H00 in this subset, MD(X˜`, Y˜ `, A, J,H0 + H
00) is a smooth
manifold of dimension at most dimC(X)χ+ 2c1(A) + dimR(M)− 2|IY |.
Taking the intersection of all the generic subsets from above for the at most
countably many choices of D, one gets a generic subset
H00reg(X˜
`, Y˜ `, HY +H0) ⊆ H00(X˜`, Y˜ `).
7.6 Finishing the proof of Theorem 6.2
In this subsection, the precise statements of the results used in Subsection 6.2.2 are
stated and the necessary changes to the proofs above are outlined. The first one is
the following Lemma used in Steps 1) and 2) in Subsection 6.2.2, which describes in
which sense the choice of Donaldson hypersurface and adapted ω-compatible almost
complex structure is unique.
Lemma 7.8. Let (Yi, Ji) be Donaldson pairs of degrees Di ≥ D∗i , i = 0, 1, where
D∗i = D
∗(X,ω, Ji) is as in Lemma 7.1. Then there exist
• an isotopy φ· : [0, 1]×X → X, φ0 = id, through symplectomorphisms,
• an integer D ∈ N,
• a hypersurface Y ⊆ X of degree D,
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• a path (J t)t∈[0,1] ⊆ Jω(X) s. t. Y is approximately J t-holomorphic for all
t ∈ [0, 1],
• a constant ε > 0,
s. t. the following hold:
a) Jω,ni(X,Y , J t, E) 6= ∅ for all t ∈ [0, 1].
b) There exists J ∈ Jω(X,Y0, J0, E) ∩ Jω(X,Y , J0, E) and Y0 and Y intersect ε-
transversely. Setting Z0 := Y0 ∩ Y , J can be chosen s. t. J |Y ∈ Jω,ni(Y , Z0, E)
and J |Y0 ∈ Jω,ni(Y0, Z0, E).
c) There exists J ∈ Jω(X,φ1(Y1), (φ1)∗J1, E) ∩ Jω(X,Y , J1, E) and φ1(Y1) and Y
intersect ε-transversely. Setting Z1 := φ1(Y1) ∩ Y , J can be chosen s. t. J |Y ∈
Jω,ni(Y , Z1, E) and J |φ1(Y1) ∈ Jω,ni(φ1(Y1), Z0, E).
Proof. In the above, Jω,ni(X,Y0, J0, E), etc., are as in Lemma 7.1.
It suffices to construct Y and show b), for a) follows the same way as in Lemma
7.1 and c) follows by doing the construction below in the proof of b) and by then
applying the uniqueness property in Theorem 8.1 in [CM07].
To explore the Nijenhuis condition, first consider how to achieve the Nijenhuis
condition in a linear case:
Let (Y, ωY ) be a symplectic manifold with ωY -compatible almost complex structure
JY and consequently Riemannian metric gY . Given a complex vector bundle E → Y
of fibre dimension d over Y with fibrewise symplectic form ω0 ∈ Λ2E∗ and fibrewise
ω0-compatible complex structure J0 ∈ End(E), hence fibre-metric g0. Then every
complex linear connection TE = HE⊕V E on E defines a nondegenerate 2-form ω′
and an ω′-compatible almost complex structure J ′ given by the lifts of ωY and JY on
the horizontal tangent spaces and by the linear extension of ω0 and J0 on the vertical
tangent spaces. ω′ is not a closed form, for one can compute that dω′(X0, X1, X2) =
−ω′(Ω(X0, X1), X2), if X0, X1 are horizontal and X2 is vertical. Ω here denotes the
curvature of the connection. Now one follows the method from the second proof of
Theorem 6.21 “(ii) ⇒ (i)” in [MS98], p. 224, to modify ω′ to a closed form ω˜ that
coincides with ω′ along the zero section: For y ∈ Y and X1, X2 ∈ TyY , let HX1,X2 :
Ey → R be the unique Hamiltonian function s. t. HX1,X2(0) = 0 and dHX1,X2 =
ω′(Ω(X1, X2), ·). Now set ω˜y(X1, X2) := ω′y(X1, X2)+Hpi∗X1,pi∗X2(y). This is closed
by op. cit. and in a neighbourhood of the zero section also nondegenerate, hence
a symplectic form. J ′ is no longer ω˜-compatible on the horizontal tangent spaces,
but applying the usual procedure provided by Proposition 2.50 in [MS98] along the
horizontal tangent spaces, one finds a J˜ that is ω˜-compatible.
With these choices, in a neighbourhood of the zero section, ω˜ defines a symplectic
form that coincides with ω′ along Y and ω0 along the fibres and an ω˜-compatible
almost complex structure that coincides with J ′ along Y and J0 on the fibres.
Also note that the vertical and horizontal subspaces are still symplectic as well as
complex subspaces and orthogonal w. r. t. the metric defined by ω˜ and J˜ .
To achieve the Nijenhuis condition for J˜ w. r. t. Y ⊆ E, one applies the procedure
from [IP03], Theorem A.2, to J˜ : Applying the construction given in op. cit. to the
present simplified situation, define a section K ∈ End(TE) by Ke := − 12 (Le +Lte),
where on the right hand side one considers e as lying in V0E. Le(v) is given as in
op. cit. by −J˜ ◦prTEV E ◦NJ˜(e, v) for v ∈ TY and extended by zero to TE. Using that
K is self-adjoint and satisfies KJ˜ = −J˜K, J := eJ˜K J˜ defines an almost complex
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structure that satisfies the Nijenhuis condition w. r. t. Y . Note that now outside of
Y the fibres of E need no longer be complex subspaces.
In the nonlinear case, apply the above to E := TY ⊥ω , the ω-symplectic complement
of TY in TX|Y and the restrictions ω0 and J0 of ω and J to TY ⊥ω . By the
symplectic neighbourhood theorem there are neighbourhoods of Y in E and Y in X
that are symplectomorphic under a symplectomorphism that is the identity on Y .
Pushing forward J ′ to the neighbourhood of Y in X and extending via J outside
gives a perturbation of J that satisfies the Nijenhuis condition.
To construct Y , one uses the above to modify the proof of the (Stabilization) con-
dition in Theorem 8.1, p. 43, in [CM07]. In the notation of that proof, first apply
the construction to the line bundles Lk|Y to get sections sYk of Lk|Y → Y that are
C-bounded and η-transverse. Let Z := (sYk )
−1(0) ⊆ Y for k large enough and mod-
ify J |Y in the way described above (with the modification that now J |Z and J0 are
chosen as well) to a JY s. t. Z is a JY -holomorphic submanifold of Y that satisfies
the Nijenhuis condition w. r. t. Y . With this new complex structure JY on Y apply
the above construction again, but without the last step (to achieve the Nijenhuis
condition) to extend JY to J˜ on X s. t. a neighbourhood of Y in X is isomorphic to
a neighbourhood N of the zero section in TY ⊥ω → Y . Now proceed as in the proof
of Theorem 8.1 in op. cit.: If pi : N → Y is the projection, then pi∗(L|Y ) carries the
connection given by A|Y − i2 ι∇r2ω0 (A is the connection of L). Here r is the radial
distance function from the zero section in the fibres of N , ∇r2 is the gradient and
ω0 is the symplectic form in the fibres. With this identification, define a section
sNk of L
k|N by transfering e−kr2/4pi∗sYk to X as in op. cit. The zero set of sNk is
then identified with N |Z ⊆ TY ⊥ω |Z ⊕ {0} which is holomorphic. Now extend the
section sNk to a section sk of L
k, only modifying outside a neighbourhood of Y , in
the way described in op. cit, so that the zero section Y of sk is symplectic. With
this, a neighbourhood U of Z = Y ∩ Y in Y looks like a neighbourhood of Z in
TY ⊥ω |Z . Applying the last step in the above construction (to achieve the Nijenhuis
condition) produces a section K of End(TY ) on U that vanishes on Z. Extend K
to a self-adjoint section of End(TX) with KJ˜ = −J˜K on a small neighbourhood
of Z in X that vanishes along Y by first extending to a section of End(TX)|U by
setting Ke|TeY ⊥ω = 0. Then extend to a neighbourhood V of U in X by choosing
V s. t. U is a strong deformation retract of V via a retraction that sends Y ∩ V to
Z. By multiplying with a cutoff function extend K to a section of End(TX). Now
follow the procedure above to use K to make J˜ |Y satisfy the Nijenhuis condition
w. r. t. Z and do a further perturbation away from Y to achieve compatibility with
Y everywhere.
What remains to finish the proof of Theorem 6.2 is the following generalisation of
Theorem 6.1 used in Step 3) of Subsection 6.2.2. But first, for convenience the
relevant definition from Subsection 6.2.2 is repeated:
Let (Y, J) and (Y , J) be ε-transversely intersecting Donaldson pairs of degrees D
andD, respectively, and let A ∈ H2(X;Z). Define Z := Y ∩Y as well as ` := Dω(A),
` := Dω(A) and ˆ` := ` + `. Analogously to before, for k ≥ 0, put X˜k := Σk ×X,
Y˜ k := Σk × Y , Y˜ k := Σk × Y and Z˜k := Σk × Z. Also, just for brevity, define
W := Y ∪ Y ⊆ X and W˜ k := Σk ×W . Let J ′ ∈ Jω(X,Y, J,E) ∩ Jω(X,Y , J,E)
satisfy the conditions in Lemma 7.8, b). Given an arbitrary neighbourhood U ⊆ X
of Z, one can also assume that J ′ ∈ Jω,ni(X,Y \ U) ∩ Jω,ni(X,Y \ U) by a small
perturbation of J ′ outside of U that leaves J ′|W fixed. Denoting U˜k := Σk×U and
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U˜k := Σk × U , define
H00(W˜ k, Z˜k) := H00(Y˜ k, Z˜k)×H00(Y˜ k, Z˜k)
H0ni(W˜
k, Z˜k, J ′) := H0ni(Y˜
k, Z˜k, J ′)×H0ni(Y˜ k, Z˜k, J ′)
H0ni(X˜
k, W˜ k, U˜k, J ′) := {H ∈ H0ni(X˜k, Y˜ k, J ′) ∩H0ni(X˜k, Y˜ k, J ′) | supp(H) ⊆ X˜k \ U˜k}
H00(X˜k, W˜ k) := H00(X˜k, Y˜ k) ∩H00(X˜k, Y˜ k)
H(X˜k, W˜ k) := H(X˜k, Y˜ k) ∩H(X˜k, Y˜ k).
Note that by Lemma 5.4 (applied twice) one can consider H00(W˜ k, Z˜k) as a subset
of H0ni(W˜
k, Z˜k, J ′). By extending via the construction in Lemma 5.4 outside of U˜k
and via the implicit function theorem, using that Y and Y intersect transversely, in
U˜k, every element H ∈ H0ni(W˜ k, Z˜k, J ′) in turn can be considered as an element of
H(X˜k, Y˜ k)∩H(X˜k, Y˜ k) with the property thatH ∈ Hni(X˜k, Y˜ k\U˜k)∩Hni(X˜k, Y˜ k\
U˜k). By pullback via pˆik
′
k one can consider all of the above as subsets of H(X˜
k′ , W˜ k
′
)
for any k′ ≥ k, which will be done from now on. For H ∈ H(X˜ ˆ`, W˜ ˆ`), define
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, H) := {u ∈M(X˜ ˆ`| ◦
M ˆ`
, A, J ′, H) | im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = 1, . . . , `,
im(u ◦ T ˆ`j ) ⊆ Y˜ ˆ`, j = `+ 1, . . . , ˆ`,
im(u) ∩ X˜ ˆ` \ (Y˜ ˆ`∪ Y˜ ˆ`) 6= ∅}
and let
gw
ˆ`
Σ(X,Y, Y ,A, J
′, H) :
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, H)→M ×Xn
be given by evaluation at the first n marked points, as before.
Theorem 7.2. In the notation from above, let J ′ ∈ Jω(X,Y, J,E)∩ Jω(X,Y , J,E)
satisfy the conditions in Lemma 7.8, b). Then for D,D large enough, there ex-
ists a generic subset Hreg(Z˜, J
′) ⊆ H(Z˜) and for any HZ ∈ Hreg(Z˜, J ′) there
exists a generic subset H00reg(W˜ , Z˜, J
′, HZ) ⊆ H00(W˜ , Z˜) s. t. for any HW,Z ∈
H00reg(W˜ , Z˜, J
′, HZ), setting HW := HZ + HW,Z and for k = `, `, ˆ`, the follow-
ing hold:
There exists
• a generic subset H0reg(W˜ k, Z˜k, J ′, HW ) ⊆ H0ni(W˜ k, Z˜k, J ′) of a neighbourhood
of 0 (depending on HW ) and
• for every HZ,0 ∈ H0reg(W˜ k, Z˜k, J ′, HW ) a neighbourhood U ⊆ X of Z (de-
pending on choices so far) and a small perturbation J ′′ of J ′ outside of
W ∪U s. t. J ′′ ∈ Jω,ni(X,Y \U) ∩ Jω,ni(X,Y \U) as well as a generic subset
H0reg(X˜
k, W˜ k, U˜k, J ′′, HW +HZ,0) ⊆ H0ni(X˜k, W˜ k, U˜k, J ′′) and
• for every HZ,0 ∈ H0reg(W˜ k, Z˜k, J ′, HW ) = H0reg(W˜ k, Z˜k, J ′′, HW ) and HW,0 ∈
H0,Ureg (X˜
k, W˜ k, Z˜k, J ′′, HW +HZ,0) a generic subset H00reg(X˜
k, W˜ k, J ′′, HW +
HZ,0 +HW,0) ⊆ H00(X˜k, W˜ k),
s. t. for every HZ,0 ∈ H0reg(W˜ k, Z˜k, J ′′, HW ), HW,0 ∈ H0,Ureg (X˜k, W˜ k, Z˜k, J ′′, HW +
HZ,0) and HX,00 ∈ H00reg(X˜k, W˜ k, J ′′, HW + HZ,0 + HW,0), setting H := HW +
HZ,0 +HW,0 +HX,00,
u ∈M(X˜k| ◦
Mk
, A, J ′′, H) ⇒ im(u) ∩ X˜k \ (Y˜ k ∪ Y˜ k) 6= ∅
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and
i) for k = `
gw`Σ(X,Y,A, J
′′, H),
ii) for k = `
gw`Σ(X,Y ,A, J
′′, H),
iii) for k = ˆ`
gw
ˆ`
Σ(X,Y, Y ,A, J
′′, H),
define pseudocycles of dimension
dimC(X)χ+ 2c1(A) + dimR(M)
in M ×Xn with image in
◦
M ×Xn, independent of the choice of H up to cobordism.
Proof. (Rough sketch only) The proof runs along the lines of the proof of Theorem
6.1 as outlined in Subsection 6.2.1.
In cases i) and ii) above, the compactness result in Step 1) in Subsection 6.2.1 ap-
plies directly and in iii), the compactness of cl
◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J,H) is a simple
extension of Lemma 7.2.
While Step 2) is not relevant in the present situation, Steps 3) and 5) in Subsection
6.2.1 carry over pretty much ad verbatim.
Again, the most difficult part of the proof is the analogue of Step 4) in Subsection
6.2.1. I will describe the necessary changes to the results from Subsections 7.2–7.5
above, which constituted the proof of Step 4) in Subsection 6.2.1, only for Case iii)
above, Cases i) and ii) are done very similarly.
The major difference to the proof of Theorem 6.1 is that in cl
◦
M(X˜
ˆ`
, Y˜
ˆ`
, A, J,H) in-
stead of a curve having two parts, one that is mapped into Y˜
ˆ`
and one that intersects
Y˜
ˆ`
only in a finite number of points, because H needs to be compatible with both Y˜
ˆ`
and Y˜
ˆ`
, one now has to consider parts of a curve that are mapped into Z˜
ˆ`
, Y˜
ˆ`
and
Y˜
ˆ`
while intersecting Z˜
ˆ`
only in finitely many points and finally the part that inter-
sects both Y˜
ˆ`
and Y˜
ˆ`
only in finitely many points, separately. Correspondingly, in
Subsection 7.2, 2., the index set I for the components splits as I = IXqIY qIY qIZ .
Consequently, in 4. and 5., one has a splitting Σ
ˆ`
U ˆ`
= Σ
ˆ`,X
U ˆ`
∪ Σˆ`,Y
U ˆ`
∪ Σˆ`,Y
U ˆ`
∪ Σˆ`,Z
U ˆ`
into families of nodal Riemann surfaces of Euler characteristics χX , χY , χY , χZ , re-
spectively. In 6. there are now two sets of additional marked points, with index
sets {1, . . . , `} and {1, . . . , `}, which split as {1, . . . , `} = KX q KY q KZ and
{1, . . . , `} = LX q LY q LZ . The nodal points (N ˆ`,ir )i=1,2, split into disjoint sets
(N
ˆ`,X,i
r )i=1,2, (N
ˆ`,Y,i
r )i=1,2, (N
ˆ`,Y ,i
r )i=1,2, (N
ˆ`,Z,i
r )i=1,2, r = 1, . . . , d
X , dY , dY , dZ ,
where both lie on Σ
ˆ`,X
U ˆ`
, Σ
ˆ`,Y
U ˆ`
, Σ
ˆ`,Y
U ˆ`
, Σ
ˆ`,Z
U ˆ`
, respectively, and sets (N
ˆ`,XY,X
r , N
ˆ`,XY,Y
r ),
(N
ˆ`,XY ,X
r , N
ˆ`,XY ,Y
r ), (N
ˆ`,XZ,X
r , N
ˆ`,XZ,Z
r ), (N
ˆ`,Y Z,Y
r , N
ˆ`,Y Z,Z
r ), (N
ˆ`,Y Z,Y
r , N
ˆ`,Y Z,Z
r ),
r = 1, . . . dXY , dXY , dXZ , dY Z , dY Z , where the first one lies on Σ
ˆ`,X
U ˆ`
, Σ
ˆ`,X
U ˆ`
, Σ
ˆ`,X
U ˆ`
,
Σ
ˆ`,Y
U ˆ`
, Σ
ˆ`,Y
U ˆ`
, the second one on Σ
ˆ`,Y
U ˆ`
, Σ
ˆ`,Y
U ˆ`
, Σ
ˆ`,Z
U ˆ`
, Σ
ˆ`,Z
U ˆ`
, Σ
ˆ`,Z
U ˆ`
, respectively.
Consider u ∈ cl
◦
M(X˜
ˆ`
, Y˜
ˆ`
, A, J,H) with piMM (u) = b that has a fixed set of data as
above associated. Denote by uX , uY , uY and uZ the corresponding parts of u.
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The results from Subsection 7.3 carry over to show the following: First, observe that
Z as a complex hypersurface of Y and Y has degrees D and D, respectively, so for
generic HZ ∈ H(Z˜), for any choice of data as above, M(Z˜ ˆ`|
Σ
ˆ`,Z
U
ˆ`
, B, J,HZ) is either
empty, for B 6= 0, or a smooth manifold of dimension dimC(Z)χZ + dimR(U ˆ`).
Then, for a generic choice of HW,Z ∈ H00(W˜ , Z˜), MY˜ ˆ`\Z˜ ˆ`(Y˜ ˆ`|
Σ
ˆ`,Y
U
ˆ`
, B, J,HW ),
HW := HZ +HW,Z , is either empty, for B 6= 0, or a smooth manifold of dimension
dimC(Y )χ
Y +dimR(U
ˆ`
), and likewise for Y . Note that using Gromov compactness,
the condition MY˜
ˆ`\Z˜ ˆ`(Y˜ ˆ`|
Σ
ˆ`,Y
U
ˆ`
, B, J,HW ) = ∅ for B 6= 0, and likewise for Y , is an
open condition, so is satisfied for arbitrary perturbations of HW , provided they are
small enough. Also note that if uY and uY represent vanishing homology class,
then positivity of intersections implies that they do not intersect Z˜
ˆ`
. In particular,
one can assume that dY Z = dY Z = 0.
Next, the results from Subsection 7.4 can be strengthened in the following way:
Let E → S be any holomorphic line bundle over a Riemann surface and let ξ be a
nonvanishing meromorphic section. If b ∈ S is a zero or pole of ξ, then ξ induces
an orthogonal map |ξ|b : S1 ∼= (TbS \ {0})/R+ → (Eb \ {0})/R+ ∼= S1. This can be
applied directly to the meromorphic sections ξi of (ui)
∗(V Y˜ `)⊥ω from Lemma 7.5
to get well-defined orthogonal maps (denote by ξY the collection of the ξi)
|ξY |N`,Y,ir : (TN`,Y,ir Sˆ`b \ {0})/R+ → ((V Y˜ `)
⊥ω
uY (N`,Y,ir )
\ {0})/R+ ,
for i = 1, 2 and those values of r for which the corresponding meromorphic sections
on the components Sˆ`j,b containing N
`,Y,i
r (b) have a zero/pole. Similarly, one gets
|ξY |N`,XY,Yr : (TN`,XY,Yr Sˆ`b \ {0})/R+ → ((V Y˜ `)
⊥ω
uY (N`,XY,Yr )
\ {0})/R+ ,
Using local coordinates in a neighbourhood of any of the N `,XY,Xr and a neighbour-
hood of uX(N `,XY,Xr ), one can also apply it to the normal component of u
X to also
get a well-defined orthogonal map
|uX |N`,XY,Xr : (TN`,XY,Xr Sˆ`b \ {0})/R+ → ((V Y˜ `)
⊥ω
uX(N`,XY,Xr )
\ {0})/R+ .
The compactness results from [BEH+03] then allow one to put the following addi-
tional restrictions on the ξi (notation is from Lemma 7.5):
There exist smooth orthogonal identifications of (TN`,Y,ir Sˆ
`
b \ {0})/R+ , i = 1, 2,
(TN`,XY,Xr Sˆ
`
b \ {0})/R+ and (TN`,XY,Yr Sˆ`b \ {0})/R+ with S1, for b ∈ U `, s. t. the
following hold:
• If i, j are such thatN `,Y,1r (b) ∈ Sˆ`i,b andN `,Y,2r (b) ∈ Sˆ`j,b and s. t. ξi(N `,Y,1r (b)) 6=
0,∞ (and consequently ξj(N `,Y,2r (b)) 6= 0,∞), then ξi(N `,Y,1r (b)) = ξj(N `,Y,2r (b));
• if i, j are such thatN `,Y,1r (b) ∈ Sˆ`i,b andN `,Y,2r (b) ∈ Sˆ`j,b and s. t. ξi(N `,Y,1r (b)) =
∞ (and consequently ξj(N `,Y,2r (b)) = 0), then |ξY |N`,Y,1r (b) = |ξY |N`,Y,2r (b);
• |ξY |N`,XY,Yr (b) = |uX |N`,XY,Xr (b).
The above conditions are no longer invariant under the action of (C∗)I
Y
by multi-
plication in the fibres of the (ui)
∗(V Y˜ `)⊥ω , for i ∈ IY . But if kY ∈ N is the number
of levels of the holomorphic building formed by the meromorphic sections, as in
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the proof of Lemma 7.5 (where this number was just called k), then there still is
a free (R+)k
Y
-action on the space of meromorphic sections under which the above
conditions are invariant. One can hence modify Definition 7.2 to say
MDY,u(X˜
`, Y˜ `, H) := {(ξi)i∈IY | ξi a meromorphic section of
u∗i (V Y˜
`)⊥ω with zeroes/nodes
at the N∗∗ given by the p
∗
∗ and
∀ i, j ∈ IY , r, s with u(N ir) = u(N js ) :
pir = p
j
s = 0 ⇒ ξi(N ir) = ξj(N js )
pir = −pjs 6= 0 ⇒ |ξi|Nir = |ξj |Njs }/(R+)kY .
Lemma 7.6 then still holds true whereas in Lemma 7.7, the dimension can instead
be estimated by
dimR
(
MDY (X˜
`, Y˜ `, J,H)
)
≤ dimC(X)χY + dimR(U `) + dY − kY ,
(d′ has been replaced by dY in the present notation) because any condition of
the form ξi(N
i
r) = ξj(N
j
s ) cuts the (real) expected dimension down by 2 and any
condition of the form |ξi|Nir = |ξj |Njs cuts the (real) expected dimension down by 1.
Now assume that IY , IY , IZ 6= 0, the case IY = IY = IZ = ∅ is treated exactly
the same way as the case IY = ∅ was treated in Subsection 7.5, and the other cases
are treated similarly. Also assume that KX ,KY ,KZ , LX , LY , LZ are all nonempty,
the other cases being similar.
Still consider u ∈ cl
◦
M(X˜
ˆ`
, Y˜
ˆ`
, A, J,H) that has a fixed set of data as above as-
sociated and still denote by uX , uY , uY and uZ the corresponding parts of u.
First, apply the modified compactness result above twice for the component uZ ,
projecting onto Z˜k. Once rescaling in (V Y˜
ˆ`
)⊥ω |Z˜ ˆ` = (V Z˜
ˆ`
)⊥ω , where on the
right hand side the complement is taken in V Y˜
ˆ`
. And a second time rescaling
in (V Y˜
ˆ`
)⊥ω )|Z˜ ˆ` = (V Z˜`)⊥ω , where on the right hand side the complement is taken
in V Y˜
ˆ`
. For a generic perturbation HZ,0 ∈ H0ni(W˜ ˆ`, Z˜ ˆ`, J ′), achieve transversal-
ity for all the resulting pairs of meromorphic buildings (ξZY , ξZY ). Because the
components uY and uY then do not intersect Z˜
ˆ`
, by compactness one can find a
neighbourhood U ⊆ X of Z s. t. the images of the components uY and uY do not
intersect U˜
ˆ`
.
Next, perturb J ′ outside of W ∪ U to a J ′′ as in the statement of the theorem and
extend all Hamiltonian perturbations so far to all of X in such a way that they
satisfy normal integrability outside of U˜
ˆ`
as described in the paragraph before the
statement of the theorem.
Then apply the modified compactness result described above twice more for the
components uY and uY (alternatively one can also apply the compactness result
from [Ion11]), so uY and uY come with meromorphic buildings ξY and ξY as above
with numbers of levels kY and kY , respectively, while uZ comes with a pair of
meromorphic buildings (ξZY , ξZY ) with numbers of levels (kZY , kZY ). It is fairly
easy to see that the expected dimension of the moduli space of such pairs can be
estimated by
dimC(X)χ
Z + dimR(U
ˆ`
) + 2dZ − kZY − kZY .
Denoting by sY , sZ and tY , tZ the total orders of tangency of uX to Y˜
ˆ`
at the
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N
ˆ`,XY,X
r , N
ˆ`,XZ,X
r and to Y˜
ˆ`
at the N
ˆ`,XY ,X
r , N
ˆ`,XZ,X
r , the following equations hold:
dXY + sY = |KY | dXZ + sZ = |KZ |
dXY + tY = |LY | dXZ + tZ = |LZ |.
Making further successive choices of perturbations as described in the statement of
the theorem and also factoring in the compatibility conditions (described below),
the tuple (uX , ξY , ξY , (ξZY , ξZY )) lies in a moduli space of real dimension at most
dimC(X)χ
X + dimR(U
ˆ`
) + 2c1(A) +
+ dimC(X)χ
Y + dimR(U
ˆ`
) + dY − kY +
+ dimC(X)χ
Y + dimR(U
ˆ`
) + dY − kY +
+ dimC(X)χ
Z + dimR(U
ˆ`
) + 2dZ − kZY − kZY −
− (dimR(U ˆ`) + dimC(X)2dXY + dXY ) −
− (dimR(U ˆ`) + dimC(X)2dXY + dXY ) −
− (dimR(U ˆ`) + dimC(X)2dXZ + 2dXZ) −
− (2|KX |+ 2sY + 2sZ + 2|LX |+ 2tY + 2tZ)
= dimC(X)χ+ 2c1(A) +
+ dimR(U
ˆ`
)− 2(|KX |+ |KY |+ |KZ |+ |LX |+ |LY |+ |LZ |) +
+ dY + dXY − kY + dY + dXY − kY + 2dZ + 2dXZ − kZY − kZY
= dimC(X)χ+ 2c1(A) + dimR(M)− 2dX −
− (dY + dXY + kY + dY + dXY + kY + kZY + kZY )
≤ dimR
( ◦
M(X˜
ˆ`
, Y˜
ˆ`
, Y˜
ˆ`
, A, J ′, H)
)
− 2.
The first four lines above are the maximal expected dimensions of the moduli
spaces containing uX , ξY , ξY and (ξZY , ξZY ), respectively. The 5th line is given
by the compatibility conditions uX(N
ˆ`,XY,X
r ) = u
Y (N
ˆ`,XY,Y
r ) and the conditions
|ξY |
N
ˆ`,XY,Y
r
= |uX |
N
ˆ`,XY,X
r
, and similarly for the 6th line. The 7th line is given
by the compatibility conditions uX(N
ˆ`,XZ,X
r ) = u
Z(N
ˆ`,XZ,Z
r ) and the conditions
|ξZY |
N
ˆ`,XZ,Z
r
= |uX |
N
ˆ`,XZ,X
r
as well as |ξZY |
N
ˆ`,XZ,Z
r
= |uX |
N
ˆ`,XZ,X
r
. The 8th line
is given by the tangency conditions of uX to Y˜
ˆ`
and Y˜
ˆ`
at the additional marked
points on Σ
ˆ`,X
U ˆ`
and at the N
ˆ`,XY,X
r , N
ˆ`,XY ,X
r and N
ˆ`,XZ,X
r .
In the second to last line, if IY 6= ∅, then dXY , kY ≥ 1, otherwise the first three sum-
mands vanish. And similarly, if IY 6= ∅, then dXY , kY ≥ 1, otherwise summands
4–6 vanish. Finally, if IZ 6= ∅, then kZY , kZY ≥ 1, otherwise the last two summands
vanish. Hence, if at least one of IY , IY , IZ is not empty, then the estimate in the
last line above holds.
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