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Abstract
A classical result by Nagler ([1]) states that the average comparison time of the
standard merge algorithm over merge pairs of size n, i.e. pairs of sorted lists of size
n, is:
TM (n, n) =
2n2
n + 1
Nagler’s proof sheds little light on the intuition which should be given to this
quotient. We provide an intuitive interpretation of Nagler’s result, based on the
notion of an “alternation”. This notion essentially represents a switch between the
two lists in mergings “pop-the-top” process.
We recall from ([2]) that the average number of alternations over all possible
merge pairs of size n is n and provide a simplified proof of this fact. We show
that the set of all merge pairs of size n which have exactly the average number of
alternations turns out to be a “representative” of the entire set of merge pairs in the
following sense: the average comparison time over all merge pairs, i.e. T M (n, n),
is identical to the time TM [n, n] which merge takes when restricted to merge pairs
which have exactly n alternations, i.e. merge pairs which have exactly the average
number of alternations.
Finally, we show that the average time, TM [n, n] = 2n
2
n+1 , can be expressed intu-
itively as the product of the average number of alternations by the average number
of comparisons that occur between alternations.
1 Introduction
We present a fresh look at Nagler’s classical result on the average merge time.
Nagler has shown that the average time required to merge two sorted lists of
size n is 2n
2
n+1
. His proof is however purely combinatorial and sheds no light on
the intuitive interpretation of this fraction. For many algorithms it is possible
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to provide an intuitive insight in the expression of their worst or average case
time. For instance, it is easy to see that the worst case time for merge is
reached on sorted lists which are “maximally interleaved”. We clarify this
notion below.
We recall ([2]) that a merge pair (L1, L2), consisting of two sorted lists of
size n, can be binary encoded w.r.t. the sorted list L obtained by merging
the given pair. The binary encoding is produced by replacing every element
of L which belongs to L1 by 1 and every element of L which belongs to L2
by 0, where we assume that L1 and L2 do not share common elements. For
example, consider the sorted list of length 6: L′ = (1, 2, 3, 4, 5, 6). The pair
consisting of L′1 = (1, 3, 6) and L
′
2 = (2, 4, 5) is encoded via the binary list
l = (1, 0, 1, 0, 0, 1). An alternation in the binary encoding of a merge pair is a
change from 1 to 0 or the converse. It is easy to see that this corresponds to
a change between two lists during the pop-the-top process of merging.
A maximally interleaved merge pair is a merge pair (L1, L2) which has a
binary encoding with the maximum number of alternations. For each n there
exists exactly two maximally interleaved merge pairs, one starting with the
ﬁrst element from L1 and one starting with the ﬁrst element from L2. It is
easy to check that each of these pairs yields a worst case time of 2n− 1.
We aim to obtain a similar interpretation for the average case merge time.
This will shed new light on the fundamental role of alternations in the merging
process and will provide a useful pedagogical tool supporting the explanation
of the standard merge algorithm.
1.1 Introductory Notions
Definition 1.1 Given a countable total order (A, <), a list from A is a ﬁnite
sequence of pairwise distinct (!) elements from A. We use the restricted
version of lists (that is lists consisting of pairwise distinct elements) in order
to simplify the presentation. This is a standard approach ([3]). Deﬁne ListsA
to be the set of all lists obtained from A. For any list L ∈ListsA: |L| denotes
the length of the list L and we use ListsAn for the set of lists of length n. A
list is sorted when its elements (from left to right) are in increasing order with
respect to the ordering < on A. ≈ denotes the equivalence relation on ListsAn
which identiﬁes lists up to order isomorphism. ListsA/ ≈ and ListsAn / ≈ are
denoted by LA and LAn respectively.
Note that the cardinality of LAn is n!.
In what follows we assume we have a ﬁxed given total order (A, <) in mind
and we will drop the superscript “A” in LA and in LAn . This will simplify the
notation without introducing ambiguities. Since we will always work with lists
identiﬁed up to order isomorphism, we indicate the elements of Ln and L by
L,L′, . . ., that is (with abuse of notation) we don’t indicate the equivalence
classes. Given a list L ∈ Ln, we write L = (L(1), . . . , L(n)).
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Definition 1.2 Given a list L in Ln, where n ≥ 2: L1 = (L(1), . . . , L(n2 	))
and L2 = (L(n2 	+ 1), . . . , L(n)).
Definition 1.3 A sorting program is a program which takes lists as inputs
and returns the sorted version of these lists. A comparison made by a sorting
program S between two diﬀerent elements of a list L, say L(i) and L(j), is a
determination (during the computation of S(L)) of their relative order, of the
form “L(i) < L(j)” or “L(j) < L(i)”. The running time of a sorting program
S is deﬁned to be:
TS(L) = (the total number of comparisons made by S on input L
during the computation of the sorted output S(L)).
The average running time (assuming uniform distribution on inputs) is deﬁned
by:
TS(n) =
∑
|L|=n TS(L)
n!
.
Definition 1.4 A merging program is a program taking two sorted lists as
inputs and returning the sorted lists consisting of the union of their elements
as output.
Definition 1.5 A merge pair is a pair of sorted lists.
MPairs(m,n) = {(L1, L2)|(L1, L2) is a merge pair and the lists L1 and L2 are
sublists of the unique sorted list of Lm+n, of length
m and n respectively}.
Remark: The cardinality of MPairs(m,n) is
(
m+n
n
)
.
Definition 1.6 TMerge(m,n) =
∑
(L1,L2)
TMerge(L1,L2)
(m+nn )
, where the sum ranges
over MPairs(m,n).
The number of non-order-isomorphic merge pairs obtainable from elements
of the sorted list of length n, say L
′
, is
(
n
k
)
. This number corresponds to the
possible number of ways a sorted list L′1 can be obtained from the sorted list
L′ = (1, . . . , n).
In order to simplify the analysis, we encode the merge pairs via the “binary
encoding” of section 1, which associates a binary list with each given merge
pair. Each choice of L′1 from L
′ can be encoded via a binary list l of length n.
Notation: l1,2 denotes the binary encoding of the pair (L
′
1, L
′
2). Given a
binary list l, let A(l) denote the number of alternations in l. For example, the
binary encoding l1,2 of the pair (L
′
1, L
′
2) given above has four alternations.
To count the number of alternations it suﬃces to consider only the binary
lists starting with 1, and to double the result (remark that any binary list
l has the same number of alternations as its “negative” version, that is the
verion obtained by replacing each element i of l by 1− i).
124
O’Keeffe, Schellekens
1.2 Standard Merge Algorithm
Recall that the standard merge algorithm is deﬁned by the following pseudo-
code (where L1 and L2 represnt sorted lists, head(L) represents the head of
the lists L and tail(L) is the list obtained by removing the head from L):
Merge(L1,L2) =
[Let L
′
= ∅
while L1 = ∅ and L2 = ∅ repeat:
if head(L1)<head(L2)
then append(L
′
,head(L1)) and let L1 = tail(L1)
else append(L
′
,head(L2)) and let L2 = tail(L2)
if L1 = ∅
then append(L
′
,L2)
else append(L
′
,L1)]
1.3 Representing the Case of n Alternations
As we mentioned above, the set of all merge pairs of size n which have exactly
n alternations, i.e. the average number of alternations, turns out to be a
“representative” of the entire set of merge pairs in the following sense: the
average comparison time over all merge pairs, i.e. TM(n, n), is identical to
the time TM [n, n] which merge takes when restricted to merge pairs which
have exactly n alternations, i.e. merge pairs which have exactly the average
number of alternations.
Since we will be focusing our attention on the set of merge pairs with
exactly n alternations it would be useful to have some convenient method for
representing all possible merge pairs of size n with exactly n alternations. We
can achieve this using the following box representation.
Consider n+ 1 boxes with n partitioning walls
L1 L2 L1
alt. n
   . . . L?
Box 1 Box 2 Box 3 Box n+1
alt. 1 alt. 2 alt. 3
The n partitioning walls will represent the average number of alternations
and the n + 1 boxes will represent the average number of elements (compar-
isons) between these alternations.
We ﬁll the boxes up in all possible ways starting with:
elements from L1 in Box 1
elements from L2 in Box 2
...
elements from L? in Box n+ 1
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where ? = 2 in case n even, ? = 1 otherwise.
Since we are dealing with lists of size n, there will be n elements from L1
and n elements from L2 to be distributed among these boxes. Clearly if we
distribute the n “ones” and n “zeros” alternatively amongst the boxes such
that no box is empty, then we will end up with all possible binary encodings
of merge pairs which have exactly n alternations.
2 The Average Number of Alternations
The average number of alternations of merge pairs of size n is known to be n
([2]). It is possible however to make some observations on merge pairs which
will allow for an alternative proof of this fact.
If you consider all merge pairs of size n, it is possible to show that for
every merge pair with k alternations there is a corresponding merge pair with
2n−k alternations, giving an average of n alternations. In order to prove this
we need to consider the case for k even and k odd separately.
Proposition 2.1 For every merge pair with k alternations there is a merge
pair with 2n− k alternations, where k is odd.
If we are counting the number of lists that have k alternations, where k
is odd, then because there is an odd number of alternations, there will be an
even number of boxes. So there will be an equal number of boxes available for
elements from L1 and L2.
There are k alternations
⇒ k + 1 boxes in total
⇒ (k + 1)/2 boxes for “ones”
⇒ (k + 1)/2 boxes for “zeros”
The number of ways to distribute i elements among j boxes is:
K(i, j) =
(
i+ j − 1
i
)
Restriction: each box must contain one element, so:
αk = K
(
n− k + 1
2
,
k + 1
2
)
∗K
(
n− k + 1
2
,
k + 1
2
)
where:
•αk = number of merge pairs with k alternations
•n− k+1
2
is the number of “ones” or “zeros” left to be distributed
•k+1
2
is the number of boxes for “ones” or “zeros”
•n is the initial number of “ones” or “zeros”
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αk=K
(
n− k + 1
2
,
k + 1
2
)
∗K
(
n− k + 1
2
,
k + 1
2
)
αk=K
(
2n− k − 1
2
,
k + 1
2
)2
K(i, j)=
(
i+ j − 1
i
)
αk=
(
(2n−k−1
2
) + (k+1
2
)− 1
2n−k−1
2
)2
αk=
(2n−k−1+k+1−2
2
2n−k−1
2
)2
αk=
( 2n−2
2
2n−k−1
2
)2
=
(
n− 1
2n−k−1
2
)2
But :
(
n
r
)
=
n!
r!(n− r)!
αk=
(
(n− 1)!(
2n−k−1
2
)
!
(
n− 1− 2n−k−1
2
)
!
)2
=
(
(n− 1)!(
2n−k−1
2
)
!
(
2n−2−2n+k+1
2
)
!
)2
αk=
(
(n− 1)!(
2n−k−1
2
)
!(k−1
2
)!
)2
Objective
We need to show that the number of merge pairs with k alternations is equal
to the number of merge pairs with 2n− k alternations when k is odd, i.e. we
need to show that when k is odd that αk = α(2n− k)
αk = K
(
n− k + 1
2
,
k + 1
2
)
∗K
(
n− k + 1
2
,
k + 1
2
)
If there are 2n− k alternations then there will be 2n− k+1 boxes over which
to distribute the elements from L1 and L2. There will be an equal number of
boxes for each since 2n− k is odd.
α(2n−k) = K
(
n− 2n− k + 1
2
,
2n− k + 1
2
)
∗K
(
n− 2n− k + 1
2
,
2n− k + 1
2
)
where:
•α(2n− k) is the number of lists with 2n− k alternations
•n− (2n−k+1)
2
is the number of “ones” or “zeros” left to be distributed
• (2n−k+1)
2
is the number of boxes for “ones” or “zeros”
•n is the initial number of “ones” or “zeros”
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α(2n− k)=K
((
2n− 2n+ k − 1
2
)
,
(
2n− k + 1
2
))2
α(2n− k)=K
(
k − 1
2
,
2n− k + 1
2
)2
K(i, j)=
(
i+ j − 1
i
)
α(2n− k)=
((k−1
2
)
+
(
2n−k+1
2
)− 1(
k−1
2
) )2
α(2n− k)=
(k−1+2n−k+1−2
2
k−1
2
)2
=
(2n−2
2
k−1
2
)2
=
(
n− 1
k−1
2
)2
But :
(
n
r
)
=
n!
r!(n− r)!
α(2n− k)=
(
(n− 1)!
(k−1
2
)!(n− 1− (k−1
2
))!
)2
=
(
(n− 1)!
(k−1
2
)!(2n−k−1
2
)!
)2
= αk
αk = α(2n− k) when k odd.
So, we have shown that the number of lists with k alternations is the same
as the number of lists with 2n− k alternations, when k is odd.
Proposition 2.2 For every merge pair with k alternations there is a merge
pair with 2n− k alternations, where k is even.
If we are counting the number of lists that have k alternations, where k is
even, then because there are an even number of alternations, there will be an
odd number of boxes. So, the number of boxes available for elements from L1
will not equal the number of boxes available for elements from L2. Since we
start with elements from L1 and there are an odd number of boxes, we know
that the last box will contain elements from L1, i.e., there will be an extra
box available for elements from L1.
There are k alternations
⇒ k
2
+ 1 boxes available for elements from L1
⇒ k
2
boxes available for elements from L2
⇒ The number of ways to distribute the “ones” and “zeros” will be diﬀer-
ent
The number of ways to distribute i elements among j boxes is:
K(i, j) =
(
i+ j − 1
i
)
Restriction: each box must contain one element.
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The number of ways to distribute n “ones” among k
2
+ 1 boxes is:
K
(
n−
(
k
2
+ 1
)
,
(
k
2
+ 1
))
The number of ways to distribute n “zeros” among k
2
boxes is:
K
(
n−
(
k
2
)
,
(
k
2
))
The total number of ways to distribute n “ones” and n “zeros” is:
αk=K
(
n− (k
2
+ 1), (
k
2
+ 1)
)
∗K
(
n− (k
2
), (
k
2
)
)
αk=K
(
2n− k − 2
2
,
k + 2
2
)
∗K
(
2n− k
2
,
k
2
)
K(i, j)=
(
i+ j − 1
i
)
αk=
(
(2n−k−2
2
) + (k+2
2
)− 1
2n−k−2
2
)
∗
(
(2n−k
2
) + (k
2
)− 1
(2n−k
2
)
)
αk=
(2n−k−2+k+2−2
2
2n−k−2
2
)
∗
(2n−k+k−2
2
2n−k
2
)
αk=
( 2n−2
2
2n−k−2
2
)
∗
(
n− 1
2n−k
2
)
=
(
n− 1
2n−k−2
2
)
∗
(
n− 1
2n−k
2
)
But :
(
n
r
)
=
n!
r!(n− r)!
αk=
(
(n− 1)!
(2n−k−2
2
)!(n− 1− (2n−k−2
2
))!
)
∗
(
(n− 1)!
(2n−k
2
)!(n− 1− (2n−k
2
))!
)
αk=
(
(n− 1)!
(2n−k−2
2
)!(k
2
)!
)
∗
(
(n− 1)!
(2n−k
2
)!(k−2
2
)!
)
Objective
We need to show that the number of merge pairs with k alternations is equal
to the number of merge pairs with 2n− k alternations when k is even, i.e., we
need to show that when k is even that αk = α(2n− k).
αk = K
(
n− (k
2
+ 1), (
k
2
+ 1)
)
∗K
(
n− (k
2
), (
k
2
)
)
If there are 2n− k alternations then there will be 2n− k+1 boxes over which
to distribute the elements from L1 and L2. Since 2n− k is even the number
129
O’Keeffe, Schellekens
of boxes for elements from L1 and L2 will diﬀer. There will be
2n−k
2
+1 boxes
for elements from L1 and
2n−k
2
boxes for elements from L2.
α(2n− k)=K
(
n−
(
2n− k
2
+ 1
)
,
2n− k
2
+ 1
)
∗K
(
n−
(
2n− k
2
)
,
2n− k
2
)
α(2n− k)=K
(
2n− 2n+ k − 2
2
,
2n− k + 2
2
)
∗K
(
2n− 2n+ k
2
,
2n− k
2
)
α(2n− k)=K
(
k − 2
2
,
2n− k + 2
2
)
∗K
(
k
2
,
2n− k
2
)
K(i, j)=
(
i+ j − 1
i
)
α(2n− k)=
((k−2
2
)
+
(
2n−k+2
2
)− 1(
k−2
2
) ) ∗ (k+2n−k−22(
k
2
) )
α(2n− k)=
(k−2+2n−k+2−2
2
k−2
2
)
∗
(k+2n−k−2
2
k
2
)
But :
(
n
r
)
=
n!
r!(n− r)!
α(2n− k)=
(
(n− 1)!
(k−2
2
)!(n− 1− (k−2
2
))!
)
∗
(
(n− 1)!
(k
2
)!(n− 1− (k
2
))!
)
α(2n− k)= (n− 1)!
(k−2
2
)!(2n−k
2
)!
∗ (n− 1)!
(k
2
)!(2n−2−k
2
)!
= αk
αk = α(2n− k) when k is even.
So, we have shown that the number of merge pairs with k alternations is
the same as the number of merge pairs with 2n − k alternations, when k is
even.
Theorem 2.3 The average number of alternations over merge pairs of size n
is n.
Proof.
Let αk represent the number of merge pairs that have k alternations.
Let α(2n−k) represent the number of merge pairs that have 2n−k alternations.
Since αk = α(2n − k) for any k, we know that for each merge pair with k
alternations, we can ﬁnd a merge pair with 2n− k alternations.
These pairs have in total:
k + (2n− k) = 2n alternations
There are exactly αk (or α(2n− k)) such pairs of lists.
The total number of alternations is therefore:
= 2n∗ number of pairs = 2n ∗ αk
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Average number of alternations = total number of alternations
number of lists
Average number of alternations = 2n∗αk
αk+α(2n−k)
We know that αk = α(2n− k), so:
Average number of alternations = 2n∗αk
2αk
= n
So, the average number of alternations over all merge pairs of size n is n.
✷
3 Average number of comparisons between two alter-
nations for the case of n alternations
It is possible to calculate the average number of elements per box by counting
the number of ways in which they can be distributed over the available boxes.
However, a much simpler approach is possible.
3.1 Merge Pairs of Even Length
Consider merge pairs of even length. There are n “ones” to distribute over
n
2
+ 1 boxes. Therefore, there are on average: nn
2
+1
= nn+2
2
= 2n
n+2
“ones” per
box.
Similarly, there are n “zeros” to distribute over n
2
boxes. So there will be
on average: nn
2
= 2n
n
= 2 “zeros” per box.
3.2 Merge Pairs of Odd Length
When dealing with merge pairs of odd length, there are n “ones” to distribute
over n+1
2
boxes and n “zeros” to distribute over n+1
2
boxes. So there are on
average: nn+1
2
= 2n
n+1
“ones” and 2n
n+1
“zeros” per box.
4 Intuitive Interpretation of the Average Merge Time
Intuitive Interpretation
We wish to express the average merge time intuitively as:
average number of alternations * average number of elements/comparisons
between these alternations
We need to show that this interpretation holds for merge pairs of odd
and even length. The only problem is that the average number of “ones”
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per box does not equal the average number of “zeros” per box for the even
case. We therefore need to modify the above interpretation to account for this.
New Interpretation:
We wish to express the average merge time intuitively as:
average number of alternations *
((average number of elements from L1 per box *
proportion of boxes reserved for elements from L1) +
(average number of elements from L2 per box *
proportion of boxes reserved for elements from L2))
4.1 Interpretation for Merge Pairs of Even length
If we substitute the values which we obtained for merge pairs of even length
into this interpretation we get:
TM [n, n] = n ∗
((
2n
n + 2
∗
n
2
+ 1
n+ 1
)
+
(
2 ∗
n
2
n+ 1
))
where:
•n is the average number of alternations
• 2n
n+2
is the average number of “ones” per box, n even.
•n
2
+ 1 is the number of boxes reserved for elements from L1, n even
•2 is the average number of “zeros” per box, n even
•n
2
is the number of boxes reserved for elements from L2, n even
•n+ 1 is the total number of boxes
this evaluates to be:
TM [n, n] =n ∗
(
2n
n + 2
∗
n+2
2
n+ 1
+ 2 ∗ n
2(n+ 1)
)
=n ∗
(
n
n + 1
+
n
n+ 1
)
=n ∗
(
2n
n + 1
)
=
2n2
n+ 1
= TM(n, n)
which is the result we had hoped to obtain.
4.2 Interpretation for Merge Pairs of Odd length
When we substitute our values for merge pairs of odd length into the inter-
pretation, we get:
TM [n, n] =n ∗
(
2n
n + 1
∗
n+1
2
n+ 1
+
2n
n+ 1
∗
n+1
2
n+ 1
)
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=n ∗
(
n
n + 1
+
n
n+ 1
)
=n ∗
(
2n
n + 1
)
=
2n2
n+ 1
= TM(n, n)
which is the result we had hoped for.
5 Conclusion
It is possible to provide an intuitive interpretation for the running times of
many algorithms. Such interpretations can act as useful pedagogical tools in
the explanation of these running times. The aim of this paper was to provide
such an interpretation for the average case running time of the standard merge
algorithm.
Using the notion of an alternation, we found that it is possible to express
the average merge time over lists of size n intuitively as the product of the
average number of alternations by the average number of comparisons that
occur between alternations.
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