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Abstract Often people might not be able to express themselves properly on so-
cial media, like not being able to think of appropriate words representative of their
emotional state. In this paper, we propose an end to end system which aims to en-
hance user-input sentence according to his/her current emotional state. It works by
a) detecting the emotion of the user and b) enhancing the input sentence by insert-
ing emotive words to make the sentence more representative of the emotional state
of the user. The emotional state of the user is recognized by analyzing the Elec-
troencephalogram (EEG) signals from the brain. For text enhancement, we modify
the words corresponding to the detected emotion using correlation finder scheme.
Next, the verification of the sentence correctness has been performed using Long
Short Term Memory (LSTM) Networks based Language Modeling framework. An
accuracy of 74.95% has been recorded for the classification of five emotional states
in a dataset of 25 participants using EEG signals. Similarly, promising results have
been obtained for the task text enhancement and overall end-to-end system. To the
best of our knowledge, this work is the first of its kind to enhance text according to
the emotional state detected by EEG brainwaves. The system also releases an in-
dividual from thinking and typing words, which might be a complicated procedure
sometimes.
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1 Introduction
We use language not just to convey facts, but also our emotions. In the recent years,
there has been a huge inflow of data onto social media platforms [48]. People use
these platforms to share their daily activities and communicate with the world.
Most of the communication on social media platforms is done through text. A
number of knowledge discovery systems have been developed by analyzing this data
[52]. While expressing himself on social media, not every person is able to express
his emotions in the text he writes. For example, when one reads the sentence, I
am lonely, the person gets to know that the writer of the sentence was feeling
sad when wrote this sentence. However, when someone reads the sentence, I am
watching a movie, the reader might not be able to know what the writer of the
sentence is feeling. He might be feeling happy, sad, surprised, or any other emotion.
While expressing himself over social media, the writer might not be able to find
the proper words to describe his emotional state. This paper proposes a novel
system to help users to enhance their text input to social media through emotion
analysis.
To discover knowledge through emotion analysis, researchers usually explore
three components of emotions, namely the psychological component, the subjective
component and the expressive component [9]. The psychological component can
be understood by our body’s reaction to emotions, like text [53], facial expressions
[23], speech [41] or a combination of them. Also, internal signals like heart beat
[21], pulse, and brain waves can also be used to recognize the emotional state of a
person. There has been a lot of research in the field of mining of social media data
to develop various knowledge discovery systems. For example, sentiment analysis
is an important and growing field of research where the sentiment (positive and
negative) is derived from the text posted on social media [1]. Emotional analysis
of social media data takes it one step forward by differentiating the sentiment into
different emotions [51]. All these works focus on obtaining the emotions/sentiment
given a sample text.
Electroencephalogram (EEG) has been widely used by researchers to capture
the brainwave signals for determining the emotional state of the user [29]. EEG
based devices have also been used for Brain-Computer-Interfaces (BCI) like cursor
control and thought driven robots [3]. They have also been applied to serve as a
user identification method in [20,24]. They also have several applications in the
medical field [45]. Emotion recognition also has many applications in different
domains such as education, commerce, security [7] and others [49]. Similarly, Long
Short Term Memory (LSTM) networks have been used extensively in time series
prediction [40], speech recognition [15], grammar learning [14], protein homology
detection [18], handwriting recognition [16], etc.
In this paper, we propose a novel system which recognizes the emotional state
of the user using the EEG signals captured and next understanding the emotional
state of the user, the input-text of the user is enhanced to better depict the emo-
tional state of the user. Here, the transformed sentence is an enhanced version of
the original sentence, containing more emotive words. This releases the individual
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of thinking and typing words, which might be a complicated procedure sometimes.
The sentence provided by the user is next enhanced by text transformation mod-
ule. The words corresponding to the detected emotion are first modified using
correlation finder between words and emotion. Next, the correctness of the sen-
tence is verified with LSTM networks based Language modeling. The proposed
emotional-aware text enhancement system is more representative of the emotional
state of the user. This is helpful in many ways as it relieves the user of thinking
complicated words. It also helps the organizations and companies to better know
their users as the opinion of the users is better represented. Also, the target au-
dience of the user is better aware of the emotional state of the user while reading
the enhanced text. The main contributions of the paper are as follows:
– Our first contribution is the recognition of user’s emotional state while watching
videos with the help of EEG signals.
– Our second contribution is text transformation module where the input-text
of the user is enhanced using correlation finder between words and detected
emotion.
– Finally, the correctness of the sentence is verified with LSTM networks based
Language modeling framework.
The rest of the paper is organized as follows. Next, section presents the previous
work done in various fields related to our paper. Then Section 3 presents the
methodology of the system proposed in the paper. Dataset is described in Section
4. We conducted experiments of our modules individually as well as overall system,
which are presented in Section 5.1 - 5.3 and discussion is presented in Section 5.4.
Finally, Section 6 concludes with future work.
2 Related Work
In this section, we present a brief description of the work done in fields related
to our work. In the following sub-sections, the work done in the field of emotion
recognition using EEG brainwaves and text transformation are discussed.
2.1 EEG Emotion Recognition
Initial works include [25] where only 2 emotions, i.e., happiness and sadness were
classified, which were evoked by showing subjects pictures of smiling and crying
facial expressions. They used Common Spatial Patterns (CSP) and linear Sup-
port Vector Machine (SVM) to classify these 2 emotions. Emotions were further
increased to 4 (joy, anger, sadness, pleasure) by [27]. The authors used SVM to
classify emotions but used music listening approach to collect the EEG-data. A
combination of EEG responses and eye gaze data was used in [44] where ground
truth was based on average arousal and valence scores given to clips by subjects
using online questionnaire. Valence Arousal Dominance (VAD) model was used in
[6] to classify the video segments of different emotions. VAD values were calcu-
lated from alpha beta power spectral density in different parts of the brain. Fractal
dimension method based on Higuchi algorithm [17] was applied to calculate va-
lence arousal values on the data collected from users listening to different audio
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clips from the Quran [12]. An EEG-based web-enabled music player that display
music according to the user’s emotional state was designed in [30]. The authors
implemented emotion induction experiments with music and sound stimuli.
Recently, emotion recognition using a combination of facial expressions fea-
tures and EEG signal has also been studied in [31]. The authors used a standard
dataset, DEAP [22] where subjects watched emotion-evoking videos. Higher Order
Crossings (HOC) based feature extraction scheme is discussed in [35] for emotion
classification with the help of four different classifiers.Almehmadi and Bourque [2]
presented a model to determine the emotional state of the user posting on social
media. The emotional state as well as the geographical information were appended
at the end of the tweet to add additional context to the tweet which might have
been missed in the original tweet itself. Our work builds upon that context, as it
aims to enhance the tweet itself according to the emotional state rather than just
appending the emotion at the end of the tweet. Wang et al. [50] have proposed a
system for assessing the memory workload levels using EEG signals. The authors
have used the n-back task to classify the different memory workload levels for nine
participants. Similarly, the authors in [38] have used EEG signals in conjunction
with offline signature to develop a multimodal biometric system. The brain signals
were acquired simultaneously during signature and the identification process was
performed using Hidden Markov Model (HMM) classifier.
2.2 Text Transformation
There exist a number of work to discover knowledge using text transform at struc-
tural level, like transforming linear text documents into hypertext [13] or trans-
forming XML documents into OWL ontologies [46]. It focused on determining
relation in the text by examining the formatting of the input document. Text
normalization [28] aims to convert words to standard dictionary forms from non
standard forms (such as sms). Text normalization only aims at correcting existing
words and does not provide for inserting new words. Text summarization is another
area of research which extracts important details from a paragraph of sentences,
but it uses the original sentences and words to compose the summary. Text simpli-
fication [10] is used to automatically convert a sentence for easier understanding.
It is done by guessing meanings for the low frequency words. Research in the
area of actually adding words to sentences is scarce. In linguistic personalization
[37], skeleton sentences were enriched with adjectives and adverbs based on simple
models using basic Point-wise Mutual Information. The Text transformation mod-
ule of our proposed work differs from the linguistic personalization work because
it involves more granular emotions rather than positive and negative sentiments
and improves on the suggestions generated by using advanced techniques includ-
ing LSTM language models. This makes the system more robust and capable of
handling social media text for knowledge discovery.
Becker et al. [4] have proposed an emotion classification system in texts in mul-
tilingual context using a corpora written in two languages. Two different strategies
of combining translated texts, i.e., the combination of features from multiple lan-
guages and the stacking of monolingual classifiers have also been used to boost the
system performance. A relevance based language modeling framework for devel-
oping a recommendation system is proposed in [34]. The authors have proposed a
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probabilistic clustering technique for performing the neighbor selection to achieve
an approximation of the set of relevant items. Likewise, the authors in [36] have
used language modeling techniques to characterize the syntactic and structural
complexity of web search queries with natural language.
3 Proposed Methodology
As discussed earlier the proposed system is made up of two subsystems, namely
EEG based emotion recognition and text transformation. Fig. 1 describes the pro-
posed system via data flow diagram. The EEG based emotion recognition module
detects the emotion of the user through EEG brainwaves and the Text transforma-
tion module enhances the text input by the user according to the emotion detected
by the emotion recognition module. Each module of the system is described in de-
tails in the following sub-sections.
Fig. 1 Data flow Diagram: The brainwave signals are captured from the user to determine the
emotional state which is fed to the text transformation module next to enhance the user-given
text.
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3.1 EEG based emotion recognition module
The EEG based emotion recognition module is used to identify the emotional
state of the user by capturing the brainwave signals. The works by capturing the
brainwaves and then preprocessing the signal. Features are extracted from the
preprocessed signal which are used to determine the emotional class of the signal.
3.1.1 EEG System Description
Brainwave activities from a user wearing EEG device are recorded by the brain
sensor device Emotiv EPOC. This device has 14 sensors, shown in Fig. 2, which
are placed over the scalp of participant as per international 10-20 system
which is an internationally recognized method to describe and apply the
location of scalp electrodes in the context of an EEG exam. The system
is based on the relationship between the location of an electrode and the
underlying area of the brain, specifically the cerebral cortex. The number
after the letters represent whether that sensor is on left side or right side of the
brain e.g. odd number denotes the left side of the brain and even number represent
right side of the brain. The device sends the raw EEG signals via bluetooth and is
received on the computer through Software Development Kit (SDK). The device
records the signals at a sampling rate of 128Hz.
Fig. 2 Electrode map of EEG Emotiv EPOC+ device. The electrodes position are governed
by international 10-20 system.
Enhancing text using emotion detected from EEG signals 7
3.1.2 Signal Preprocessing
The system was set up in a calm environment and subjects were told not to
make unnecessary movements. However, several unwanted noise occurred due to
hair, and muscular activities, which needs to filtered out. A number of filters e.g.
IIR or FIR filter, forward-backward filter and Savitzky-Golay filter were tested
to filter the noise. From these filters, we obtained best results with Savitzky-
Golay filter [39]. This filter minimizes the noise present in the signal by increasing
signal-to-noise ratio, also without distorting the signal by any considerable amount.
The coefficients corresponding to that polynomial are (C−n, C−(n−1)...Cn−1, Cn)
which are called as convolution integers for fitting data. Smoothed data points
(Sk)g can be calculated for the raw signal (X1, X2...Xn) as given in Eq. (1).
(Sk)g =
n∑
i=−n
Ci ∗Xk+i (1)
After applying the filter, the signal is broken into smaller duration at regular time
interval equal to 1 second. This technique is applied because analysis of smaller
segments is much more efficient compared to larger segments.
3.1.3 Feature Extraction
There are 22 features which are extracted from processed signal via statistical
values and wavelet transform. A feature vector FV[1...22] is constructed for each
channel. Since there are 14 channels in EEG device, there are total 14 ∗ 22 = 308
features. Complete description of feature vector(FV) is described below:
– FV[1]: This feature vector corresponds to the mean of the raw signal and
computed using (2).
µX =
1
N
N∑
n=1
Xn, (2)
where X is input time series signal and N is size of the signal.
– FV[2]: In this feature, we have computed standard deviation of the raw signal
with the help of (3).
σX =
2
√√√√ 1
N
N∑
n=1
(Xi − µX)2, (3)
where X is input time series signal and N is size of the signal.
– FV[3]: This feature corresponds to the variance of the raw signal calculated
using (4), where X is input time series signal and N is size of the signal.
V ar(X) = σ2X =
1
N
N∑
n=1
(Xi − µX)2, (4)
– FV[4]: This feature is equivalent to the mean of the absolute values of the first
differences of the raw signal.
δX =
1
N − 1
N−1∑
n=1
∣∣X(n+ 1)−X(n)∣∣ , (5)
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where X is input time series signal and N is size of the signal.
– FV[5]: In this feature, the mean of the absolute values of the first differences
is calculated using (6).
δX =
1
N − 1
N−1∑
n=1
∣∣∣X(n+ 1)−X(n)∣∣∣ = δX
σX
, (6)
where X is input time series signal and N is size of the signal.
– FV[6]: Here, the mean of the absolute values is calculated with the help of
Eq. (7), of the second differences of the raw signal.
γX =
1
N − 2
N−2∑
n=1
∣∣X(n+ 2)−X(n)∣∣ (7)
where X is input time series signal and N is size of the signal.
– FV[7]: This feature is calculated using (8) and is equivalent to the mean of
the absolute values of the second differences of the standardized signal.
γX =
1
N − 2
N−2∑
n=1
∣∣∣X(n+ 2)−X(n)∣∣∣ = γX
σX
(8)
where X is input time series signal and N is size of the signal.
– FV[8]: Mobility of the raw signal calculated using (9), where X is time series
signal, D1 is first derivative of signal X and σX is defined in Eq. (3).
MobilityX =
σD1
σX
(9)
– FV[9..12]: Power in different frequency bin: Theta(4-8Hz), Alpha(8-12Hz),
Beta(12-30Hz), Gamma(30-128Hz) is used. Power for ith bin is calculated as:
Poweri =
Bei∑
n=Bsi
C(n) ∗ C(n) (10)
where Poweri is spectral power corresponding to i
th frequency bin, Bsi and
Bei are:
Bsi =
Si ∗ len(C)
Fs
(11)
Bei =
Ei ∗ len(C)
Fs
(12)
where Si and Ei are starting and ending frequency of i
th bin, len(C) is length
of C and C is Fourier transform of time series signal X. Fs is sampling rate
in physical frequency.
– FV[13..16]: Ratio power in bins: It is calculated for ith band using (13), where
Power Ratioi is the fraction of spectral power in i
th bin and Poweri, is defined
in Eq. (10).
Power Ratioi =
Poweri
4∑
x=1
Powerx
(13)
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– FV[17]: Petrosian Fractal Dimension of raw signal can be defined using (14),
where n is length of time series signal X, Ndelta is number of times first deriva-
tive (D1) changes sign i.e. D1(i) ∗D1(i+ 1) < 0.
PFDX =
log10 n
log10 n+ log10
n
n+0.4∗Ndelta
(14)
– FV[18,19]: Hjorth Mobility and Complexity of raw signal are calculated using
(15) - (17).
TPX =
N∑
n=1
X(i)2, (15)
where X(i) is the ith component of the input time series signal X and N is
size of the signal.
Hjorth MobilityX =
2
√
TPD1
TPX
, (16)
Hjorth ComplexityX =
2
√
TPX ∗ TPD2
TPD1 ∗ TPD1
(17)
where X is input time series signal, D1 is first derivative of signal X, D2 is
second derivative of signal X.
– FV[20]: Spectral Entropy calculated using average band power from Eq. (10)
and using (18), where Nb is number of bands and Power Ratioi is defined in
Eq. (13).
Spectral EntropyX =
−1
logNb
∗
Nb∑
i=1
Power Ratioi ∗ log (Power Ratioi) (18)
– FV[21]: Singular Value Decomposition (SVD) Entropy of the raw signal can
be calculated using (19), where X is input time series signal, τ and dE are
the delay and the embedding dimension, respectively. The embedding space is
then constructed using (20).
y(i) = [X(i), X(i+ τ), ..., X(i+ (dE − 1)τ ]) (19)
Y = [y(1), y(2), ..., y(N(dE − 1)τ)]T (20)
The SVD is then calculated using matrix Y to get M singular values (e.g.
σ1, ..., σM ) defined in Eq. (3) known as the singular spectrum. The SVD entropy
is defined using (21), where M and σ1, ..., σm are the number of singular values
and normalized singular values by the term σi =
σi
M∑
j=1
σj
, respectively.
SV D EntropyX = −
M∑
i=1
σi ∗ log2 σi (21)
– FV[22]: Fisher info calculated using (22) from standard deviation of raw sig-
nal, where M and σ1, ..., σM are used from Eq. (21).
FIX =
M−1∑
i=1
(σi+1 − σi)2
σi
(22)
The summary of all the features described above is given in Table 1.
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Table 1 Summary of features used in EEG based emotion classification, where X is raw signal
and X is standardized signal
FV[1]: Mean of X FV[12]: Power of Gamma band of X
FV[2]: Standard Deviation of X FV[13]:
Power ration of Theta band
to overall power
FV[3]: Variance of X FV[14]:
Power ration of Alpha band
to overall power
FV[4]: Mean of first different of X FV[15]:
Power ration of Beta band
to overall power
FV[5]:
Mean of absolute values
of first difference of X
FV[16]:
Power ration of Gamma
band to overall power
FV[6]:
Mean of absolute values
of second difference of X
FV[17]:
Petrosian Fractal
Dimension of X
FV[7]:
Mean of absolute values
of second difference of X
FV[18]: Hjorth mobility of X
FV[8]: Mobility of X FV[19]: Hjorth complexity of X
FV[9]: Power of Theta band of X FV[20]: Spectral Entropy
FV[10]: Power of Alpha band of X FV[21]:
Singular value
Decomposition Entropy
FV[11]: Power of Beta band of X FV[22]: Fisher Info
3.1.4 Emotion Classification using Random Forest Classifier
A total of 308 features were obtained after feature extraction. Data was trained
using a Random Forest classifier having 100 trees. Random Forest classifier [26]
has been successfully used to develop various knowledge discovery systems like
recommendation system, sentiment analysis, etc. The classifier is an ensemble of
decision trees where the vote of the trees decides the final class for a sample.
Each decision tree is build on a bootstrap sample of the whole data and acts as
an independent estimator. A bootstrap sample is obtained by selecting a random
sample from the whole data with replacement, i.e., each sample is obtained from
the whole data rather than the depleted data. A decision tree tries to predict
the value of the target variable using simple decision rules based on the features.
Tree based methods have an advantage over other methods like SVM and Logistic
regression because they scale well to large number of data points, handle noise
well, handle categorical values well and are quick to train. An ensemble of trees
is helpful in preventing over fitting. The Algorithm for training a Random Forest
classifier is summarized as in Algorithm 1. To determine the final class of a sample
point x, it is passed through all the T trees of the forest until it reaches the leaf.
The final class is given by Eq. (23), where p(c|x) is the probability the given point
belongs to class c considering all the trees, T is the number of trees, pt(c|x) is the
probability that the given point belongs to class c by considering only the tree T .
p(c|v) = 1
T
T∑
t=1
pt(c|x) (23)
3.2 Text transformation module
This subsection describes the various components of the Text transformation mod-
ule. It receives the detected emotion from the EEG based emotion recognition
Enhancing text using emotion detected from EEG signals 11
Algorithm 1 Training a Random Forest Classifier
1. Draw bootstrap samples from the whole data;
2. Construct a decision tree for each bootstrap sample by recursively splitting by a randomly
selected subset of features;
3. Repeat the above steps until a predefined number of tress are grown;
module and the text input by the user. It outputs the suggestions generated by
enhancing the text using the detected emotion. It contains 3 major components,
namely-Correlation finder, Word inserter and Language modeling. The Correla-
tion finder is pre-trained to find the lists of emotive adjectives and adverbs. The
Word inserter generates a list of suggestions by inserting words into the original
text and the Language model is used to rank the generated suggestions and prune
the less probable ones.
3.2.1 Correlation Finder: Finding Correlation between words and emotions
Tweets tagged with corresponding text labels are used as training instances to
a logistic regression model. Since, only the adjectives and the adverbs usually
describe an emotion, all other words from the training corpus are removed for
this task. The features extracted for the model were unigrams of the adjectives
and adverbs used. The Logistic Regression model finds a linear combination of the
features which describes the output variable the best (minimizes the error between
actual output and the predicted output). The equation of the Logit function can
be given as:
loge(
P
1− P ) = β0 +
k∑
i=1
βi ∗Xi, (24)
where Xi denotes a vocabulary word in a sentence, k is the vocabulary size of the
dataset, P is the probability that output variable is equal to the given emotion
and β1, β2.. are the coefficients of the features. Here, the coefficients of each fea-
ture (adjective or adverb) indicate how much that feature is correlated with the
emotion. For each emotion class, the words having a correlation coefficient above
a threshold T are kept. The threshold is found out by empirical testing. From ex-
periment results, it was noted that T=0.8 provides good results. The list obtained
by this method is referred as L1.
Strength of Association: In order to expand the vocabulary, another model
named Strength of Association [32] was trained to get more adjectives and adverbs
strongly associated with an emotion class. It is used as a measure to compute the
association between a word and an emotion class.
The Strength of Association (SoA) for a given dataset of sentences (w) and
their emotion labels (e) is computed using (25), where PMI is the point-wise
mutual information calculated using (26),
SoA(w, e) = PMI(w, e)− PMI(w,¬e) (25)
PMI(w, e) = log2
freq(w, e) ∗N
freq(w) ∗ freq(e) (26)
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where freq(w, e) denotes the number of times w is encountered in a sentence with
label e. The terms freq(w), freq(e) are the frequencies of w, e in the labeled
corpus and N represents the total words in the dataset.
PMI(w,¬e) = log2
freq(w,¬e) ∗N
freq(w) ∗ freq(¬e) (27)
where freq(w,¬e) denotes the times w occurs in a sentence that does not have
the label e. Thus, Eq. (25) is simplified to (28).
SoA(w, e) = log2
freq(w, e) ∗ freq(¬e)
freq(e) ∗ freq(w,¬e) (28)
A word is said to be strongly associated with a label if it has a SoA score
greater than 0. We made a list of each emotion class and the strongly associated
words for that class. Let this list be referred as L2. As strength of association is
not a good measure for words occurring with low frequencies, the words having
frequencies less than 50 are removed from the training corpus.
Next, both these lists L1 and L2 are expanded by adding all other forms of
adjectives and adverbs and also the possible spelling corrections. As there are
some noisy words captured in L1 and L2, these lists are filtered by using the
word-emotion lexicon [33]. The words not corresponding to an emotion in the
word-emotion lexicon are removed from the lists of L1 and L2. Finally, lists L1
and L2 are merged to form a combined list L3 which contains the final list of
adjectives and adverbs used by other modules.
3.2.2 Word Inserter: Inserting Adjectives for Nouns and Adverbs for Verbs
Next, we process a pair of sentences and given emotion one at a time. The nouns
and verbs in the given sentence are sorted by their inverse document frequencies
with respect to the training corpus. For each noun having an inverse document
frequency above a certain threshold, a list of adjectives corresponding to the given
emotion is fetched. The list is then pruned by removing the adjectives which do
not have any co-occurrence with the noun in the training corpus or have the point-
wise mutual information (PMI) lower than a threshold T1. For a pair of words (a
and b),
PMI(a, b) = log2
p(a, b)
p(a) ∗ p(b) (29)
where p(a) and p(b) refer to the occurrence probabilities of a and b, and the joint
probability p(a, b) is given p(a)p(b|a).
Now, for each noun, there is a list of adjectives having good chances of co-
occurrence with that noun. A similar procedure is repeated to find the list of
adverbs for each verb having inverse document frequency above a threshold. New
sentences are created by inserting each word from both lists (adjectives and ad-
verbs). This list of new sentences is checked for consistency. This is done by POS
tagging (Part of Speech Tagging) each sentence and checking if the new word
inserted is actually being used as an adjective for a noun or adverb for a verb.
The inconsistent sentences are next removed from the new sentences list and this
modified list is called L4.
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3.2.3 Language Model
From the list of new sentences L4, the sentences which are most probable are
chosen. For this purpose, a language model is used to find the probability of each
sentence. A language model is defined as a probability distribution over sequences
of words. The model assigns a probabilities P (w1, . . . , wm) to a sequence of length
m. Thus, the probability of a sentence can be calculated using (30).
p(w1, ..., wN ) =
N∑
i=1
p(wi|w1, ..., wi−1) (30)
The probability of sentence is normalized by sentence length to prevent the model
penalizing longer sentences.
The sentences are next sorted by the their normalized log probabilities and the
sentences with normalized log probabilities below a threshold are removed. The
final list of sentences is provided to the user as a set of suggestions.
In this work, for Language Model (LM) we used a BIG LSTM+CNN language
model described in [19]. This model performs better compared to parametric (e.g.,
log-linear models) and nonparametric approaches (e.g., count-based LMs). The
Long Short Term Memory (LSTM) is a Recurrent Neural Network (RNN) which
is especially useful as a sequence learning model. A representation of an unrolled
RNN network is shown in Fig. 3. The Xi is the input at time i while A is a RNN
cell and hi is output at time i. The RNN cell is used as a memory unit as well as
an activation unit.
Fig. 3 An unrolling of a Recurrent Neural Network.
An LSTM network is made up of LSTM units which specialize in remember-
ing values for either a short or long period of time. An LSTM does not have an
activation function in its recurrent components which prevent the remembered
things to be squashed over time. LSTM networks help retain the dependencies
between words far away in the sentence. LSTM blocks are usually trained with
Backpropogation through time. A CNN (Convolutional Neural Network) Softmax
layer is used because character-level features help to make a smoother and com-
pact parametrization of the word embeddings. The CNN Softmax layer is used to
predict the probability of a word by computing its logit zw = h
T ∗ ew where h is a
context vector and ew the word embedding. The probability of a word is given by
p(w) =
exp(zw)∑
w'εV
exp(zw')
(31)
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where zw is logit of the word w and V is the vocabulary. The LSTM is a word level
model which is combined with a character level model to improve the training time
because word level models tend to take large amounts of time especially when the
vocabulary size is very large (as in our case).
4 Dataset
In this section, we discuss the details of the datasets, and the preprocessing steps
that have been used to remove noise from text.
4.1 Tagged Tweets Dataset
For the correlation finder, we use a dataset of tweets and tag them by their hashtag
describing an emotion. The tweets were collected from the tweet ids given in [51].
For all access to Twitter API, we used python library Tweepy, which used the
Twitter stream API and Twitter search API internally.
Five basic emotion categories were defined in existing psychology literature
[42]. In this work, the emotion categories were joy, sadness, anger, surprise and
fear. Each emotion category contained a list of subcategories under it. We checked
the ending hashtag of each tweet to match it with corresponding emotion category.
The tweet was assigned to an emotion category if the lemmatized version of its
ending hashtag was contained in that emotion category. The number of tweets in
emotion category is described in Table 2.
Table 2 Tweet Count for each emotion in Tagged Tweets Dataset
Emotions Number of tweets
Sadness 336953
Joy 327810
Anger 304466
Fear 59220
Surprise 12943
Preprocessing:
– Lowercase: All the tweets are converted to lowercase.
– Web Links: Web Links are the URL addresses sometimes included in tweets.
They do not depict any emotion and hence can be removed.
– Usernames: Sometimes user mentions like @nihal, @sahu are included in
tweets. These words do not depict any emotion and hence are not required
for the our task. So all user mentions are made anonymous to @user
– White-spaces: Multiple white-spaces and carriage returns were combined to
to form a single white-space separator.
– Numbers: As any particular number is not associated with an emotion, all
the occurrences of numbers are replaced with the string ‘num’. Note that only
the numbers preceded and succeeded by a white-space were replaced.
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– Stop-words: The common words like a, an, the, is, are, etc in the text are
known as stop-words. These were removed as they are usually present in most
of the sentences.
– Ending Hashtags: The hashtagged words at the end of the tweets were re-
moved because they were earlier used to tag the tweet with the emotion.
– Hashtag and Special Symbols: The hashtags in the middle of tweets and
other special symbols like %,̂,*, etc. were also removed.
4.2 Language Modeling and PMI info Dataset
For the language modeling and for calculating the PMI information to insert words,
a larger dataset was required that does not need to be tagged with emotion class.
For this purpose, the One Billion Word Benchmark Dataset [8] was used in this
work. This dataset contains mostly news text so most of the sentences are well
structured making our language model learn the structure of English language well.
The dataset contains about 0.8 billion words (829250940 words). A vocabulary
(793471 words) was constructed by removing the words occurring below the count 3
and replacing them by <UNK>token. The sentence order was randomized making
the data non contextual.
5 Experiments and Discussion
We conduct 3 experiments to test the individual modules and end-to-end system.
First experiment (Section 5.1) is aimed at testing the suggestions generated by the
text transformation module. Second experiment (Section 5.2) is aimed to test the
performance of the emotion classification module and third experiment (Section
5.3) aims to test the prowness of the end to end system which is a combination
of the emotion classification module and the text transformation module. Section
5.4 presents the discussion for the experiments.
5.1 Transforming sentences given an emotion
In this experiment, we test the performance of our Text transformation module.
To implement the Text transformation module, the Stanford POS Tagger was used
to tag the tweets with their corresponding parts of speech [47]. The pre-trained
model used by the tagger was given by [11]. The NLTK library [5] was used to
tokenize tweets and as a python wrapper for POS tagger. Pattern.en [43] library
was used for lemmatization and getting all forms of adjectives and adverbs. We
used pre-trained LSTM language model on the One Billion Word Benchmark given
by [19].
For this experiment a group of 10 people was asked to note a set of sentences
which one would want to post to a social network and also inform the mental state
they were in when stating that sentence. A total of 50 sentences were received and
after filtering out similar sentences, we were left with a set of 32 sentences. We
then applied our NLP module to those sentences and listed out all the suggestions
it made for those sentences.
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Fig. 4 Number of each Rating for Text Transformation.
Finally, a survey was created and 54 people (excluding those who were involved
in posting sentences) were asked to rate the quality of those suggestions on a scale
from 1 to 5 (1 means they are very less likely to use a suggestion and 5 means
very much likely to use a suggestion). We got an average score of 3.39 for the sug-
gestions. This means on an average, each participant is likely to use a suggestion
suggested by our module. The detailed analysis of the responses is shown in Fig.
4. Some sample suggestions generated are shown in Table 3.
Table 3 Sentence Transformation Examples for each emotion
Emotion Original Sentence Suggestions
Anger I am tired with my job.
1. I am tired with my ridiculous job.
2. I am tired with my awful job.
3. I am tired with my damn job.
Sadness I don’t like this world.
1. I don’t like this bad world.
2. I don’t like this miserable world.
3. I don’t like this terrible world.
Surprise That was awesome.
1. That suddenly was awesome.
2. That was unexpectedly awesome.
3. That astonishingly was awesome.
Joy I love this world.
1. I love this wonderful world.
2. I love this lovely world
Fear I have an infection.
1. I have an bad infection.
2. I have an unsafe infection.
3. I have an fatal infection
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5.2 Detecting the emotional state of the user
This experiment was conducted to collect training data for the EEG emotion
recognition module as well as to test the performance of the emotion recognition
module.
5.2.1 Subject and Stimuli
A total of 25 subjects participated for the experiment. They were students of IIT
Roorkee, age varying from 18 to 30 years. None of the subjects had any history of
mental illness nor had performed any BCI activities before. It was ensured that
subjects were not under stress during the experiment. A set of videos clubbed
together sequentially was used as the stimuli for different emotions. The length of
the each video ranged from 30 seconds to 2 minutes. There was a relaxation time
of 10 sec between different videos. Each video contains certain emotion associated
with it and the participant did not have prior knowledge of what emotion is asso-
ciated with each video. Videos corresponding to different emotions are taken such
that it can have strong stimuli for that emotion. The detailed description of the
videos can be found in Table 4. The criteria for selecting these videos is as
follows. Initially, a set of 20 videos was proposed with 4 videos for each
emotion. A group of 10 people with age between 22-40 with average
of 26, were asked to select the best video for each emotion. Then, the
video with the maximum votes has been chosen for every emotion.
Table 4 Description of the videos shown to subjects to evoke emotions
Youtube Link Emotion
Start Time
(mm:ss)
End Time
(mm:ss)
Duration
(seconds)
https://www.youtube.com/watch?v=HuHVqxRpyqc joy 00:10 01:30 80
https://www.youtube.com/watch?v=gOKyTtJg10 surprise 01:36 03:36 120
https://www.youtube.com/watch?v=BPcipZxZoGI anger 01:26 03:36 130
https://www.youtube.com/watch?v=GePiE3mh5gQ sad 00:10 01:40 90
https://www.youtube.com/watch?v=JhMWopjJiI8 fear 00:30 02:40 130
https://www.youtube.com/watch?v=1OX1hBwNCJc sad 00:50 01:42 52
https://www.youtube.com/watch?v=jXmluLg2XP0 sad 00:00 01:00 60
https://www.youtube.com/watch?v=qJ9AIz7OLBE anger 00:00 00:36 36
https://www.youtube.com/watch?v=c9QeTTh0xNg joy 00:00 00:28 28
5.2.2 EEG Data Collection
Before beginning of the experiment, subjects were informed about the procedure,
and were asked to behave normally as they would behave while watching any other
video. Subjects were also asked about their will to participate as videos could
trigger extreme emotions. They were also instructed not to make unnecessary
movements as it could cause noise in the signal. Thereafter, EPOC device was
mounted along the scalp of the subject. Next, the video was showed after the
subjects felt comfortable. An illustration of a subject watching the video is shown
in Fig. 5.
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Fig. 5 A subject watching a video while wearing EPOC Emotive Device (EEG Device setup).
5.2.3 Data Processing and Feature Extraction
Once, the EEG signal is recorded through Emotiv EPOC device, data is split
into different files where each file corresponds to the sub-part of the video. Here,
each sub-part of the video contains a particular emotion associated with it. After
this partitioning, each file has an emotion associated with it. Data samples thus
obtained are used for preprocessing and feature extraction as explained in the
methodology (Section 3.1.2 and 3.1.3).
5.2.4 Classification and Validation
The classification results were validated using K-fold cross validation. In K-fold
cross validation, the data is divided into K subsamples. Out of which, 1 subsample
is retained as the testing data and the remaining (K − 1) subsamples are used for
training. This process is repeated (K − 1) more times where the other (K − 1)
subsamples are kept as testing data once. The results are averaged across the K
iterations to obtain final accuracy, average precision, recall and f1 scores.
In this work, we have used K = 10, i.e. 10-fold cross validation to validate the
performance of our method. The overall accuracy was found out to be 74.95%.
The class wise performance indicators are displayed in Table 5.
The confusion matrix (averaged across all folds) is displayed in Table 6.
Table 5 Class wise Performance Indicators for the task of emotion classification
Emotions Joy Surprise Anger Sadness Fear
Precision 75.58% 78.30% 74.78% 74.41% 76.36%
Recall 89.32% 80.79% 62.04% 63.31% 79.28%
F1 score 0.81 0.79 0.67 0.68 0.77
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Table 6 Confusion Matrix, where each row describes the true emotion and each column
describes the % values classified as each emotion
Input
Output (%)
Joy Surprise Anger Sadness Fear
Joy 89.32 6.97 0.58 1.4 1.73
Surprise 9.2 80.8 4.7 1.95 3.36
Anger 5.88 10.73 62.05 11.32 10.03
Sadness 5.93 7.92 7.69 63.32 15.15
Fear 7.08 4.8 2.55 6.29 79.28
5.3 Detecting the emotional state of the user and using it to enhance the input
sentence
In this experiment, we aim to test the end-to-end performance of our proposed
system. For this, we prepared a set of 5 videos, 1 for each emotion (joy, sadness,
surprise, anger and fear). 4 videos were shown to a set of 20 people who were
asked to write a sentence after each video. The EEG signals were recorded for
each participant while watching the videos. The setup was similar to what was
done in experiment described in Section 5.2. The data collected in the previous
experiment was used as training data for this experiment. The features were con-
structed for the last 5 seconds of each video and were passed into the classifier for
prediction. Thus the emotional state of each participant was determined for the
last 5 seconds of each video. A majority voting of the predictions for each second
of 5 seconds provides the final emotional state. The emotional state determined
and the sentence written for each video were given as an input to the Text trans-
formation module which gave out a list of suggestions. Each participant was asked
to rate the list of suggestions for each video on a scale of 1 to 5 (1 means very
less likely to use a suggestion and 5 means very much likely to use a suggestion).
A total of 20 * 4 = 80 responses were obtained. The analysis of the ratings is
shown in Fig. 6. The average rating was found out to be 3.95. It shows that most
of the users are much likely to use at least one of the suggestions generated by our
system.
5.4 Discussion
As we can see from the results, majority of the subjects were willing to use the sug-
gestions generated by our system. The emotion detection system is fairly accurate
in detecting the emotional state of the user. It has an average accuracy of 74.95%.
As we observe in Table 5, the precision scores for all the classes are around 75%
barring the classes sadness and anger. The confusion matrix presented in Table 6
further strengthens the evidence that the classification of emotions of anger and
sadness has not been as good as the other 3 emotions. One of the reasons behind
this could be the fact that the anger video could not evoke anger in the subject
watching that video. Further research on evoking anger in test subjects and EEG
based detection of anger emotion can be carried out. For the other emotions, our
system performed well with around 80% or more samples lying in the correct
classes.
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Fig. 6 Number of each Rating for end to end system.
The Text transformation module generates suggestions liked by most of the
users. Out of the many suggestions, a few of the suggestions from the Text Trans-
formation module were wrongly emotive or had a changed meaning from the origi-
nal sentence, while the remaining suggestions retained the same meaning and were
more emotive. This makes our system suggest at least one good emotive sentence
in most of the cases.
Sometimes the words inserted, though grammatically correct and representa-
tive of the emotion, change the context of the sentence. For example Original
Sentence-I am going to class, Emotion-Sadness, Suggestion-I am going to lowest
class. Here, the human brain knows that going to lowest class has a very different
meaning than simply going to class. But, for our system, these kind of suggestions
are considered valid. But, applying LSTM Language model ensures that these kind
of suggestions are ranked lower than the ones which retain the context.
6 Conclusion and Future Work
We have developed an end to end system which recognizes the emotional state of
the user and enhances the text input by the user. Our system provides a trans-
formation of a sentence by detecting the emotional state of the user and adding
adjectives and adverbs and checking consistency by Language models. We have
used some well established techniques including LSTM Language Models, POS
tagging and Point-wise Mutual Information (PMI). From the results of the exper-
iments, we have shown that the enhanced sentences are appreciated by most of
the users.
Although appreciable results are obtained, in this work, we did not consider to
change the semantic structure of the sentence. Research can be done to allow for
modification of semantic structure of sentence which allows for changed placements
of the words. While our system works well for simple sentences with one subject, it
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struggles with complex sentences with more than one subject as it fails to recognize
which part of the sentence to emote correctly. Example: Original Sentence-My
daughter was killed by a gangster, Emotion-Sadness, Suggestion-My bad daughter
was killed by a gangster. We noted that the bad word is being associated with the
wrong subject which changes the complete meaning of the sentence. Research
needs to be done to identify the correct subject related with the emotion.
Acknowledgements: We wish to acknowledge Mr. Harvineet Singh from Adobe
Systems India for his guidance towards solving the problem.
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