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Summary
This thesis deals with methods to study and improve the hydrodynamic performance of a
ship. More specifically, it focuses on the ship’s resistance and on the modern methods used
in the design process to reduce it and achieve the best design configuration. These methods
are CFD analyses and optimization techniques. Each aspect related to this modern design
process is described in detail.
In the first part of this thesis, Chapter 1, the fundamentals of physics needed to under-
stand the problem at hand are provided. Different mechanisms which cause resistance to
the ship’s motion are highlighted and the calm water resistance is split into components
accordingly. The attention is focused on the main component, due to the wave-making,
and on the effects that some geometric features of the hull – the bulbous bow and the
transom stern – have on it. Next, similarity laws for naval applications, needed to refer
model’s data to a full-scale hull, are described. In fact, a fundamental step of the design
process is the prediction of ship performance, which can be achieved through experimental
tests but also by using statistical or numerical methods. Experimental tests, which are
actually performed on scaled models, are in any case essential both to develop a statistical
model and to validate a CFD analysis.
Nowadays, CFD simulations represent the most commonly used method to predict ship
performance. The main difference between numerical codes used for naval applications
and the ones used for other fluid dynamical problems is the presence of two phases and
an interface between them. In this thesis, in Chapter 2, a brief overview of the numerical
techniques required to catch the location of the water free surface is provided. Following
this, the attention is focused on OpenFOAM: an open source C++ library where a great
collection of precompiled applications is available to perform different types of analyses.
In OpenFOAM, several solvers to perform CFD simulations are provided. Among them,
InterFoam is suitable for naval applications.
Once the performance of the ship have been estimated, it may be necessary to improve
them in order to fulfil all designer’s requirements. For this purpose, optimization tech-
niques are increasingly used in naval applications. The first step of optimization is the
parametrization of the hull’s geometry to obtain shape variations by changing the values
of few parameters. This aspect is discussed in Chapter 4.
Then, it may be convenient to perform a design of experiments to evaluate the influence
of variables on ship performance. A design of experiments usually consists in two steps:
a sampling phase needed to select a certain number of different individuals followed by a
sensitivity analysis, to estimate the main effects of the variables and their interactions. In
Chapter 5, a possible approach to perform a design of experiments is presented.
Optimization methods usually require the evaluation of a large number of individuals
to reach the optimum configuration. If this is done by means of CFD analyses, a high
computational effort may be required. Surrogate models represent an excellent alternative
to numerical methods to save time, as they are able to provide an approximation of the
system’s response in few seconds. Chapter 6 provides a description of some of these models.
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Then, the optimization algorithms which are most commonly used for naval applications,
i.e. genetic algorithms, are introduced.
The original part of this thesis is the study and the optimization of the DTMB 5415
hydrodynamics. More specifically the purpose is to evaluate the influence of two details
of the ship’s geometry, the bulbous bow and the transom stern, on the ship’s performance
and to improve their shape in order to minimize the ship’s resistance. The work has been
carried out in four steps, reported respectively in Chapters 3, 4, 5 and 6. Firstly a numeri-
cal model has been validated to predict the hull’s resistance; secondly a parametrization of
the geometry has been proposed; thirdly two design of experiments have been performed
to evaluate the influence of the variables on the ship’s performance; finally an optimization
procedure has been implemented in order to find the best design configuration.
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Introduction
The ship design process has changed considerably over the recent few years. The tradi-
tional approach was based on the designer’s experience and know-how and was basically
a trial and error process. The design was guided by empirical rules and some empirical
methods were available to roughly predict the performance of a ship. Tank tests were
then a fundamental step to check and verify the design. Today, new tools are available to
faster achieve the best design configuration. These are essentially numerical simulations
and optimization methods, which have become extremely popular thanks to increasingly
robust calculation codes and more extensive availability of computing power. These mod-
ern techniques may be regarded as the current state of the art in naval engineering and
can be used to face several aspects of ship design. The main aspects to consider during
the ship design process are resistance and propulsion, seakeeping and manoeuvring.
The resistance and propulsion fields regard the analysis of the mechanisms dealing
with ship resistance, the design of the propeller and the study of the interaction between
the hull and the propeller. Seakeeping is about the dynamical behaviour of the ship: it
includes the study of ship performance in rough seas, the structural design of the ship with
respect to loads in seaways and other aspects regarding ship safety such as capsizing, large
roll motions and accelerations, wave impact on superstructures and propeller performance
in difficult sea conditions. Finally, manoeuvring concerns the ability of the ship to keep
the course and to react if changes of direction or speed are required. In [1] many examples
where all these aspects are studied by using numerical simulations are provided.
This thesis is focused on ship resistance and on techniques to reduce it according
to some modern design methods. The proposed design procedure is then applied to a
practical case, the DTMB 5415 hull [24]. More specifically, a numerical simulation is
validated to predict the hull’s drag and an optimization is implemented to improve the
ship’s performance. In the literature, several examples of this design approach can be
found and different methods to accomplish each step are provided.
Many numerical codes have been used to predict resistance, both viscid and inviscid.
The most common ones are potential codes or panel methods as they are faster and provide
a good prediction of the wave-making resistance. They are used for example in [2], [3],
[4], [5], [6], [7], [8], [9], [10]. However, also RANS codes – which are able to provide an
accurate prediction of the total resistance – have already been used to deal with such kind
of problems. Examples may be found in [11], [12], [13], [14], [15].
Concerning parametrization, in most papers, the Lackenby transformation is adopted
as it is an efficient method to produce global hull shape variations. Other approaches
are for example the analytical description of some curves [3] or the radial basis function
method [4], [5]. The free form deformation technique is not yet very popular in naval
applications, although it is versatile and efficient. It is adopted for example in [2] and [12].
In most works, constraints are introduced to keep the ship’s main dimensions unmodified
and often, a design of experiments is carried out to evaluate the influence of design variables
on the ship’s resistance.
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The optimization is usually performed by using a genetic algorithm, but also other
optimization methods can be found. In [4] and [9], an artificial bee colony and a particle
swarm are used. In [2] the simulated annealing algorithm is adopted, whereas the sequen-
tial quadratic programming method (SQP) is used in [13], [15] and [10]. These algorithms
are often run over surrogate models. The most common ones are neural networks [6] [7],
Kriging models [2] [12] and polynomial models [3] [14]. The percentage reduction of ship
resistance achieved by using these optimization techniques goes on average from 5% to
15%.
The purpose of this thesis is to develop a flexible and efficient method to improve the
ship’s resistance performance. Through the chapters, different approaches to realize each
design stage are presented, discussing advantages and drawbacks. Then, the following
methods have been selected and applied to the DTMB 5415 case: the InterFoam RANS
solver available in OpenFOAM has been chosen to perform the CFD analyses; the hull
geometry has been parametrized in CAESES by using the free form deformation method
for the bulb and a conventional method based on NURBS curves for the stern; then,
a design of experiments based on the Sobol sampling technique and on the analysis of
variance method, available in R, has been performed; finally, three surrogate models – a
neural network, a polynomial model and a Kriging model – are built in MATLAB with
the results of the design of experiments and used to run a genetic algorithm.
2
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Chapter 1
The Physics of the Problem
One of the first questions that arise when dealing with ship design is to predict ship re-
sistance in order to estimate the fuel consumption. In particular this is of primary and
fundamental importance for big ships, like for example tankers, container-ships or bulk
carriers, because in these cases even a little reduction in drag means saving a huge amount
of fuel. This chapter goes through the mechanisms governing drag and the ways to measure
and analyse each resistance component.
1.1 Components of CalmWater Resistance
The resistance experienced by a ship is made up of many components. Some of them are
calm water resistance, rough water resistance, air resistance of hull and superstructure,
appendages drag and roughness as well as fouling of the hull. The most important com-
ponent is calm water resistance, so this thesis focuses on how this component arises and
on methods for its reduction.
Calm water resistance is in turn made up of several components. It is possible to split
it according to the forces acting on the hull or to the mechanisms of energy dissipation.
In the first case it is possible to distinguish between frictional and pressure resistance
while in the second case between viscous and wave resistance. This breakdown is shown
in Figure 1.1 and Figure 1.2. The words "resistance" and "drag" are from now on used to
define the calm water component of total resistance.
Wake Wave pattern
Components of Hull Resistance 13
Wave pattern
e 3.1. Waves and wake.
Bernoulli’s theorem (see Appendix A1.5) states that and, in
the absence of viscous forces, is constant throughout the flow. By means of a
Pitot tube, local total head can be measured. Since losses in total head are due to
it is possible to measure the total iscous resistance by measuring the
total head loss in the wake behind the hull, Figure 3.3.
This resistance will include the skin frictional resistance and part of the pressure
resistance force, since the total head losses in the flow along the hull due to viscous
in a pressure loss over the afterbody which gives rise to a resistance due
to pressure forces.
(4) Total wave resistance
The wave pattern created by the hull can be measured and analysed into its
component waves. The energy required to sustain each wave component can be
estimated and, hence, the total wa e resistance component obtained.
Thus, by physical measurement it is possible to identify the following methods
of breaking down the total resistance of a hull:
1. Pressure resistance
2. Viscous resistance remainder
3. Wave resistance remainder
These three can be combined to give a final resistance breakdown as:
Total resistance Frictional resistance
Wave resistance
The experimental methods used to derive the individual components of resistance
are described in Chapter 7.
Pτ
e 3.2. Frictional and pressure forces.
Figure 1.1: On the left mechanisms of energy dissipation, on the right forces acting on the hull
[16].
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e 3.3. Measurement of total viscous resistance.
It should also be noted that each of the resistance components obeys a different
set of scaling laws and the problem of scaling is made more complex because of
interaction between these components.
A summary of these basic hydrodynamic components of ship resistance is shown
in Figure 3.4. When considering the forces acting, the total resistance is made up of
the sum of the tangential shear and normal pressure forces acting on the wetted
surface of the vessel, as shown in Figure 3.2 and at the top of Figure 3.4. When
considering energy dissipation, the total resistance is made up of the sum of the
energy dissipated in the wake and the energy used in the creation of waves, as shown
in Figure 3.1 and at the bottom of Figure 3.4.
Figure 3.5 shows a more detailed breakdown of the basic resistance compon-
ents together with other contributing components, including wave breaking, spray,
transom and induced resistance. The total skin friction in Figure 3.5 has been divided
into two-dimensional flat plate friction and three-dimensional effects. This is used to
illustrate the breakdown in respect to some model-to-ship extrapolation methods,
discussed in Chapter 4, which use flat plate friction data.
Wave breaking and spray can be important in high-speed craft and, in the case
of the catamaran, significant wave breaking may occur between the hulls at partic-
ular speeds. Wave breaking and spray should form part of the total wavemaking
Total 
Pressure
Viscous pressure
Friction
Wave Viscous
Total
( = Pressure + Friction
i.e. local water forces acting on hull)
( = Wave + Viscous
i.e. energy dissipation)
(Energy in wave pattern) (Energy lost in wake)
(Note: in deeply submerged 
submarine (or aircraft) wave = 0 
and Viscous pressure =  pressure)
(Normal forces 
on hull)
(Tangential shear 
forces on hull)
e 3.4. Basic resistance components.Figure 1.2: Calm water resistance decomposition into components [16].
• Forces acting on the hull:
Pressure resistance is due to the components of the hydrodynamical forces that act
normal to each element of the hull surface and it can be calculated by integrating the
components of these forces which are parallel to the moving direction of the ship.
Instead, frictional resistance is due to the tangential stresses acting over the hull
surface and it can be calculated by integrating the components of these forces which
are parallel to the moving direction of the ship.
Frictional resistance is caused by the viscosity of the fluid while pressure resistance
is due to the hull’s wave-making but also to viscous effects. This last component of
pressure resistance is called viscous pressure resistance.
It is possible to make a parallel between a ship and a body which is moving com-
pletely immersed in a fluid. When a submerged body travels through a fluid, like for
example an airplane or a submarine, there is no wave-making effect but the resistance
experienced by the body will be higher than just the frictional drag. In fact, the
additional resistance component appears because the shape of the immersed body
causes pressure variations in the flow field which result in turn in a higher value of
6
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the integral of the shear stresses over the body. This is the so-called viscous pressure
resistance.
• Mechanisms of energy dissipation:
Viscous resistance is due to viscous losses caused by the growth of a boundary layer
around the hull surface and the appearance of a wake behind the ship, while wave
resistance arises because the ship motion gives birth to a wave pattern and some
power is spent to that end. Viscous resistance can also be seen as the sum of friction
resistance and viscous pressure resistance.
Considering an ideal fluid with no viscosity, a deeply submerged symmetric body
would have zero resistance because both the velocity and the pressure field would be
perfectly symmetric. If this body is positioned on the free surface, the pressure field
acting on the immersed part would cause changing in the water level and, therefore,
the appearance of a wave pattern. This phenomenon requires the expense of some
energy, causing the body to undergo a non zero resistance. Exactly the same happens
in the case of a ship moving on the water free surface: this is a simple and intuitive
explanation of why there is a wave-making resistance component in the ship drag.
1.2 Wave-making Component of the Drag
80 Ship Resistance and Propulsion
resistance components, i.e. Re and Fr dependency. For example, when extrapolat-
ing model resistance to full scale, an increase in derived (or assumed) model (1
in a decrease in and a decrease in the estimated full-scale resistance.
Methods of estimating (1 ) include experimental, numerical and empirical.
4.4.1 Model Experiments
There are a number of model experiments that allow the form factor to be derived
or indirectly. These are summarised as follows:
1. The model is tested at very low Fr runs parallel with , Figure 4.9. In
this case, tends to zero and (1 k)
2. is extrapolated back at low speeds. The procedure assumes that:
or
that is
Fr or AFr
where is a constant. Hence, from two measurements of at ely low speeds,
and using (1 A Fr , (1 ) can be found. Speeds as low as Fr
0.1 0.2 are necessary for this method and a problem exists in that it is generally
difficult to achiev accurate resistance measurements at such low speeds.
The methods described are attributable to Hughes. Prohaska [4.23] uses a sim-
ilar technique but applies more data points to the equation as follows:
(1 AF (4.18)
whe e the intercep is (1 ), and the slope is , Figure 4.10.
For full form vessels the points may not plot on a straight line and a power of
Fr between 4 and 6 may be more appro riate.
A later ITTC recommendation as a modification to Prohaska is
A Fr (4.19)
where n, and are derived from a least-squares approximation.
CT
CF CV
Fr
CW
CT
CW
CF
CV
e 4.9. Resistance components.Figure 1.3: Breakdown of the resistance as a function of the Froude number Fr: cT is the total
drag coefficient, cW is the wave resistance coefficient, cF is the friction resistance coefficient, cV
is the viscous resistance coefficient. These quantities will be defined throughout the chapter [16].
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Figure 1.3 provides a cross section of the components of hull’s resistance. It can be noticed
that friction and wave resistances are the main components. As will be seen in Section
1.3.3, friction resistance depends on the Reynolds number, that is on ship’s length and
speed, and obviously on surface characteristics. Hence the shape of the hull does not
influence this component of the drag and the only way to reduce it is by changing the
hull’s material and improving surface finish by adding for example a coating layer.
Instead the wave-making component of the drag is strongly influenced by ship’s geom-
etry and, therefore, it can be reduced by working on this issue. This section analyses in
greater detail what the mechanisms governing wave resistance are and how this compo-
nent of the total drag is influenced by the hull shape. The wave pattern generated by the
motion of the ship consists of two wave systems.
• Primary wave system:
As mentioned in Section 1.1, considering a ship moving completely immersed in
water, it is possible to imagine the resulting flow field. As in the case of an airplane or
more simply a wing, in some regions the flow accelerates causing a pressure decrease
while in some others the flow slows down and the pressure increases. The same
thing happens for a ship moving at the free surface: its motion modifies the pressure
field. However in this case, according to Bernoulli’s law, this modification leads to
an increase of the free surface height in some regions and to a decrease of it in some
others. This is the so-called primary wave system which is characterized by wave
crests at the ship’s ends, where the pressure is higher, and a long wave trough along
the middle, where the pressure is lower.
The shape of this wave system, that is the locations of maxima and minima, does
not depend on the hull’s speed while the amplitude of crests and troughs depends
quadratically on it. Obviously this wave system is strongly dependent on the hull’s
shape.
• Secondary wave system:
It consists of a wave pattern composed of transverse and divergent waves which
propagate downstream bounded by an angle α. In deep water α is independent of
the hull’s shape and it stands at 19.5◦. This system is also called Kelvin wave pattern
from the name of the well-known scientist who first studied this phenomenon.
α 5 19.471°
Moving point
pressure
P
Figure 1.4: The so-called "Kelvin wave" model: the wave is created by a travelling pressure
point. Adapted from [17].
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The Kelvin wave is defined as a wave system created by a pressure point source
travelling at the free surface, as it is shown in Figure 1.4. The wave pattern of a
ship is composed of the superposition of many Kelvin waves which are produced by
geometry discontinuities of the hull and interfere with each other. This can be seen
in Figure 1.5.
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This analysis procedure was extended by Wigley for 
a more realistic hull form comprising a parallel middle 
body and two convex extremities.  Figure 5.8 shows 
the results in terms of the same fi ve components and 
the agreement with the observed wave form. 
 Considerations of this type lead to endeavouring 
a hull form to produce a minimum wave 
developed from Kelvin’s 
work on a travelling pressure source; however, the 
y conditions are diffi cult to 
any degree of precision. Results of work 
have been mixed in terms of 
ved wave forms, 
y there is still considerable work to 
 eld. 
  The contribution of the bulbous bow 
 Bulbous bows are today commonplace in the design 
n 
of the century, but the fi rst application appears to 
have been in 1912 by the US Navy. The general use 
have waited until 
 The basic theoretical work on their effectiveness 
was carried out by Wigley (1936) which he 
showed that if the bulb was nearly spherical in form, 
 ow over the surface 
a low-pressure region which can extend 
towards the water surface. This low-pressure region 
bow pressure wave to cancel or 
effect of the bow wave. The effect of the 
bulbous bow, therefore, is to cause a reduction, in 
effective power required 
vessel, the effective power   being 
 ned as the product of the ship resistance and the 
a particular condition.  Figure 5.9 shows 
a typical example of the effect of a bulbous bow 
from which it can be seen that a bulb is, in general, 
 cial above a certain speed and gives a penalty 
low speeds. This is because of the balance between 
bow pressure wave reduction effect and increase 
by the presence of the 
bulb on the hull. 
 The effects of the bulbous bow in changing the 
vered power characteristics can be 
Synthesized wave
and correlation
Symmetrical
disturbance
Bow wave
Shoulder wave
Quarter wave
Stern wave
Calculated
Measured
  Figure 1.5: Secondary wave pattern generated by a simple body [17]. Each elementary wave can
be found by using the "Kelvin wave" model.
In a ship based refer nce frame, waves are steady if the ship moves steadily. Equation
1.1 defines the wavelen ths λ of the transversal waves composing the Kelvin wave
pattern.
λ = 2piV
2
g
1.1
where V is the ship speed and g is the gravity acceleration. This wavelength is the
fundamental wavelength of the secondary wave system. The wavelength of each other
wave of the pattern is lower than the fundamental and it d pends on the ropagatio
angle of the wave according to the following relation:
λi =
2piV 2i
g
= 2piV
2cos θi2
g
1.2
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Here λi, Vi and θi are the wavelength, the speed and the propagation angle of the
i-th wave of the system. The angle θi ranges from zero, in the case of transversal
waves, and α, in the case of the most open diverging wave. According to 1.2, the
wavelength reaches its maximum value for θi = 0, that is in the case of a transversal
wave. These equations also show that the relation linking the ship speed V and the
velocity of every wave of the Kelvin system Vi is:
Vi = V cos θi 1.3
In equation 1.1 it can be noted that the fundamental wavelength λ of each Kelvin
wave that composes the complete wave pattern is proportional to the square of the
ship’s speed, so at different Froude numbers, positive or negative interference of
transversal waves is possible. For this reason wave resistance depends on the hull’s
velocity showing humps and hollows at different Froude numbers, as Figure 1.6
shows. Froude number will be introduced in Section 1.3.1, now suffice it to say that
it is defined as:
Fr = V√
gL
1.4
where L is the ship’s length.
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wave profi les and hence the wave 
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Table 5.1   Froude numbers corresponding to maxima 
 K  F   Description 
 1  0.461  1st hum p i n  c urve 
 2  0.357  1st hol low i n  c urve 
 3  0.301  2nd hum p i n  c urve 
 4  0.266  2nd hol low i n  c urve 
 5  0.241  3rd hump in   c urve 
Table 5.2   Effect of difference in calculation basis on 
s 
 k  1  2  3  4  5 
    /4 ba sis  0.46  0.36  0.30  0.27  0.24 
 0.9  ba sis  0.54  0.38  0.31  0.27  0.24 
 A better approximation to the wave form of a 
vessel can be made by considering the ship as a solid 
two point sources. Wigley initially 
a simple parallel body with two pointed ends 
wed that the resulting wave pattern along 
by the sum of 
 ve separate disturbances of the surface ( Figure 
 ). From this fi gure it is seen that a symmetrical 
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 nish of the parallel middle body, between them. 
Two wave forms starting with a crest are formed by 
bow and stern whilst a further two 
wave forms commencing with a trough originates 
. 
 ve wave profi les is shown in the 
 Figure 5.7 and compared with a measured 
 le which shows good general agreement. Since 
wavelength   varies with speed and the points 
which the waves originate are fi xed, it is easy to 
whole profi le of the resultant 
wave form will change with speed length ratio. 
Figure 1.6: Trend of wave resistance depending on the Froude number [17].
It follows that in ship design, once the length of the hull has been established,
the cruising speed has o be set to guarantee a favourable cruising Froud num er.
Vice versa if a certain cruising speed is imposed, ship length has to be adjusted to
guarantee a favourable cruising Froude number. In particular, positive interference
between bow and stern transversal waves occurs when:
L− λ4 = k
λ
2 k = 1, 3, 5, . . .⇐⇒
λ
L
= 42k + 1 =
2piV 2
gL
= 2piFr2 1.5
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From equation 1.5 it is possible to deduce the values of the Froude number that lead
to a reinforcement of the transverse wave pattern at the stern: large waves will be
formed in that region.
In the same manner, values of the Froude number for which a negative interference
occurs may be determined. The relation is the same as 1.5 but in this case k =
2, 4, 6, . . .. This leads to the following result:
Fr =
√
2
pi(2k + 1) k =
{
1, 3, 5, . . . positive interference
2, 4, 6, . . . negative interference 1.6
Using equation 1.6 it is possible to obtain the favourable and unfavourable values of
the Froude number, which are reported in Table 1.1. In Figure 1.7 it is possible to
observe the corresponding wave interference.
k Fr[−] Description
1 0,461 First hump in RW
2 0,357 First hollow in RW
3 0,301 Second hump in RW
4 0,266 Second hollow in RW
5 0,241 Third hump in RW
. . . . . . . . .
Table 1.1: Froude number calculated with equation 1.6 for different values of k [17]. RW is the
wave resistance.
186  Maritime engineering reference book
 that is, 
2 1( )
 (5.9)
For the converse case when the bow and stern wave 
, and hence produce a 
wave making resistance condition, the 
   /4 must be an even number of half 
wave lengths Figure 5.5( b) )
L k
k j
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λ λ
4 2
2 4 6 2
1 2 3
where 
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, , , ,
, , ,
 Hence
2 1( )
 as before, but with   even in this case. 
 Consequently from  Table 5.1
ved, which for this particular model of 
wave action identifi es the Froude numbers at which 
ave making resistance. 
Table 5.1 relates 
y to maximum and minimum conditions 
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Figure 1.7: Wave interference at favourable and unfavorauble Froude numbers [17].
11
The Physics of the Problem
1.2.1 The Bulbous Bow
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Figure 1.8: On the left the bulbous bow, on the right its influence on the ship’s resistance.
Adapted from [17].
The bulbous bow is a particular expedient developed at the beginning of the 20th century
to obtain a reduction in the wave resistance. Its traditional shape and impact on ship
resistance are depicted in Figure 1.8. This device appeared for the first time in 1912 in
the US navy but its applications in merchant ships dates back to the late 1950s and early
1960s [17]. The basic idea behind this technical feature is to induce a flow acceleration
and, hence, a low pressure region. This can be interpreted as a low pressure wave which,
interfering with the bow pressure wave, is able to reduce its amplitude and, therefore, the
wave resistance.
In the previous section, it has been explained that the wave interference phenomenon
is strongly dependent on the ship’s speed and that for a certain geometry of the hull
there are favourable and unfavourable speeds. Hence, it is possible to deduce that the
presence of a bulb is convenient and brings advantages only within a restricted range of
ship velocities. For this reason, bulbs are usually adopted in ships that have a well defined
cruise speed. Moreover in general the reduction in ship resistance can be appreciated only
at high velocities, where the wave resistance component is high, because the introduction
of the bulbous bow causes also an increase of the frictional resistance which prevails at
low speeds.
Other effects of the bulb are the introduction of a downward velocity component near
the bow, a modification of the overall flow field with possible consequences on the pro-
peller’s performance and a change in the wave breaking phenomenon. The shape of the
bulb is particularly important in determining its beneficial effect and today it is still the
subject of intense studies.
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1.2.2 The Transom Stern
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Figure 1.9: On the left, transom stern geometry and behaviour at low speeds: vortices are
generated behind the stern causing pressure losses [17]. On the right, example of wedge used in
transom sterns to create a downward component of velocity in the folw field, adapted from [18].
The transom stern is a particular type of stern which has been introduced to simplify
construction and improve performance of fast ships. It is characterized by a flat shape
extending to the waterline, as can be observe on the left hand side of Figure 1.9. This
kind of stern presents a higher resistance than an equivalent conventional cruiser stern
at low speeds but shows favourable resistance characteristics at high speeds. In fact at
low velocities the transom is submerged in water, which means a higher wetted surface,
and the flow separates because of the sharp edge. This causes vortices and pressure losses
leading to an increase of the ship’s resistance. Instead at high velocities, ship’s performance
improve because the flow breaks cleanly from the transom corner: the stern region, which
is wet at low speeds, becomes dry. This brings to a reduction of friction resistance because
of a smaller wetted surface. Moreover, in [19] O’Dea et al. write: the depression in the free
surface behind the transom acts as a fictitious extended afterbody. This fictitious afterbody
increases the eective hull length for generating wave drag and thus reduces the eective
Froude number, but without any frictional drag penalty for this extended length.
Hence the transom stern improves the hydrodynamical behaviour of the ship at high
speeds. However today these mechanisms are not yet well understood because the turbu-
lent flow field in the forebody area is not simple to study and analyse performing tank
tests and CFD simulations.
The transom stern influences positively also the dynamic configuration of the ship since
it causes a reduction of the trim angle. To enhance this aspect, usually the so-called stern
wedge is added to the stern corner. This geometric feature, shown on the right hand side
of Figure 1.9, modifies the flow field by creating a downward velocity component which
reduces the height of the first stern wave and the associated energy loss. However this
downward velocity component presses the bow deeper into water at high speeds, worsening
the ship’s seakeeping behaviour. Hence transom stern has to be designed carefully and a
lot of factors have to be taken into account.
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1.3 Froude's Analysis Procedure
1.3.1 Similarity Laws for Model Tests
It is not straightforward how to estimate the hull’s resistance and there are a lot of options
to do it. Basically it is possible to divide them into three groups: empirical/statistical,
experimental and numerical approaches. Certainly experimental methods, based on model
or full-scale tests, give the most precise estimation but they are expensive and time costing.
On the other hand, empirical approaches are faster but less accurate. They can be useful
to have an idea about the order of magnitude of the drag in the first stages of the design
process. Finally numerical methods, often based on CFD simulations, are precise enough,
inexpensive but time consuming. Nonetheless experimental tests are fundamental both to
develop an empirical or statistical method and to validate a CFD analysis.
In the case of a scaled model test, it is important to understand how the results obtained
for the model can be transferred to a full-scale hull by a proportionality factor. From here
on the symbols s and m refer to the full-scale ship and to the model respectively.
• Geometric similarity:
The scale factor λ is introduced for length quantities:
Ls = λLm As = λ2Am ∇s = λ3∇m 1.7
In the third of 1.7, ∇ denotes the volume of water displaced by the hull.
• Kinematic similarity:
The scale factor  is introduced for time quantities:
ts = tm 1.8
Therefore the following relations are deduced for velocities and accelerations:
Vs =
λ

Vm as =
λ
 2
am 1.9
• Dynamical similarity:
The scale factor k is introduced for forces:
Fs = kFm 1.10
It is possible to deduce for k the following expression depending on λ and  which
is called Newton’s law of similarity.
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k = Fs
Fm
= msas
mmam
= s∇sas
m∇mam =
s
m
λ4
 2
1.11
By rearranging equation 1.11 the following result can be obtained:
k = s
m
λ2
0@λ

1A2 = s
m
As
Am
0@ Vs
Vm
1A2 = 12scsAsVs21
2mcmAmVm
2 1.12
In 1.12, F = 12cAV
2 is the expression of a generic hydrodynamic force and cs and
cm are the drag coefficients of a full-scale ship and its scaled model. It follows that if
Newton’s similarity law is fulfilled, the drag coefficient is constant for both the ship
and the model and vice versa.
1. Inertial and gravity forces:
For the gravity force, k coefficient can be calculated as:
kg =
Gs
Gm
= s∇s
m∇m =
s
m
λ3 1.13
kg is the dynamical scale factor k in the case of gravity force. Both equations
1.13 and 1.11 have to be fulfilled. So, imposing k = kg:
λ3 = λ
4
 2
⇐⇒  =
√
λ 1.14
Equation 1.14 can be inserted into the first of 1.9 and the following relation can
be deduced:
Vs
Vm
=
√
λ =
√
Ls
Lm
⇐⇒ Vs√
Ls
= Vm√
Lm
1.15
From this, the Froude number is defined as:
Fr = V√
gL
1.16
In a system where gravity and inertia are the only forces acting, if the full-scale
ship and the model share the same Froude number the dynamical similarity
is ensured and the wave pattern will be geometrically similar (the gravity ac-
celeration g is the same both the ship and the model). This is true for small
non-breaking waves, where other physical mechanisms like surface tension or
viscous effect are negligible.
2. Inertial and frictional forces:
Frictional forces can be expressed as:
R = @u
@n
A 1.17
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where the partial derivative is the velocity gradient normal to the flow direction,
 is the dynamic viscosity and A is the area subject to the frictional stresses.
As before, it is possible to evaluate the dynamical scale factor k in the case of
frictional forces:
kf =
Rs
Rm
= s
m
λ2

1.18
Imposing k = kf , the following relation is deduced:
s
m
λ4
 2
= s
m
λ2

1.19
By making use of the relation  = / between dynamic viscosity, cinematic
viscosity and density, from equation 1.19 it follows:
s
m
= λ
2

= Vs
Vm
Ls
Lm
⇐⇒ VsLs
s
= VmLm
m
= Re 1.20
In 1.20 Re is the Reynolds number. This last relation means that in a system
where friction and inertia are the only forces acting, if the Reynolds number
is constant for both the ship and the scaled model, the dynamical similarity is
ensured.
During experimental tests, the equality between the ship’s and the model’s Froude num-
bers is easy to achieve. If for example the geometrical scale factor λ is set to 25, which
means that the model is twenty-five time smaller than the full-scale ship, to fulfil Froude’s
similarity law it is sufficient to reduce the model’s velocity by a scale factor of 5, as can
be deduced from equation 1.16.
On the contrary, to fulfil Reynold’s law with the same geometrical scale factor of 25,
the model’s velocity would have to be set 25 times larger than the full-scale ship’s speed,
as can be seen in equation 1.20 and this is not so straightforward.
In naval applications, both gravity and frictional forces are not negligible, thus in model
tests both Froude’s and Reynolds’ laws should be fulfilled at the same time. In practice
this is not possible. As a matter of fact if the geometrical scale factor is set as before
to 25 and the model’s speed is scaled down by a factor of 5 to ensure the compliance to
Froude’s law, the only way to achieve also the equality between the ship’s and the model’s
Reynolds numbers would be to modify the viscosity of the fluid in the tank where the tests
are performed, as suggested by the following equation, and this is obviously infeasible.
Res
Rem
= m
s
vuuut0@ Ls
Lm
1A3 = m
s
λ1;5 = 1 1.21
So model’s tank tests are usually performed at the same Froude number of the full-scale
ship while Reynolds’ similarity law cannot be fulfilled: Reynolds number of the model is
much smaller than the Reynolds number of the full-scale ship. A solution to this problem
when the full-scale ship drag coefficients have to be deduced from the model’s one, is given
in Section 1.3.3.
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1.3.2 Dimensional Analysis
Using the dimensional analysis method it is possible to reach the same results achieved in
the previous section. The quantities involved in the problem are the followings:
Hull resistance RT MLT 2
Hull speed V L
T
Hull size L L
Fluid density  M
L3
Fluid viscosity  M
LT
Gravity acceleration g L
T 2
Table 1.2: Quantities and dimensions involved in the dimensional analysis for naval applications
[16].
The relationship between the quantities may be expressed as:
f(RT , V, L, , , g, αi) = 0⇐⇒ RT = f(V, L, , , g, αi) 1.22
where αi are adimensional parameters of the hull’s shape. Dimensional analysis leads to:
RT
L2V 2
= f(Re, Fr, αi)⇐⇒ cT = f(Re, Fr, αi) 1.23
where cT is the drag coefficient of the hull defined as follows:
cT =
RT
1
2SV
2 1.24
and S is the hull’s wetted surface area.
Equation 1.23 means that the complete dynamic similarity between two ships is ensured
if the ships are geometrically similar and if they share the same Reynolds and Froude
numbers. In the previous section it has been demonstrated that it is not possible to
perform experimental tests keeping both Reynolds and Froude numbers constant and that
it is easier to fulfil Froude’s similarity law rather than Reynolds’ similarity law.
Equation 1.23 can be rewritten as:
cT = f(Re) + f(Fr) + f(Re, Fr) 1.25
Here the drag of the hull is divided into three terms. The first depends on the Reynolds
number and can be associated with the viscous component of the hull’s resistance. The
second, which depends on the Froude number, relates to the wave-making component
of the hull’s resistance. The third term depends on both numbers because, as has been
said in Section 1.1, a total breakdown of resistance into components is not possible. In
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fact wave resistance is not totally independent of Re and viscous resistance is not totally
independent of Fr. Nevertheless this third term is negligible. Therefore performing a
model tank test at the same Froude number of the full-scale ship, leads to a reasonably
good estimation of the pressure resistance and of the shape of the wave pattern.
1.3.3 Scaling of the Resistance Coefficient
The drag coefficient of the hull cT can be broken down into two terms as follows:
cT = cF + cR 1.26
where cF is the skin friction drag coefficient while cR is called residuary drag coecient
and it takes into account all the rest, which is mainly wave-making and pressure form
resistances.
In Section 1.3.1 it has been said that if Froude’s similarity law is fulfilled, the drag
coefficient associated to the wave-making resistance is constant for both the ship and the
model. Hence, as in experimental tests model’s and ship’s Froude numbers are the same,
the residuary drag coefficient is constant. Instead, skin friction coefficient depends on the
Reynolds number and in tank tests Reynolds number is not the same for the model and
the ship. Therefore another approach to estimate this component of the drag is needed.
The most currently used method to evaluate cF is the ITTC 1957 formula reported in
1.27 which is an empirical correlation based on the curve in Figure 1.10.
cF =
0.075
log10Re− 22
1.27
75
alues
Length (m) Length (m) Length (m)
2.0 1.966 11 1.589 40 1.464
2.5 1.913 12 1.577 45 1.459
3.0 1.867 13 1.566 50 1.454
3.5 1.826 14 1.556 60 1.447
4.0 1.791 15 1.547 70 1.441
4.5 1.761 16 1.539 80 1.437
5.0 1.736 17 1.532 90 1.432
5.5 1.715 18 1.526 100 1.428
6.0 1.696 19 1.520 120 1.421
6.5 1.681 20 1.515 140 1.415
7.0 1.667 22 1.506 160 1.410
7.5 1.654 24 1.499 180 1.404
8.0 1.643 26 1.492 200 1.399
8.5 1.632 28 1.487 250 1.389
9.0 1.622 30 1.482 300 1.380
9.5 1.613 35 1.472 350 1.373
10.0 1.604
where depends on length. According to the data, increases with length as seen
in Figure 4.6 [4.12].
On dimensional grounds this is not admissible since should be a function of
Re only. It should be noted that Froude was unaware of dimensional analysis, or of
the work of Reynolds [4.13].
Although it was not recognised at the time, the Froude data exhibited three
boundary layer characteristics. Referring to the classical work of Nikuradse,
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Figure 1.10: Skin friction resistance coefficient [16].
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Tank tests give as a result an estimation of the total drag coefficient cTm of the model.
From this it is necessary to deduce the total drag coefficient cT s of the full-scale ship. The
relations involved are the followings:
cTm = cFm + cRm cT s = cF s + cRs 1.28
Since it has been said that cRs = cRm, equations 1.28 lead to:
cTm − cT s = cFm − cF s ⇐⇒ cT s = cTm − (cFm − cF s) 1.2970 Ship Resistance and Propulsion
CT
CF
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Re
CRm
CFm
Model
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as model 
CTm
CRs
e 4.1. Model-ship extrapolation: Froude traditional.
than that for the ship. The method is still used by some naval architects, but it tends
to overestimate the power for very large ships.
It should be noted that the values developed by Froude were not expli-
citly defined in terms of Re, as suggested in Figure 4.1. This is discussed further in
Section 4.3.
4.1.2 Form Factor Approach: Hughes
Hughes proposed taking form effect into account in the extrapolation process. The
basis of the approach is summarised as follows:
(1 (4.3)
or
(4.4)
where
(1
and (1 ) is a form factor which depends on hull form, is the skin friction
coefficient based on flat plate results, is a viscous coefficient taking account of
both skin friction and viscous pressure resistance and is the wave resistance
coefficient. The method is shown schematically in Figure 4.2.
On the basis of Froude’s law,
Ws Wm
and
Ts Tm (1 )( Fm Fs (4.5)
Figure 1.11: Model-ship extrapolation procedure according to Froude’s approach [16].
This procedure to deduce the ship’s resistance is depicted in Figure 1.11. A better ap-
proximation of cT can be achieved by using Hughes’ form factor approach. The procedure
is the same as before, but the partition of resistance components, that is equation 1.26,
changes. Here the drag is broken down as follows:
cT = cV + cW 1.30
where cV and cW are the viscous and wave-making resistance coefficients.
In this case if Froude’s similarity law is fulfilled, cW is the same for the model and the
ship while cV has to be estimated in some other way. The coefficient cV can be expressed
as:
cV = (1 + k)cF 1.31
In equation 1.31 cF is the skin friction resistance coefficient and k is a form factor which
depends on the hull’s form and may be derived from low-speed tests. In fact, at low Fr,
wave resistance coefficient cW tends to zero and it follows:
19
The Physics of the Problem
(1 + k) = cTm
cFm
1.32
The total resistance coefficient of the full-scale ship may be deduced with a relation similar
to equation 1.29:
cT s = cTm − (1 + k)(cFm − cF s) 1.33
This procedure to evaluate the hull drag is schematically shown in Figure 1.12. However
this method is more complex and less used. 71
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Figure 4.2. Model-ship extrapolation: form factor approach.
This method is recommended by ITTC and is the one adopted by most naval
architects. A form factor approach may not be applied for some high-speed craft
and for yachts.
(1 ) depends on the hull form and may be derived from
low-speed tests when, at low Fr, wave resistance tends to zero and (1
Tm Fm. This and other methods of obtaining the form factor are described in
Section 4.4.
It is worth emphasising the fundamental difference between the two scaling
methods described. Froude assumes that all resistance in excess of
) scales according to Froude’s law, that is, as displacement at the same
Froude number. This is not physically correct because the viscous pressure (form)
drag included within should scale according to Reynolds’ law. Hughes assumes
that the total viscous resistance (friction and form) scales according to Reynolds’
law. This also is not entirely correct as the viscous resistance interferes with the wave
resistance which is Froude number dependent. The form factor method (Hughes)
is, however, much closer to the actual physical breakdown of components than
Froude’s approach and is the method now generally adopted.
It is important to note that both the Froude and form factor methods rely very
heavily on the le el and slope of the chosen skin friction, , line. Alternative skin
friction lines are discussed in Section 4.3.
4.2 Geosim Series
In order to identify and in Equation (3.26), Re Fr), from meas-
urements of total resistance only, several experimenters have run resistance tests
for a range of differently sized models of the same geometric form. Telfer [4.5–4.7]
coined the term ‘Geosim Series’, or ‘Geosims’ for such a series of models. The res-
ults of such a series of tests, plotted on a Reynolds number base, would appear as
shown schematically in Figure 4.3.
Figure 1.12: Model-ship extrapolation procedure according to Hughes’ approach [16].
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1.4 Conclusions
In this chapter the physics of the problem is provided. The chapter is divided in two parts.
In the first one, the attention is focused on the most important resistance component –
calm water resistance – and on its underlying phenomena. In the second one, similarity
laws for naval applications, which are needed to refer model’s data to a full-scale ship, are
introduced.
Calm water resistance can be analysed according to the forces acting on the hull or
to the mechanisms of energy dissipation. In the first case it is possible to distinguish
between frictional and pressure resistance, while in the second case between viscous and
wave resistance. Frictional and wave-making resistance are the main components of the
ship drag. The first depends on the Reynolds number and on surface characteristics, hence
it cannot be easily reduced. Instead, the second can be decreased optimizing the hull’s
shape.
The wave-making resistance component is due to the wave pattern which forms around
the ship through the expense of some energy. This wave pattern consists of a primary and a
secondary wave system. The former one is caused by the non-uniform pressure field around
the moving hull and it is characterized by wave crests at the ship’s ends, where the pressure
is higher, and a long wave trough along the middle, where the pressure is lower. The shape
of this wave system, that is the locations of maxima and minima, does not depend on the
hull’s speed while the amplitude of crests and troughs depends quadratically on it. The
secondary wave system results from the superposition of several Kelvin waves. These,
in turn, are composed of transverse and divergent waves which propagate downstream
bounded by an angle α. The Kelvin waves are produced by geometry discontinuities and
interfere with each other. More specifically, the fundamental wavelength λ of each Kelvin
wave is proportional to the square of the ship’s speed. Therefore at different velocities,
positive or negative interference is possible. For this reason wave resistance depends on the
ship’s speed, showing humps and hollows at different Froude numbers. Two geometrical
details have a particular influence on the wave-making resistance: the bulbous bow and
the transom stern.
Several methods are available to predict the ship’s drag. The most commonly used are
statistical approaches, CFD analyses and experimental tests. The latter ones, however, are
fundamental both to develop a statistical method and to validate a numerical model and
are usually performed by using a scaled model of the ship: it is important to understand
how the results obtained for the model can be transferred to the full-scale ship. This
can be done by means of the similarity laws, which can be summarized as follows. The
dynamic similarity is ensured if the full-scale ship and the model share the same:
• Froude number, in a system where gravity and inertia are the only forces acting;
• Reynolds number, in a system where friction and inertia are the only forces acting.
In naval applications, both gravity and frictional forces are not negligible, thus in model
tests both Froude’s and Reynolds’ laws should be fulfilled at the same time. In practice
this is not possible. Model’s tank tests are usually performed at the same Froude number
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of the full-scale ship while Reynolds’ similarity law cannot be fulfilled. As a consequence,
the wave resistance coefficient of the full-scale ship is equal to the model’s one, while other
approaches are needed to estimate the friction resistance coefficient. The most currently
used are the ITTC 1957 empirical formula and the Hughes’ statistical method.
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Chapter 2
CFD Analyses for Naval
Applications
Nowadays CFD simulations are currently used during the ship design process as they can
replace model tests saving a lot of time and allowing a deeper study of the ship’s per-
formance. These techniques have become extremely popular over recent years thanks to
increasingly robust calculation codes and more extensive availability of computing power.
A lot of dierent analysis can be performed: viscid or inviscid, steady or unsteady, simula-
tions which involve one or more degrees of freedom and so on. Each of these analysis has
advantages and disadvantages and the designer will choose the more convenient to solve
the problem under examination. Various tools are available to carry out the simulations:
commercial codes and also some open source solver. In this chapter a brief summary of
uid dynamics’ laws is carried out focusing in particular on the numerical approaches used
in naval applications. Then the CFD open source code OpenFOAM, used to analyse the
case study of this thesis, is introduced.
2.1 Theory: Equations Involved
The main fluid ship designer deals with in naval applications is obviously water, which is
an incompressible fluid: the density  can be assumed constant and it is possible to adopt
the theory developed for incompressible fluids. Considering an incompressible fluid which
is moving through an infinitely small control volume, its behaviour can be described by
using two fundamental laws of the fluid dynamics: the continuity law and the conservation
of momentum. Instead, the study of a compressible fluid would require also the energy
conservation’s law.
• Continuity equation:
The continuity equation states that any amount of fluid flowing into a control volume,
also flows out of the control volume at the same time. In the two-dimensional case,
Figure 2.1, this concept can be expressed analytically through the following relation:
− udy + (u+ uxdx)dy − vdx+ (v + vydy)dx = 0 2.1
where u and v are the components of the fluid velocity along x and y directions, the
indices denote the partial derivative, for example ux = @u/@x, and dx, dy are the
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sides of the elementary control area. Simplifying the equation and considering the
three-dimensional case, it is possible to get:
ux + vy + wz = 0 2.2
where wz is the partial derivative of the vertical component of fluid velocity w with
respect to the z direction. This is the differential form of the continuity equation
for an incompressible fluid. In the general formulation, an additional term appears,
that is the substantial derivative of the density.
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y + dy
y
u
v
x x + dx
u + ux dx
v + vy dy
Figure 1.1 Control volume to derive continuity equation in two dimensions
The continuity equation in three dimensions can be derived correspondingly to:
is the velocity component in direction.
The Navier–Stokes equations together with the continuity equation suffice
to describe all real flow physics for ship flows. The Navier–Stokes equations
describe conservation of momentum in the flow:
⊲u uu wu f ⊲uxx yy zz
⊲ vv f ⊲ xx yy zz
⊲w uw ww f ⊲wxx yy zz
is an acceleration due to a volumetric force, the pressure, the viscosity
and the time. Often the volumetric forces are neglected, but gravity can
be included by setting g ⊲ 81m/s or the propeller action can
be modelled by a distribution of volumetric forces . The l.h.s. of the
–Stokes equations without the time derivative describes convection,
the time derivative describes the rate of change (‘source term’), the last term
on the r.h.s. describes diffusion.
–Stokes equations in the above form contain on the l.h.s. prod-
ucts of the velocities and their derivatives. This is a non-conservative formu-
lation of the Navier–Stokes equations. A conservative formulation contains
as first derivatives. Using the product
rule for differentiation and the continuity equation, the non-conservative formu-
lation can be transformed into a conservative formulation, e.g. for the first of
the Navier–Stokes equations above:
⊲u ⊲u ⊲uw⊳ uu uw
uu wu u ⊲u
︷︷
uu wu
Navier–Stokes equations and the continuity equation form a system of coupled,
An analytical solution of this system
is impossible for ship flows. Even if the influence of the free surface (waves)
is neglected, today’s computers are not powerful enough to allow a numerical
Figure 2.1: Two-dimensional fluid element model to define the continuity equation 2.1 [20].
• Conservation of mome um:
The conservation of momentum in the fluid moving through the control volume leads
to:
(ut + uux + vuy + wuz) = f1 − Px + (uxx + uyy + uzz)
(vt + uvx + vvy + wvz) = f2 − Py + (vxx + vyy + vzz)
(wt + uwx + vwy + wwz) = f3 − Pz + (wxw + uyy + wzz)
2.3
where ut is the derivative of the velocity with respect to time, f1, f2, f3 are accel-
erations due to volumetric forces, P is pressure,  is the kinematic viscosity of the
fluid and the terms with two indices are the second order derivatives of the velocity
components. The above relation can be expressed more briefly as follows:

0@@U
@t
+ U  ∇U
1A = f−∇P + ∇2U 2.4
In this equation the term within brackets states physically that the velocity of the
fluid element is changing as the lement passes through a point bec use of two factors.
The first factor, expressed by the time derivative which is called source term, is a
fluctuation with time of the velocity itself. The second factor, summarized by the
second term within brackets which is called convective term, is a velocity gradient in
the fluid domain. The second order derivatives on the right hand side of the equation
are the so-called diusion term. The source term obviously disappears in the case
of a steady problem.
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The equation 2.3 or 2.4 is called Navier-Stokes equation from the names of Claude-
Louis Navier (1785 − 1836), a French engineer and mathematician who first gave a
differential description of incompressible flows, and George Gabriel Stokes (1819 −
1903), an Irish physicist who derived an analytical description of the problem.
2.1.1 Reynolds-Averaged Navier-Stokes Equations
The continuity equation together with the Navier-Stokes equations form a system of cou-
pled, non-linear, partial differential equations. Until now there is no analytical solution to
this system and a numerical approach is needed to solve fluid dynamical problems. Ex-
amples of numerical approach are the finite difference method, the finite element method
or the the finite volume method. However today’s computers are not powerful enough to
allow either a numerical solution of the Navier-Stokes equations and so they have to be
simplified in some way.
Velocities and pressures can be expressed as the sum of a time averaged term and a
fluctuation term in order to describe statistically the effects of the turbulence. This brings
to the following equations:
(ut + uux + vuy + wuz) = f1 − Px + (uxx + uyy + uzz)− [(u0u0)x + (u0v0)y + (u0w0)z]
(vt + uvx + vvy + wvz) = f2 − Py + (vxx + vyy + vzz)− [(u0v0)x + (v0v0)y + (v0w0)z]
(wt + uwx + vwy + wwz) = f3 − Pz + (wxw + uyy + wzz)− [(w0u0)x + (w0v0)y + (w0w0)z]
2.5
where u, v, w, p are used to identify the time averages while u0, v0, w0 denote the fluctua-
tion parts. In 2.5 the last terms on the right hand side are the derivatives of the so-called
Reynolds stresses, so these equations are named Reynolds-averaged Navier-Stokes equa-
tions or more simply RANS equations. In fact, these terms are dimensionally equivalent
to stresses.
The operation of averaging quantities over time is straightforward in the case of a
steady problem while in the case of unsteady flows, fluctuations are averaged over a chosen
time interval which is small compared to the global motions, but large compared to the
turbulent fluctuations.
RANS equations need a turbulence model to estimate the Reynolds stresses terms.
Large-eddy simulations or LES lie somewhere in between the original Navier-Stokes equa-
tions and the RANS equations, as they resolve the flow at a more detailed level by using
turbulence models only to represent the smaller turbulent structures while the larger struc-
tures are resolved directly.
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2.1.2 Euler and Laplace Equations
There are some other ways to simplify the Navier-Stokes equations to solve a fluid dynamics
problem.
• Euler equations: Euler equations are derived from the RANS with the assump-
tion of inviscid fluid. They can be expressed in the following form:

0@@U
@t
+ U  ∇U
1A = f−∇P 2.6
These equations are commonly used in aerospace applications to study the flow
field around a lifting object. Instead, they are not often used in ship design where
potential solvers are preferred.
• Laplace equations: The additional assumption of irrotational flow brings to the
Laplace equation. A flow is said to be irrotational if its curl is equal to zero, which
means:
∇U = 0 ⇐⇒
0@ @
@x
,
@
@y
,
@
@z
1A (u, v, w) = 0 2.7
The left hand side of equation 2.7 is also the definition of the vorticity, hence an
irrotational flow has zero vorticity.
An irrotational inviscid flow is called potential ow because its velocity can be ex-
pressed as the gradient of a scalar function, the velocity potential , as follows:
u = @
@x
v = @
@y
w = @
@z
⇐⇒ U = ∇ 2.8
These relations can be put in the continuity equation 2.2, leading to:
@2
@x2
+ @
2
@y2
+ @
2
@z2
= 0 ⇐⇒ ∇2 = 0 2.9
which is the Laplace equation. Here three unknowns, the velocity components, are
reduced to only one unknown, the potential , leading to a strong simplification
of the problem. Moreover Laplace equation is linear: the flow can be seen as the
superposition of elementary potential flows, as source, sink, dipole, vortices and so
on, which have a known simple solution.
As for RANS equations, Euler and Laplace equations can be solved numerically as well. In
cases where the viscosity of the fluid can be ignored, these equations lead to a satisfactory
solution which is near to the solution provided by the RANS equation. However, they
are often used as a first approach to solve also more complex fluid dynamical problems
with the great advantage of a much shorter computing time. In fact, RANS equations
require hours to resolve even a quite simple problem while Euler or Laplace equations can
calculate the solution in few seconds.
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2.1.3 Turbulence Models
As stated in Section 2.1.1, turbulence models are used in Reynolds-averaged Navier-Stokes
equations to relate the turbulent stresses to the mean flow properties. The simplest pro-
cedure is based on the so-called Boussinesq approximation: turbulence is assumed to be
isotropic and the Reynolds stresses are linked to the gradients of the average velocities
through the turbulence kinetic energy k = 12(u
2 +v2 +w2) and a term called eddy viscosity
t as follows:
− 
264u
0u0 v0u0 w0u0
u0v0 v0v0 w0v0
u0w0 v0w0 w0w0
375 = t
264 2ux uy + vx uz + wxuy + vx 2vy wy + vz
uz + wx wy + vz 2wz
375−
264
2
3k 0 0
0 23k 0
0 0 23k
375 2.10
The most commonly used models based on this approximation are the so-called k − 
and k − ! models where ! and , which are respectively the dissipation rate and the
frequency of turbulence kinetic energy, are used to express the eddy viscosity term. In
naval applications the k − ! model is usually preferred.
In the case of a wall bounded turbulent problem, turbulence models need to be adjusted
in order to properly describe the behaviour of the flow near the wall. Often in these cases
a wall function is coupled to the standard turbulence model. The simplest example is
the wall function that imposes a logarithmic increase of the velocity with respect to the
distance from the wall. Otherwise it is possible to modify the turbulence model by applying
a no-slip condition directly at the wall. This approach requires a higher computational
time but leads to a more accurate solution.
2.2 Two-phases Flows
In the previous section, a brief summary of the principles and equations governing the
behaviour of an incompressible flow have been presented. Usually the numerical method
used to solve the flow through a volume surrounding an object is the so-called finite volume
method. This approach is based on the discretization of the domain in a great number of
elementary little volumes of fluid, which can be of different shapes. In other words, the
domain is represented by a mesh made up of a lot of cells. The governing equations are
then applied to each cell and the process is iterated until the solution converges. This
method can be used to study the flow field around a ship, but there is an additional
complication because two fluids are involved, air and water. From a numerical standpoint,
the way to deal with a two-phases flow is not straightforward: the governing equations
need to be rearranged properly.
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2.2.1 Free Surface Modeling
In the case of a two-phases flow, the numerical code has to resolve the governing equations,
as in a basic single-phase problem, but in addition it has also to locate the position
of the interface and its evolution in time if the analysis is unsteady. There are some
different approaches to deal with this issue. A possible classification of these is depicted in
Figure 2.2, where abbreviations stand for marker-and-cell (MAC), volume of uid (VOF)
and constrained interpolation prole (CIP).
A review of interface-capturing methods for two-phase flows
Two-phase ows
models
approaches
classes
Other models Two-uid One-uid
Interface-tracking Interface-capturing
MAC Front-tracking VOF Level set Phase eld CIP
Figure 1. Classification of numerical methods for two-phase flows. The interface-capturing
methods, covered in the present work, are marked by ellipses. Methods that use a sharp-interface
approach have a white background while diffuse-interface approaches have a gray background.
Abbreviations are defined in the main text.
Popinet (2018) observed that all well-known volumetric formulations, including the orig-
inal continuous surface force (CSF, Brackbill et al. 1992), ghost-fluid method (GFM,
Fedkiw et al. 1999) and smoothed Heaviside method (Sussman et al. 1994) can be writ-
ten in the form ST σκδ , which is commonly known as the CSF formulation,
where is the surface tension and is a numerical Dirac delta function specific to each
method. Therefore, a critical component of different surface tension calculation meth-
ods is the accuracy of calculating the normal vector ( ) and curvature ( ). A common
approach has been to compute normal vectors from spatially differentiating a smooth
field (sometimes by a smoothening kernel), and subsequently taking the divergence of
the normal vectors to obtain curvatures. In some sharp interface approaches (e.g., VOF),
a smooth field is not readily available. Therefore, in recent years many new codes using
sharp-interface approaches have employed height-functions for more accurate estimation
of normals and/or curvatures (Sussman & Ohta 2009; Popinet 2009; Owkes & Desjardins
2015; Ivey & Moin 2015). Although height-functions can be very attractive in terms of
accuracy, convergence and momentum conservation properties, their accuracy and ro-
bustness suffers at low resolutions, specifically when x > 5 (Popinet 2018). Thus,
robust implementation of these methods is not straightforward and entails a smooth
transition to alternative techniques such as parabolic reconstruction of surface tension
(PROST), introduced in Renardy & Renardy (2002). The PROST method has been ex-
tended to unstructured meshes by Evrard et al. (2017). Their method can be interpreted
as a generalization of the height-function method, and it converges with the same order
of accuracy as height-function techniques. However, to date, it has only been applied
Figure 2.2: Free surface modeling approaches. Adapted from [21].
The most widely adopted methods are based on the one-fluid model, in which all fields are
defined in both phases and are assumed continuous across the interface. To distinguish
the two phases, the volume fraction α is introduced, whose value lies between 0 and 1.
Every cell of the mesh is characterised by a value of α proportional to the volum of water
contained in the cell itself. Cells that are completely immersed in water present α = 1,
while α = 0 stands for only air inside the cell. In theory the interface is located where
α changes abruptly from 0 to 1 but in practice, according to the free surface modeling
method chosen, it may be more or less difficult to obtain such a perfectly sharp interface:
usually α varies continuously from 0 to 1 within a certain number of cells at the free
surfac . Obviously the accuracy of the simula i n grows if the number of cells which
define the interface is reduced. This is especially important for a numerical simulation
of a ship because in this case the interface coincides with the wave pattern and, as has
been said in Chapter 1, waves are responsible for a substantial share of the total drag.
The density field , the dynamic viscosity field  and the velocity field U are then defined
through the following relations:
 = α1 + (1− α)2
 = α1 + (1− α)2
U = αU1 + (1− α)U2
2.11
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where the indices define the two different phases. These fields can be inserted into the
RANS equations found out in Section 2.1.
Free surface modeling approaches based on the one-fluid model can be basically divided
into two main groups: interface tracking and interface capturing methods. The latter
are the more often used. A brief description of the main interface capturing methods is
provided [22] below. Two-phases 
1 and 
2 are here considered and the interface is defined
as  .
• Level set method:
In the level set method, the interface position is captured by the signed distance
function defined as follows:
 (x) =
8>><>>:
d if x 2 
1
0 if x 2  
−d if x 2 
2
2.12
Here d is the shortest distance to the nearest point on the interface and x is the
position vector. The interface is reconstructed as the set of points for which  (x) = 0,
which is called the zero level set.
• Phase field method:
The so-called phase field  is defined as:
( ) = tanh
0@  

√
2
1A 2.13
where  is the signed distance function defined above and  is a user controlled
parameter that conditions the smearing of the interface. The phase field function
is bounded between −1 and 1 and presents an hyperbolic tangent profile across the
interface. The interface is located where (x) = 0 as before.
• Volume of fluid method:
The volume of fluid method relates directly to the volume fraction α which defines
the two different phases in equations 2.11. Here the volume fraction is defined as a
function of the phase field  as follows:
α( ) = 0, 5(sgn( ) + 1) 2.14
where sgn( ) is the signum function. From a numerical perspective, the reconstruc-
tion of the free surface with this method is often a hard task because of numerical
instabilities. Smearing of the interface is usually reached with compressive schemes
or additional compressive terms.
These three free surface modeling methods are schematically depicted in Figure 2.3.
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= + ( )p p g x
g is the gravitational acceleration and is the position
or. Note that is the current density
of es with motion of the free surface. In-
term pairing given by Eq.
( )ρ ρ−∇ + = − ∇ − ∇ ( )p pg g x
In , the pressure equation will be formulated from Eq.
in terms of , while be reconstructed using Eq. . With this
equation for the two-
ow becomes:
ρ μ
ρ μ σκ α
∂( )
+ ∇ ( ) − ∇ ( ∇ )
= − ∇ − ∇ + ∇ ∇ + ∇ ( )
• •
• •
uu u
g x u 10
eff
d eff
eff es the effective dynamic viscosity from turbulence
on the right-hand side of the equation
variation of dynamic viscosity across the interface
Force (CSF) model by Brackbill
et al. (1992). A detailed derivation of Eq. (10) is given by
(1997)
3. Interface capturing
Free surface ow modelling in CFD is most often achieved with
or Lagrangian interface tracking methods
Tryggvason et al., 2011). Most of the latter methods use La-
n points to advect the interface without loss of sharpness,
often use a form of colour function to denote the
of the interface. The colour function is then advected to
of the interface. Interface capturing methods
often diffuse (smear) the interface over a few computational
to ensure numerical stability. Although it is possible to re-
is no
if smearing of the interface is con to a small
be divided into three
major groups:
1. Level Set (LS) methods ( , 2003 1996);
2. Phase Field (PF) methods ( 2007 2008);
3. Volume of Fluid (VOF) methods ( 1999
1997 2002),
as presented in . Two phases, , are separated by a
).
3.1. Level Set method
LS method uses the signed distance function to capture the
( ) =
− ∈ ( )
, if ,
0, if ,
, if , 11
is the shortest Euclidean distance to the interface and is
vector. The interface is reconstructed with zero level
( ) = 0. The signed distance function is not bounded, as op-
to VOF and PF, making it more convenient to advect using
FV method. However, the signed distance function
a linear pro le in hydrostatic case, which is unfavourable from
e.
PF is bounded between 1 with a prescribed hy-
le across the interface, which in turn de-
on the signed distance function:
ϕ ψ( ) =
ϵ ( )
tanh
12
er of the inter-
It is important to note that the smearing of the interface in
(12) is a user controlled parameter. For example,
varies from to 0.9 over
. The interface is reconstructed in the same way as in the LS
( ) = 0
Volume of Fluid method
represents a fraction of the volume occupied
by water inside an arbitrary control volume. It de a sharp
to LS
( )α ψ ψ( ) = ( ) + ( )0.5 sgn 1 , 13
)gn es the signum function. However, the initially
often gets smeared due to numerical discretisation
of bounded convection terms. Reconstruction of the interface in
is a computationally challenging task, especially
al grids. Nevertheless, et al.
12) it successfully on Cartesian
(13) to calculate
we use a combination of
(12) (13) to arti in a prescribed
way:
α ψ( ) =
( )
0.5 tanh 1 .
14
er is chosen to smear the interface across two
or three cells. This gives suf y and numerical
el set transport equation
of the usual advection equation for the LS
1. of interface capturing schemes. is the signed distance function
is the Phase Field and is the volume fraction in the
of Fluid approach.
V. Vuk et al. / Ocean Engineering 121 (2016) 37 46 39
Figure 2.3: Sketch of the main interface capturing methods [22].
2.3 CFD Analysis with OpenFOAM
OpenFOAM, which stands for Open Source Field Operation and Manipulation, is an open
source C++ library where a great coll ctio of precompiled applications is available to
perform different types of analyses and where users are free to develop their owns or
modify existing ones. Tools to deal with pre- and post-processing are provided too. Two
main groups of applications are available: solvers and utilities. The former deal with a
large number of fluid dynamics problems but also continuum mechanics and other subjects,
while the latter concern pre- and post-processing, meshing and data manipulation. The
structure of OpenFOAM is shown in Figure 2.4.
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Chapter 1
Introduction
This guide accompanies the release of version 5.0 of the Open Source Field Operation and
Manipulation (OpenFOAM) C++ libraries. It provides a description of the basic operation
of OpenFOAM, first through a set of tutorial exercises in chapter and later by a more
detailed description of the individual components that make up OpenFOAM.
OpenFOAM is a framework for developing application executables that use packaged
functionality contained within a collection of approximately 100 C+ libraries. OpenFOAM is
shipped with approximately 250 pre-built applications that fall into two categories: solvers
that are each designed to solve a specific problem in fluid (or continuum) mechanics; and
utilities, that are designed to perform tasks that involve data manipulation. The solvers in
OpenFOAM cover a wide range of problems in fluid dynamics, as described in chapter
Users can extend the collection of solvers, utilities and libraries in OpenFOAM, using
some pre-requisite knowledge of the underlying method, physics and programming tech-
niques involved.
OpenFOAM is supplied with pre- and post-processing environments. The interface to the
pre- and post-processing are themselves OpenFOAM utilities, thereby ensuring consistent
data handling across all environments. The overall structure of OpenFOAM is shown in
Figure 1.1. The pre-processing and running of OpenFOAM cases is described in chapter
Applications
User
Tools
MeshingUtilities StandardApplications
Others
e.g.EnSight
Post-processingSolvingPre-processing
Open Source Field Operation and Manipulation (OpenFOAM) C++ Library
ParaView
Figure 1.1: Overview of OpenFOAM structure.
In chapter , we cover both the generation of meshes using the mesh generator supplied
with OpenFOAM and conversion of mesh data generated by third-party products. Post-
processing is described in chapter and some aspects of physical modelling, e.g. transport
and thermophysical modelling, are described in in chapter
Figure 2.4: Basic structure of OpenFOAM [23].
The standard solvers provided by OpenFOAM can be divided into the following cate-
gories:
• Basic CFD codes
• Incompressible flow
• Compressible flow
• Multiphase flow
• Direct numerical simulation(DNS)
• Combustion
• Heat transfer and buoyancy-driven flows
• Particle-tracking flows
• Discrete methods
• Electromagnetics
• Stress analysis of solids
• Finance
Utilities, instead, deal with the following topics:
• Pre-processing
• Mesh generation
• Mesh conversion
• Mesh manipulation
• Other mesh tools
• Post-processing
• Post-processing data converters
• Surface mesh tools
• Parallel processing
The libraries are written in C++, an object-oriented language which provides the mecha-
nism to declare types and associated operations for each mathematical object. Objects are
for example scalars, vectors and tensors that appear in equations. This peculiarity makes
numerical codes clearer, more compact and concise. For instance in a fluid dynamics
solver, the velocity U is an object of the class vectorField. This class derives from two
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other classes, vector and field, and it inherits all their properties. Hence through the
definition of a certain number of different classes and through the combination of them, it
is possible to describe the features of every mathematical, geometrical, algebraic, physical
object. Another example is the pressure P which belongs to the class scalarField.
2.3.1 Compiling OpenFOAM Applications
It has been said that users can modify every piece of code contained in OpenFOAM or
write their owns. To do this the wmake compiler executes all the instructions contained
in the code and provides access to the components of the OpenFOAM library that are
needed to compile the new application. This compiler is based on the UNIXmake utility,
which is the most common compiler used in UNIX/Linux systems, but it is easier to use
and more versatile.
Every new application or library written in OpenFOAM, for instance newObject, is
treated as a new class and its properties are specified in the newObject.c file which is
the so-called class definition. The .c file can be compiled independently of other codes
into a binary executable library file known as a shared object library. In other words, the
compiler creates an object with .so extension, for example newObject.so, which allows to
compile pieces of code that use the newObject class without recompiling the newObject.c
file. This is called dynamic linking.
Every .c file has a .H associated file, for instance newObject.H, which is called class
declaration. In this file, the name of the class and its functions are listed. Every piece
of code that uses the newObject class has to include the newObject.H file writing the
command #include "newObject.H" at the beginning of the .c file. A piece of code
contained in a .c file may need the properties and functions of a lot of classes: each
of them are included at the beginning of the file. Moreover every class included in the
considered .c file may include other classes and so on. For this reason, the .H files are
called dependencies. The compilation process is sketched in Figure 2.5.
U-76 Applications and libraries
int main()
...
...
return(0);
{
}
nc.so
Library
option-I#include "nc.H"
Main code
Code...
Compiled
nc.H
nc.C
#include "nc.H"
nc class
Definition...
Compiled
Executable
Header file
Linked
option-l
newApp.C
newApp
Figure 3.1: Header files, source files, compilation and linking
begin by including all the .H files required to declare these classes. Those classes in turn
can resource other classes and so also begin by including the relevant .H files. By searching
recursively down the class hierarchy we can produce a complete list of header files for all the
classes on which the top level .C code ultimately depends; these .H files are known as the
dependencies. With a dependency list, a compiler can check whether the source files have
been updated since their last compilation and selectively compile only those that need to
be.
Header files are included in the code using the # include directive, e.g.
# include "otherHeader.H";
This causes the compiler to suspend reading from the current file, to read the included file.
This mechanism allows any self-contained piece of code to be put into a header file and
included at the relevant location in the main code in order to improve code readability. For
example, in most OpenFOAM applications the code for creating fields and reading field
input data is included in a file createFields.H which is called at the beginning of the code.
In this way, header files are not solely used as class declarations.
It is wmake that performs the task of maintaining file dependency lists amongst other
functions listed below.
Automatic generation and maintenance of file dependency lists, i.e. lists of files which
are included in the source files and hence on which they depend.
Multi-platform compilation and linkage, handled through appropriate directory struc-
ture.
Multi-language compilation and linkage, e.g. C, C++, Java.
Multi-option compilation and linkage, e.g. debug, optimised, parallel and profiling.
Support for source code generation programs, e.g. lex, yacc, IDL, MOC.
OpenFOAM-5.0
Figure 2.5: Compilation process of an OpenFOAM application [23].
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OpenFOAM applications are made up of two files, a .c and a .H. However wmake needs
some other instructions to compile the .c file and these are contained in two other files
called options and files. The former contains the paths of all the .H and .so files that
are needed to compile the application. In the latter, the .c source files that have to be
compiled are listed together with the path and the name of the compiled executable. The
files options and files are located in the Make directory. Hence the directory of an
OpenFOAM application is organised as in Figure 2.6.
3.2 Compiling applications and libraries U-77
Simple syntax for source file lists.
Automatic creation of source file lists for new codes.
Simple handling of multiple shared or static libraries.
Extensible to new machine types.
Extremely portable, works on any machine with: make sh ksh or csh lex cc
3.2.2 Compiling with wmake
OpenFOAM applications are organised using a standard c nventio that the source code
of each application is placed in a directory whose name is that of the application. The top
level source file then takes the application name with the .C extension. For example, the
source code for an application called newApp would reside is a directory newApp and the
top level file would be newApp.C as shown in Figure 3.2 wmake then requires the directory
newApp
newApp.C
otherHeader.H
Make
files
options
Figure 3.2: Directory structure for an application
must contain a Make subdirectory containing 2 files, options and files, that are described in
the following sections.
3.2.2.1 Including headers
The compiler searches for the included header files in the following order, specified with the
-I option in wmake
1. the $WM_PROJECT_DIR/src/OpenFOAM/lnInclude directory;
2. a local lnInclude directory, i.e.newApp/lnInclude
3. the local directory, i.e.newApp
4. platform dependent paths set in files in the $WM_PROJECT_DIR/wmake/rules/-
$WM_ARCH/ directory, e.g./usr/X11/include and $(MPICH_ARCH_PATH)/include
5. other directories specified explicitly in the Make/options file with the -I option.
TheMake/options file contains the full directory paths to locate header files using the syntax:
OpenFOAM-5.0
Figure 2.6: Directory structure for an OpenFOAM application [23].
The convention is to name the application’s directory and all the application’s files as the
application itself. For example, the files of an application called newObject are contained
in the n wObje t directory and their names are newObject.c a d newObject.H. To compile
the application it is sufficient to run the command wmake, adding the path of the .c file if
the command is run from a different directory. When the compilation process is completed,
in the Make directory of the applicatio , a new file with .d p extension is created where
the dependencies are listed. Finally if the .c file is modified and has to be recompiled,
it is necessary to delete the .dep file with the command wclean. Once the application is
compiled, it can be executed from a terminal command line.
2.3.2 Organization of an OpenFOAM Case
To run an OpenFOAM analysis it is necessary to organize the CASE directory, which shall
contain files and directories where the parameters of all the applications involved are set up.
A CASE directory is organized as shown in Figure 2.7: it typically contains two directories,
system and constant, together with some time directories which are created during the
simulation. All files controlling the simulation are organized as a list of keywords. Fore
each keyword an entry can be specified. These files are called dictionaries.
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U-106 OpenFOAM cases
<case>
system
controlDict
fvSchemes
polyMesh
points
. . . Properties
constant
fvSolution
see section 4.3
see section 4.4
see section 4.5
see section 5.1.2
see chapter 7
boundary
time directories see section 4.2.8
faces
owner
neighbour
Figure 4.1: Case directory structure
is based on the simulated time at which the data is written and is described fully
in section 4.3. It is sufficient to say now that since we usually start our simulations
at time = 0, the initial conditions are usually stored in a directory named or
0.000000e+00, depending on the name format specified. For example, in the cavity
tutorial, the velocity field and pressure field are initialised from files 0/U and 0/p
respectively.
4.2 Basic input/output file format
OpenFOAM needs to read a range of data structures such as strings, scalars, vectors, tensors,
ts and fields. The input/output (I/O) format of files is designed to be extremely flexible to
enable the user to modify the I/O in OpenFOAM applications as easily as possible. The I/O
follows a simple set of rules that make the files extremely easy to understand, in contrast to
many software packages whose file format may not only be difficult to understand intuitively
but also not be published. The OpenFOAM file format is described in the following sections.
4.2.1 General syntax rules
dThe format follows some general principles of C++ source code.
Files have free form, with no particular meaning assigned to any column and no need
to indicate continuation across lines.
Lines have no particular meaning except to a // comment delimiter which makes
OpenFOAM ignore any text that follows it until the end of line.
A comment over multiple lines is done by enclosing the text between /* and */ de-
limiters.
OpenFOAM-5.0
Figure 2.7: The basic structure of an OpenFOAM case [23].
• The system directory:
This directory contains several dictionary files, one for each application called dur-
ing the simulation, where options and parameters can be set. Moreover there
are three very important files: controlDict, fvSchemes and fvSolution. In the
controlDict, time and data input and output are controlled, including start/end
time, time step and time interval between saving data; in fvSchemes, the discreti-
sation schemes used to express derivatives, gradients and so on may be selected; in
fvSolution the equation solvers, convergence tolerances and other algorithm con-
trols are specified.
• The constant directory:
Here physical properties such as the turbulence model or the value of the viscosity
can be selected in appropriate files and the mesh is stored in the polyMesh directory.
• Time directories:
Time directories are created at run-time and contain the simulation outputs at cer-
tain time steps. In he controlDict, use s may decide how often simulation data
have to be saved. If the analysis is run in parallel, during the simulation a direc-
tory is created for each processor which contains time directories of the decomposed
simulation. Only at the end of the analysis the domain is recomposed and the time
directories for the whole domain are created.
Once all files contained in system and constant directories are set, it is possible to
start the simulation by writi g a sequence of commands on the terminal windo . Each
command executes an application, which can be a solver or a utility, contained in the
OpenFOAM library. All commands can be written into an executable file in order to
simplify the process. Normally the simulation begins with the creation of the mesh, which
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is carried out by using the proper OpenFOAM utility. Then it is possible to decompose
the domain in order to run the solver in parallel. Also for this operation, there is the
dedicated utility inside OpenFOAM. After that, the chosen solver is executed and the
domain can be recomposed.
2.4 Conclusions
This chapter concerns numerical analyses used in naval applications to predict ship’s per-
formance.
The first part of the chapter briefly illustrates the equations involved. These are the
well-known Navier-Stokes equations, which, for an incompressible flow, can be deduced
by using the continuity law and the conservation of momentum. Until now there is no
analytical solution to the Navier-Stokes, hence a numerical method is needed to solve
them. Examples are the finite difference method, the finite element method or the the
finite volume method. However today’s computers are not powerful enough to allow either
a numerical solution of these equations: they have to be simplified in some way. In
RANS equations velocities and pressures are expressed as the sum of a time averaged
term and a fluctuation term in order to describe statistically the effects of the turbulence.
A turbulence model is then needed to represent turbulent phenomena. LES equations,
instead, resolve the flow at a more detailed level than RANS: they use a turbulence model
to represent only the smaller turbulent structures while the larger ones are resolved directly.
Other equations which can be derived from the Navier-Stokes through the introduction of
simplifying hypotheses are the Euler and the Laplace equations. In the former ones, the
fluid is assumed to be inviscid whereas the latter ones are formulated under the assumption
of potential flow.
In the second part of the chapter, numerical methods needed to handle two-phases
flows are presented. The most commonly used in naval applications are the volume of
fluid, the level set and the phase field method.
Finally, the third part of the chapter introduces the OpenFOAM framework. Open-
FOAM is an open source C++ library where a great collection of precompiled applications
is available to perform different types of analyses. Here the compiling of an OpenFOAM
application is described and the organization of an OpenFOAM case is illustrated.
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Chapter 3
The Case Study: Hull Simulation
with InterFoam
The previous chapter summarizes briey the laws of uid dynamics, focusing in particular
on numerical methods to deal with two-phases ows. Moreover the open source library
OpenFOAM has been introduced, which has several capabilities and is a powerful tool to
run CFD analysis. In this chapter the case study of this thesis is presented: DTMB 5415
hydrodynamics is studied performing CFD analysis with InterFoam, one of the multi-phase
solvers of OpenFOAM. The OpenFOAM case set up to run the simulation is fully described.
In addition, the validation of the model is carried out together with the analysis of the ow
field, which is compared to the one provided by an experimental tank test.
3.1 Introduction
Ship geometry: The ship studied in this thesis is the U.S. navy combatant DTMB 5415,
shown in Figure 3.1. The main features of the geometry are reported in Table 3.1. This
ship is often used to conduct studies that involve CFD analysis because a large collection of
experimental data, which is essential to validate numerical models, is available in literature
together with the stl files of the geometry.
In this thesis, data provided by the Iowa Institute of Hydraulic Research of the Uni-
versity of Iowa (IIHR) [24], are considered to validate a CFD analysis. Experimental data
refer always to a scaled model of the hull: IIHR model of DTMB 5415 presents a length
between perpendiculars of 5.72m, corresponding to a geometrical scale factor λ of 24.8.
Model’s features are also indicated in Table 3.1.
From here on, the name DTMB 5415 will be used to label the ship’s model, as the CFD
analysis and all the further studies will be performed on the model itself. The frame of
reference adopted in all the CFD simulations carried out in this chapter presents the origin
located downstream of the stern, the horizontal axis aligned to the hull’s longitudinal axis
with positive direction towards the bow, the vertical axis directed upwards and y-axis
directed outwards from the symmetry plane as can be seen in Figure 3.1.
The main characteristic of the hull is the presence of the so-called sonar dome, which
is a particular kind of bulb located at the ship’s bow. Its purpose is to house the electronic
equipment used for navigation and detection. Usually it is positioned at the bow, but on
smaller ships it may be mounted on the keel. In this thesis, the possibility to combine
the functions of a sonar dome with the advantages of a bulbous bow (see Chapter 1) is
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studied and for this purpose the influence of the bow’s shape on the ship’s performance is
analysed. The other peculiarity of DTMB 5415 is the presence of a transom stern.
Description Ship Model
Scale factor (λ) - 24.8
Length between perpendiculars (LP P ) [m] 142.0 5.72
Breadth (B) [m] 18.9 0.76
Draft (T ) [m] 6.16 0.248
Wetted surface (SW ) [m2] 2949.5 4.786
Table 3.1: Main dimensions of the full scale DTMB 5415 and of its model [24].
Figure 3.1: Above a photo of the DTMB 5415 model used in IIHR tank tests [24], below the stl
file.
The InterFoam solver: The CFD analysis is performed by using the InterFoam solver
of OpenFOAM. InterFoam is used for flows that involve two incompressible, isothermal,
immiscible fluids, and adopts a volume of fluid method to track the interface. Another
solver available in OpenFOAM to carry out naval CFD simulations is the InterDyMFoam,
which provides optional mesh motion and mesh topology changes including adaptive re-
meshing and is used if sinkage and trim are free to change and need to be determined.
InterFoam computes the viscous and pressure resistance (RV and RP ) along x, y and
z direction as follows:
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RV x =
X
n;=1
x RV y =
X
n;=1
y RV z =
X
n;=1
z 3.1
RPx =
X
n;=1
Pnx RPy =
X
n;=1
Pny RPz =
X
n;=1
Pnz 3.2
where x, y,z and P are the tangential shear stresses and pressure acting on the elements
of the mesh which correspond to the hull’s surface – these are also called wall elements;
nx, ny and nz are the normals of these elements and  is the density of the water. The
summations are performed over the wetted (α = 1) wall elements (n). Then, the total
resistance R can be calculated as R = RV x +RPx.
In the CFD analysis, only one half of the hull is studied because the flow field is
symmetrical with respect to the longitudinal axis of the ship. Hence all results are reported
referring to one half of the hull.
The setting of the OpenFOAM simulation is based on the DTC hull InterFoam tutorial
provided by OpenFOAM. This tutorial consists in meshing and simulating the flow field
around a DTC hull model, which is 5.98m long. Some modifications have been necessary
to adapt the DTC hull case to the DTMB 5415 geometry. These will be pointed out in
Section 3.3.
3.2 The DTMB 5415 OpenFOAM case
As it has been said in Chapter 2, the DTMB 5415 OpenFOAM case is structured as a
directory containing the files that are necessary to run the various OpenFOAM appli-
cations involved in the analysis. These files are located in the system folder, together
with fvSchemes, fvSolution and the controlDict. The other folders contained in the
OpenFOAM case are constant and 0.orig. The stl file of the DTMB 5415 is located
in the triSurface subdirectory inside constant while the boundary conditions for the
analysis are specified in files contained in the 0.orig folder. These files simply describe
the conditions of the flow field at the beginning of the simulation.
The DTMB 5415 case directory houses also two other files: Allrun and Allclean.
The first contains all the commands to run the utilities and the solver that are needed
to perform the simulation. These commands may be written one by one on the terminal
windows. However this is not convenient: by running the Allrun file, all the commands
reported inside are executed automatically. Instead, the Allclean file serves to remove all
the files and directories created during the simulation, so that the OpenFOAM case can
be modified and the analysis can be run again. To run the Allrun or the Allclean file,
it is sufficient to type in the command windows ./Allrun or ./Allclean.
The Allrun file used to run the DTMB 5415 simulation is reported below and the
main passages are explained.
41
The Case Study: Hull Simulation with InterFoam
1 #!/ bin / sh
2 cd ${0%/} | | e x i t 1
3
4 # Source run func t i on s
5 . $WM_PROJECT_DIR/bin / t o o l s /RunFunctions
6
7 runAppl i cat ion sur faceFeatureExt rac t
8
9 runAppl i cat ion blockMesh
10
11 f o r i in 1 2 3 4 5 6
12 do
13 runAppl i cat ion −s $ i \
14 topoSet −d i c t system/ topoSetDict . ${ i }
15
16 runAppl i cat ion −s $ i \
17 re f ineMesh −d i c t system/ re f ineMeshDict −ove rwr i t e
18 done
19
20 runAppl i cat ion snappyHexMesh −ove rwr i t e
21
22 checkMesh −a l lTopo logy −al lGeometry >log . checkMesh
23
24 rm −r f 0
25 cp −r 0 . o r i g 0
26
27 runAppl i cat ion s e tF i e l d s
28
29 runAppl i cat ion decomposePar
30
31 r unPa ra l l e l renumberMesh −ove rwr i t e
32
33 r unPa ra l l e l $ ( ge tApp l i ca t i on )
34
35 runAppl i cat ion recons t ruc tPar
• Source code: at line 5, the path to the source code of OpenFOAM is indicated.
This is needed to execute OpenFOAM applications writing specific commands which
would not be understood without the path specification.
• surfaceFeatureExtract: this command executes the OpenFOAM utility of the
same name which is needed to extract the features of the geometry from the stl file.
As for all the other applications called in the Allrun file, when the command that
launches the application is executed, OpenFOAM searches in the system directory
the associated dictionary file, which in this case is SurfaceFeatureExtractDict.
Here a lot of options regarding the usage of the utility can be set. Once the ap-
plication is run, OpenFOAM creates in the constant directory a folder named
extendedFeatureEdgeMesh, which contains the geometric objects that have been
extracted.
• blockMesh: this is the command needed to execute the blockMesh OpenFOAM
utility. This application creates the domain of the simulation and a cartesian mesh
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over the domain, whose characteristics may be specified in the blockMeshDict. In
the case of DTMB 5415, the cartesian mesh becomes finer close to what will be the
interface zone.
• topoSet and refineMesh: these two OpenFOAM utilities are used inside the for
loop in the Allrun file whose purpose is to refine the cartesian mesh in a certain
zone of the domain where the hull will be situated. The topoSet utility selects
a portion of the domain while refineMesh splits all mesh elements contained into
the selected area in 8 smaller cells. After this process, the mesh is still cartesian.
This process is repeated 6 times in increasingly smaller portions of the domain by
using the for loop. Users can decide which areas of the mesh have to be refined in
the topoSetDict files. In the system directory there is also a refineMeshDict file
where some options can be set.
• snappyHexMesh: by using blockMesh, topoSet and refineMesh, the domain has
been created, together with a cartesian mesh which has been refined in a certain area.
However the hull has not yet been inserted into the mesh. To do this, OpenFOAM
uses the snappyHexMesh utility. This application reads the stl file and the features
of the geometry extracted by surfaceFeatureExtract – these they are located in
sub-folders of the constant directory – and places them in the mesh. Then the
so-called snapping process takes place: the mesh and the hull are joined together
and some cell coats are added on the hull’s surface to catch the boundary layer.
• checkMesh: at this point the mesh is ready. This utility verifies the goodness of the
mesh by counting in how many cells the threshold values of some parameters are
exceeded. For example some checks are the number of skew faces, of concave cells or
of underdeterminated cells. Their definition can be found in the OpenFOAM user’s
guide [23].
• Setting of the analysis: at line 24 and 25 of the Allrun file, the time directory
associated to the 0th time step is created as a copy of the 0.orig folder. Then at
line 27 the utility setField is executed to tell the solver what are the regions of the
domain that are occupied by water or by air. This operation is controlled, as always,
through the associated dictionary, which in this case is setFieldDict.
• Running the solver: after the fields have been set, the simulation is ready. At line
29 and 31 of the Allrun file, the decomposePar and the renumberMesh utilities are
executed to split the domain in different regions and launch the analysis in parallel
over a certain number of processors. Finally at line 33, the InterFoam solver is called
and at line 35, the domain is reconstructed once the solution has converged. The
settings of the solver can be modified in the dictionaries fvSchemes, fvSolution
and controlDict, located in system directory. The turbulence model chosen for
the simulation is specified in the turbulenceProperties file which can be found in
the constant folder.
• Post processing: useful tools to verify that all the steps of the simulation have
been concluded without errors are the log.files: for each application called, Open-
FOAM creates a file where all the operations that have been executed by the ap-
plication are noted. For example, for the blockMesh utility a log.blockMesh file is
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created. OpenFOAM provides also some post-processing tools to calculate quanti-
ties after the simulation has converged. Some post-processing utilities can be exe-
cuted directly from the terminal windows, otherwise a GUI interface, ParaView, is
available to perform more complex operations. Hence after the CFD analysis has
converged, the values of the total drag acting on the hull and of the pressure and
viscous components of resistance can be computed.
3.3 Validation
The first step of the validation of a DTMB 5415 model has been the simulation of the DTC
hull tutorial, in order to see if this case would have been a good starting point to develop
a new model. The tutorial case has led to results in good agreement with experimental
data, so the following step has been the simulation of the DTMB 5415 geometry using
exactly the same settings as the DTC hull case. This first simulation, named DTMB01,
has given a good prediction of the drag force. However the comparison between the
wave profile at a certain distance from the ship’s longitudinal axis obtained through the
CFD analysis and the one obtained through experimental tests was not so good. In
order to improve this aspect, a few changes have been applied to the mesh, operating in
particular on the refinement process. These modifications have led to better results with
the drawback of increasing the number of cells and, therefore, the computational time.
The flow field around this new model, DTMB02, has been studied and compared with the
experimental one. The main hydrodynamic phenomena are caught by the CFD analysis
while some smaller vortex structures cannot be noticed on the simulation’s contour. To
catch them properly, a further increase of the number of cells would have been necessary.
The DTMB02 model has been considered to be a good compromise between accuracy and
computational time. This choice has been supported by the final purpose of this thesis,
which is the study of the influence of some geometrical features on the ship’s performance:
the simpler way to evaluate the ship’s performance is given by the drag force, which is
reasonably well predicted by the DTMB02 model. In the following sections, the above-
mentioned steps of the validation process are explained in more detail.
3.3.1 The DTC Hull Tutorial
Ship geometry: Figure 3.2 shows the DTC hull shape, while the main dimensions of
the full scale ship and the corresponding model are reported in Table 3.2. Experimental
data for this ship can be found in the paper by el Moctar et al. [25].
Assumption: The simulation is carried out under the following assumptions: model-
scale, calm water, no propeller and appendages, fixed trim condition, symmetry about the
vertical longitudinal plane, constant temperature, constant fluid (air and water) properties.
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Description Ship Model
Scale factor (λ) - 59.4
Length between perpendiculars (LP P ) [m] 355.0 5.98
Breadth (B) [m] 51.0 0.86
Draft (T ) [m] 14.5 0.244
Wetted surface (SW ) [m2] 22032.0 6.243
Table 3.2: Main dimensions of the full scale DTC hull and of its model [24].
Figure 3.2: Geometry of the DTC hull.
The computational domain: It is defined in the blockMeshDict. Figure 3.3 shows
the 6 blocks created by the blockMesh utility while the diagonal vertices defining them
are listed in Table 3.3. The interface is located at z = 0.244m and lies between two thin
blocks which are not clearly visible in the figure. After the execution of the blockMesh
application, the mesh consists of 42 cells along the longest side of the domain and 19 cells
along the shortest one for a total of 134 064 elements. Figure 3.4 shows how the mesh
looks like at this point of the meshing process.
Block number Inferior vertex coord. [m] Superior vertex coord. [m]
1 (-26 -19 -16) (16 0 -1)
2 (-26 -19 -1) (16 0 0.185)
3 (-26 -19 0.185) (16 0 0.244)
4 (-26 -19 0.244) (16 0 0.3)
5 (-26 -19 0.3) (16 0 1.6)
6 (-26 -19 1.6) (16 0 4)
Table 3.3: Diagonal vertices of the blocks created by blockMesh. Colours correspond to the
ones in Figure 3.3.
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Figure 3.3: Blocks created by blockMesh.
Figure 3.4: Computational domain after the execution of blockMesh.
Mesh refinements: In Figure 3.5 are highlighted the domain’s portions involved in the
refinement process, while in Table 3.4 the diagonal vertices of the refinement boxes are
reported. When all the refinements are completed, the mesh consists of 513 216 cells.
The final mesh: The final mesh, which is the one obtained after snappyHexMesh is
executed, consists of 848 025 elements. Figures 3.6 and 3.7 show particulars of the mesh
where the refined regions and the cells added on the hull’s surface to catch the boundary
layer are clearly visible.
46
Validation
Figure 3.5: Regions where the mesh is refined.
Refinement Inferior vertex coord. [m] Superior vertex coord. [m]
1 (-10 -6 -3) (10 0 3)
2 (-5 -3 -2.5) (9 0 2)
3 (-3 -1.5 -1) (8 0 1.5)
4 (-2 -1 -0.6) (7 0 1)
5 (-1 -0.6 -0.3) (6.5 0 0.8)
6 (-0.5 -0.55 -0.15) (6.25 0 0.65)
Table 3.4: Diagonal vertices of the refinement boxes. Colours correspond to the ones in Fig-
ure 3.5.
Figure 3.6: A particular of the final mesh: the refined regions are clearly visible.
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Figure 3.7: A particular of the final mesh: the cells added on the hull’s surface to catch the
boundary layer are clearly visible.
Boundary condition: The simulation is performed at a velocity equal toU = 1.668m/s,
which corresponds to a Froude number Fr = 0.218. The full scale ship at this Froude
number moves at a velocity equal to U = 25kn = 12.86m/s.
Turbulence model and transport properties: The turbulence model adopted for
the simulation is OmegaSST. The kinematic viscosity and the density of water and air are
reported in Table 3.5.
Phase Density  [kg/m3] Kinematic viscosity  [m2/s]
Air 1 1.48  10 5
Water 998.8 1.09  10 6
Table 3.5: Transport properties for the DTC hull simulation.
Results: The simulation converges after 4000 iterations. Table 3.6 reports the drag
force given by the CFD simulation of the just described OpenFOAM DTC hull tutorial
and the drag force provided by experimental data. It is possible to observe that there is
good agreement between the two values as the percentage error amounts to 0.6%. For
this reason, this case has been taken as a starting point to build a DTMB 5415 numerical
model.
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CFD drag [N ] Experimental drag [N ]
15.82 15.92
Table 3.6: Comparison between the CFD result and the experimental data for the DTC hull.
3.3.2 The DTMB01 Model
In this simulation, everything is kept as in the previous case and only the ship’s geometry
is replaced by the DTMB 5415. Since the two ships share similar dimensions – the DTC
hull is 5.98m long while the DTMB 5415 is 5.72m long – no modifications have been
necessary to adapt the domain to the new geometry. The hull has been positioned in the
proper location inside the domain by changing its position with respect to the origin in
the stl file.
Boundary conditions: The CFD simulation is carried out at a Froude number Fr =
0.28, which corresponds to a velocity of U = 2.0974m/s. The full scale ship’s speed at this
Froude number is U = 20.3kn = 10.45m/s. From here on, all DTMB 5415 simulations
will be carried out at this Froude number.
The ship has to be positioned on the free surface considering its dynamic trim and
sinkage. These data can be found within IIHR tank test results and are summarized in
Table 3.7: combining the trim angle and the sinkage elevation, the bow and the stern of
the ship have to be moved respectively 11.8mm and 1mm upwards with respect to the
undisturbed, no motion configuration.
Trim angle [degrees] 0.108 Sinkage [mm] 1.82
Bow elevation [mm] 11.8 Stern elevation [mm] 1
Table 3.7: Dynamic configuration of the ship at Fr = 0.28 [24].
Transport properties: The kinematic viscosity and the density of water and air adopted
in the simulation are listed in Table 3.8. These values are reported in the experimental
tests documentation.
Phase Density  [kg/m3] Kinematic viscosity  [m2/s]
Air 1 1.48  10 5
Water 998.8 1.008  10 6
Table 3.8: Transport properties for the DTMB01 simulation.
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Results: The number of mesh elements for this simulation amounts to 513 216 cells
before snappyHexMesh execution, as the mesh refinements are the same as before, and
896 917 cells after. The simulation converges after 4000 iterations. In Table 3.9 the
result of the CFD analysis is reported and compared to experimental data. Once again
it is possible to note that the CFD simulation predicts the ship performance with very
good accuracy, as the percentage error is equal to 1.1%. Figure 3.8 depicts wave cuts at
y/LP P = 0.172. Comparing the wave profile obtained through CFD and the one provided
by tank tests, it is possible to note that although the general trend is caught, there are
some significant discrepancies in the peak zones. This problem has been related to an
insufficient number of mesh elements near the hull’s area. Therefore the model has been
improved by increasing the number of cells in this region.
CFD drag [N ] Experimental drag [N ]
22.33 22.58
Table 3.9: Comparison between the CFD result and the experimental data for DTMB01.
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Figure 3.8: DTMB01: longitudinal wave cuts at y/LP P = 0.172.
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3.3.3 The DTMB02 Model
Mesh refinements: To improve the wave profile of the CFD analysis, the refinement
process of the mesh construction has been slightly modified by changing basically the
dimensions of the refinement boxes. Figure 3.9 shows the new refinement boxes, while in
Table 3.10 their diagonal vertices are listed. They can be compared to the original ones,
listed in Table 3.4, to appreciate the differences. With these modifications the number of
mesh elements is equal to 907 200 before the execution of snappyHexMesh and 2 356 423
after.
Figure 3.9: New refinement boxes for the refineMesh utility.
Refinement Inferior vertex coord. [m] Superior vertex coord. [m]
1 (-10 -6 -3) (10 0 3)
2 (-7 -3 -2.5) (9 0 2)
3 (-6.5 -2.5 -1.5) (8.5 0 1.75)
4 (-6 -2 -1) (8 0 1.5)
5 (-3 -1.65 -0.6) (7 0 1)
6 (-1 -0.65 -0.3) (6.5 0 0.85)
Table 3.10: Diagonal vertices of the new refinement boxes. Colours correspond to the ones in
Figure 3.9.
Results: The simulation converges after 4000 iterations. Below, Table 3.11 reports the
drag value provided by the simulation compared to the experimental one. The percentage
error amounts to 1.2%. Figure 3.10 depicts the wave cut at y/LP P = 0.172 and the one
derived from tank tests. The modified mesh allows a better resolution of the wave profile
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compared to the one obtained with the DTMB01 model, which is shown in Figure 3.8. In
the following section the flow field provided by the DTMB02 CFD simulation is analysed
and compared to the experimental one.
CFD drag [N ] Experimental drag [N ]
22.86 22.58
Table 3.11: Comparison between the CFD result and the experimental data for DTMB02.
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Figure 3.10: DTMB02: longitudinal wave cuts at y/LP P = 0.172.
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3.3.4 Flow Field Analysis
This section is based on the analysis carried out by Olivieri et al. in [24]. The study
of the flow field is performed by considering some slices of the flow field where peculiar
hydrodynamic phenomena occur. The considered sections are located a x/LP P = 0,
0.1, 0.2, 0.4, 0.6, 0.8, 0.9346, 1.1, 1.2. The plane at x/LP P = 0 coincides with the
bow of the ship while the section at x/LP P = 0.9346 is taken into account because it
corresponds to the propeller plane. In Figures from 3.11 to 3.22 the velocity contours of
the DTMB02 CFD analysis are reported for all the above-mentioned sections compared
to the experimental flow field. The velocity scale is normalized with respect to the ship’s
speed while dimensional quantities are normalized with respect to the ship’s length.
• Section at x/LP P = 0: at this section (Figure 3.11) it is possible to observe the
stagnation point at the bulb extremity. Experimental data and CFD analysis are in
good agreement.
Figure 3.11: Velocity contours at x/LP P = 0: CFD on the left and experimental on the right,
adapted from [24].
• Section at x/LP P = 0.1: the experimental and numerical contours are once again
similar, as can be seen in Figure 3.12. In this section two little counter-rotating
vortices are forming in front of the sonar dome in symmetrical positions with respect
to the longitudinal hull axes. These vortices are due to the lifting effect of the bulb,
whose orientation is not parallel to the local direction of the velocity. In fact, by
drawing over the considered plane the mean values of the vertical and longitudinal
components of the local velocity and combining them, it is possible to estimate that
the global flow around the sonar dome is oriented at an incidence angle of about
αi = 5◦ as is depicted in Figure 3.13. The inclination of the local flow causes a
non-zero circulation around the bulb itself and the appearance of the two vortices,
which are called bow bilge vortices.
• Sections at x/LP P = 0.2, 0.4: the vortices formed in the previous section are evolv-
ing downstream hence in these plane their development can be observed. Looking
at Figures 3.14 and 3.15, it is possible to notice that the CFD simulation is still able
to catch them, although not very clearly.
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Figure 3.12: Velocity contours at x/LP P = 0.1: CFD on the left and experimental on the right,
adapted from [24].
X/Lpp [-]
Figure 3.13: Velocity vector representing the flow at incidence to the bulb. Adapted from [24].
Figure 3.14: Velocity contours at x/LP P = 0.2: CFD on the left and experimental on the right,
adapted from [24].
Figure 3.15: Velocity contours at x/LP P = 0.4: CFD on the left and experimental on the right,
adapted from [24].
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• Section at x/LP P = 0.6: the experimental contour at this section, showed in
Figure 3.16, suggests the formation of another pair of vortices in addition to those
already introduced. These vortices are called stern bilge vortices and are due to
the adverse pressure gradient in the aftbody, which causes the convergence of the
limiting streamlines. By observing the CFD contour at this section, it is possible
to notice that this phenomenon is not well caught by the simulation. In fact, CFD
contours highlight the presence of only one bigger vortex, which can be better seen
at section x/LP P = 0.55, Figure 3.17. This is presumably due to a too coarse mesh.
Figure 3.16: Velocity contours at x/LP P = 0.6: CFD on the left and experimental on the right,
adapted from [24].
Figure 3.17: Velocity contours of DTMB02 at x/LP P = 0.55.
• Sections at x/LP P = 0.8, 0.9346: here all vortices disappear both in the ex-
perimental and in the numerical flow field. This can be seen in Figures 3.18 and
3.19, where a progressive growth of the boundary layer for viscous effects is also
appreciable.
• Section at x/LP P = 1: this section corresponds to the stern. Figure 3.20 shows
the unsteadiness of the flow around the transom area both in the CFD and in the
experimental contour plot.
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Figure 3.18: Velocity contours at x/LP P = 0.8: CFD on the left and experimental on the right,
adapted from [24].
Figure 3.19: Velocity contours at x/LP P = 0.9346: CFD on the left and experimental on the
right, adapted from [24].
Figure 3.20: Velocity contours at x/LP P = 1: CFD on the left and experimental on the right,
adapted from [24].
• Sections at x/LP P = 1.1, 1.2: downstream of the stern, a pair of counter-rotating
big vortices appear. These vortices are well caught by the numerical analysis in the
section located at x/LP P = 1.1, Figure 3.21, while they disappear in the following
plane, Figure 3.22. This is as before due to an insufficient number of mesh elements.
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Figure 3.21: Velocity contours at x/LP P = 1.1: CFD on the left and experimental on the right,
adapted from [24].
Figure 3.22: Velocity contours at x/LP P = 1.2: CFD on the left and experimental on the right,
adapted from [24].
The above analysis shows that the hydrodynamic phenomena that affect the flow field
have been generally well caught by the CFD simulation. More specifically, although the
vortical structures are clearly captured by the numerical analysis only in some regions, the
trend is always followed. This should be considered a good result, especially in relation to
the aim of this work: only a good estimation of the drag force is necessary to the studies
that will be carried out in the following chapters. Therefore the DTMB02 numerical
model has been considered to be validated for the purposes of this thesis. The DTMB01
provides a good estimation of the resistance too. Nevertheless the DTMB02 model has
been preferred because it provides a better approximation of the wave pattern which, as
shown in Chapter 1, has a strong influence on the drag.
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3.4 Conclusions
In this chapter a numerical model for the DTMB 5415 ship has been validated in Open-
FOAM. The work described here is totally original.
At the beginning of the chapter a detailed description of the OpenFOAM case and of
the Allrun file needed to run the CFD analyses is provided, to gain a better understanding
of the subsequent sections.
The CFD simulations have been performed by using the InterFoam solver of Open-
FOAM under the following assumptions: calm water, no propeller and appendages, fixed
trim condition, constant temperature and constant fluid (air and water) properties. The
turbulence model adopted for the simulations is the OmegaSST. Only one half of the hull
has been studied because the flow field is symmetrical with respect to the longitudinal
axis of the ship. Hence all results refer to one half of the hull.
The mesh has been built by using the blockMesh, refineMesh and snappyHexMesh
utilities available in OpenFOAM. The first creates the domain of the simulation and a
cartesian mesh over the domain. The second splits all the mesh elements contained into
selected regions in order to obtain a finer mesh close to the hull. The third inserts the
ship’s geometry in the domain: the mesh and the hull are joined together and some cell
coats are added on the hull’s surface to catch the boundary layer.
The validation has been carried out in three steps. The DTC hull tutorial case available
in OpenFOAM has been run to see if this model could be a good starting point. Then, the
DTMB 5415 geometry has been inserted in the tutorial case and the simulation, named
DTMB01, has been performed without any modification. Finally the mesh has been
improved to reach a better result. This last model is denoted by DTMB02.
All CFD analyses refer to a model scale ship. The scale factors λ are the ones adopted
in experimental tank tests reported in [24] and [25]. For the DTC hull this parameter is
equal to 59.4 and, therefore, the scaled model is 5.98m long. For the DTMB 5415, λ is
set to 24.8 and the scaled model is 5.72m long.
The DTC hull simulation has been performed at a velocity equal to U = 1.668m/s,
which corresponds to a Froude number Fr = 0.218. The CFD analyses of the DTMB 5415
have been carried out at a velocity equal to 2.0974m/s, which corresponds to a Froude
number Fr = 0.28. The DTMB 5415 has been positioned on the free surface considering
its dynamical trim and sinkage. These data are available in [24].
The simulation of the DTC hull tutorial case has led to results in good agreement
with experimental data, as can be seen in Table 3.12. The following step has been the
simulation of the DTMB 5415 geometry using exactly the same settings as in the DTC
hull case. This has been possible because the DTC hull model and the DTMB 5415 model
share similar dimensions. This simulation, DTMB01, has given a good prediction of the
drag force – see Table 3.12. However, by comparing the wave profile at a certain distance
from the ship’s longitudinal axis obtained through CFD and the one provided by tank
tests, significant discrepancies in the peak zones can be noticed. In order to improve this
aspect, the refinement process of the mesh construction has been slightly modified by
changing the dimensions of the refinement boxes. These modifications have led to a better
wave profile with the drawback of increasing the number of mesh elements – these are
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reported in Table 3.12 – and, therefore, the computational time.
Case Npre [-] Npost [-] CFD drag
[N ]
Experimental
drag [N ]
Error (%)
DTC 513 216 848 025 15.82 15.92 0.6
DTMB01 513 216 896 917 22.33 22.58 1.1
DTMB02 907 200 2 356 423 22.86 22.58 1.2
Table 3.12: Results of the CFD simulations. Npre and Npost denote respectively the number of
mesh elements before and after the execution of snappyHexMesh.
The flow field of this new model, DTMB02, has been studied and compared with the
experimental one. The main hydrodynamic phenomena are caught by the CFD analysis
while some smaller vortex structures cannot be noticed on the simulation’s contour. To
catch them properly, a further increase of the number of cells would have been necessary.
The DTMB02 model has been considered to be a good compromise between accuracy and
computational time. This choice has been supported by the final purpose of this thesis,
which is the study of the influence of some geometrical features on the ship’s performance:
the quantity upon which the attention will be focused is the drag force, which is reasonably
well predicted by the DTMB02 model. The DTMB01 provides a good estimation of the
resistance too. Nevertheless, the DTMB02 model has been preferred because it provides
a better approximation of the wave pattern which, as shown in Chapter 1, has a strong
influence on the drag. Therefore the DTMB02 numerical model has been considered to be
validated for the purposes of this thesis.
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Chapter 4
Geometry Parametrization
Ship design changed considerably over the recent few years. The traditional approach was
based on the designer’s experience and know-how and was basically a trial and error pro-
cess. The design was guided by empirical rules and some empirical methods were available
to roughly predict the performance of the ship. Then tank tests were a fundamental step to
check and verify the design. Today, thanks to the introduction of CFD analysis, the process
has become much more exible. Numerical simulations may provide all sorts of data in
few hours, hence it is possible to try dierent configurations and to chose the best one. In
this respect, optimization techniques, based on geometry parametrization, are useful tools:
the shape of the hull has to be described by a small number of parameters which can be
used to generate new ship geometries. This chapter deals with this issue: traditional and
innovative modeling strategies are summarized and a parametrization for DTMB 5415 is
proposed. A brief description of the traditional design process is also provided for the sake
of completeness.
4.1 Traditional Hull Form Design
To begin with, a brief summary of the main principles of ship’s design is useful to gain a
better understanding of the following sections. The classical design process is carried out
through three steps. Firstly, the main dimensions are established; secondly, the values of
some coefficients are imposed in order to satisfy all the requirements; finally, the shape
of the so-called sectional area curve or SAC curve is defined and the hull’s geometry is
modeled. Often the process is iterative.
4.1.1 Main Dimensions
The main dimensions of a ship, which are shown in Figure 4.1, are length (L), breadth
(B), draught (T ), depth (D) and free-boards (F ). These have to be set such that the hull
displaces a prescribed volume of water ∇ according to the following relation:
∇ = L B  T  cB 4.1
where cB is the block coefficient, implicitly defined by this relation. The first stage of ship
design is therefore the estimation of the displacement weight ∆ = ∇, where  is water
density. The displacement weight is a function of the ship’s type and owner’s requirements.
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Figure 4.1: Main ship’s dimensions.
Once the ship’s displacement has been established, the proper combination of ship’s di-
mensions has to be chosen in order to satisfy equation 4.1. The solution is not unique, so
other arguments are needed to choose the best configuration. These concern the influence
of ship’s dimensions on performance and economic efficiency and the possible presence
of constraints. The aspects which have to be taken into consideration are hydrodynamic
characteristics, fuel consumption, stability, hold capacity, structural strength and con-
struction cost. Constraints deal with the size of ports, canals, slipways and bridges. Some
of them are reported in Table 4.1.
Canal Lmax[m] Bmax[m] Tmax[m]
Panama canal 289.5 32.3 12.04
Kiel canal 315 40 9.5
St Lawrence Seaway 222 23 7.6
Suez Canal - - 18.29
Table 4.1: Examples of constraints for ship’s dimensions [18].
Length: Length has a great influence on the hull’s weight, which is strictly related to
production costs, and on the hull’s drag. Keeping the ship’s speed fixed, when length
is increased, residuary drag RR decreases, while friction drag RF increases because of a
higher wetted surface. Hence, an optimum length which ensures the minimum resistance
can be reached. This behaviour can be observed in Figure 4.2.
However, length must be considered in conjunction with displacement since there is a
mutual influence between these factors. For this reason a parameter which has to be taken
into account at this design stage is the slenderness ratio defined as L/∇1=3. Figure 4.3
shows the effect of this parameter on the ship’s resistance.
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Figure 14.2. ‘Hydrodynamic’ optimum length.
far as construction costs are concerned. Hence, whilst an increase in will lead
to a decrease in specific resistance, power and fuel costs, there will be an increase
in capital costs of construction. The sum of the capital and fuel costs leads to what
may be termed the optimum ‘economic’ length, Figure 14.3, which is likely to be
different from (usually smaller than) the ‘hydrodynamic’ optimum. It should also
be noted that a longer ship will normally provide a better seakeeping performance.
The range of is typically 6.0–7.0 for cargo vessels, 5.5–6.5 for tankers and
bulk carriers, 6.0–8.0 for passenger ships and 5.0–7.0 for semi-displacement craft.
14.1.3.3 Breadth/Draught Ratio, B/T
Wave resistance increases with increase in as displacement is brought nearer to
the surface. Results of standard series tests, for example, the British Ship Research
Associatin (BSRA) series [14.1], indicate such an increase in resistance with increase
in . This might, however, conflict with a need to improve transverse stability,
which would require an increase in and . The influence of is also clearly
illustrated by the Taylor series [14.2], using the summarised Taylor–Gertler data
in Tables A3.8–A3.11, Appendix A3. A typical average for a cargo vessel is
about 2.5, with values for stability-sensitive vessels such as ferries and passenger
ships rising to as much as 5.0.
14.1.3.4 Longitudinal Centre of Buoyancy, LCB
LCB is normally expressed as a percentage of length from amidships. The afterbody
of a symmetrical hull (symmetrical fore and aft with LCB 0% ) produces less
wavemaking resistance than the forebody, due to boundary layer suppression of the
C
o
s
ts
L/B
Fu
Figure 14.3. ‘Economic’ optimum length.
Figure 4.2: Hydrodynamic optimum length [16].
Figure 4.3: Influence of the slenderness ratio on the ship’s resistance. Adapted from [26].
There are several approaches to establish the hull’s length, but usually the choice is based
on a database of similar ships or is guided by empirical formulas which give an estimation
of the economic efficiency. For example Schneekluth’s formula gives the hull’s length that
minimizes the construction cost. Once length and cruise speed have been decided, wave
interference effects have to be evaluated to verify that cruise Froude’s number is favourable.
63
Geometry Parametrization
Breadth: Draught and depth are inversely proportional to breadth. When the value
of this parameter is increased, ship’s stability grows but resistance grows too. Moreover,
draught decreases together with the propeller’s dimension, leading to a decrease in the
propeller’s efficiency. Another aspect to consider is weight, which increases as breadth
increases. Hence, usually the minimum breadth which guarantees an adequate stability is
chosen.
Draught, depth, free-boards: The value of draught is deduced from Equation 4.1
once cB has been established (this parameter will be defined in the following section).
Depth is useful to adjust the storage capacity of the ship and to guarantee a buoyancy
reserve. This is the dimension which has less impact on weight and cost but it affects
the mechanical behaviour of the ship: by decreasing this parameter, longitudinal strength
decreases.
4.1.2 Coefficients of Form
Coefficients of form are adimensional numbers which have been introduced to relate the
hull’s shape to its properties. They are strictly related to ship’s performance such as
resistance, stability, mechanical properties, etc. Usually the designer chooses the value of
these parameters by considering a database of similar ships.
• Block coefficient: it is defined as the ratio between the displacement volume of
the submerged hull, showed in Figure 4.4, and the parallelepiped with dimensions
L, B and T . The analytical definition is the following:
cB =
∇
LBT
4.2
This coefficient is indicative of how the parallelepiped is filled by the submerged hull.
A schematic representation is reported in Figure 4.5.
Figure 4.4: Displacement volume of the
submerged hull [27]. Figure 4.5: Block coefficient [27].
• Midship coefficient: it is defined as:
cM =
AM
BT
4.3
where AM is the midship section area. The physical meaning of this coefficient can
is shown in Figure 4.6.
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• Prismatic coefficient: it is the ratio between the submerged displacement vol-
ume of the hull and a semi-cylinder of section AM and length L:
cP =
∇
AML
= cB
cM
4.4
It tells how much the semi-cylinder is filled by the submerged part of the ship. This
can be seen in Figure 4.7.
Figure 4.6: Midship coefficient
[27].
Figure 4.7: Prismatic coefficient [27].
• Waterplane-area coefficient: it is defined as follows:
cWL =
AW
LB
4.5
where AW is the waterplane area. Figure 4.8 shows schematically its physical mean-
ing.
• Vertical prismatic coefficient: it is defined by the following relation:
cV P =
∇
AWT
4.6
This coefficient is depicted in Figure 4.9.
Figure 4.8: Waterplane-area coefficient [27].
Figure 4.9: Vertical prismatic coefficient
[27].
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4.1.3 Traditional Modeling Approach
Once the main dimensions and the coefficients of form have been established, the designer
has to model the shape of the hull. The first step is the sketch of the sectional area
curve or SAC curve. This provides the area of each transversal section of the ship and
has to be drawn in order to respect the coefficients of form decided above and the desired
displacement. Then the modeling of the hull’s shape consists in the lines drawing: the
ship is considered as cut by a certain number of parallel planes in order to obtain several
bi-dimensional sections in different directions. These sections have to be drawn taking
into account the SAC curve and the form coefficients. When the drawing is completed, all
parameters have to be evaluated and, if the design presents some discrepancies between
the established and the calculated values, the process has to be iterated.
Hull’s geometry is defined through cuts in three directions: transversal, longitudinal
and horizontal. These sections are called respectively stations, buttocks and waterlines
and can be seen in Figures 4.10, 4.11 and 4.12. All resulting bi-dimensional curves have to
be drawn in order to satisfy two basic principles: they have to be coordinated and smooth.
The first requirement concerns the respect of the rules governing projections in descriptive
geometry while the second means that the curves must be regular and "pleasing to the
eye", with no abrupt changing in curvature when no required. Hull’s curves that fulfil
these two conditions are said to be fair. In Figure 4.13 an example of lines drawing is
reported.
Figure 4.10: Stations [27]. Figure 4.11: Buttocks [27].
Figure 4.12: Waterlines [27].
When ship’s drawings were done by hand, it was not straightforward to obtain smooth
curves because for example an error of 0.1mm in a 1 : 200 scaled sketch would have meant
an error of 20mm in the full-scale hull. For this reason, in the final step a 1 : 1 drawing
was prepared to correct errors and conclude the fairing process. Later, magnifying glasses
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were adopted to draw the curves and the final sketch was photographed on a glass plate
and projected above the workshop to enable a more precise cutting. Nowadays, the fairing
process is easier thanks to computer-aided design softwares (CAD) which offer a lot of
useful tools like algebraic-defined curves, curvature calculations, rendering, etc. A lot of
different modeling methods are available with different advantages and drawbacks. The
following section is focused on this aspect of the design process.
Figure 4.13: An example of lines drawing [27].
4.2 Modern Modeling Methods
In this section, modern modeling techniques are introduced and discussed focusing on the
most suitable ones in an optimization process. The choice of a good modeling method
is essential in optimization problems, as it directly influences the goodness of the results.
Some methods are more flexible, allowing a great variability of the shape and, therefore, a
better exploration of all the possible design configurations. Others instead are less flexible
but more efficient, as they provide the possibility of modifing the geometry by working on
only a few parameters. In [28], flexibility and efficiency are defined respectively as "the
ability to cope with any possible shape" and "the swiftness with which information (here
geometry) is generated". Usually these are competing goals: the choice of the modeling
method depends on the aim of the study at hand and often a compromise between these
two objectives is pursued. Figure 4.14 classifies the most common modeling methods
according to their performance.
In Figure 4.15 a possible classification of the main modeling approaches is depicted.
These are basically divided into two groups: conventional and parametric methods. In
the former ones the coordinates of the geometric objects are provided by functions, while
in the latter ones by equations which involve one ore more independent variables called
parameters.
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Figure 4.14: Qualitative assessment of flexibility vs. efficiency in geometric modeling [28].
• Conventional modeling:
These modeling approaches are based on a low-level definition of geometry and con-
sist in defining points to build curves and, eventually, surfaces. This procedure is
the natural development of the traditional modeling approach described in Section
4.1.3. To modify the shape of an object, the designer can move the single points
bu there is no control on the relevant feature of the ship geometry such as length,
wetted surface, immersed volume and so on. Surfaces may also be modeled directly
through the definition of a polyhedron of vertices. These are the so-called Bezier and
B-spline surfaces whose shape can be modified by working on the vertices’ positions.
Also in this case, the effects of the modifications cannot be properly controlled. The
advantage of these approaches is a good flexibility: geometries can be varied indefi-
nitely, so an infinite number of alternatives could be ideally evaluated. However, to
define the hull’s shape, a huge number of control points is required and this results
in a high computational effort both to create and to modify objects. Moreover, when
shapes are modified, it is not straightforward to obtain smooth g ometries: a lot of
constraints are needed to guarantee this property, further complicating the problem.
• Parametric modeling:
Here geometric objects are created through the definitions of parameters, which can
be lengths, angles, volumes, areas and so on. These can be user-defined or computed
from a formula, they might depend on certain conditions or c be determined from
a set of equations. Geometries are therefore described by high-level entities, which
are strictly related to the problem at hand, allo ing a better control on the effects of
shape modifications. Moreover the production of geometric variation become much
more efficient and time saving. The main disadvantage is a lower flexibility: only
relatively small modifications are possible.
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Figure 4.15: Classification of modeling methods [28].
Partial parametric approaches lie somewhere in between conventional and paramet-
ric modeling methods, as they consist in applying a parametric modification to a
non-parametric object. Examples are listed in Figure 4.15. In Figure 4.14 it is pos-
sible to observe that they represent an excellent compromise between flexibility and
efficiency. For this reason, some of these methods will be introduced and briefly
described in the following section and one of them will be adopted in Section 4.3 to
produce DTMB 5415 variations.
4.2.1 Par metric Hull Form Variati ns
The most used global parametric shape modification method in naval applications is the
Lackenby transformation or shifting method developed by Lackenby in 1950. In this section
a short overview of this technique is provided. Another geometry variation approach, which
can be used either to obtain local and global modifications, is the free form deformation
(FFD) method proposed by Sederberg and Parry in 1986. This technique is versatile and
offers great advantages, however it is still not very popular in nav l applications. A brief
description of this method is reported below.
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Lackenby tranformation: It is a global parametric shape variation method which con-
sists in modifying the sectional area curve form by moving the stations of the initial hull
along the longitudinal direction. This means moving the displacement volume of the ship
forward or backwards producing a variation of the prismatic coefficient. The position of
the centre of buoyancy and the length of the parallel mid-body are also changed through
this operation, leading to different hydrodynamic characteristics. The transformation is
formally described as follows:
fn(x) = f 0(x) + g(x, α1, α2) 4.7
where f 0(x) is the function defining the initial shape of the sectional area curve, fn(x) is
the modified shape, g(x, α1, α2) is the function which realizes the transformation, called
shape function, and α1, α2 represent respectively the sectional area curve slope and the
location of the fixed stations. An example of shape function is reported below and the
corresponding transformation is showed in Figure 4.16.
g(x, α1, α2) =
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
α1
vuuut0.5
0@1− cos 2pi x− α2
α2 − x1
1A if x1  x  α2
−α1
vuuut0.5
0@1− cos 2pi x− α2
α2 − x2
1A if α2  x  x2
0 elsewhere
4.8
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Figure 4.16: Example of a Lackenby tranformation [29].
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Free form deformation method: This shape modification technique consists in the
creation of a grid of points around the geometric object. This grid is then connected to the
object, so that when its vertices are moved, a variation of the object’s shape is produced.
Mathematically, this transformation is based on trivariate Bernstein polynomials and is
obtained through the following steps.
Firstly a local coordinate system STU is defined. Each point P of the geometric object
may be expressed in the global space as:
P = P0 + sS + tT + uU 4.9
where s, t and u are the point’s coordinates in the local system. These can be easily found
by using linear algebra.
Then a three-dimensional grid is defined around the object: its vertices Pijk form l+ 1
planes in S direction, m+ 1 planes in T direction and n+ 1 planes in U direction and can
be expressed in the global system as:
Pijk = P0 +
i
l
S + j
m
T + k
n
U 4.10
Finally the transformation is performed by moving the vertices of the grid: the new
position Xffd of an arbitrary object’s point X is found by evaluating the vector valued
trivariate Bernstein polynomial as follows:
Xffd =
lX
i=0
 
l
i
!
(1− s)l isi
24 mX
j=0
 
m
j
!
(1− t)m jtj
24 nX
k=0
 
n
k
!
(1− u)n kukPijk
3535 4.11
The control points Pijk are, therefore, the coefficients of the Bernstein polynomial. Other
polynomial bases could be used to obtain this deformation as well.
The procedure is schematically depicted in Figure 4.17. Further informations can be
found in the original paper by Sederberg and Parry [30].
(a) (b) (c) (d)
Figure 4.17: Free form deformation method. In (a) the initial object, in (b) the local coordinate
system, in (c) the three-dimensional grid, in (d) the grid is modified and the object deformates
accordingly [30].
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4.3 Parametrization of DTMB 5415
Since the aim of this thesis is to study and improve the hydrodynamic performance of
DTMB 5415, the geometry of the ship has to be parametrized in order to produce efficiently
different shapes by using a small number of variables. Then these new ship geometries
will be analysed through the CFD model validated in Chapter 3 to understand how each
variable influences the hull’s behaviour. This study will be performed in Chapter 5.
It has been decided to focus the attention on two details of ship’s geometry: the bulbous
bow and the transom stern. Hence, a local parametric shape modification technique is
needed.
For the reasons explained in the previous sections, the free form deformation method
has been adopted to produce variations of the bulb’s shape. In fact, this approach repre-
sents a good compromise between flexibility and efficiency: a lot of different geometries
can be produced by using only a few number of parameters.
For the stern, the literature suggests that the most influential geometry’s feature is the
depth of the transom region. Free form deformation has proven unsuitable to act on this
variable, hence a conventional approach – such approaches have been described in Section
4.2 – has been used: stern’s geometry has been reconstructed with points and lines, taking
as variable the z-coordinates of the points.
The parametrization of the geometry has been performed by using the commercial
software CAESES, since it offers a lot of useful tools for the hull’s parametrization and
optimization. For example, the free form deformation method and the Lackenby transfor-
mation are implemented in the software and they are easy to use in CAESES’s framework.
4.3.1 Parametrization of the Bulbous Bow
The method adopted to produce different bulb’s geometries is, as said, free form deforma-
tion. In CAESES, this technique may be applied through the following steps.
1. Creation of the deformation box : it is the three-dimensional grid whose function
has been explained in Section 4.2.1. Users may decide the number of control points
along each direction. Figure 4.18 shows the deformation box defined for the bulb of
DTMB 5415: it counts 12, 5 and 10 points along x, y and z directions respectively.
2. Selection of the control points: users can decide which points of the grid have to
be moved to realize the deformation. This is useful in particular to guarantee the
surfaces to be continuous, tangent or characterized by the same curvature. For the
problem at hand, the same curvature has been imposed along z direction and the
same tangent along x direction, deselecting respectively three and two rows of control
points.
3. Definition of the deformation: at this stage the control points which have been
selected can be moved by applying one or more operations. For example scaling or
rotating deformations are available.
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Figure 4.18: Free form deformation grid used for the bulb of DTMB 5415.
For the problem at hand, the variables chosen to control and modify the bulb’s form are
its length, width, depth and angle.
The first three parameters can be modified by applying a stretch deformation along x,
y and z direction respectively. The scale factors applied in the corresponding free form
deformations are the design variables, equal to one in the non-deformed configuration.
Instead, a rotation of the control points around the bulb’s centre of gravity is applied
to modify the angle. In this case, the design variable is the rotation angle which is equal
to zero for the baseline.
Figures from 4.19 to 4.24 show, for each variable, the activated control points and an
example of deformed configuration. For length and angle, different control points have
been selected to extend/shorten the bulb or to apply a positive/negative rotation. This
can be seen in Figures from 4.19 to 4.22.
Figure 4.19: Bulb’s
length, expansion: on
the left the selected
control points can be
seen in yellow, on
the right an example
of deformed configura-
tion is reported.
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Figure 4.20: Bulb’s
length, contraction:
on the left the selected
control points can be
seen in yellow, on the
right an example of
deformed configura-
tion is reported.
Figure 4.21: Bulb’s
angle, upwards rota-
tion: on the left the
selected control points
can be seen in yellow,
on the right an exam-
ple of deformed config-
uration is reported.
Figure 4.22: Bulb’s
angle, downwards ro-
tation: on the left the
selected control points
can be seen in yellow,
on the right an exam-
ple of deformed config-
uration is reported.
Figure 4.23: Bulb’s
depth: on the left the
selected control points
can be seen in yellow,
on the right an exam-
ple of deformed config-
uration is reported.
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Figure 4.24: Bulb’s width: on the left the selected control points can be seen in yellow, on the
right an example of deformed configuration is reported compared to the baseline.
4.3.2 Parametrization of the Stern
The parametrization of the stern of DTMB 5415 is obtained by using a conventional ap-
proach where the stations of the forebody are extracted and used to rebuild the geometry.
The proceeding is the following.
1. Extraction of the forebody’s stations: the stations of the forebody are extracted by
cutting the hull with 7 parallel planes. The last curve is simply extrapolated from
the initial geometry. In this way, 8 curves are obtained.
2. Selection of the control points: some points are defined on the curves obtained with
the previous operation. The value of the y-coordinates of the points lying on the
last station is taken as a design variable: it can be used to modify the transom’s
depth. When this parameter is varied, the y-coordinates of all the other control
points change proportionally.
3. Reconstruction of the forebody’s sections: the forebody’s sections are then recon-
structed as NURBS curves by using the above defined control points and other
points of the original stations.
4. Loft surface and closure of the geometry: a loft surface is created by using the re-built
station curves. Then another surface is created to close the stern and the obtained
geometry is mirrored with respect to the hull’s longitudinal axis.
Figure 4.25 shows details of the stern parametrization. In Figure 4.26 the stern stations
can be observed attached to the hull. With this procedure, different ship geometries can
be created, characterized by different values of the transom’s depth.
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Figure 4.25: On the left, the control points, highlighted in red, and the NURBS curves built
upon them; on the right, the loft surface and the surface used to close the geometry.
Figure 4.26: Stern stations attached to the hull.
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4.4 Conclusions
This chapter deals with the parametrization of a ship geometry.
Firstly the traditional hull form design process is summarized, to gain a better under-
standing of the subsequent sections. The attention is focused on its main steps, which
consist in establishing the ship’s main dimensions and coefficients of form, in the sketch
of the sectional area curve and in the lines drawing.
Then the modern modeling approaches are introduced. These can be split into con-
ventional and parametric methods. The former ones are flexible but not efficient, as they
require a huge number of control points to define the hull’s shape and this results into a
high computational effort both to create and modify objects. The latter ones, instead, are
more efficient: geometries are described by high-level entities which are strictly related to
the problem at hand, allowing a better control on the effects of shape modifications.
Partial parametric approaches, which consist in applying a parametric modification to
a non-parametric object, are a good compromise between flexibility and efficiency. Among
them, the most commonly used in naval applications is the Lackenby transformation.
Instead, the free form deformation method is still not very popular in ship optimization
problems but it is versatile and offers great advantages.
The original part of this chapter consists in the parametrization of the DTMB 5415
shape. The attention has been focused on two details of the geometry: the bulbous bow
and the transom stern. In fact, as said in Chapter 1, both these elements influence strongly
the hydrodynamics of the ship. The parametrization has been carried out by using the
commercial software CAESES.
The free form deformation method has been adopted to produce modifications of the
bulbous bow. The parameters involved are the bulb’s length, width, depth and angle. For
width, length and depth, the design variables correspond to the scale factors used to obtain
the deformation, hence they are equal to one in the non-deformed configuration. Instead,
for the bulb’s angle, the design variable is the rotation angle applied to the deformation
box, which is equal to zero for the baseline.
The free form deformation method has proven to be unsuitable for the stern parametriza-
tion, hence a conventional approach has been used: the stern’s shape has been recon-
structed by using points and NURBS curves, taking as design variable the z-coordinates
of the points. This allows to modify the stern’s depth.
The parametrization proposed for the DTMB 5415 does not take into consideration any
constraint, i.e. it does not guarantee that the length, the displacement volume and other
geometrical features of the modified hulls are kept as in the baseline. In principle, this
approach is not correct because the ship’s main dimensions influence the hydrodynamic
performance and the mechanical behaviour. However, constraints have not been taken
into account to simplify the problem. This thesis actually treats all the steps of hull form
optimization and is intended to serve as a reference for similar problems. The development
of a parametrization method which considers geometrical constraints may be a further
development of this work.
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Chapter 5
Design of Experiments
Once the geometry has been parametrized, it is necessary to estimate how much the dif-
ferent variables inuence the performance of the ship. This can be done through a design
of experiments and a sensitivity analysis. This chapter briey summarizes the dierent
possible approaches to deal with this issue. Then a procedure to analyse the specific case
study of this thesis is set up and some interesting results are reached.
5.1 What is a Design of Experiments?
The term design of experiments refers to a series of statistical techniques whose purpose
is the analysis of a system evaluating how much one or more input factors influence one
or more output variables. This can be useful to obtain a deeper knowledge of the system,
to understand which are the parameters of greatest interest and to develop theoretical
models to predict the behaviour of the system. Montgomery in [31] writes: "Statistical
design of experiments refers to the process of planning the experiment so that appropriate
data will be collected and analysed by statistical methods, resulting in valid and objective
conclusions". Hence, design of experiments consists in methods for setting a series of
experiment in order to evaluate the influence of some input parameters on the system
response. Usually it consists of two phases: initially a group of individuals to be tested
is selected; then, once the dependent variable has been evaluated for each individual, the
influence of the input factors on the system is estimated. These two steps are called
sampling and sensitivity or uncertainty analysis. However, design of experiment is a very
complicated field: the list of methods and approaches considered in this chapter is far
from being complete.
Design of experiments methods may be helpful in many engineering branches. Some
typical applications, listed in [31], are: the evaluation and comparison of basic design
configurations, the evaluation of material alternatives, the selection of design parameters so
that the product will work well under a wide variety of field conditions, the determination
of key product design parameters that impact product performance and the formulation
of new products.
In this thesis, a design of experiments method is used to sample a certain number of
different hull’s shapes by changing the values of the variables defined in Chapter 4 and
to estimate how these variables influence the ship’s resistance. To evaluate the drag force
associated to each individual of the sample, the geometries have been tested on a CFD
analysis based on the DTMB02 model, which has been validated in Chapter 3.
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5.1.1 Sampling Techniques
The aim of the sampling step is to generate a sequence of inputs to study the objective
function at hand. This phase is fundamental to perform a sensitivity analysis, whose
quality and computational cost strongly depend on the sampling method adopted. The
sensitivity analysis must satisfy two requirements: on the one hand, there is the need to
explore the variation ranges of each variable thoroughly in order to achieve an adequate
knowledge of the system; on the other hand, the computational expense cannot be exces-
sively high so the number of sampling points required has to be as small as possible. To
fulfil these two conditions a proper sampling method has to be chosen.
A lot of sampling methods are available. The simplest is the so-called random sam-
pling. This technique situates the sampling points randomly throughout the variable’s
domain. However, the locations of points are determined by the random number genera-
tor of the computer and, for technical aspects, they cannot be exactly random leading to
a distribution of points which is not uniform in the variables’ space. Clusters and gaps are
present and this may compromise the goodness of the sensitivity analysis. To reduce the
associated uncertainty by a factor of 10, the number of sampling points has to be increased
by a factor of 102 causing a considerable raise of the computational effort.
Quasi-random sampling methods have been developed to improve the distribution of
points in the variables’ space. Here the locations of points are established with a much
more complex algorithm than the basic random points generator. The most common
algorithms are the Halton and the Sobol sequences. Figure 5.1 shows how the same
number of points is distributed according to a random and a Sobol sampling. The great
advantage of quasi-random methods is that, unlike in the case of random sampling, the
uncertainty of the associated sensitivity analysis decreases with the number of points in
the sample.
Other common sampling techniques are the factorial sampling, the latin hypercube
sampling and the multivariate stratified sampling. For further details about these methods
refer for example to [32].
Figure 5.1: Comparison between a random sample, on the left, and a Sobol sample, on the
right. Adapted from [33].
80
What is a Design of Experiments?
5.1.2 Sensitivity Analysis Methods
A sensitivity analysis consists in evaluating the effect of a certain number of factors on a
system and how their interactions affect the system response. In the case of an engineering
problem, this enables the designer to select only the relevant variables and parameters and,
thus, to simplify the design process.
The simplest and basic sensitivity analysis method is the so-called one-at-a-time method.
It consists in changing the value of one variable at a time, keeping all the others fixed to
evaluate the output variation and, thus, the effect of each single factor on the system
output. Although this approach is very easy to understand, it enables only a local study
of the variables’ domain because it requires the choice of a starting point. A global knowl-
edge of the system can be achieved only by increasing significantly the number of output
evaluations and, so, the computational cost. Moreover this method is not able to catch
the interactions between factors.
Several more accurate sensitivity analysis methods are available. Here the attention is
focused on the analysis of variance method, as this approach will be used in Section 5.2.
Other sensitivity analysis methods are the elementary eect, the derivative based and the
variance based. A lot of documentation is easily available on these approaches. Refer for
example to [32] for further informations.
Analysis of variance: In engineering problems, a commonly used approach to evaluate
the effects of some input factors on a system is the analysis of variance or ANOVAmethod.
To apply it, factors’ ranges are split into a discrete number of levels and data are collected
for each factor/level combination. Then, the F -test is used to evaluate factors’ main effects
and interactions.
The simplest case is the one-way ANOVA or single-factor ANOVA, which studies the
effect of only one input variable. Considering a sample of data composed byN observations
(j = 1,    , N) distributed over K levels (i = 1,    , K), the ij-th observation can be
expressed as:
yij = + ij 5.1
where  is the overall mean and ij is a random error which incorporates all other sources
of variability in the experiment. The overall mean is a constant term hence all observations
are seen as random variations about this parameter. Equation 5.1 is called reduced model.
The ij-th observation may also be expressed in an alternative way:
yij = + i + ij 5.2
where i is the i-th treatment eect representing the deviation of the system response from
the overall mean when the factor belongs to the i-th level. Equation 5.2 is called full
model.
If the input factor is significant, the full model represents better the system behaviour.
This can be establish through the F -test, which consists in the evaluation of the F pa-
rameter:
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F = (RSSreduced −RSSfull)/(K − 1)(RSSfull)/(N −K) 5.3
where RSS is the residuals sum of squares. "If F is significantly non-zero then the full
model has a significantly smaller error variance than the reduced model. That is to say,
the full model is a significantly better model, or the main effect of the factor is significant"
[34].
To apply the ANOVA method, errors distribution is assumed to be a zero mean Gaus-
sian distribution, i.e. errors are assumed to be normally and independently distributed
random variables with zero mean and variance 2. Moreover, the variance 2 is assumed
to be constant for all levels.
This approach can be extended to a larger number of input factors and to levels as
continuous variables – in the just described case the number of levels was discrete. The
mathematical demonstration can be found in the literature.
5.2 A DoE for the DTMB 5415
The purpose of this thesis is to study and improve the hydrodynamics of the DTMB 5415
by focusing in particular on the bulbous bow and on the transom stern. To do so, in
Chapter 3, a CFD model to analyse the flow field has been validated. Then in Chapter
4, the bow and the stern geometries have been parametrized and some variables have
been selected. By changing the value of these variables, it is possible to create new hull
geometries which are similar to the baseline, the DTMB 5415, but presents a different
bulb and transom shape.
Now a deeper knowledge of how the selected parameters influence the ship’s hydro-
dynamics is requested. To do so, a design of experiment is set up: a sample of new hull
geometries is selected and then a sensitivity analysis is carried out. To select new shapes
for the hull, the Sobol sampling technique has been adopted because, as it has been said
in Section 5.1.1, this method is able to place the sample points uniformly throughout the
variables’ domain. Then, the results have been studied through an ANOVA analysis, that
seems to be particularly suitable to handle with a random or quasi-random sample of
points.
Two design of experiments have been performed. In the first, DoE1, 40 individuals
have been generated and simulated. This analysis has been useful to adjust the bounds of
each variables and to draw the first conclusion: one of the parameters has been excluded
from the subsequent analysis because of its poor influence on the objective function. Then,
a second analysis has been performed, DoE2, to better catch the trends, i.e. how the value
of the resistance changes according to the values of the input parameters.
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5.2.1 The First Design of Experiments: DoE1
Variables bounds: The variables involved in DoE1 are the ones defined in chapter
4, that is bulb angle (a), width (w), length (l), depth (d) and stern depth (∆z). It
should be recalled that the free form deformation technique has been used to parametrize
the bulb. For width, length and depth, the design variables correspond to the scale
factors used to obtain the deformation and, therefore, they are expressed as adimensional
numbers. Instead the bulb angle and the stern depth are expressed in in degrees and
meters respectively. Table 5.1 reports the upper and the lower bounds for each variable.
Ranges have been set rather wide to enable a proper exploration of the variable’s domain.
In Figures from 5.2 to 5.6, for each variable the baseline configuration is compared to the
geometries obtained by using the upper or the lower bound. By using these settings, 40
different hull geometries have been generated through a Sobol sampling algorithm available
in the software CAESES and simulated in OpenFOAM by using the DTMB02 numerical
model.
a[◦] ∆z[m] w[−] l[−] d[−]
Lower bound -5 -0.05 0.5 0.7 0.5
Upper bound 6 0.05 1.5 1.15 1.5
Table 5.1: Variables’ bounds in DoE1.
Figure 5.2: Stern depth: from left to right the baseline, the upper bound and the lower bound
configurations.
Figure 5.3: Bulb’s angle: from left to right the baseline, the upper bound and the lower bound
configurations.
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Figure 5.4: Bulb’s width: from left to right the baseline, the upper bound and the lower bound
configurations.
Figure 5.5: Bulb’s length: from left to right the baseline, the upper bound and the lower bound
configurations.
Figure 5.6: Bulb’s depth: from left to right the baseline, the upper bound and the lower bound
configurations.
Results: Figure 5.7 shows the CFD results of this first design of experiments, reporting
in particular for each individual of the sample the values of the total resistance R, the
pressure resistance RP and the viscous resistance RV as a function of each single variable.
This is the simplest method to appreciate the variables’ influence on the objective functions
and it is a way to depict graphically the main effects of the factors. Instead, interactions
between factors cannot be appreciated by looking at these plots. In this figure all quantities
are normalized: variables values are between zero and one while resistance values are
normalized with respect to the baseline: in each plot, the baseline is represented as a
black filled square and its value on the vertical axis is equal to one. Hence each individual
that presents a value lower than 1 on the vertical axis has better performance than the
baseline and vice-versa.
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Figure 5.7: Results of DoE1. Variables values are normalized between zero and one. The
baseline is represented by the black filled square. Rb denotes the baseline resistance.85
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Firstly, it is possible to observe that the plots of RP and R share the same trends because
RV value is similar for all the geometries and does not affect the total resistance. Hence,
to analyse the results it is possible to focus on R only. This result can be better seen in
Figure 5.8, where the relations between R, RP and RV are highlighted.
1 1.5 2
Rv/Rvb [-]
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
R
p/
Rp
b 
[-]
1 1.5 2
Rp/Rpb [-]
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
R
/R
b 
[-]
1 1.5 2
Rv/Rvb [-]
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
R
/R
b 
[-]
Figure 5.8: Relation between R, RP and RV in DoE1.
Then, some informations about the trend of resistance as a function of single parameters
may be deduced. The factor that seems to have more influence on the resistance value
is the width: resistance grow with it. An ANOVA study based on a linear model has
been carried out with the statistical software R to better understand the behaviour of the
system. As a first approach to the problem, only the main effects have been considered.
The results are summarized in Figure 5.9: the ANOVA table ranks the variables according
to their influence on the system, highlighting the more significant factors with a higher
number of stars.
Figure 5.9: ANOVA table for DoE1: degrees of freedom (Df), sums of squares (Sum Sq), mean
sums of squares (Mean Sq), F parameters (F value) and p-values (Pr(> F)) are reported for each
input variable. Further explanations on the meaning of these parameters can be found in the
literature.
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It is possible to notice that the stern depth ∆z does not have a significant influence on the
resistance value. Moreover the flow field in the transom region is highly turbulent and –
it has been shown in Chapter 3 – the DTMB02 model is not able to catch the exact form
and location of the vortical structures. For these reasons this variable has not been taken
into account in the following analysis.
Looking again at the plots in Figure 5.7, it is possible to deduce how the variables’
bounds have to be adjusted to perform another design of experiments in order to better
catch the trends of the system. In particular, the geometries in width and length plots
seem to be clustered near the lower and upper bound respectively. Hence, the width lower
bound has to be decreased while the length upper bound has to be raised.
Finally in Table 5.2, a comparison between the characteristics of the best individual
of the sample, BEST1, and the baseline is reported. In Figure 5.10 their geometries are
showed. BEST1 presents a percentage reduction of the total resistance of 9.94%.
Individual a[◦] ∆z[m] w[−] l[−] d[−] RP [N ] RV [N ] R[N ]
Baseline 0 0 1 1 1 7.914 14.949 22.863
BEST1 -2.25 0.025 0.75 1.0375 0.75 6.104 14.486 20.590
Table 5.2: Characteristics of the baseline and of the best individual in DoE1.
Figure 5.10: Comparison between the shape of BEST1 (second row) and the baseline (first row).
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5.2.2 The Second Design of Experiments: DoE2
Variables bounds: The parameters involved in this design of experiments are bulb angle
(a), width (w), length (l) and depth (d). The stern depth ∆z is no longer considered, as
it has been demonstrated to have a negligible effect on the ship’s resistance. Variables
bounds have been adjusted in accordance with the results of DoE1. Upper and lower
bounds are reported in Table 5.3 for each parameter. A Sobol sampling of 60 individuals
has been generated in the variables’ domain through the software CAESES, then each
hull geometry has been simulated in OpenFOAM by using the DTMB02 numerical model
validated in Chapter 3.
a[◦] w[−] l[−] d[−]
Lower bound -3.5 0.3 0.7 0.5
Upper bound 5 1.15 1.2 1.5
Table 5.3: Variables’ bounds in DoE2.
Results: In Figure 5.12 the results of this design of experiment are reported. All quanti-
ties are normalized as in Figure 5.7, which refers to DoE1. The relation between the total
resistance R, the pressure resistance RP and the viscous resistance RV can be appreciated
in Figure 5.11: the same conclusions deduced for DoE1 apply in this case, so the attention
can be focused on the total resistance only.
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Figure 5.11: Relation between R, RP and RV in DoE2.
By examining the plots obtained for DoE2, it is possible to note that this time the trends
of R as a function of the single variables are better caught than in DoE1. Hull resistance
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Figure 5.12: Results of DoE2. Variables values are normalized between zero and one. The
baseline is represented by the black filled square. Rb denotes the baseline resistance.89
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clearly grows with the bulb’s width and decreases with the bulb’s length. The other two
parameters seem to have less influence on the ship’s resistance.
To better understand these plots, an ANOVA study based on a linear model has been
carried out by using the software R. In this analysis, the interactions between input factors
have been considered as well. The corresponding ANOVA table is reported in Figure 5.13.
As for DoE1 the variables or variables’ combinations that mostly influence the system are
highlighted with a higher number of stars on the right-hand side column of the table. As
suggested by the plots in Figure 5.12, the bulb’s angle has a negligible influence on the
ship’s resistance, both considering main effects and interactions. Instead, the bulb’s depth
has a significant effect on the system.
Figure 5.13: ANOVA table for DoE2: degrees of freedom (Df), sums of squares (Sum Sq), mean
sums of squares (Mean Sq), F parameters (F value) and p-values (Pr(> F)) are reported for each
input variable. Further explanations on the meaning of these parameters can be found in the
literature.
Finally in Table 5.4, a comparison between the characteristics of the best individual of
DoE2, BEST2, and the baseline is reported. In Figure 5.14 their geometries are showed.
BEST2 presents a percentage reduction of the total resistance of 9.15%.
Individual a[◦] w[−] l[−] d[−] RP [N ] RV [N ] R[N ]
Baseline 0 1 1 1 7.914 14.949 22.863
BEST2 -0.8437 0.4594 1.1687 1.0625 5.96 14.812 20.772
Table 5.4: Characteristics of the baseline and of the best individual in DoE2.
90
A DoE for the DTMB 5415
Figure 5.14: Comparison between the shape of BEST2 (second row) and the baseline (first row).
Comparing data reported in Tables 5.4 and 5.2 and hull’s geometries showed in Figures 5.14
and 5.10, it is possible to observe that BEST1 and BEST2 present a similar value of the
drag force but quite different shapes. Further analyses are then necessary to understand
whether a global minimum exists. These will be carried out in the following chapter.
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5.3 Conclusions
This chapter is about design of experiments techniques adopted in engineering problems
to evaluate how one or more input factors influence one or more output variables in a
physical system.
Usually, a design of experiments consists of two phases: the sampling phase, to select
a group of individuals to be tested, and a sensitivity analysis, to evaluate the main effects
of factors and their interactions. Here, the attention is focused on the Sobol sampling
technique and on the analysis of variance approach, as these methods are then used to
perform a design of experiments on DTMB 5415.
The original part of this chapter consists in a design of experiments for the DTMB
5415. The design variables involved in this analysis are the ones selected in Chapter 4,
that is bulb angle (a), width (w), length (l), depth (d) and stern depth (∆z). The analysis
has been carried out in two phases: DoE1 and DoE2.
In both cases, a sample of individuals has been selected by using the Sobol sampling
technique available in the software CAESES. Then, each hull geometry has been tested
in OpenFOAM by using the DTMB02 numerical model validated in Chapter 3. The
CFD simulations have provided for each individual the values of the total resistance R,
viscous resistance RV and pressure resistance RP . In both DoE1 and DoE2, viscous
resistance has proven a negligible component of the total drag, as the latter and the
pressure resistance have shown the same trends. Therefore, the attention has been focused
on the total resistance only. Finally, the analysis of variance method, available in the
statistical software R, has been used to analyse the results.
The first design of experiments, DoE1, has been performed by using a sample of 40
individuals and setting the variables’ ranges rather wide, to enable a proper exploration
of the domain. The analysis of variance has been carried out by considering only the main
effects. The result has shown that the stern’s depth has a negligible influence on the total
resistance. Moreover, the flow field in the transom region is highly turbulent and – it has
been shown in Chapter 3 – the DTMB02 model is not able to catch the exact form and
location of the vortical structures. For these reasons, this variable has not been taken into
account in the further analysis. The best individuals of this first design of experiments
have been found to be clustered in a region of the variables’ domain.
The second design of experiments, DoE2, has been performed by using a sample of 60
individuals and adjusting the variables’ bounds in accordance with the results of DoE1.
The stern depth ∆z has no longer been considered. The effects of the variables on the
total resistance have been better caught than in DoE1: hull resistance clearly grows with
the bulb’s width and decreases with the bulb’s length, while the other two parameters
seem to have less influence. The ANOVA analysis has been carried out by considering
factors’ main effects and interactions. The result has shown that the bulb’s angle has a
negligible influence on the ship’s resistance.
Tables 5.5 and 5.6 report the variables’ bounds and the characteristics of the best
individuals for DoE1 and DoE2. By comparing BEST1 and BEST2 data, it is possible
to observe that they present a similar value of the drag force but quite different shapes.
Further analyses are then necessary to understand whether a global minimum exists.
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a[◦] ∆z[m] w[−] l[−] d[−]
DoE1 Lower bound -5 -0.05 0.5 0.7 0.5
Upper bound 6 0.05 1.5 1.15 1.5
DoE2 Lower bound -3.5 - 0.3 0.7 0.5
Upper bound 5 - 1.15 1.2 1.5
Table 5.5: Variables’ bounds in DoE1 and DoE2.
Individual a[◦] ∆z[m] w[−] l[−] d[−] RP [N ] RV [N ] R[N ] ∆R(%)
Baseline 0 0 1 1 1 7.914 14.949 22.863 -
BEST1 -2.25 0.025 0.75 1.0375 0.75 6.104 14.486 20.590 9.94
BEST2 -0.8437 - 0.4594 1.1687 1.0625 5.96 14.812 20.772 9.15
Table 5.6: Characteristics of the baseline and of the best individuals in DoE1 and DoE2. R
denotes the percentage reduction of the total resistance.
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Chapter 6
Response Surfaces and
Optimization
Often, when dealing with problems that involve CFD analyses, computing time is a critical
issue. A single simulation may actually require hours to converge, while time-to-market is
usually short. Hence, only a small number of simulations can be performed. This problem
may be resolved through the construction of a response surface  or surrogate model  which
is able to predict the ship’s performance in few seconds. In this chapter, three dierent
regressive models are introduced and used to predict the drag force of new DTMB 5415
geometries. At this point, another problem arises, that is to determine whether a global
minimum exists. A lot of optimization techniques are available to handle this issue. Here,
a genetic algorithm is used on the surrogate models to find the best DTMB 5415 geometry.
6.1 Response Surfaces
A response surface is a mathematical model of a physical system. Physical systems are
normally characterized by one or more outputs whose values change according to several
input factors. The simpler case, which is a system with one output and two inputs, can
be represented by the following relation:
y = f(x1, x2) +  6.1
where x1 and x2 are the input parameters, y is the system’s output and  is the error or
noise observed in y. The function E(y) = f(x1, x2) is the expected response, hence the
surface defined as  = f(x1, x2), shown in Figure 6.1, is called a response surface.
In engineering problems the functional relation which links the inputs and the outputs
is unknown. Therefore the purpose of the response surface methodology is to find a suitable
approximation of this function by using several mathematical and statistical techniques.
Once the response surface of the system has been built, some statistical parameters can
be calculated to evaluate its accuracy. The main are listed below. Considering a sample of
n observations, the known values of the system output are denoted by yi while the values
estimated by the response surface are denoted by y0i.
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We usually represent the response surface graphically, such as in Figure 11.1, where 
is plotted versus the levels of and . We have seen such response surface plots before, par-
ticularly in the chapters on factorial designs. To help visualize the shape of a response surface,
we often plot the contours of the response surface as shown in Figure 11.2. In the contour plot,
lines of constant response are drawn in the plane. Each contour corresponds to a partic-
ular height of the response surface. We have also previously seen the utility of contour plots.
variables is unknown. Thus, the first step in RSM is to find a suitable approximation
variables. Usually, a
low-order polynomial in some region of the independent variables is employed. If the
a linear function of the independent variables, then the approxi-
a polynomial of higher degree must be used, such as
a reasonable approximation of the true functional relationship over
variables, but for a relatively small region they usually
work quite well.
valent to analysis of the
effectively if proper experimen-
response surface designs. These designs are discussed in Section 11.4.
ii ## ij
100
120
140
160
10
20
30
40
x2 x1 
 
E
(y
) 
=
 
70
60
50
40
100
120
140
160
10
20
30
40
 =
Pressure (psi)
 =
Temperature ( C)
E
x
p
e
c
te
d
 y
ie
ld
 
) 
=
 
70
60
50
40
40506070
F I G U R E  1 1 . 1 A three-dimensional
response surface showing the expected yield (
e ( ) and pressure (
F I G U R E  1 1 . 2 A contour plot of a responseFigure 6.1: Example of response surface. Adapted from [31].
• Residuals: they are defined as the difference between the known and the estimated
values of the system output, that is ri = yi − y0i. If the model is adequate, the
residuals should be structureless: they should contain no obvious patterns. Hence
the graphical analysis of residuals may reveal model inadequacies.
• Root mean square error: it is defined by the relation 6.2. It is always a non-
negative quantity, and values close to zero mean that the model provides a good
approximation of the system at hand.
RMSE =
√Pn
i=1(yi − y0i)2
n
=
√Pn
i=1(ri)2
n
6.2
• Coefficient of determination: it is denoted by the symbol R2. The definition
is the following:
R2 = 1− SSres
SStot
6.3
where SSres is the sum of squares of residuals and SStot is the total sum of squares.
These two quantities are defined respectively as: SSres =
Pn
i=1(yi − y0i)2 =
Pn
i=1(ri)2
and SStot =
Pn
i=1(yi − ym)2, where ym is the mean value of the sample. The better
the model fits the data, the closer the value of R2 is to 1.
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6.1.1 Polynomial Models
The easiest method to predict the response of a system consists in describing its behaviour
through a polynomial relation. The simplest case is the first-order polynomial, which is
used if the function linking the input parameters and the system output is linear. In this
case the response surface is defined as follows:
y = 0 + 1x1 + 2x2 +   + kxk +   + nxn +  6.4
where xk are the independent variables and k are the polynomial parameters. This
model is able to represent only the main effects of the input factors. If interactions
between variables have a significant influence on the response as well, another model is
needed to describe the behaviour of the system. In this case the first-order polynomial
with interaction terms, defined as follows, is suitable.
y = 0 +
nX
i=1
ixi +
X
i<j
ijxixj +  6.5
If the behaviour of the system is more complicated, a polynomial of higher degree must
be used. For example the second-order polynomial is defined as:
y = 0 +
nX
i=1
ixi +
nX
i=1
iix
2
i +
X
i<j
ijxixj +  6.6
To obtain a reliable model, the coefficients of the polynomial are estimated by using a
certain number of known solutions through the least square method.
Polynomial models are very simple, hence it is unlikely that they will be a reasonable
approximation of the true functional relationship over the entire space of the independent
variables. However, for a relatively small region, they may work quite well.
6.1.2 Kriging Models
AKriging model or gaussian process model is a response surface introduced in geoscience by
Krige in 1951 to predict the mineral distribution in the subsoil by using soil samplings. It
is basically a spatial interpolation method. In the original formulation, the input factors
were only two, the spatial coordinates. Later, the method was enhanced as a tool to
deal with engineering problems and a formulation accepting more input variables was
developed. The significant advantage of this response model is that it provides an exact
fit to the observed values and requires the estimation of only one parameter for each factor
considered in the experiment.
By considering a sample of n points where X =
n
x(1),    ,x(2)
o
denote the inputs and
y = (y(x(1)),    , y(x(2))) identifies the known output values, the system response can be
represented in the following form:
y(x) = (x) + Z(x) 6.7
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where (x) is a deterministic trend function and Z(x) is a Gaussian stochastic process with
covariance matrix or kernel 2R(θ). Here 2 is a parameter called process variance while
the elements of R(θ), rij, are the correlations between the outputs of two sample points.
As said before, the Kriging model is a spatial correlation model: the correlation between
two observations decreases as the design points become more distant. The parameters of
the function (x) and the kernel’s parameters θi are set by using the maximum likelihood
method. The obtained estimates are denoted as 0(x) and θ0i. Thus, the values of the
response can be predicted by using:
y0(x) = 0(x) + Z 0(x) 6.8
For further details about the Kriging model, refer for example to [35].
6.1.3 Artificial Neural Networks
Artificial neural networks are surrogate models developed around 1950 which are inspired,
as the name suggests, to animal biological neural networks. In particular, the character-
istics that these models want to copy from animals’ brain are the structure, made up of a
lot of elemetary units, and the ability to learn something, which is a capability computers
do not have. Kriesel in [36] writes: "The study of artificial neural networks is motivated
by their similarity to successfully working biological systems, which – in comparison to
the overall system – consist of very simple but numerous nerve cells that work massively
in parallel and have the capability to learn". Hence, artificial neural networks consist
in a certain number of units, the neurons, which are interconnected to form a network.
Informations, travelling through the network, are modified and, by inserting some input
parameters, the network is able to produce an output. The network is thus comparable
to a transfer function able to predict the response of a physical system.
Neuron model: Each neuron of an artificial neural network is actually a simple mathe-
matical function and each connection is actually a weight. Figure 6.2 reports a schematic
representation of a neuron model. Here, some input signals produced by other cells, de-
noted by x1, x2,    , xm, are transmitted to the neuron. The transmission of information
between neurons is possible thanks to connections or synapses, which are characterized
by a weight or strength. These in the figure are denoted by wk1, wk2,    , wkm. Then a
weighted sum of the m input information is performed to produce a unique input value.
This operation is represented in the figure as the summing junction and corresponds to a
linear combination of the neuron inputs. The obtained input value can then be increased
or lowered by using the bias bk. Finally, the neuron produces an output by applying
an activation function or squashing function  () to the input. Mathematically, these
operations can be represented by the following relations:
uk =
mX
j=1
wkjxj
vk = bk + uk
yk =  (vk)
6.9
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where uk is the result of the linear combination, vk is the value obtained through the
application of the bias and yk is the neuron output.
Typically, the normalized amplitude range of the output of a neuron is written
as the closed unit interval [0,1], or, alternatively, [ 1,1].
The neural model of Fig. 5 also includes an externally applied bias, denoted by The
bias has the effect of increasing or lowering the net input of the activation function,
depending on whether it is positive or negative, respectively.
In mathematical terms, we may describe the neuron depicted in Fig. 5 by writ-
ing the pair of equations:
(1)
and
(2)
where , ..., are the input signals; , ..., km are the respective synaptic
weights of neuron (not shown in Fig. 5) is the linear combiner output due to the input
signals; is the bias; (·) is the activation function; and is the output signal of the
neuron.The use of bias has the effect of applying an affine transformation to the out-
put of the linear combiner in the model of Fig. 5, as shown by
(3)
In particular, depending on whether the bias is positive or negative, the relationship
between the induced local field, or activation potential of neuron and the linear
combiner output is modified in the manner illustrated in Fig. 6; hereafter, these two
terms are used interchangeably. Note that as a result of this affine transformation, the
graph of versus no longer passes through the origin.
The bias is an external parameter of neuron k. We may account for its presence
as in Eq. (2). Equivalently, we may formulate the combination of Eqs. (1) to (3) as follows:
(4)kj
(u
kj
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FIGURE 5 Nonlinear model
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Figure 6.2: Schematic representation of a neuron in artificial neural networks [37].
Activation functions: A lot of activation fu ctions are available. Two simple examples
are reported here and their grap ics can be ob er d in Fi ure 6.3. The first is the threshold
function or Heaviside function, defined as:
yk =  (vk) =
8<:1 if vk  00 if vk < 0 6.10
The second is the sigmoid function, defined as:
yk =  (vk) =
1
1 + exp (−avk) 6.11
where a is called slope parameter. The activation function thus limits the permissible
amplitude range of the output. Typical output’s intervals are [0,1] or [-1,1].
2 1.5 1 0.5 0 0.5 1 1.5 2
w(v)
v
10 8 6 4 2 0 2 4 86 10
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v
Increasing
a
Figure 6.3: Examples of activation function: on the left the threshold function, on the right the
sigmoid function [37].
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Topology: The neurons of an artificial neural network are organized into layers. Basi-
cally there are three types of layers, which are input, output and hidden layers. The input
layer presents one neuron for each input variable of the system that the network wants to
model, while the output layer is composed of a number of neurons equal to the number
of objective functions. Through these layers the network can receive signals, elaborate
informations and produce some outputs. Hidden layers are necessary when the system is
complicated and cannot be modeled by using only the input and the output layer. The
simpler neural networks usually present at least one hidden layer. The number of neurons
in the hidden layers can be arbitrarily chosen. An example of neural network topology is
shown in Figure 6.4.
The second class of a feedforward neural network distinguishes itself by the presence of
one or more hidden layers, whose computation nodes are correspondingly called hidden
neurons or hidden units; the term “hidden” refers to the fact that this part of the neural
network is not seen directly from either the input or output of the network. The func-
tion of hidden neurons is to intervene between the external input and the network out-
put in some useful manner. By adding one or more hidden layers, the network is enabled
to extract higher-order statistics from its input. In a rather loose sense, the network ac-
quires a global perspective despite its local connectivity, due to the extra set of synap-
tic connections and the extra dimension of neural interactions (Churchland and
Sejnowski, 1992).
The source nodes in the input layer of the network supply respective elements of
., the first hidden layer). The out-
put signals of the second layer are used as inputs to the third layer, and so on for the rest
Typically, the neurons in each layer of the network have as t eir inputs
. The set of output signals of the neurons
in the output (final) layer of the network constitutes the overall response of the net-
work to the activation pattern supplied by the source nodes in the input (first) layer.The
architectural graph in Fig. 16 illustrates the layout of a multilayer feedforward ne ral net-
a single hidden layer. For the sake f brevity, the network in Fig. 16
is referred to as a 10–4–2 network because it has 10 source nodes, 4 hidden neurons, and
2 output neuro s. As another example, a feedforward network with 
, and 
m–h –h –q
22
Input layer
of source
nodes
Layer of
hidden
neurons
Layer of
output
neurons
Figure 6.4: Topology of a neural network [37].
Training and testing: Once the topology of the network has been decided and the
activation functions of the neurons have been chosen, the network is still unable to predict
the response of the system at hand. In fact, the network has to be trained to set the
values of the connection weights, the biases and the parameters of each activation function.
Usually, a certain number of known design points are available for this purpose and specific
algorithms are used to estimate the constants. Finally, the network has to be tested to
check its accuracy and reliability. Some known design points are excluded from the training
phase and are used at this stage to verify the goodness of the response prediction.
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6.2 Optimization Techniques
An optimization problem can always be expressed as the research of the global minimum
or maximum of a function. Generally speaking, to introduce this topic it is possible to
distinguish between traditional and modern optimization methods. The first are typi-
cally mathematical gradient or derivative based algorithms, while the second are usually
characterized by a stochastic, random component.
The most commonly used non-traditional optimization methods for the resolution of
engineering problems are genetic algorithms. One of them will be used in Section 6.3
to optimize the DTMB 5415 geometry. Optimization is a very complex subject which is
constantly evolving. Therefore, only a brief explanation of the operating principles of a
genetic algorithm is proposed here. Further details can be easily found in literature, for
example in [38].
6.2.1 Genetic Algorithms
These algorithms are suited when the design space is discontinuous and not convex. In
these cases in fact, traditional optimization techniques are computationally expensive,
inefficient and often unable to find the global minimum.
Genetic algorithms are based on the concepts of biological evolution and, more specif-
ically, on Darwin’s theory of survival-of-the-fittest. They try to copy from the genetics
some mechanisms such as reproduction, crossover and mutation.
In a genetic algorithm the design variables of each design point are written as binary
numbers and form a string. This string is the so-called chromosome of the individual. An
example is reported in Figure 6.5. 13.2 Genetic Algorithms 695
String of length 20
1 0 0 1 0 0 0 0 1 1 0 0 0 0 1 0 0 1 0 0
x1 x2 x3 x4
In general, if a binary number is given by · · · , where 0 or 1,
, . . . , q, then its equivalent decimal number (integer) is given by
(13.1)
This indicates that a continuous design variable can only be represented by a set
of discrete values if binary representation is used. If a variable (whose bounds are
given by (l) and (u)) is represented by a string of binary numbers, as shown in
Eq. (13.1), its decimal value can be computed as
(l)
(u) (l)
(13.2)
if a continuous variable is to be represented with high accuracy, we need to use a
large value of in its binary representation. In fact, the number of binary digits needed
(q) to represent a continuous variable in steps (accuracy) of  x can be computed from
the relation
(u) (l)
 x
1 (13.3)
For example, if a continuous variable with bounds 1 and 5 is to be represented with
an accuracy of 0.01, we need to use a binary representation with digits where
01
401 or 9 (13.4)
Equation (13.2) shows why GAs are naturally suited for solving discrete optimization
problems.
Example 13.1 Steel plates are available in thicknesses (in inches) of
32 16 32 32 16 32 32 16
11
32
13
32 16
15
32
from a manufacturer. If the thickness of the steel plate, to be used in the construction
of a pressure vessel, is considered as a discrete design variable, determine the size of
the binary string to be used to select a thickness from the available values.
SOLUTION The lower and upper bounds on the steel plate (design variable, ) are
given by 32 and in., respectively, and the resolution or difference between any two
adjacent thicknesses is 32 in. Equation (13.3) gives
(u) (l)
 x
in. 32 in.
32 in.
15
from which the size of the binary string to be used can be obtained as 4.
Figure 6.5: Example of chromosome in a genetic algorithm [38].
A typical genetic algorithm consists of the following steps.
Initialization of the population: The first step is the definition of the initial popu-
lation. Usually individuals are placed randomly in the design space. The population size
suggested in literature is of 2n or 4n, where n is the number of the design variables. Once
the initial design points have been chosen, the objective or fitness function is evaluated
for each individual.
Selection of the parents: This operation consists in the selection of good strings of the
population to form a mating pool. Th r are several selection methods. One f the most
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used is the roulette wheel where a string is selected from the population with a probability
proportional to its fitness. This principle is schematically depicted in Figure 6.6. Thus,
probabilistically, design points with high fitness values in the population get more copies in
the mating pool. This ensures the respect of the survival-of-the-fittest theory: individuals
with a lower value of the objective function will reproduce and live, while the others will
die.698 Modern Methods of Optimization
Roulette wheel
Fitness
values
3
2
1
6
5
4 Pointer
16%
8% 36%
24%
12%4%
String
numbers
Figure 13.1
In Fig. 13.1, the population size is assumed to be 6 with fitness values of the strings
1, 2, 3, 4, 5, and 6 given by 12, 4, 16, 8, 36, and 24, respectively. Since the fifth
string (individual) has the highest value, it is expected to be selected most of the time
(36% of the time, probabilistically) when the roulette wheel is spun times ( 6 in
Fig. 13.1). The selection scheme, based on the spinning of the roulette wheel, can be
implemented numerically during computations as follows.
of selecting different strings based on their fitness values are
to determine the cumulative
probability of string being copied to the mating pool, , by adding the individual
probabilities of strings 1 through as
(13.13)
be implemented by associating the cumu-
lative probability range (P to the th string. To generate the mating pool of
Table 13.1 Roulette-Wheel Selection Process for Obtaining the Mating Pool
Probability of Cumulative Range of
selecting string probability value cumulative
for the mating of string , probability of
String number Fitness value pool, string i, (P , P
1 12 0.12 0.12 0.00–0.12
2 4 0.04 0.16 0.12–0.16
3 16 0.16 0.32 0.16–0.32
4 8 0.08 0.40 0.32–0.40
5 36 0.36 0.76 0.40–0.76
6 24 0.24 1.00 0.76–1.00
Figure 6.6: Roulette-wheel selection scheme [38].
Crossover: This is the reproduction stage. The individuals which have been selected at
the previous stage are the so-called parents. Children are created from couples of parents
by mixing heir genetic material, that is their chr mosomes. An example of his operation
is reported in Figure 6.7, w re X1 nd X2 are the pare ts, X3 and X4 ar the children.
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a crossover site is selected at random along the string
length, and the binary digits (alleles) lying on the right side of the crossover site are
swapped (exchanged) between the two strings. The two strings selected for participation
in the crossover operators are known as parent strings and the strings generated by the
crossover operator are known as child strings.
For example, if two design vectors (parents), each with a string length of 10, are
given by
(Parent 1) X1 = {0 1 0 | 1 0 1 1 0 1 1}
(Parent 2) X2 = {1 0 0 | 0 1 1 1 1 0 0}
the result of (Offspring 1) X3 = {0 1 0 | 0 1 1 1 1 0 0}
(Offspring 2) X4 = {1 0 0 | 1 0 1 1 0 1 1}
Since the crossover operator combines substrings from parent strings (which have
good fitness values), the resulting child strings created are expected to have better
fitness values provided an appropriate (suitable) crossover site is selected. However,
the suitable or appropriate crossover site is not known before hand. Hence the crossover
site is usually chosen randomly. The child strings generated usi g a random crossover
site may or may not be as good or better than their parent strings in terms of their
If they are good or better than their parents, they will contribute to a
of the average fitness value of the new population. On the other
hand, if the child strings created are worse than their parent strings, it should not be of
to the success of the GAs because the bad child strings will not survive
very long as they are less likely to be selec ed in the next reproduction stage (beca se
of the survival-of-the-fittest strategy used).
As indicated above, the effect of crossover may be useful or detrimental. Hence it
is desirable not to use all the strings of the mating pool in crossover but to preserve
some of the good strings of the mating pool as part of the population in the next
generation. In practice, a crossover probability, , is used in selecting the parents for
percent of the strings in the mating pool will be used in
the crossover operator while 100 percent of the strings will be retained as
they are in the new generation (of population).
Mutation. The crossover is the main operator by which new strings with better fitness
values are created for the new generations. The mutation operator is applied to the new
strings with a specific small mutation probability, . The mutation operator changes
the binary digit (allele’s value) 1 to 0 and vice versa. Several methods can be used
for implementing the mutation operator. In the single-point mutation, a mutation site
is selected at random along the string length and the binary digit at that site is then
changed from 1 to 0 or 0 to 1 with a probability of . In the bit-wise mutation, each
bit (binary digit) in the string is considered one at a time in sequence, and the digit
is changed from 1 to 0 or 0 to 1 with a probability . Numerically, the process can
be implemented as follows. A random number between 0 and 1 is generated/chosen.
If the random number is smaller than , then the binary digit is changed. Otherwise,
the binary digit is not changed.
Figure 6.7: Example of crossover operation [38].
Mutation: At this step the chromosome of some newly created individuals may be
modified randomly. The mutation operator in fact, chang s a binary digit of their string
from 1 to 0 and vice versa. There are several methods to implement this operation.
Formation of the new g neration: Finally a new generation of indiv d als c n be
formed. Again, here ar sev r l ptions to do it. For example the new population can be
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made up of the best individuals of the previous generation, the children produced during
the crossover stage and the individuals produced by the mutation operator.
Normally the total number of generations is decided a priori together with the number
of individuals forming the population. The ability of the algorithm to catch the global
minimum depends on these numbers, which have to be set according to the number of
decision variables.
6.3 Optimization of the DTMB 5415
In this section, an optimization procedure for DTMB 5415 is proposed, based on the results
of the design of experiments carried out in Chapter 5.
Firstly, by using the CFD results of DoE2, three surrogate models have been developed:
a linear model with interaction terms, a Kriging model and an artificial neural network.
The surrogate models have been used to run a genetic algorithm: for each surrogate model,
a geometry minimizing the total drag has been found. Then, the best individuals found
through the optimizations have been simulated by using the DTMB02 model to verify
the accuracy of the response surfaces. The results obtained from CFD have suggested
to focus the attention on a narrower design space. Hence a new DoE, named DoE3, has
been performed by adjusting the variables’ bounds. Finally, the surrogate models have
been updated by using the results of DoE3 and the optimizations have been repeated thus
producing interesting results. In the following sections, each stage of this optimization
procedure is described in detail.
6.3.1 First Optimization: OPT1
Construction of the surrogate models: In DoE2 a sample of 60 different geometries
has been analysed by using the DTMB02 numerical model to obtain the total drag value
associated to each hull’s shape. Starting from these data, three surrogate models have been
developed. More specifically, the models have been created in MATLAB: a linear model
with interaction terms and a Kriging or gaussian process model have been constructed by
using the Regression Learner App, while an artificial neural network has been developed
by using the Neural Net Fitting App. For the neural network model, data have been split
into three groups made up of 42, 9 and 9 individuals respectively. These have been used
to train, validate and finally test the net.
Figure 6.8 depicts the characteristics of each response surface. Fitted and exact resis-
tance values of each sample point, denoted by Rfit and RCFD respectively, are normalized
with respect to the baseline total resistance, denoted by Rb. By observing the residuals’
plots, it is possible to notice that the Kriging model presents lower residuals: it fits the
CFD data better than the other models. This may be seen also by examining Table 6.1,
where the coefficients of determination and the root mean square error are reported for
the three models. The Kriging model is characterized by the closest-to-1 R2 value and
by the lower RMSE value. The neural network shows good performance as well, as it
presents R2 and RMSE values which are close to the Kriging model’s ones.
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Figure 6.8: Characteristics of the three surrogate models in OPT1. Fitted and exact resistance
values of each sample point (Rfit and RCFD) are normalized with respect to the baseline total
resistance (Rb).
Neural
network
Kriging
model
Linear
model
Coefficient of determination (R2) [−] 0.9651 0.9823 0.8836
Root mean square error (RMSE) [N ] 0.4660 0.3317 0.8512
Table 6.1: Coefficient of determination and root mean square error calculated with 6.2 and 6.3
for each surrogate model in OPT1.
Optimization and CFD check: The genetic algorithm implemented in MATLAB has
been used to run the optimizations. The objective is to minimize the ship’s drag. Each
optimization has been carried out for 20 generations, using a population of 20 individuals.
For each surrogate model, the optimization has provided the geometry minimizing the
total resistance. Hence, three optimum hull’s shapes have been produced: BEST-NN1
by using the neural network, BEST-KR1 by using the Kriging model and BEST-LIN1 by
using the linear model with interaction terms.
In Figure 6.9, all the individuals evaluated by the genetic algorithm during the opti-
mizations are reported for each model. The resistance values are normalized with respect
to the baseline resistance, denoted by Rb. It may be noticed that in general, the esti-
mations of the drag force provided by the three models differ a lot: the neural network
provides drag values that are much lower than the ones provided by the other models. It
may be concluded that at least two of the three surrogate models are not able to produce
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an accurate and reliable prediction of the drag. This is coherent with data reported in
Table 6.1.
Figure 6.9: OPT1: individuals evaluated during the optimizations on the three surrogate models.
Rb denotes the baseline resistance.
To test the accuracy of the surrogate models, the best individuals obtained through the
optimizations have been simulated by using the DTMB02 numerical model. Table 6.2
reports the CFD results compared to the predictions provided by the models and the
associated percentage errors. It is possible to note that the Kriging model produces the
most accurate prediction of the drag, as suggested by Table 6.1.
Drag value
provided by the
model [N ]
Drag value
provided by CFD
[N ]
Percentage error
(%)
BEST-NN1 15.69 20.79 24.53
BEST-KR1 20.47 20.83 1.73
BEST-LIN1 18.62 21.23 12.29
Table 6.2: Comparison between the drag values provided by the models and the ones provided
by the CFD simulations for BEST-NN1, BEST-KR1 and BEST-LIN1.
In Table 6.3, the characteristics of the optimum hull geometries provided by the optimiza-
tions are reported together with the individuals BEST1 and BEST2 from DoE1 and DoE2.
Baseline data are also summarized there. By examining the table, it is possible to observe
that all the BEST individuals are clustered in a certain region of the design’s space. Hence
it is possible to deduce that, although only the Kriging model is able to provide an accurate
and reliable prediction of the drag, all the surrogate models are able to approach the min-
imum. More specifically the optimum hull geometries provided by the neural network and
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the Kriging model are quite similar, while BEST-LIN1 presents slightly different values of
the decision variables. The variables’ bounds of the best individuals suggest what region
has to be further investigated in order to catch the minimum. Therefore, it is possible to
reduce once again the variables’ ranges and repeat the optimization process. The values
of the bulb’s angle are not commented here because in Chapter 5, this decision variable
has proven to have a negligible effect on the ship’s drag.
Individual a[◦] w[−] l[−] d[−] RP [N ] RV [N ] R[N ] ∆R(%)
Baseline 0 1 1 1 7.914 14.949 22.863 -
BEST1 -2.25 0.75 1.0375 0.75 6.104 14.486 20.590 9.94
BEST2 -0.8437 0.4594 1.1687 1.0625 5.96 14.812 20.772 9.15
BEST-NN1 -2.6027 0.6743 1.1825 1.4961 6.023 14.766 20.789 9.07
BEST-KR1 -0.7239 0.7213 1.1848 1.0439 6.117 14.715 20.833 8.88
BEST-LIN1 -0.0316 0.3101 0.7233 0.5592 6.859 14.369 21.229 7.15
Table 6.3: Characteristics of the baseline, of the best individuals of DoE1 and DoE2 (BEST1
and BEST2) and of the best individuals found with the genetic algorithm by using the surrogate
models (BEST-NN1, BEST-KR1, BEST-LIN1). R denotes the percentage reduction of the
total resistance.
6.3.2 Second Optimization: OPT2
The third design of experiments: A third design of experiments, DoE3, has been
performed, adjusting the variables’ bounds in accordance with the results achieved in the
previous section. The bulb’s angle has no longer been taken into consideration. Table 6.4
reports the upper and lower bounds set for each variable. The analysis has been performed
by using a sample of 40 individuals which have been selected with the Sobol sampling
method available in the software CAESES. For each design point, a CFD simulation has
been carried out in order to evaluate the total resistance R, the viscous resistance RV and
the pressure resistance RP .
Figure 6.10 depicts the results of DoE3. Here, resistance values are normalized with
respect to the baseline ones (Rb, Rpb and Rvb) and the values of the decision variables
are normalized between zero and one. The trend of the resistance as a function of each
variable is clear: the resistance grows with the bulb’s width and depth, decreases with the
bulb’s length.
w[−] l[−] d[−]
Lower bound 0.3 0.7 0.5
Upper bound 1.15 1.2 1.5
Table 6.4: Variables’ bounds in DoE3.
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Figure 6.10: Results of DoE3. Variables values are normalized between zero and one. The
baseline is represented by the black filled square. Rb denotes the baseline resistance.107
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In Table 6.5 a comparison between the characteristics of the best hull’s geometry simulated
in DoE3, BEST3, and the baseline is reported. BEST3 presents a percentage reduction of
the total resistance of 9.92%.
Individual w[−] l[−] d[−] RP [N ] RV [N ] R[N ]
Baseline 1 1 1 7.914 14.949 22.863
BEST3 0.75 1.175 0.8875 6.097 14.497 20.594
Table 6.5: Characteristics of the baseline and of the best individual in DoE3.
Construction of the surrogate models: CFD data obtained from DoE3 have been
used to built three new surrogate models: a linear model with interaction terms, a Kriging
model and a neural network. The procedure is the same as in Section 6.3.1. Figure 6.11
shows the characteristics of the models. Fitted and exact resistance values of each sample
point, denoted by Rfit and RCFD respectively, are normalized with respect to the baseline
total resistance, denoted by Rb. Residuals are reported within the same range as in Figure
6.8 to easily compare these models to the ones developed in OPT1. The new models seem
to be more accurate, thanks to the new restricted variables’ ranges.
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Figure 6.11: Characteristics of the three surrogate models in OPT2. Fitted and exact resistance
values of each sample point (Rfit and RCFD) are normalized with respect to the baseline total
resistance (Rb).
By examining Table 6.6, where the coefficients of determination and the root mean square
error are reported for the three models, it might be observed that the values of the co-
efficients of determination R2 are worse than in OPT1. This is because here a smaller
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number of individuals is used to build the models. However, root mean square errors are
lower. Hence, these models should actually be more accurate than the previous ones. In
the current case, the more reliable model seems to be the neural network, followed by the
Kriging model.
Neural
network
Kriging
model
Linear
model
Coefficient of determination (R2) [−] 0.9523 0.9198 0.8911
Root mean square error (RMSE) [N ] 0.1344 0.1743 0.2031
Table 6.6: Coefficient of determination and root mean square error calculated with 6.2 and 6.3
for each surrogate model in OPT2.
Optimization and CFD check: The optimizations have been performed as in OPT1.
Three optimum hull shapes have been produced: BEST-NN2 by using the neural net-
work, BEST-KR2 by using the Kriging model and BEST-LIN2 by using the linear model
with interaction terms. Figure 6.11 reports all the individuals evaluated by the genetic
algorithm during the optimizations. The resistance values are normalized with respect to
the baseline resistance denoted by Rb. By comparing this plot to the one in Figure 6.9,
it emerges that in OPT2, drag’s predictions provided by the surrogate models are more
coherent. In fact, Tables 6.2 and 6.7 show that in OPT2 the accuracies of the linear model
and of the neural network have much improved.
Figure 6.12: OPT2: individuals evaluated during the optimizations on the three surrogate
models. Rb denotes the baseline resistance.
109
Response Surfaces and Optimization
The three best individuals obtained in OPT2 have been simulated – as in OPT1 – to
test the accuracy of the models. The results are reported in Table 6.7. Although from
Table 6.6 the neural network seemed to be the best model, the Kriging model has provided
the best prediction of the resistance for the optimum individual, as in OPT1.
Drag value
provided by the
model [N ]
Drag value
provided by CFD
[N ]
Percentage error
(%)
BEST-NN2 20.15 21.16 4.77
BEST-KR2 20.58 20.77 0.91
BEST-LIN2 20.49 21.03 2.57
Table 6.7: Comparison between the drag values provided by the models and the ones provided
by the CFD simulations for BEST-NN2, BEST-KR2 and BEST-LIN2.
In Table 6.8 a comparison between the baseline and all the best individuals obtained
from DoE1, DoE2, DoE3, OPT1 and OPT2 is reported. It should be noted that the
individual characterized by the lowest resistance is BEST1, obtained in the first design of
experiments. Figure 6.13 shows its geometry, compared to the baseline.
Individual a[◦] w[−] l[−] d[−] RP [N ] RV [N ] R[N ] ∆R(%)
Baseline 0 1 1 1 7.914 14.949 22.863 -
BEST1 -2.25 0.75 1.0375 0.75 6.104 14.486 20.590 9.94
BEST2 -0.8437 0.4594 1.1687 1.0625 5.96 14.812 20.772 9.15
BEST-NN1 -2.6027 0.6743 1.1825 1.4961 6.023 14.766 20.789 9.07
BEST-KR1 -0.7239 0.7213 1.1848 1.0439 6.117 14.715 20.833 8.88
BEST-LIN1 -0.0316 0.3101 0.7233 0.5592 6.859 14.369 21.229 7.15
BEST3 - 0.75 1.175 0.8875 6.097 14.497 20.594 9.92
BEST-NN2 - 0.5732 1.1511 1.4945 6.241 14.923 21.164 7.43
BEST-KR2 - 0.7303 1.1956 1.029 6.12 14.646 20.766 9.17
BEST-LIN2 - 0.4262 1.1986 1.4639 6.074 14.955 21.029 8.02
Table 6.8: Characteristics of the baseline compared to the characteristics of best individuals of
DoE1, DoE2, DoE3 (BEST1 and BEST2 and BEST3) and of the best individuals found with the
genetic algorithm using the surrogate models in OPT1 (BEST-NN1, BEST-KR1, BEST-LIN1)
and OPT2 (BEST-NN2, BEST-KR2, BEST-LIN2). R denotes the percentage reduction of the
total resistance.
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Figure 6.13: Comparison between the shape of BEST1 (second row) and the baseline (first row).
6.4 Conclusions
In this chapter surrogate models, also called response surfaces, and optimization techniques
have been introduced.
A response surface is a mathematical/statistical model of a physical system, able to
predict its response when one or more input parameters are changed. It may be useful in
optimization problems that involve CFD simulations, as it can provide an approximation
of the result in few seconds, thus reducing time and cost required for the analyses. Here
the attention is focused on polynomial models, Kriging models and neural networks.
Optimization techniques are increasingly used in engineering problems to find the de-
sign which maximizes the performance of a product, minimizes its cost and so on. There
are several optimization methods, which may be split into traditional and modern. Among
the modern approaches, genetic algorithms are suited when the design space is discontin-
uous and not convex. In these cases, in fact, traditional techniques are computationally
expensive, inefficient and often unable to find the global minimum/maximum. These
algorithms are introduced and described in this chapter.
The original part of this chapter consists in an optimization procedure for the DTMB
5415. Two iterations, named OPT1 and OPT2, have been necessary to achieve interesting
results.
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OPT1: By using the 60 geometries simulated in DoE2, three surrogate models have
been developed in MATLAB: a linear model with interaction terms, a Kriging model and
an artificial neural network. The Kriging model (R2 = 0.9823 and RMSE = 0.3317N)
has proven to be the more accurate, followed by the neural network (R2 = 0.9651 and
RMSE = 0.4660N).
The surrogate models have been used to run the genetic algorithm implemented in
MATLAB. The optimizations have been carried out for 20 generations, using a population
of 20 individuals. For each model, a geometry minimizing the total drag has been found:
BEST-NN1 using the neural network, BEST-KR1 using the Kriging model and BEST-
LIN1 using the linear model with interaction terms.
These individuals have been simulated by using the DTMB02 model to verify the
accuracy of the response surfaces. The drag prediction provided by the Kriging model
was found to be the most accurate, with an associated percentage error of 1.73%. The
other models, instead, have proven to be inaccurate: the percentage error amounts to
12.29% for the linear model and 24.53% for the neural network. However, all the best
individuals obtained through the optimizations present drag values which are lower than
the baseline’s. BEST-NN1 presents the highest reduction of the resistance, equal to 9.07%.
The CFD results have suggested to focus the attention on a narrower design space.
OPT2: A new design of experiments, named DoE3, has been performed adjusting the
variables’ bounds in accordance with the results of OPT1. In DoE3, 40 individuals have
been selected by using the Sobol algorithm available in CAESES and simulated in Open-
FOAM. The results show a clear trend of the resistance as a function of each variable: the
resistance grows with the bulb’s width and depth, decreases with the bulb’s length. The
best hull geometry obtained in DoE3, BEST3, presents a percentage reduction of the total
resistance of 9.92%.
Three new surrogate models have been developed as in OPT1. In this case the neural
network presents the closest-to-1 R2 value and the lower RMSE value (R2 = 0.9523 and
RMSE = 0.1344N) followed by the Kriging model (R2 = 0.9198 and RMSE = 0.1743N).
The values of the coefficients of determination R2 are worse than in OPT1 because here
a smaller number of individuals is used to build the models. However, root mean square
errors are lower. Hence these models should be more accurate than the previous one.
As in OPT1, three optimizations have been performed by using the surrogate models
and for each model, a hull geometry minimizing the total drag has been found. These
are BEST-NN2, obtained by using the neural network, BEST-KR2, obtained by using
the Kriging model and BEST-LIN2, obtained by using the linear model with interaction
terms.
Once again, these individuals have been simulated by using the DTMB02 model to
verify the accuracy of the response surfaces. Although from R2 and RMSE data the
neural network seemed to be the best model, the Kriging model has provided the most
accurate prediction of the resistance, as in OPT1, with an associated percentage error of
0.91%. The predictions provided by the other models have improved compared to OPT1:
the percentage error amounts to 2.57% for the linear model and 4.77% for the neural
network. BEST-KR2 presents the highest reduction of the resistance, equal to 9.17%.
It should be noted that among all the best individuals obtained in DoE1, DoE2, DoE3,
OPT1 and OPT2, the geometry characterized by the lowest resistance is BEST1.
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This thesis concerns the study of the hydrodynamic performance of a ship. The subject
is broad, hence the attention is focused on few important aspects. More specifically,
emphasis is placed on ship’s resistance and on techniques to reduce it according to the
modern design approach, which involves numerical analyses and optimization methods.
All facets of the modern ship design process are described in detail: from the physics of
the problem to the prediction of ship performance, from the modeling of the geometry to
the choice of some influential variables and the optimization of the shape.
Each chapter deals with a particular aspect of the design process and introduces theo-
ries and principles behind it, as well as methods to cope with it. Then, in Chapters from
3 to 6 these methods are applied to a practical case: the DTMB 5415 ship.
Chapter 1 introduces the physics of the problem, focusing the attention on the com-
ponents of ship resistance and on the similarity laws for naval applications. In Chapter 2,
numerical methods are introduced and in particular, the most commonly used techniques
to deal with two phases flows are explained. The DTMB 5415 case study is presented in
Chapter 3, where the validation of a CFD model for this ship is carried out. Chapter 4
is about geometry modeling: the main approaches are summarized and a parametrization
is proposed for the DTMB 5415 case. In Chapter 5, design of experiments techniques are
described and applied to the DTMB 5415 to evaluate the influence of variables on ship
performance. Finally, in Chapter 6, an introduction to surrogate models and optimiza-
tion methods is proposed and an optimization procedure is implemented to find the best
DTMB 5415 design configuration.
Validation: The validation of an OpenFOAM numerical model for the DTMB 5415 has
been carried out by using the InterFoam solver in three phases. Firstly, the DTC hull
tutorial case available in OpenFOAM has been run to see if this model could be a good
starting point. This simulation has led to results in good agreement with experimental
data. Then, the DTMB 5415 geometry has been inserted in the tutorial case and the
simulation, named DTMB01, has been performed without any modification. This has
been possible because the DTC hull model and the DTMB 5415 model share similar
dimensions. Finally the mesh has been modified to improve the wave pattern prediction.
This last model is denoted by DTMB02.
The percentage error in the resistance predictions amounts to 0.6%, 1.1% and 1.2% for
the DTC hull, the DTMB01 model and the DTMB02 model respectively. In the DTMB02
model, the mesh elements have been increased from 896 917 to 2 356 423 to achieve a better
prediction of the wave pattern. The drawback is a longer computational time. However this
model has been preferred because, as the wave-making resistance is the main component
of the ship’s drag, an accurate prediction of the wave pattern is essential.
The DTMB02 flow field has been studied and compared with the experimental one.
The main hydrodynamic phenomena are caught by the CFD analysis, while some smaller
vortex structures cannot be noticed on the simulation’s contour. To catch them properly,
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a further increase of the number of cells would have been necessary. However the DTMB02
model has been considered to be a good compromise between accuracy and computational
time and, therefore, validated for the purposes of this thesis.
Parametrization: The attention has been focused on two details of the geometry, which
are the bulbous bow and the transom stern. The parametrization has been carried out by
using the commercial software CAESES.
The free form deformation method has been adopted to produce modifications of the
bulbous bow. The parameters involved are the bulb’s length, width, depth and angle.
For width, length and depth, the design variables correspond to the scale factors used to
obtain the deformation. Instead, for the bulb’s angle the design variable is the rotation
angle applied to the deformation box. The free form deformation method has proven
unsuitable for the stern parametrization, hence a conventional approach has been used
here: the stern’s shape has been reconstructed by using points and NURBS curves, taking
as design variable the z-coordinates of the points. This allows to modify the stern’s depth.
The parametrization proposed for the DTMB 5415 does not take into consideration any
constraint, i.e. it does not guarantee that the length, the displacement volume and other
geometrical features of the modified hulls are kept as in the baseline. In principle, this
approach is not correct because the ship’s main dimensions influence the hydrodynamic
performance and the mechanical behaviour. However, constraints have not be taken into
account to simplify the problem.
Design of experiments: The analysis has been carried out in two phases: DoE1 and
DoE2. In both cases, a sample of individuals has been selected by using the Sobol sam-
pling technique available in the software CAESES. Then, each hull geometry has been
tested in OpenFOAM by using the DTMB02 numerical model. The CFD simulations
have provided for each individual the values of the total resistance R, viscous resistance
RV and pressure resistance RP . In both DoE1 and DoE2, viscous resistance has proven
a negligible component of the total drag, as the latter and the pressure resistance have
shown the same trends. Therefore, the attention has been focused on the total resistance
only. Finally the ANOVA method, available in the statistical software R, has been used
to analyse the results.
DoE1 and DoE2 have been performed by using samples of 40 and 60 individuals re-
spectively. In DoE1, the variables’ ranges have been set rather wide to enable a proper
exploration of the domain. In DoE2, they have been adjusted in accordance with the
results of DoE1. The analysis of variance has shown that the stern’s depth and the bulb’s
angle have a negligible influence on the total resistance. Hence these variables have not
been taken into account in the further analyses.
By comparing the best individuals obtained in DoE1 and DoE2, denoted as BEST1
and BEST2, it is possible to observe that they present a similar value of the drag force but
quite different shapes. Further analyses are then necessary to understand whether a global
minimum exists. BEST1 and BEST2 present a percentage reduction of the resistance equal
to 9.94% and 9.15% respectively.
Surrogate models and optimization: The optimization has been carried out in two
iterations, OPT1 and OPT2. In each iteration, three surrogate models have been devel-
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oped in MATLAB: a linear model with interaction terms, a Kriging model and an artificial
neural network.
In OPT1, the models have been developed by using the 60 hull geometries simulated
in DoE2. In OPT2, a new design of experiments (DoE3) with 40 individuals has been per-
formed by reducing variables’ bounds in accordance with the results of OPT1. These new
hull geometries have been used to build the surrogate models. Then, both in OPT1 and
OPT2, the models have been used to run the genetic algorithm implemented in MATLAB
and for each model a geometry minimizing the total drag has been found: BEST-NN1,
BEST-KR1, BEST-LIN1 in OPT1 and BEST-NN2, BEST-KR2, BEST-LIN2 in OPT2.
These individuals have been simulated by using the DTMB02 model to verify the accuracy
of the response surfaces.
• Both in OPT1 and OPT2, the drag predictions provided by the Kriging model are the
most accurate, with an associated percentage error of 1.73% and 0.91% respectively.
The other models have proven to be inaccurate in OPT1 – the percentage error is
equal to 12.29% for the linear model and 24.53% for the neural network – whereas
their accuracies have improved in OPT2 – the percentage error is equal to 2.57% for
the linear model and 4.77% for the neural network. It may be concluded that the
Kriging model is the more reliable and that it is able to provide a good estimation of
the resistance also when the variables’ domain is extended, as in OPT1. The other
models, instead, provide an accurate prediction of the ship’s drag only in a narrower
design’s space, as in OPT2.
• All the best individuals obtained through the optimizations in OPT1 and OPT2
present drag values which are lower than the baseline’s. This means that, although
the neural network and the linear model are less accurate than the Kriging model,
all models are able to move towards the optimum.
• It has been said that BEST1 and BEST2, from DoE1 and DoE2, present a percentage
reduction of the resistance equal to 9.94% and 9.15% respectively. The best hull’s
geometry obtained in DoE3, BEST3, is characterized by a percentage reduction of
the drag of 9.92%. In OPT1 and OPT2, BEST-NN1 and BEST-KR2 present the
highest reductions of the resistance, equal to 9.07% and 9.17% respectively. Hence,
among all the best individuals obtained in DoE1, DoE2, DoE3, OPT1 and OPT2, the
geometry characterized by the lowest resistance is BEST1. This result suggests that
a simple design of experiments may be sufficient to improve the ship’s performance if
there is not enough time to perform further analyses. In the optimization procedure
proposed in this thesis, the surrogate models are not able to improve the design
configuration: the procedure has to be ameliorated.
• Finally, the results of DoE3 show a clear trend of the resistance as a function of each
variable: the resistance grows with the bulb’s width and depth, decreases with the
bulb’s length.
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