A balanced vertex-coloring of a graph G is a function c from
Introduction
Let G be an undirected graph with no multiple edge or loop. Let V (G) and E(G) be the vertex set and edge set of G. A balanced vertex-coloring of G is a pair (R, B) of subsets R, B ⊆ V (G) such that R ∩ B = ∅ and |R| = |B|. We also say that a balanced vertex-coloring (R, B) has order k if |R| = |B| = k. The sets R, B are regarded as a red set and a blue set. If a vertex v is in R ∪ B, v is called colored, and otherwise, v is called uncolored.
Let G be a connected graph. For U ⊆ V (G), the subgraph induced by U is denoted by U G . For a subset M of V (G), we let G − M = V (G) − M G . For subsets L and M of V (G) with L ∩ M = ∅, we let E(L , M) denote the set of edges of G joining a vertex in L and a vertex in M. In this paper, a vertex x is often identified with the set {x}. (Thus if x ∈ V (G), then G − x means G − {x}, and E(x, M) means E({x}, M) for M ⊂ V (G − x).)
For subsets L and M of V (G) with L ∩ M = ∅, we let E P (L , M) denote the set of paths of G joining a vertex in L and a vertex in M such that for every path Q = q 1 q 2 . . . q s ∈ E P (L , M), V (Q) ∩ L = {q 1 } and V (Q) ∩ M = {q s }.
Let (R, B) be a balanced vertex-coloring of G. Let U ⊆ V (G). If U G is connected and |U ∩ R| = |U ∩ B|, then U is called a balanced set. A balanced decomposition of a balanced coloring (R, B) of G is a partition of vertices V (G) = V 1 ∪ V 2 ∪ · · · ∪ V r such that all parts V i 's are balanced sets.
Our aim is to get a balanced decomposition in which the number of vertices of each part is as small as possible. The size of a decomposition V (G) = V 1 ∪ · · · ∪ V r is defined as the largest order of V 1 , V 2 , . . ., V r . Let f (k, G) be the smallest integer s such that for any balanced coloring of order k of G, there exists a balanced decomposition of size at most s. The Balanced decomposition number f (G) of G is defined as the largest f (k, G) for all k ≥ 0.
In this paper, we study balanced decomposition numbers of basic families of graphs. In Section 2, basic facts of the balanced decomposition number are studied. In Section 3, the balanced decomposition number of complete bipartite graphs is determined. In Section 4, 2-connected graphs are treated. In Section 5, an application of the balanced decomposition number is discussed, and in Section 6, we mention about the possibility of other applications of the balanced decomposition number.
Basic facts
In this section, we discuss a general bound of the balanced decomposition number. First, we remark on a connection between the balanced decomposition number and the diameter of a graph. Remark 1. Let G be a connected graph with at least 2 vertices. Let
Indeed, by the definition of diameter, we have a pair of vertices u, v ∈ G such that d(u, v) = d. Let us consider a balanced vertex-coloring (R, B) of G with R = {u} and B = {v}. Then any balanced decomposition of (R, B) has a balanced set V α such that V α contains both u and v. Since V α contains a path from u to v, we have
On the other hand, suppose that (R, B) is a balanced vertex-coloring of order 1 of G. We may assume that a vertex x is red, and a vertex y is blue. Let P be a path from x to y. We have a balanced decomposition
If a graph G has at least 2 vertices, f (G) ≥ 2 by Remark 1. Graphs having balanced decomposition number 2 are determined as follows.
Remark 2. Let G be a connected graph with at least 2 vertices. Then f (G) = 2 if and only if G is a complete graph.
First, suppose that G is not a complete graph. Then, we have diam(G) ≥ 2. By Remark 1, we have f (G) ≥ 3. On the other hand, suppose that G is a complete graph. For any balanced vertex-coloring (R, B) of G, we have a balanced decomposition of V (G) = V 1 ∪ · · · ∪ V r of size 2 such that V i consists of 2 vertices in which one is red and the other is blue, or V i consists of 1 uncolored vertex, for 1 ≤ i ≤ r . Hence, we have f (G) ≤ 2. It follows that f (G) = 2.
For an upper bound of the balanced decomposition number, we have f (G) ≤ |V (G)| by the definition of f (G). The bound is tight if G is a tree. Theorem 1. Let T be a tree with n vertices. Then f (T ) = n.
Proof. We proceed by induction on n. For n = 1, the assertion of the theorem is clearly true. Suppose that n ≥ 2. Let u be a leaf of T , and let v be a vertex of T such that uv is an edge of T . Let T = T − u. By the inductive hypothesis, there is a balanced vertex-coloring (R , B ) of T such that (R , B ) admits no balanced decomposition with more than one part. We will extend (R , B ) to a balanced vertex-coloring (R, B) of T .
Without loss of generality, we may assume that v ∈ R . Let R = (R − v) ∪ u and B = B . Then (R, B) is a balanced vertex-coloring of T . Suppose that V (T ) = V 1 ∪ · · · ∪ V r is a balanced decomposition of (R, B) with r ≥ 2. We may assume that u ∈ V 1 . Then we have v ∈ V 1 . It follows that
Let R = R ∪v and B = B ∪u. Then (R, B) is a balanced vertex-coloring of T . Suppose that V (T ) = V 1 ∪· · ·∪ V r is a balanced decomposition of (R, B) with r ≥ 2. We may assume that u ∈ V 1 . Then we have v ∈ V 1 . It follows that
Complete bipartite graphs
If U is a balanced set with |U | = 2, then U is called a balanced edge.
Proof. Let us assume that G = K m,n has two partition classes S, T ⊆ V (G), where |S| = m and |T | = n and for every pair of vertices u ∈ S, v ∈ T , uv is an edge.
Lower bound. First, suppose that 2km + 2 ≤ n < (2k + 1)m + 2 for some non-negative integer k. Note that (n − 2)/m = 2k. Take a balanced vertex-coloring (R, B) of G such that R ∪ B ⊆ T with |R| = |B| = n/2 . Let us take a balanced decomposition of G such that colored vertices are partitioned into m parts and the size of each part containing colored vertices is as equal as possible. Since n/2 ≥ km + 1, we have
Secondly, suppose that (2k
Let us take a balanced decomposition of G such that colored vertices are partitioned into m parts and the size of each part containing colored vertices is as equal as possible. Since (n − m)/2 ≥ km + 1, we have
Upper bound. Let (R, B) be a balanced vertex-coloring of G. Let v 1 , . . . , v α be the set of uncolored vertices of S. Take independent balanced edges e 1 , . . . , e β from G − {v 1 , . . . , v α } as many as possible. Note that α ≥ 0 and β ≥ 0. Let e i = x i y i with x i ∈ S, y i ∈ T for 1 ≤ i ≤ β. Set Z = S − {v 1 , . . . , v α , x 1 , . . . , x β } and W = T − {y 1 , . . . , y β }.
In this case, every vertex in W is uncolored. Indeed, suppose that some vertex w ∈ W is colored. Without loss of generality, we may assume that w ∈ R. Then we have Z ⊆ R, since there is no balanced edge remaining. Since (R, B) is a balanced vertex-coloring, W ∩ B = ∅. This contradicts that there is no balanced edge remaining. It follows that W ∩ (R ∪ B) = ∅ and |Z ∩ R| = |Z ∩ B|. Then Z ∪ W G can be partitioned into balanced paths of size 3 and some uncolored vertices. Now, we have a balanced decomposition of G of size 3. Case 2. Z = ∅.
In this case, note that m = α + β. Let us partition W = U W ∪ W 1 ∪ · · · ∪ W l such that U W is the set of all uncolored vertices of W and
First, suppose that 2km + 2 ≤ n < (2k + 1)m + 2 for some non-negative integer k.
where V i consists of v i and at most k + 1 pairs of W j for 1 ≤ i ≤ α, X i consists of x i , y i and at most k pairs of W j for 1 ≤ i ≤ β, U i = {u i } for 1 ≤ i ≤ γ . This is a balanced decomposition of (R, B) of size at most 2k + 3.
Secondly, suppose that (2k + 1)m + 2 ≤ n < (2k + 2)m + 2 for some non-negative integer k. Claim 2. l ≤ (k + 1)(α + β).
Since l ≤ (n − β)/2 , it suffices to show that n − β ≤ 2(k + 1)(α + β) + 1. Indeed, we have
This completes the proof.
2-Connected graphs
In this section, we consider balanced decompositions on 2-connected graphs. In the proof of Theorem 5, we use the following consequence of Menger's theorem implicitly (as for Menger's theorem, e.g., see [1] ).
Theorem 3. Let G be a 2-connected graph and let S be a subset in V (G) with |S| ≥ 2. Then for any vertex v ∈ V (G − S), there exist two paths X, Y ∈ E P (v, S) such that X ∩ Y = {v}.
Let C n be a cycle with n vertices.
Proof. Since diam(C n ) = n/2 , by Remark 1, we have f (C n ) ≥ n/2 + 1. It is left for us to show that f (C n ) ≤ n/2 + 1. Let us label the vertices of C n as v 1 , v 2 , . . ., v n in order. Let p = n/2 . For 1 ≤ i ≤ n, we define V i as the set of consecutive p vertices starting at v i . Suppose that a balanced vertex-coloring (R, B) of G is given. Let us define a function g(i) = |V i ∩ R| − |V i ∩ B| for 1 ≤ i ≤ n. Case 1. g(i) = 0 for some i.
Let U = V i . In this case, a partition V (G) = U ∪ (V (G) − U ) is a balanced decomposition. Since both U and V (G) − U have order at most p + 1, this is a required decomposition. Case 2. g(i) = 0 for any i.
First, note that |g(i) − g(i − 1)| ≤ 2 for 2 ≤ i ≤ n and |g(1) − g(n)| ≤ 2. Secondly, we have n i=1 g(i) = 0, because each colored vertex contributes the summation exactly p times. Hence, without loss of generality, we may assume that there exists i such that g(i) = 1 and g(i − 1) = −1. Then, we have
is a balanced decomposition. Since both U and V (G) − U have order at most p + 1, this is a required decomposition.
By Theorem 2 in the previous section, we have f (K 2,n−2 ) = n/2 + 1 for n ≥ 4. By this fact and Theorem 4, we propose the following conjecture. Conjecture 1. Let G be a 2-connected graph of order n. Then f (G) ≤ n 2 + 1. As for this conjecture, we give the following partial result.
Theorem 5. Let G be a 2-connected graph of order n. Then f (2, G) ≤ n 2 + 1. Proof. Let V (G) ∩ R = {r 1 , r 2 } and V (G) ∩ B = {b 1 , b 2 }. Take a cycle C so that (1) V (C) ∩ R = ∅ and V (C) ∩ B = ∅, and subject to the condition that
Since G is 2-connected, we may assume that C contains {r 1 , b 1 }. In view of Theorem 4, if C contains {r 1 , r 2 , b 1 , b 2 }, then C has a balanced decomposition, and combining the decomposition in C and all isolated vertices in G − C, G has a required decomposition. Hence we may assume that there exists no cycle which contains {r 1 , r 2 , b 1 , b 2 }. Thus we have |{r 2 , b 2 } ∩ V (C)| ≤ 1. We divide the proof into two cases.
Let j be an integer with 2 ≤ j ≤ l, and put C = c 1 c 2 . . . c j−1 c j c j+1 . . . c l c 1 where r 1 = c 1 and b 1 = c j . Further put I 1 = {c 2 , c 3 , . . . , c j−1 } and I 2 = {c j+1 , c j+2 , . . . , c l }.
Since G is 2-connected, there exist two paths P 1 , P 2 ∈ E P (r 2 , V (C)) such that P 1 ∩ P 2 = {r 2 }. Then we may assume that I 1 = ∅, I 2 = ∅ and P 1 ∈ E P (r 2 , I 1 ), P 2 ∈ E P (r 2 , I 2 ) and b 2 ∈ V (P 1 ∪ P 2 ) since otherwise we can easily find a cycle C in G such that |(R ∪ B) ∩ V (C)| ≥ 3, which contradicts the choice of C. Since G is 2-connected, there exist two paths
Arguing similarly as above, by the choice of C, we may assume that
By symmetry, we may assume that
and x∈V (G−U ) {x} forms a required decomposition because |U | ≤ n/2 + 1. Hence we may assume that
forms a required decomposition because both |U | and |V (G − U )| are at most n/2 + 1. Arguing similarly as in the proof of Case 1, we may assume that there exist two paths P 1 , P 2 in G such that
. Using P 1 , P 2 , we can easily find two vertex-disjoint paths P = x 1 x 2 . . . x w , Q = y 1 y 2 . . . y z in S G such that {x 1 , y 1 } = {r 1 , r 2 }, {x w , y z } = {b 1 , b 2 } and both (S − V (P )) ∪ {x 1 , x w } G and (S − V (Q )) ∪ {y 1 , y z } G are connected. By symmetry, we may assume that |V (P )| ≤ |V (Q )|. If |V (Q )| ≤ n/2 + 1, then {P , Q , x∈V (G−P −Q ) {x}} forms a required decomposition. Thus we may assume that |V (Q )| ≥ n/2 + 2. Then we have |V (G − Q ) ∪ {y 1 , y z }| ≤ n/2 ≤ n/2 + 1. Hence V (G − Q ) ∪ {y 1 , y z } and x∈V (Q )−{y 1 ,y z } {x} forms a required decomposition.
An application to simultaneous transfer problem
In this section, we will discuss an application of the balanced decomposition. Let us consider a one-person game with a set of mobile stones on the vertices of a given graph. We assume that the stones are mutually indistinguishable and that each vertex is occupied by at most one stone. The player can move each stone from a vertex to a previously vacant neighbor. Moreover, we assume that two or more stones can be moved simultaneously in a step. The aim of the player is to send these stones to the destination with as small number of steps as possible.
Let G be a connected graph. For S, T ⊂ V (G) with |S| = |T |, let st (G; S, T ) be the smallest number of steps necessary for transferring stones from S to T . Note that st (G; S, T ) = st (G; V (G) − S, V (G) − T ) holds because empty vertices and non-empty vertices can change their roles in this game. The simultaneous transfer number st (G) of a connected graph G is defined as the largest st (G; S, T ) over all pairs of subsets S, T ⊂ V (G) with |S| = |T |. Then st (G) is bounded by the balanced decomposition number f (G).
Theorem 6. Let G be a connected graph. Then st (G) ≤ f (G) − 1.
Proof. First, we show that t (G) ≤ n − 1 in the case where G is a tree with n vertices. We apply induction on n. If n = 1, the assertion is clearly true. We therefore assume that n ≥ 2, and that the assertion holds for trees of small order. It suffices to show that st (G; S, T ) ≤ n−1 for any pair of subsets S, T ⊂ V (G) with |S| = |T |. Put S 0 = S−T , T 0 = T − S. We may assume that every leaf of G is contained in S 0 ∪ T 0 . Indeed, suppose that there exists a leaf v with v ∈ S 0 ∪ T 0 . Let us consider a tree G = G − v. Put S = S − v, T = T − v. Note that |S | = |T | holds. By inductive hypothesis, we have st (G ; S , T ) ≤ n − 2. Hence, by using an optimal sequence of moves from S to T , we have st (G; S, T ) ≤ n − 2. Therefore, S 0 ∪ T 0 contains all leaves of G.
Since G is a tree, we can take a connected component
Let us fix a leaf v of G with v ∈ V (C). Moreover, let u ∈ V (C) and w ∈ D be a unique pair of vertices with uw ∈ E(G). If necessary, by changing the role of the initial vertices S and the terminal vertices T , and also by changing the role of empty vertices and non-empty vertices, we may assume without loss of generality that V (C) ⊂ S 0 and w ∈ T . Let v 0 = v, v 1 , . . . , v m−1 = u, w m = w be the path from v to w in G. Let us define G = G − v, S = S − v, T = T − w. By inductive hypothesis, st (G ; S , T ) ≤ n − 2. Let M be the stone initially placed on v. We will construct a desired sequence of moves from S to T in G by adding suitable moves of M to an optimal sequence of moves of the other stones from S to T in G . Let t i be the number of steps from the beginning of the game such that the last stone leaves w i in an optimal sequence of moves in G for 1 ≤ i ≤ m. Since (V (C) ∪ {w}) ∩ T = ∅ holds, we have t 1 < t 2 < · · · < t m ≤ n − 2. By forcing M to follow the other stones, we can send M to w i after at most t i + 1 steps from the beginning for 1 ≤ i ≤ m. It follows that M can reach w after at most t m + 1 ≤ n − 1 steps from the beginning, as required.
Secondly, let G be a connected graph not necessarily a tree. It suffices to show that r s(G; S, T ) ≤ f (G) − 1 for any pair of subsets S, T ⊂ V (G) with |S| = |T |. Let us define a balanced vertex-coloring (R, B) of G such that R = S − T and B = T − S. Then take an optimal balanced decomposition V (G) = V 1 ∪ · · · ∪ V r . For any i with 1 ≤ i ≤ r , we have |V i ∩ S| = |V i ∩ T |, since |V i ∩ R| = |V i ∩ B| holds. Our strategy is to send stones initially placed on V i ∩ S to V i ∩ T only through V i for any i. Then we have
as required. This completes the proof.
The inequality in Theorem 6 is tight for some families of graphs. Indeed, if G is one of complete graphs K n , stars K 1,n , paths P n or cycles C n , it is not difficult to check that st (G) = f (G) − 1 holds. However, there exist a lot of graphs G satisfying st (G) < f (G) − 1. For example, let T be a tree such that V (T ) = {v} ∪ {x i , y i : 1 ≤ i ≤ 3} and E(T ) = {vx i , x i y i : 1 ≤ i ≤ 3}. Then we have f (T ) = |V (T )| = 7 by Theorem 1. On the other hand, st (T ) = st (T ; {x 1 , y 1 }, {y 2 , y 3 }) = 5 holds.
Concluding remarks
The concept of a balanced decomposition number f (G) seems to have other many applications. Actually, it is related to a kind of linkage problem in graphs. For example, we can regard a balanced decomposition as an analogous decomposition of a k-linked graph (i.e., it has at least 2k vertices and for every sequence s 1 , . . . , s k , t 1 , . . . , t k of distinct vertices there exist disjoint paths P 1 , . . . , P k such that the ends of P i are s i and t i ). (As for a related result, see e.g. [2] .) To see this, for a graph G, assign a red color to all the vertices s 1 , . . . , s k , a blue color to all the vertices t 1 , . . . , t k , respectively. Then, though a balanced set V i does not necessarily form a path which has only s i and t i , it has a good property in that every V i induces a connected graph and its size is at most f (G), and moreover, it contains equal number of red and blue vertices. Also, in view of this, we may be able to regard the concept of a balanced decomposition as an extension of a matching whose endvertices are colored by red and blue.
From Theorem 2, we guess that the connectivity of a graph seems to be important for obtaining a small balanced decomposition number. But it would be interesting for us to consider various sufficient condition for a graph to have a balanced decomposition which has some given properties. The details will be discussed elsewhere.
