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In this supplement, we provide the proofs of the results for the two regression problems
in [3], including the majorants, along with some technical results.
Appendix A: Proof of the Regression Results for a
Fixed RKHS
We bound the distance between ĥr and hr in the L
2(Pn) norm for r ≥ 0 and hr ∈ rBH
to prove the following.
Lemma 22 Assume (Y ) and (H). Let t ≥ 1 and A1,t ∈ F be the set on which
‖ĥr − hr‖2L2(Pn) ≤
20‖k‖1/2diagσrt1/2
n1/2
+ 4‖hr − g‖2∞
simultaneously for all r ≥ 0 and all hr ∈ rBH . We have P(A1,t) ≥ 1− e−t.
Proof The result is trivial for r = 0. By Lemma 2 of [2], we have





(Yi − g(Xi))(ĥr(Xi)− hr(Xi)) + 4‖hr − g‖2L2(Pn)
for all r > 0 and all hr ∈ rBH . We now bound the right-hand side. We have
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(Yi − g(Xi))(Yj − g(Xj))k(Xi, Xj)
1/2
by the reproducing kernel property and the Cauchy–Schwarz inequality. Let K be the





(Yi − g(Xi))(Yj − g(Xj))k(Xi, Xj) = εT(n−2K)ε.
Furthermore, since k is a measurable function on (S × S,S ⊗ S), we have that n−2K is
an (Rn×n,B(Rn×n))-valued measurable matrix on (Ω,F) and non-negative-definite. Let
ai for 1 ≤ i ≤ n be the eigenvalues of n−2K. Then
max
1≤i≤n
ai ≤ tr(n−2K) ≤ n−1‖k‖diag
and
tr((n−2K)2) = ‖a‖22 ≤ ‖a‖21 ≤ n−2‖k‖2diag.
Therefore, by Lemma 36 of [2], we have






(Yi − g(Xi))(ĥr(Xi)− hr(Xi)) ≤
5‖k‖1/2diagσrt1/2
n1/2
with probability at least 1− e−t. The result follows.
The following lemma, which is Lemma 25 of [2], is useful for proving Lemma 24.
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Lemma 23 Let D > 0 and A ⊆ L∞ be separable with ‖f‖∞ ≤ D for all f ∈ A. Let
Z = sup
f∈A
∣∣∣‖f‖2L2(Pn) − ‖f‖2L2(P )∣∣∣ .
Then, for t > 0, we have











with probability at least 1− e−t.
We bound the supremum of the difference in the L2(Pn) norm and the L
2(P ) norm over
rBH for r ≥ 0 to prove the next result. We make use of the notion of a contraction
vanishing at 0. A function ϕ : R → R is called a contraction vanishing at 0 if it is
Lipschitz continuous (with Lipschitz constant 1) and if ϕ(0) = 0.
Lemma 24 Assume (H). Let t ≥ 1 and A2,t ∈ F be the set on which
sup
f1,f2∈rBH




simultaneously for all r ≥ 0. We have P(A2,t) ≥ 1− e−t.







∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f1 − V f2‖2L2(P )∣∣∣ .
Furthermore, let the εi for 1 ≤ i ≤ n be i.i.d. Rademacher random variables on (Ω,F ,P),















|V f1(Xi)− V f2(Xi)| ≤ 2C
for all r > 0 and all f1, f2 ∈ rBH , we find
(r−1/2V f1(Xi)− r−1/2V f2(Xi))2
4C
is a contraction vanishing at 0 as a function of r−1V f1(Xi)−r−1V f2(Xi) for all 1 ≤ i ≤ n.
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by the triangle inequality. Again, by Theorem 3.2.1 of [1], we have
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r−1/2V f1 − r−1/2V f2 : r > 0 and f1, f2 ∈ rBH
}
.
We have that (0,∞), the set indexing r, is separable. Furthermore, H is separable and
so is separable in C(S) as it can be continuously embedded in C(S) due to its bounded
kernel. Therefore, rBH ⊆ H is separable in C(S) for r > 0. Hence, we have that A ⊆ C(S)









for all r > 0 and all f1, f2 ∈ rBH . The first term in the minimum comes from clipping
using V , while the second term comes from the continuous embedding of H in C(S) due
to its bounded kernel. By Lemma 23, we have











with probability at least 1 − e−t. We have E(Z) ≤ 64‖k‖1/2diagCn−1/2 from above. The
result follows.
We move the bound on the distance between V ĥr and V hr from the L
2(Pn) norm to the
L2(P ) norm for r ≥ 0 and hr ∈ rBH .
Corollary 25 Assume (Y ) and (H). Let t ≥ 1 and recall the definitions of A1,t and A2,t
from Lemmas 22 and 24. On the set A1,t∩A2,t ∈ F , for which P(A1,t∩A2,t) ≥ 1−2e−t,
we have






+ 4‖hr − g‖2∞
simultaneously for all r ≥ 0 and all hr ∈ rBH .
Proof By Lemma 22, we have
‖ĥr − hr‖2L2(Pn) ≤
20‖k‖1/2diagσrt1/2
n1/2
+ 4‖hr − g‖2∞
for all r ≥ 0 and all hr ∈ rBH , so
‖V ĥr − V hr‖2L2(Pn) ≤
20‖k‖1/2diagσrt1/2
n1/2
+ 4‖hr − g‖2∞.
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Since ĥr, hr ∈ rBH , by Lemma 24 we have














We assume (g1) to bound the distance between V ĥr and g in the L
2(P ) norm for r ≥ 0
and prove Theorem 1.
Proof of Theorem 1 Note that V g = g. We have
‖V ĥr − g‖2L2(P ) ≤
(
‖V ĥr − V hr‖L2(P ) + ‖V hr − g‖L2(P )
)2
≤ 2‖V ĥr − V hr‖2L2(P ) + 2‖V hr − g‖
2
L2(P )
≤ 2‖V ĥr − V hr‖2L2(P ) + 2‖hr − g‖
2
L2(P )
for all r ≥ 0 and all hr ∈ rBH . By Corollary 25, we have






+ 4‖hr − g‖2∞.
Hence,






+ 10‖hr − g‖2∞.
Taking an infimum over hr ∈ rBH proves the result.
Appendix B: Proof of the Regression Results for a
Collection of RKHSs
Lemma 26 Assume (K1). We have that ĥk,r is an (C(S),B(C(S)))-valued measurable
function on (Ω×K× [0,∞),F ⊗B(K)⊗B([0,∞))), where k varies in K and r varies in
[0,∞).
Proof Let K be the n× n symmetric matrix with Ki,j = k(Xi, Xj) for k ∈ K. Then K
is a continuous function of k and X, hence it is an (Rn×n,B(Rn×n))-valued measurable
matrix on (Ω×K,F⊗B(K)), where k varies in K. By Lemma 39, there exist an orthogonal
matrix A and a diagonal matrix D which are both (Rn×n,B(Rn×n))-valued measurable
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matrices on (Ω×K,F⊗B(K)) such that K = ADAT. Since K is non-negative definite, the
diagonal entries of D are non-negative, and we may assume that they are non-increasing.











(ATY )2i = r
2.
Otherwise, let µ(r) = 0. Let a ∈ Rn be defined by
(ATa)i = (Di,i + nµ(r))
−1(ATY )i
for 1 ≤ i ≤ m and (ATa)i = 0 for m+ 1 ≤ i ≤ n, noting that AT has the inverse A since





for r > 0 and ĥk,0 = 0 for k ∈ K.






and µ(r) = 0 otherwise, we find






(ATY )2i ≤ r2
}
for µ ∈ [0,∞). Therefore, µ(r) is measurable on (Ω×K× [0,∞),F ⊗B(K)⊗B([0,∞))),
where k varies in K and r varies in [0,∞). Hence, the a above with µ = µ(r) for r > 0 is
measurable on (Ω×K×[0,∞),F⊗B(K)⊗B([0,∞))). By Lemma 4.29 of [7], Φk : S → Hk
by Φk(x) = kx is continuous for all k ∈ K. Hence, Φ : K × S → C(S) by Φ(k, x) = kx is
continuous and kXi for 1 ≤ i ≤ n are (C(S),B(C(S)))-valued measurable functions on
(Ω × K,F ⊗ B(K)). Together, these show that ĥk,r is an (C(S),B(C(S)))-valued mea-
surable function on (Ω × K × [0,∞),F ⊗ B(K) ⊗ B([0,∞))), where k varies in K and r
varies in [0,∞), recalling that ĥk,0 = 0.
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Let ψ1(x) = exp(|x|)− 1 for x ∈ R and
‖Z‖ψ1 = inf{a ∈ (0,∞) : E(ψ1(Z/a)) ≤ 1}
for any random variable Z on (Ω,F). Note that this infimum is attained by the monotone
convergence theorem, and ‖Z‖ψ1 increases as |Z| increases pointwise. Let Lψ1 be the set
of random variables Z on (Ω,F ,P) such that ‖Z‖ψ1 < ∞. We have that (Lψ1 , ‖·‖ψ1) is
a Banach space known as an Orlicz space (see [5]).
Lemma 27 Let Z ∈ Lψ1 . We have
E(|Z|) ≤ (log 2)‖Z‖ψ1 .
Let t ≥ 0. We have
|Z| ≤ ‖Z‖ψ1(log 2 + t)
with probability at least 1− e−t.
Proof We have E(exp(|Z|/‖Z‖ψ1)) ≤ 2. The first result follows from Jensen’s inequality.
The second result follows from Chernoff bounding.
For m× n matrices U and V , define U ◦ V to be the m× n matrix with
(U ◦ V )i,j = Ui,jVi,j .
Recall that
L = {k/‖k‖diag : k ∈ K} ∪ {0},
D = sup
f1,f2∈L









The following lemma is useful for proving Lemma 29.
Lemma 28 Assume (K1). Let the εi for 1 ≤ i ≤ n be random variables on (Ω,F ,P)
such that (Xi, εi) are i.i.d. and εi is σ
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Proof Let F be the n × n matrix with Fi,j = f(Xi, Xj), where F varies with f ∈ L.
Note that F is an (Rn×n,B(Rn×n))-valued measurable matrix on (Ω,F). Then W (f) =
n−2εTFε. Let Z(f) = n−2εT(F − I ◦ F )ε for f ∈ L. Note that Z is continuous in f . We
have
‖Z(f1)− Z(f2)‖ψ1 ≤ 36σ
2n−1‖f1 − f2‖∞
for f1, f2 ∈ L: let F (1) and F (2) be the matrices corresponding to f1 and f2. Observe
that ‖Z(f1)− Z(f2)‖ψ1 ≤ a by Lemma 41 when a is chosen such that
n2a = 27/2(log 2)σ2(tr(F (1) − F (2))2)1/2/ log(5/4) ≤ 36σ2n‖f1 − f2‖∞.
Let d(f1, f2) = 36σ

































εT(I ◦ F )ε ≤ n−2εTε,
noting that Fi,i ∈ [0, 1] for 1 ≤ i ≤ n and f ∈ L. Let δi for 1 ≤ i ≤ n be random variables
on (Ω,F ,P) which are independent of each other and the εi, with δi ∼ N(0, σ2). Lemma
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for 0 ≤ 2σ2n−2t < 1 by computing the moment generating function of the δ2i . We have

























































We bound the distance between ĥk,r and hk,r in the L
2(Pn) norm for k ∈ K, r ≥ 0 and
hk,r ∈ rBk to prove the following Lemma.
Lemma 29 Assume (Y ) and (K1). Let t ≥ 1. There exists a set A3,t ∈ F with P(A3,t) ≥
1− e−t on which
‖ĥk,r − hk,r‖2L2(Pn) ≤
21J‖k‖1/2diagσrt1/2
n1/2
+ 4‖hk,r − g‖2∞
simultaneously for all k ∈ K, all r ≥ 0 and all hk,r ∈ rBk.
Proof The result is trivial for r = 0. By Lemma 2 of [2], we have





(Yi − g(Xi))(ĥk,r(Xi)− hk,r(Xi)) + 4‖hk,r − g‖2L2(Pn)
for all k ∈ K, all r > 0 and all hk,r ∈ rBk. We now bound the right-hand side. We have
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(Yi − g(Xi))(Yj − g(Xj))k(Xi, Xj)
1/2







(Yi − g(Xi))(Yj − g(Xj))k(Xi, Xj)
 .
By Lemma 28 with εi = Yi−g(Xi), we have ‖Z‖ψ1 ≤ 4J2σ2n−1. By Lemma 27, we have
Z ≤ 4J2σ2(log 2 + t)n−1 with probability at least 1− e−t. The result follows.





−1/2V f1 − ‖k‖−1/4diag r
−1/2V f2 : k ∈ K, r > 0 and f1, f2 ∈ rBk
}
.
Then A is separable as a subset of C(S).
Proof By Theorem 4.21 of [7], we have that{
m∑
i=1
aiksi : m ≥ 1 and ai ∈ R, si ∈ S for 1 ≤ i ≤ m
}
is dense in Hk for k ∈ K. Hence,
m∑
i=1
aiksi : m ≥ 1 and ai ∈ R, si ∈ S for 1 ≤ i ≤ m with
m∑
i,j=1
aiajk(si, sj) ≤ r2

is dense in rBk ⊆ Hk for k ∈ K and r > 0. Since S is separable, it has a countable dense
subset S0. Let Dk,r be
m∑
i=1
aiksi : m ≥ 1 and ai ∈ Q, si ∈ S0 for 1 ≤ i ≤ m with
m∑
i,j=1
aiajk(si, sj) ≤ r2

for k ∈ K and r > 0. Since the function Φk : S → Hk by Φk(x) = kx is continuous by
Lemma 4.29 of [7], we have that Dk,r is dense in rBk ⊆ Hk by suitable choices for ai ∈ Q
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for 1 ≤ i ≤ m. Since k is bounded for all k ∈ K, as subsets of C(S) we have that Dk,r is




−1/2(V f1 − V f2) : k ∈ K, r > 0 and f1, f2 ∈ Dk,r
})
.




−1/2(V f1 − V f2) : k ∈ K0, r ∈ (0,∞) ∩Q and f1, f2 ∈ Dk,r
})
by suitable choices for r ∈ (0,∞) ∩Q. The result follows.
We bound the supremum of the difference in the L2(Pn) norm and the L
2(P ) norm over
rBk for k ∈ K and r ≥ 0 to prove the following Lemma.
Lemma 31 Assume (K1). Let t ≥ 1 and A4,t ∈ F be the set on which
sup
f1,f2∈rBk




simultaneously for all k ∈ K and all r ≥ 0. We have P(A4,t) ≥ 1− e−t.









∣∣∣‖V f1 − V f2‖2L2(Pn) − ‖V f1 − V f2‖2L2(P )∣∣∣ .
We have that Z is a random variable by Lemma 30. Furthermore, let the εi for 1 ≤ i ≤ n



















|V f1(Xi)− V f2(Xi)| ≤ 2C
for all k ∈ K, all r > 0 and all f1, f2 ∈ rBk, we find
(r−1/2V f1(Xi)− r−1/2V f2(Xi))2
4C
is a contraction vanishing at 0 as a function of r−1V f1(Xi)−r−1V f2(Xi) for all 1 ≤ i ≤ n.
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by the triangle inequality. Again, by Theorem 3.2.1 of [1], we have


































































by the reproducing kernel property and the Cauchy–Schwarz inequality. By Lemma 28





−1/2V f1 − ‖k‖−1/4diag r
−1/2V f2 : k ∈ K, r > 0 and f1, f2 ∈ rBk
}
.
We have that A ⊆ C(S) is separable by Lemma 30. Furthermore,∥∥∥‖k‖−1/4diag r−1/2V f1 − ‖k‖−1/4diag r−1/2V f2∥∥∥∞ ≤ min(2C‖k‖−1/4diag r−1/2, 2‖k‖1/4diagr1/2)
≤ 2C1/2
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for all k ∈ K, all r > 0 and all f1, f2 ∈ rBk. By Lemma 23, we have











with probability at least 1 − e−t. We have E(Z) ≤ 107JCn−1/2 from above. The result
follows.
We move the bound on the distance between V ĥk,r and V hk,r from the L
2(Pn) norm to
the L2(P ) norm for k ∈ K, r ≥ 0 and hk,r ∈ rBk.
Corollary 32 Assume (Y ) and (K1). Let t ≥ 1 and recall the definitions of A3,t and A4,t
from Lemmas 29 and 31. On the set A3,t∩A4,t ∈ F , for which P(A3,t∩A4,t) ≥ 1−2e−t,
we have






+ 4‖hk,r − g‖2∞
simultaneously for all k ∈ K, all r ≥ 0 and all hk,r ∈ rBk.
Proof By Lemma 29, we have
‖ĥk,r − hk,r‖2L2(Pn) ≤
21J‖k‖1/2diagσrt1/2
n1/2
+ 4‖hk,r − g‖2∞
for all k ∈ K, all r ≥ 0 and all hk,r ∈ rBk, so
‖V ĥk,r − V hk,r‖2L2(Pn) ≤
21J‖k‖1/2diagσrt1/2
n1/2
+ 4‖hk,r − g‖2∞.
Since ĥk,r, hk,r ∈ rBk, by Lemma 31 we have














We assume (g1) to bound the distance between V ĥk,r and g in the L
2(P ) norm for k ∈ K
and r ≥ 0 and prove Theorem 6.
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Proof of Theorem 6 Note that V g = g. We have
‖V ĥk,r − g‖2L2(P ) ≤
(
‖V ĥk,r − V hk,r‖L2(P ) + ‖V hk,r − g‖L2(P )
)2
≤ 2‖V ĥk,r − V hk,r‖2L2(P ) + 2‖V hk,r − g‖
2
L2(P )
≤ 2‖V ĥk,r − V hk,r‖2L2(P ) + 2‖hk,r − g‖
2
L2(P )
for all k ∈ K, all r ≥ 0 and all hk,r ∈ rBk. By Corollary 32, we have






+ 4‖hk,r − g‖2∞.
Hence,






+ 10‖hk,r − g‖2∞.
Taking an infimum over hk,r ∈ rBk proves the result.








: γ ∈ Γ and x1, x2 ∈ S
}
∪ {0}.
for Γ ⊆ [u, v] non-empty for v ≥ u > 0. We prove a continuity result about the function
F : Γ→ L \ {0} by F (γ) = fγ . We also bound the covering numbers of L.
Lemma 33 Assume (K2). Let γ, η ∈ Γ. We have




For a ∈ (0, 1), we have N(a,L, ‖·‖∞) ≤ log(v/u)a−2+2. For a ≥ 1, we have N(a,L, ‖·‖∞) =
1.
Proof Let γ ≥ η and x1, x2 ∈ S. We have






This is at most a ∈ (0, 1) whenever ‖x1 − x2‖2 > γ log(1/a)1/2. Suppose ‖x1 − x2‖2 ≤
γ log(1/a)1/2. We have
|fγ(x1, x2)− fη(x1, x2)| = fγ(x1, x2)− fη(x1, x2)
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1 + a2/(1− a2)
= a2,
(1) holds whenever log(γ) ≤ a2/2+log(η). Hence, for any γ, η ∈ Γ, we find ‖fγ−fη‖∞ ≤ a
whenever |log(γ) − log(η)| ≤ a2/2. Let b ≥ 1 and γi ∈ Γ for 1 ≤ i ≤ b. Recall that
Γ ⊆ [u, v]. If we let
log(γi) = log(u) + a
2(2i− 1)/2
and let b be such that
log(v)−
(
log(u) + a2(2b− 1)/2
)
≤ a2/2,
then we find the fγi for 1 ≤ i ≤ b form an a cover of (L \ {0}, ‖·‖∞). Rearranging the
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and the second result follows by adding {0} to the cover. The third result follows from
the fact that fγ(x1, x2) ∈ (0, 1] for all γ ∈ Γ and all x1, x2 ∈ S.
Lemma 34 Assume (K2). We have that ĥγ,r is an (C(S),B(C(S)))-valued measurable
function on (Ω× Γ× [0,∞),F ⊗ B(Γ)⊗B([0,∞))), where γ varies in Γ and r varies in
[0,∞).
We calculate an integral of these covering numbers.
Lemma 35 Assume (K2). We have∫ 1/2
0
logN(a,L, ‖·‖∞)da ≤
log(2 + 4 log(v/u))
2
+ 1.












































s exp(−s)ds = 1
since the last integral is the mean of an Exponential(1) random variable.
This lemma allows us directly to gain a bound on J .
Lemma 36 Assume (K2). We have
J ≤ (81(log(8 log(v/u) + 4) + 2) + 1)1/2 .
Appendix D: The Orlicz Space Lψ1
Recall that ψ1(x) = exp(|x|)− 1 for x ∈ R,
‖Z‖ψ1 = inf{a ∈ (0,∞) : E(ψ1(Z/a)) ≤ 1}
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for any random variable Z on (Ω,F) and Lψ1 is the set of random variables Z on (Ω,F ,P)
such that ‖Z‖ψ1 <∞. We have that (Lψ1 , ‖·‖ψ1) is a Banach space known as an Orlicz
space (see [5]). For t ≥ 0, also recall that
E(|Z|) ≤ (log 2)‖Z‖ψ1 and |Z| ≤ ‖Z‖ψ1(log 2 + t)
with probability at least 1 − e−t by Lemma 27. We prove a maximal inequality in Lψ1
using the same method as Lemma 2.3.3 of [1].











































P (|Zi| > a log t) dt




Differentiating this bound with respect to C gives 1−2IC−a/M , so the bound is minimised


























if b22b ≤ 4, the hardest case being I = 1. This holds for b = 5/4 and the result follows.
We perform chaining in Lψ1 using the same method as Theorem 2.3.6 of [1]. Recall that
N(a,M, d) is the minimum size of an a > 0 cover of a metric space (M,d).
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Lemma 38 Let Z be a stochastic process on (Ω,F) indexed by a separable metric space
(M,d) on which Z is almost-surely continuous with ‖Z(s) − Z(t)‖ψ1 ≤ d(s, t) for all





















because Z is almost-surely continuous on M . Since M0 is countable, there exists a se-










by the monotone convergence theorem. Fix n ≥ 1 and let F = Fn. Let δj = 2−jD for
j ≥ 0. Since F is finite, there exists a minimum J ≥ 0 such that
{t ∈ F : d(s, t) ≤ δJ} = {s}
for all s ∈ F . Let Aj for 0 ≤ j ≤ J − 1 be a δj cover of (M,d) of size N(δj ,M, d), where
we let A0 = {s0}. We define the chain C : F×{0, . . . , J} →M as follows. Let C(s, J) = s
for all s ∈ F . For 1 ≤ j ≤ J , given C(s, j), let C(s, j − 1) be some closest point in Aj−1




Z(C(s, j))− Z(C(s, j − 1))








|Z(C(s, j))− Z(C(s, j − 1))|.
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Appendix E: Subgaussian Random Variables and
Symmetric Matrices
The following result is Lemma 31 of [2], which is essentially Theorem 2.1 from [4].
Lemma 39 Let M be a non-negative-definite matrix which is an (Rn×n,B(Rn×n))-
valued measurable matrix on (Ω,F). There exist an orthogonal matrix A and a diagonal
matrix D which are both (Rn×n,B(Rn×n))-valued measurable matrices on (Ω,F) such
that M = ADAT.
Recall that for m× n matrices U and V , we define U ◦ V to be the m× n matrix with
(U ◦ V )i,j = Ui,jVi,j .
The following lemma is a conditional version of Theorem 1.1 of [6], but with explicit
values for the constants derived here.
Lemma 40 Let εi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent
conditional on some sub-σ-algebra G ⊆ F and let
E(exp(tεi)|G) ≤ exp(σ2t2/2)
almost surely for t a random variable on (Ω,G). Let M be an n × n symmetric matrix





tεT(M − I ◦M)ε
)∣∣G) ≤ exp (16σ4 tr(M2)t2)
almost surely for t a random variable on (Ω,G) such that 32σ4 tr(M2)t2 ≤ 1.
Proof We follow the proof of Theorem 1.1 of [6]. Let
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Also, let φi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent of





We have Z = 4E(W |G, ε) almost surely, which gives
exp(tZ) ≤ E(exp(4tW )|G, ε)
almost surely for t a random variable on (Ω,G) by Jensen’s inequality. Let






Since the εj are independent, we have

































almost surely. Let δi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent
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almost surely. Let F be the n × n matrix with Fi,j = 1 if i = j ∈ S and 0 otherwise.





8t2σ2δT(I − F )MFM(I − F )δ
)∣∣G)
almost surely. By Lemma 39, there exist an orthogonal matrix A and a diagonal matrix
D which are both (Rn×n,B(Rn×n))-valued measurable matrices on (Ω, σ(G, φ)) such that
(I − F )MFM(I − F ) = ADAT,





























almost surely for 16σ4(max1≤i≤nDi,i)t
2 < 1 by computing the moment generating func-

















almost surely for 32σ4(max1≤i≤nDi,i)t
2 ≤ 1. We have















Di,i ≤ tr(D) ≤ tr(M2).
The result follows.
We move the bound on the conditional moment generating function of εT(M − I ◦M)ε
to that of |εT(M − I ◦M)ε|.
Lemma 41 Let εi for 1 ≤ i ≤ n be random variables on (Ω,F ,P) which are independent
conditional on some sub-σ-algebra G ⊆ F and let
E(exp(tεi)|G) ≤ exp(σ2t2/2)
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almost surely for t a random variable on (Ω,G). Let M be an n × n symmetric matrix










almost surely for t ≥ 0, a random variable on (Ω,G), such that 27/2σ2 tr(M2)1/2t < 1.
Hence,
E
( ∣∣εT(M − I ◦M)ε∣∣





Z = εT(M − I ◦M)ε.





almost surely for t a random variable on (Ω,G) such that 32σ4 tr(A2)t2 ≤ 1. By Chernoff
bounding, we have
P(Z ≥ z|G) ≤ exp
(
−tz + 16σ4 tr(M2)t2
)
almost surely for z ≥ 0, a random variable on (Ω,G), t ≥ 0 and 32σ4 tr(A2)t2 ≤ 1.
Minimising over t gives










almost surely. The first term in the minimum is attained by t = 2−5σ−4 tr(M2)−1z when
z < 25/2σ2 tr(M2)1/2, and the second term is attained by t = 2−5/2σ−2 tr(M2)−1/2 when







The same result holds if we replace Z with −Z by replacing M with −M . For C ≥ 1












P(Z ≥ (log s)/t|G)ds+
∫ ∞
C
P(−Z ≥ (log s)/t|G)ds
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Let u = 27/2σ2 tr(M2)1/2t, a random variable on (Ω,G). Differentiating this bound with
respect to C gives 1− 2C−u−1 , so the bound is minimised by C = 2u. This satisfies the
condition on C above as
e2
5/2
≤ 36 ≤ 210 ≤ 22
7/2
.
















for b > 1. We have
E(exp(t|Z|)|G) ≤ 2
almost surely if b22b ≤ 4. This holds for b = 5/4 and the second result follows.
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