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DECOMPOSITION OF PERSISTENCE MODULES
MAGNUS BAKKE BOTNAN AND WILLIAM CRAWLEY-BOEVEY
Abstract. We show that a pointwise finite-dimensional persis-
tence module indexed over a small category decomposes into a
direct sum of indecomposables with local endomorphism rings. As
an application of this result we give new, short proofs of funda-
mental structure theorems for persistence modules.
1. Introduction
Let C be a small category and write Vec for the category of vector
spaces over a field k. By a persistence module (over C) we mean a
functor M : C → Vec. We say that M is pointwise finite-dimensional
if each Mx is finite-dimensional.
The work in this paper is inspired by topological data analysis (TDA).
For an introduction to TDA, see e.g. the survey by Carlsson [5], or the
recent book by Oudot [12] on quiver representations and TDA.
Let X be a topological space, h : X → R a continuous function, and
consider the following functors
S↑(h) : R→ Top S↑(h)(t) = {x ∈ X | h(x) ≤ t}
S(h) : R2 → Top S(h)(−s, t) = {x ∈ X | s < h(x) < t}
Persistent homology studies the evolution of the homology of the sub-
level sets of h and is perhaps the most prominent tool in TDA. Specifi-
cally, the p-th sublevel set persistence module associated to h is the func-
tor HpS
↑(h) : R → Vec. Here Hp : Top → Vec denotes the p-th sin-
gular homology functor with coefficients in k. Importantly, and as we
shall see later in this paper, if HpS
↑(h) is pointwise finite-dimensional,
then it is completely determined by a collection of intervals called the
barcode of HpS
↑(h). This collection of intervals is then in turn used
to extract topological information from the data at hand; a ”long”
interval corresponds to a topological feature which persists over a sig-
nificant range. A richer invariant is obtained by considering interlevel
sets: define the p-th interlevel set persistence of h to be the functor
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HpS(h) : R
2 → Vec. By a Mayer-Vietoris argument [6] one can show
that HpS(h) is middle exact (see Section 5.2) when restricted to the
points above the anti-diagonal. Analogously to above, assuming that
HpS(h) is pointwise finite-dimensional, such a module is completely de-
termined by a collection of simple regions in R2. These regions in turn
give valuable insight into the homological properties of the fibers of the
function h. We refer the reader to [3, 6] for an in-depth treatment.
We also remark that there are many settings for which it is fruitful
to combine a collection of real-valued functions into a single function
g : X → Rn [4]. By combining them into a single function we not only
learn how the data looks from the point of view of each function (i.e. a
type of measurement) but how the different functions (measurements)
interact. How to effectively use such persistence modules in data anal-
ysis is not clear and for the time being an area of active research, see
e.g. [11] and the references therein.
1.1. Contributions. We give a short direct proof of the following re-
sult.
Theorem 1.1. Any pointwise finite-dimensional persistence module is
a direct sum of indecomposable modules with local endomorphism ring.
We remark that this result is already known by the theory of lo-
cally finitely presented additive categories. The category Vec is lo-
cally finitely presented, hence so is the category of persistence modules,
which is a functor category. Now any pointwise finite-dimensional mod-
ule is a direct sum of indecomposables with local endomorphism ring
by the theory of Σ-pure-injectives, see (3)⇒(4) of [7, §3.2 Theorem 2].
Persistence modules are often considered for partially ordered sets
(where C is the naturally associated category). Using this result, we
give a short proof of the following result, originally proved in a slightly
weaker form in [8].
Theorem 1.2. Pointwise finite-dimensional persistence modules over
a totally ordered set decompose into interval modules.
Note that the advantage of the approach in [8] is that it produces
functors which give the multiplicity of any interval module as a direct
summand.
Following the ideas of [8], Theorem 1.2 was generalized to exact
(middle exact in this paper) bi-modules in [6]. We give a comparatively
short proof of a slight generalization of the main theorem of [6].
Theorem 1.3. Pointwise finite-dimensional middle exact modules over
a product of two totally ordered sets decompose into block modules.
As a corollary to this we obtain a structure theorem for pointwise
finite-dimensional persistence modules on zigzag paths. This generalizes
the structure theorem for zigzag persistent homology given in [2]. We
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refer the reader to [2] and the references therein for a discussion on
zigzag persistent homology. In the last part of the paper we apply
the structure theorem for persistence modules indexed by zigzag paths
to prove a structure theorem for persistence modules that are middle
exact (strictly) above the anti-diagonal in R2.
Theorem 1.4. Pointwise finite-dimensional middle exact modules over
the (strictly) upper-triangular subset of the plane decompose into block
modules.
Remark 1.5. We are indebted to D. Vossieck for pointing out the ref-
erence [9, §3.6], where Theorems 1.1 and 1.2 are both discussed, with
sketch proofs. As this paper is intended to be self-contained and aimed
at a broader audience, we include detailed proofs of both theorems. In
fact, our proof of Theorem 1.3 depends in part on Theorem 1.2, and, as
the reader will see, very little work is needed to prove Theorem 1.2 once
the machinery for proving (the complementary parts of) Theorem 1.3
has been introduced.
2. Preliminaries
Let C be a small category and M,N : C → Vec. If x is an object in
C we write Mx for the corresponding vector space, and if α : x → y is
a morphism, we write Mα : Mx → My. A morphism f : M → N is an
epimorphism (monomorphism) if fx : Mx → Nx is surjective (injective)
for all x ∈ Ob(C). A morphism is an isomorphism if it is both an
epimorphism and a monomorphism. A monomorphism f : M → N
splits, or is a split monomorphism, if there exists a g : N → M such
that g ◦ f = idM . We say that M and N are isomorphic if there exists
an isomorphism f : M → N and denote this by M ∼= N . The direct
sum of M and N is the persistence module M ⊕ N : C → Vec given
by (M ⊕N)x = Mx ⊕Nx and (M ⊕N)α = Mα ⊕Nα for all α : x→ y.
The persistence module M ′ is a submodule of M if M ′x ⊆ Mx and M
′
α
is the restriction of Mα to M
′
x for all α : x → y. We write M
′ ⊆ M
if M ′ is a submodule of M . If M has two non-trivial submodules M ′
and M ′′ such that M = M ′⊕M ′, then M is decomposable and M ′ and
M ′′ are summands of M . If no such decomposition exists, then M is
indecomposable. It is an elementary fact that M ′ ⊆ M is a summand
ofM if and only the inclusionM ′ →֒ M splits. If every monomorphism
with domain M splits, then M is an injective persistence module.
The endomorphism ring End(M) := Hom(M,M) is local if θ or 1−θ
is invertible for all θ ∈ End(M). The Krull–Remak–Schmidt–Azumaya
theorem[1] asserts that persistence modules which decompose into a
direct sum of indecomposables with a local endomorphism ring, do so in
an essentially unique way (unique up to reordering and isomorphism).
If M has a non-trivial decomposition then End(M) is not local.
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Dualizing each vector space and each linear map in a persistence
module M : C → Vec yields a persistence module DM : Cop → Vec.
Here Cop denotes the opposite category of C. This dualization procedure
is contravariantly functorial, exact and satisfies D2M ∼= M whenever
M is pointwise finite-dimensional.
2.1. Posets. Let P be a partially ordered set (poset). Recall that P
can be considered as a category with objects the elements of P in a
natural way:
Hom(p, q) =
{
{ιqp} (p ≤ q)
∅ (p 6≤ q)
If Q ⊆ P and M : P → Vec, then M |Q denotes the restriction of M
to Q. A subset I ⊆ P is convex if p ≤ q ≤ r with p, r ∈ P implies
that q ∈ P . If I satisfies the stronger condition that q ∈ I whenever
q ≤ p and p ∈ I, then we say that I is an ideal. Dually, if I satisfies
that q ∈ I whenever q ≥ p and p ∈ I, then we say that I is a filter.
Furthermore, I is connected if there for every p, q ∈ P exists a sequence
{ri}
u
i=0 ⊆ I such that r0 = p, ru = q and ri ≤ ri+1 or ri ≥ ri+1 for
all 0 ≤ i < u. We define an interval to be a non-empty, connected,
and convex set. Examples of intervals include [p, q], (p, q), (p, q] and
(p, q), where [p, q] = {r ∈ P | p ≤ r ≤ q}, and similarly for the
other cases. We also have intervals [p,∞) = {r ∈ P | r ≥ p} and
(p,∞) = {r ∈ P | r > p}, and similarly for (−∞, p) and (−∞, p].
The notation 〈p, q〉 is used to denote any of the appropriate intervals
in {(p, q), [p, q), (p, q], [p, q]}. E.g, we have 〈p,∞〉 ∈ {(p,∞), [p,∞)}.
When P is totally ordered the intervals are precisely the non-empty
convex sets, and if P = R, they are all of the form 〈p, q〉. Observe that
the subset {x | x2 < 2} ⊆ Q is an interval which is not of the form
〈p, q〉.
For an interval I ⊆ P , we write kI for the constant module which
is 1-dimensional at points on I, zero at points outside I, and with the
the morphisms ιyx for x, y ∈ I sent to the identity map. It follows from
End(kI) ∼= k that kI is indecomposable [3, Proposition 2.2].
A subset I ⊆ P is directed if there for every p, q ∈ I exists a c ∈ I
satisfying p, q ≤ c. Dually, I ⊆ P is codirected if there for every p, q ∈ I
exists a c ∈ I satisfying p, q ≥ c.
Lemma 2.1. Let I ⊆ P be a directed ideal. Then kI : P → Vec is an
injective persistence module.
Proof. This follows from the fact that lim−→p∈I is an exact functor when-
ever I is directed. Assume that f : kI →֒ M is a monomorphism and
consider its restriction to I, f |I : (kI)|I →֒ M |I . By the aforementioned
exactness property
fˆ := lim−→
p∈I
f |I : lim−→
p∈I
(kI)|I →֒ lim−→
p∈I
M |I
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is an injection. Let gˆ be a left inverse to fˆ and for p ∈ I define
gp : Mp → (kI)p as the composition
Mp → lim−→
p∈I
M |I
gˆ
−→ lim
−→
p∈I
(kI)|I
∼=
−→ (kI)p = k.
For p 6∈ I define gp = 0. It is clear that g ◦ f = idkI . 
We remark that the converse statement of the previous lemma is also
true [10, Proposition 1.1].
Lemma 2.2. Suppose P is codirected. Let M be a pointwise finite-
dimensional persistence module over P with Mp 6= 0 for all p ∈ P ,
and suppose that Mp → Mq is injective for all p ≤ q. Then there is a
monomorphism kP →֒ M . In particular, if P is also directed, then M
has a copy of kP as a direct summand.
Proof. Let p be a point such that Mp is of minimal dimension, and
choose a non-zero element mp in Mp. For any other point q in P , there
is an element c with p, q ≥ c. Since dimMc = dimMp, the morphism
Mc → Mp is an isomorphism. Thus mp induces an element Mq =
Mιqc(M
−1
ιpc
(mp)) in Mq. Using the codirectedness property again, it is
easy to check that this does not depend on the choice of c, and that the
elements mq define a morphism kP → M . This yields a monomorphism
kP →֒ M . The last part is immediate from Lemma 2.1. 
The following dual result will be important.
Lemma 2.3. Suppose P is directed and codirected. Let M be a point-
wise finite-dimensional persistence module over P with Mp 6= 0 for all
p ∈ P , and suppose that Mp → Mq is an epimorphism for all p ≤ q.
Then M has a copy of kP as a direct summand.
Proof. Observe that P op is both directed and codirected. It follows that
DM : P op → Vec satisfies the conditions of Lemma 2.2. Hence DM
has a copy of kP op as a direct summand. Using that M is pointwise
finite-dimensional we get that M ∼= DDM has a copy of D(kP op) ∼= kP
as a direct summand. 
3. Decomposition
In this section we prove Theorem 1.1. Our argument is inspired by
Ringel’s proof of the corresponding result for covering functors, see [13].
First suppose M is a pointwise finite-dimensional indecomposable
module, and let θ be an endomorphism. If x is an object in C then
θ induces an endomorphism θx of Mx. Since Mx is finite-dimensional,
Fitting’s lemma gives a decomposition
Mx =M
′
x ⊕M
′′
x
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where M ′x = Im(θ
n
x) for n≫ 0 and M
′′
x = Ker(θ
n
x) for n≫ 0. Moreover
θx induces an automorphism of M
′
x and a nilpotent endomorphism of
M ′′x .
Now if α : x→ y is a morphism in C then Mαθx = θyMα. Moreover
Mα sends M
′
x into M
′
y and M
′′
x into M
′′
y . Namely, taking n to be
sufficiently large for the decompositions ofMx andMy, we haveMαθ
n
x =
θnyMα, so if m ∈ M
′′
x = Ker(θ
n
x), then θ
n
yMα(m) = 0, so Mα(m) ∈
Ker(θny ) =M
′′
y . If m ∈M
′
x then m = θ
n
x(m
′), so Mα(m) = θ
n
yMα(m
′) ∈
Im(θny ) = M
′
y.
It follows that the decomposition Mx = M
′
x ⊕M
′′
x for each object x
in C gives a decomposition of M = M ′ ⊕M ′′ as a persistence module.
Thus if M is indecomposable, M = M ′ or M = M ′′. In the first case
θx is invertible for all x, so θ is invertible.
If θ is not invertible, then the above decomposition shows that θx is
nilpotent for all x. Assume that (1−θx)(m) = 0 form 6= 0 and let n ≥ 2
be the smallest integer such that θnx(m) = 0. Then θ
n−1
x ◦(1−θx)(m) =
θn−1(m) = 0, contradicting that n was the minimal such n. Thus
ker(1 − θx) = 0 and 1 − θ is invertible for all x. We conclude that
End(M) is local.
Now let M be a non-zero pointwise finite-dimensional persistence
module, and let D be the set of decompositions of M into a direct
sum of non-zero submodules. That is, letting S be the set of non-
zero submodules of M , D is the set of subsets I of S such that M =⊕
N∈I N . We consider the relation ≤ on D with I ≤ J if J is a
refinement of I. That is, if each element of J is contained in an element
of I, or equivalently if each N ∈ I is a direct sum of a subset of elements
of J . In this case there is a uniquely determined mapping fIJ : J → I
such that for N ∈ I we have
N =
⊕
L∈f−1
IJ
(N)
L.
Moreover fIJ is clearly surjective. It is easy to see that this relation
≤ defines a partial ordering on D. Clearly D is non-empty since it
contains the element {M} (as a unique minimal element).
To prove the theorem, it suffices to prove that D contains a maximal
element, for if I ∈ D and N ∈ I is decomposable, say N = N1 ⊕ N2,
then J = (I\{N})∪{N1, N2} is inD, and I < J . Thus if I is a maximal
element of D then it is a decomposition of M into indecomposable
summands.
By Zorn’s lemma, it suffices to prove that any non-empty chain T in
D has an upper bound. We consider the inverse limit
L = lim←−
I∈T
I
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using the maps fIJ . An element λ ∈ L is given by λI ∈ I for all I ∈ T ,
satisfying fIJ(λJ) = λI for all I ≤ J in T , and we define
M [λ] =
⋂
I∈T
λI ,
a submodule of M . We show that
M =
⊕
λ∈L
M [λ].
Suppose x is an object in C and we have a relation
m1 + · · ·+mn = 0
with mi ∈ M [λ
i]x for distinct λ
i ∈ L. For i 6= j we have λi 6= λj, so
λiI 6= λ
j
I for some I. But then also λ
i
J 6= λ
j
J whenever I ≤ J . Repeating
for all pairs i 6= j, and using that T is a chain, there is some J with
λ1J , . . . , λ
n
J distinct. But then since M is the direct sum of the elements
of J , and mi ∈M [λ
i]x ⊆ (λ
i
J)x, we deduce that mi = 0 for all i.
Suppose that m ∈Mx and m 6= 0. For any I ∈ T we can write
m = m1 + · · ·+mn
with n ≥ 1 and the mi non-zero and belonging to (Ni)x for distinct
elements Ni of I. Moreover
n ≤ dim
n⊕
i=1
(Ni)x ≤ dimMx.
Choose I such that the decomposition of m has n maximal. For any
J in D with I ≤ J , the submodule Ni breaks up as a direct sum of
elements of J , but the element mi does not become a non-trivial sum
of terms. Thus mi must belong to one of the submodules in J . This
defines an element λi ∈ L, and mi ∈M [λ
i]x. Thus m ∈
∑
λ∈LM [λ]x.
Thus, as claimed, M =
⊕
λ∈LM [λ]. We now delete any terms from
the sum which are zero. Letting U = {M [λ] : λ ∈ L and M [λ] 6= 0} we
have M =
⊕
N∈U N and so U ∈ D. Clearly U is an upper bound for
T , as required.
4. Decomposition into interval modules
In this section we prove Theorem 1.2. Let M : S → Vec for a totally
ordered set S. The support of an indecomposable persistence module
over a totally ordered set must necessarily be an interval. Hence, it
suffices to show that if M is indecomposable with support I, then
M is isomorphic to kI . Furthermore, we may assume without loss of
generality that the support of M is the whole of S.
We show first that if S has a minimal element s, thenM is isomorphic
to kS. Since Ms 6= 0 we can choose 0 6= m ∈ Ms. Let J = {x ∈ S |
Mιxs(m) 6= 0} and define a monomorphism kJ → M , by sending the
canonical basis element of the vector space (kS)x to Mιxs(m). The
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constant module kJ is injective by Lemma 2.1, so the morphism is
a split monomorphism. Since M is indecomposable, it must be an
isomorphism. We conclude that M ∼= kJ = kS.
Next let M be a pointwise finite-dimensional indecomposable persis-
tence module. We will show that the mapMιyx : Mx →My is surjective
for all x < y. Consider the restrictionM ′ ofM to S ′ = {s ∈ S : s ≥ x}.
This is a pointwise finite-dimensional persistence module over S ′, so it
is a direct sum of indecomposables. Take one of the indecomposable
summands N of M ′. If Nx = 0 then the projection and inclusion maps
M ′ → N →M ′ extend to give mapsM → N →M , so N is a summand
of M , a contradiction. Thus by the remark above, Nx is an interval
module. Thus M ′ is isomorphic to a direct sum of interval modules for
intervals with minimal element x. This shows that the maps Mx →My
are surjective for all x < y. The result now follows from Lemma 2.3
and Theorem 1.1.
5. Decomposition of Middle Exact Bi-Modules
In this section we prove Theorem 1.3. Let S and T be totally ordered
sets and let P = S × T denote their product.
Definition 5.1. A persistence module M : P → Vec is middle exact
if
(1) 0→Ma
Mιba⊕Mιca−−−−−−→Mb ⊕Mc
(Mιdb ,−Mιdc)−−−−−−−−→Md → 0
is middle exact (i.e. exact over the middle term) whenever a = (x, y),
b = (x, y′), c = (x′, y) and d = (x′, y′). The trivial vector spaces of
Eq. (2) have been included for convenience as we will also consider the
case that Eq. (2) is in fact short exact.
Definition 5.2. A non-empty subset I ⊆ P is a block if:
(1) I = JS × JT for interval ideals JS and JT ,
(2) I = JS × JT for interval filters JS and JT ,
(3) I = JS × T for an interval JS,
(4) I = S × JT for an interval JT .
We shall refer to these as blocks of type death (db), birth (bb), vertical
(vb) and horizontal (hb), respectively. Observe that one block may be
of several types.
We say that kI is a block module whenever I is a block. Observe that
if I is of type db, then I is a directed ideal. Hence, kI is injective by
Lemma 2.1. For x ∈ S and y ∈ T define subposets
(x, y)
−→← := ({x} × (−∞, y]) ∪ ((−∞, x]× {y}) ⊆ S × T
(x, y)
←−→ := ({x} × [y,∞)) ∪ ([x,∞)× {y}) ⊆ S × T.
Recall that a non-empty subset I of (x, y)
−→← or (x, y)
←−→ is an interval if
it is convex and connected.
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Lemma 5.3. Let M : (x, y)⋆ → Vec be pointwise finite-dimensional
and indecomposable for ⋆ ∈ {⇄,⇆}. Then M ∼= kI for some interval
I.
Proof. The two cases are dual so it suffices to prove it for the case
⋆ = ⇄. Let M ℓ denote the restriction of M to (−∞, x]×{y}. Assume
that kerMα 6= 0 for some α : (t, y)→ (x, y). Then kerM
ℓ
α 6= 0, and by
Theorem 1.2,M ℓ has a summand kI , where I ⊆ (−∞, x)×{y} is an in-
terval. Since (x, y) 6∈ I, this shows that kI extends to a summand ofM
and thus M ∼= kI . The corresponding argument applies if kerMα 6= 0
for some α : (x, t)→ (x, y). To conclude the proof it suffices to consider
the case that Mα is injective for all α : p→ (x, y). As dimM(x,y) <∞,
we can choose indices
−∞ = a′0 < a
′
1 < · · · < a
′
n−1 < a
′
n = y
−∞ = a0 < a1 < · · · < an−1 < an = x
such that M(x,t) → M(x,t′) and M(s,y) → M(s′,y) are isomorphisms
whenever t, t′ ∈ (a′i, a
′
i+1) and s, s
′ ∈ (ai, ai+1). Thus, by choosing
bi ∈ (ai, ai+1) and b
′
i ∈ (a
′
i, a
′
i+1), we get thatM is completely described
by the following persistence module
M(b0,y) M(a1,y) M(b1,y) · · · M(bn−1,y) M(x,y)
M(x,b′0) M(x,a′1) M(x,b′1) · · · M(x,a′n−1) M(x,b′n−1)
A decomposition of this persistence module lifts to a decomposition of
M . It follows from the representation theory of the linear quiver An
thatM ∼= kI for some interval I, see for example [14, Theorem 1.1]. 
For (s, t) ∈ S × T , let vs = {(s, y) | y ∈ T}, ht = {(x, t) | x ∈ S},
and let Mvs and Mht denote the respective restrictions ofM to vs and
ht.
Lemma 5.4. Assume that M is pointwise finite-dimensional and mid-
dle exact. Let s ∈ S, t ∈ T , and let JS ⊆ S and JT ⊆ T be intervals.
(1) Assume that there exists an upper bound for JT in T − JT . A
monomorphism h : k{s}×JT →֒M
vs lifts to a monomorphism
h : k(−∞,s]×JT →֒ M |(−∞,s]×T .
(2) Assume that there exists an upper bound for JS in S − JS. A
monomorphism h : kJS×{t} →֒ M
ht lifts to a monomorphism
h : kJS×(−∞,t] →֒ M |S×(−∞,t].
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Proof. We prove the first case; the second case is symmetrical. For
p = (p1, p2) ∈ (−∞, s] × JT let πJ(p) : p → (s, p2). Write ǫ > JT if
ǫ ∈ T − JT and ǫ is an upper bound for JT . For ǫ > JT define
αpǫ : p→ (p1, ǫ)
Eǫp = M
−1
πJ(p)
(Imh(s,p2))
⋂
kerMαpǫ .
It follows from the middle exactness condition on M that Eǫp 6= 0, and
that Eǫq → E
ǫ
p is a surjection for all q ≤ p in (−∞, s]×JT . Now consider
Ep :=
⋂
ǫ>JT
Eǫp.
Since M is pointwise finite-dimensional, there exists an ǫp > JT such
that Ep = E
ǫp
p , and therefore it is also true that Ep 6= 0, and that
the map Eq → Ep is a surjection for all q ≤ p. Since (−∞, s] × JT
is a product of totally ordered sets, it is both directed and codirected.
Hence it follows from Lemma 2.3 that E : (−∞, s] × JT → Vec has
a copy of k(−∞,s]×JT as a summand. The multiple of the canonical
inclusion k(−∞,s]×JT →֒ E which agrees with h on {s} × JT defines a
lift of h. 
Lemma 5.5. Let M be pointwise finite-dimensional, middle exact and
indecomposable. If there exist a, b, c, d as in Definition 5.1 such that
kerMιba ∩ kerMιca 6= 0, then M
∼= kI where I of type db.
Proof. By assumption, the restriction of M to (x, y)⇆ must contain a
summand isomorphic to kJ , where J = ({x} × JT ) ∪ (JS × {y}) and
JS and JT are intervals satisfying:
• x ∈ JS is minimal and JS ⊆ [x, x
′),
• y ∈ JT is minimal and JT ⊆ [y, y
′).
We shall construct a monomorphism kI →֒ M where
I = ((−∞, x] ∪ JS)× ((−∞, y]× JT ) .
Since kI is injective, it follows that M ∼= kI .
Consider the following subsets of P :
I1 = JS × JT I2 = (−∞, x]× JT I3 = ((−∞, x] ∪ JS)× (−∞, y].
Observe that I = I1 ∪ I2 ∪ I3. The proof proceeds in three steps.
Step 1: Constructing kI1 →֒ M . Let N ⊆ M |(x,y)⇆ be such that
M |(x,y)⇆ = N ⊕ N
• and N ∼= kJ , and choose 0 6= m ∈ N(x,y) ⊆ M(x,y).
We shall show thatMα(m) 6= 0 for all α : (x, y)→ p where p ∈ JS×JT .
Assume for the sake of contradiction that Mα(m) = 0 for α : (x, y) →
p = (p1, p2). By the middle exact sequence
M(x,y) →M(x,p2) ⊕M(p1,y) →M(p1,p2)
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there exists an element mˆ ∈ M(x,y) such that Mα′(mˆ) = Mα′(m) and
Mα′′(mˆ) = 0, for (p1, y)
α′
←− (x, y)
α′′
−→ (x, p2). The first equality, to-
gether with the direct sum decomposition ofM |(x,y)⇆ and the injectivity
of Nα′ , give mˆ = m+ n
• for an n• ∈ N•(x,y). Substituting this into the
second equality yields Mα′′(m) = −Mα′′(n
•). Since Mα′′(m) 6= 0, this
contradicts M |⇆(x,y) = N ⊕ N
•. For any α : (x, y) → (p1, p2) 6∈ I1, it
follows by commutativity that Mα(m) = 0. Hence, we have a well-
defined monomorphism h : kI1 →֒ M given by hp(1) = Mα(m) for
α : (x, y)→ p.
Step 2: Constructing kI1∪I2 →֒ M . The h of the previous step
restricts to a monomorphism h′ : k{x}×JT →֒ M
vx . By (1) of Lemma 5.4
this restriction extends to a monomorphism h′ : kI2 →֒ M |(−∞,x]×T .
This defines a lift of h to h : kI1∪I2 →֒ M .
Step 3: Constructing kI1∪I2∪I3 →֒ M . The h of Step 2 restricts
to a monomorphism h′′ : k((−∞,x]∪JS)×{y} →֒ M
hy . By (2) of Lemma 5.4
this restriction extends to a monomorphism h′′ : kI3 →֒ M |S×(−∞,y].
This defines a lift of h to h : kI1∪I2∪I3 →֒ M . 
We also have the following dual lemma.
Lemma 5.6. Let M be pointwise finite-dimensional, middle exact and
indecomposable. If there exist a, b, c, d as in Definition 5.1 such that
Coker((Mιdb ,−Mιdc)) 6= 0, then M
∼= kI where I of type bb.
Proof. Observe that DM is middle exact whenever M is, and that I is
a directed ideal in (S × T )op. Since M ∼= D2M we also have that DM
is indecomposable. In particular, DM ∼= DkI by Lemma 5.5, and thus
kI ∼= D
2(kI) ∼= D
2M ∼= M . 
The previous two lemmas show that it suffices to consider the case
where Eq. (1) is short exact. Define persistence modules
ImM←, ImM↓, kerM→, kerM↑ : P → Vec
by
ImM←(p1,p2) =
⋂
α:(q,p2)→(p1,p2)
ImMα, kerM
→
(p1,p2)
=
⋃
α:(p1,p2)→(q,p2)
kerMα
ImM↓(p1,p2) =
⋂
α:(p1,q)→(p1,p2)
ImMα, kerM
↑
(p1,p2)
=
⋃
α:(p1,p2)→(p1,q)
kerMα
It is not hard to see that these are submodules of M . By definition,
Mα maps ImM
←
(p1,p2)
onto ImM←(q,p2) for any α : (p1, p2) → (q, p2). Let
α : (p1, p2) → (p1, q). Since M is pointwise finite-dimensional, there
exists s ∈ S such that ImM←(p1,p2) = ImMβ and ImM
←
(p1,q)
= ImMβ′
where β : (s, p2) → (p1, p2) and β
′ : (s, q) → (p1, q). This shows that
ImM← is a submodule of M . The other cases are similar.
Following the same line of arguments we also have the following
simple lemma.
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Lemma 5.7. Let M be pointwise finite-dimensional, middle exact and
assume that Eq. (1) is short exact for all a, b, c, d as in Definition 5.1.
Then kerM→ ∩ kerM↑ = 0 and M = ImM← + ImM↓.
Lemma 5.8. Let M be as in Lemma 5.7. If ImM← ∩ kerM→ 6= 0 or
ImM↓ ∩ kerM↑ 6= 0, then M ∼= kI where I is of type db.
Proof. We prove it for the first case; the second case is symmetrical. Let
W = ImM← ∩ kerM→ and assume that W(x,y) 6= 0. By Theorem 1.2
and the assumptions onW , the restriction W hy decomposes as a direct
sum ⊕JkJ where at least one interval ideal J has an upper bound
in hy − J . Fix such J and consider the associated monomorphism
h : kJ×{y} →֒ W
hy ⊆ Mhy . By Lemma 5.7, kerM→(s,y) ∩ kerM
↑
(s,y) = 0,
and therefore we must haveMα(h(s,y)(1)) 6= 0 for all α : (s, y)→ (s, p2).
Hence, h lifts to a monomorphism kJ×[y,∞) →֒M . This monomorphism
can in turn be lifted to h : kJ×T → M by means of (2) of Lemma 5.4.
Since J × T is of type db the result follows. 
We are now ready to prove the main statement of this section.
Proof of Theorem 1.3. By Theorem 1.2 it suffices to show the result for
M indecomposable. If the conditions of Lemma 5.5 or Lemma 5.6 are
satisfied, then we are done. Thus, we may assume that Eq. (1) is short
exact. Consider the submodules ImM← and ImM↓, and an arbitrary
(x, y) ∈ P . By Lemma 5.8 we may assume that ker(ImM←α ) = 0 and
ker(ImM↓β) = 0 for all α : (x, y)→ (x
′, y) and β : (x, y)→ (x, y′). Since
these morphisms are surjective by definition, it follows that they are
in fact isomorphisms. Hence, if (ImM←)vx ∼=
⊕
J kJ , then ImM
← ∼=⊕
J kS×J , and therefore block-decomposable. Symmetrically we also
get that ImM↓ is block-decomposable. By Lemma 5.7 we have that
M = ImM←+ImM↓. Let W = ImM←∩ ImM↓ and observe that the
internal morphisms of W are all isomorphisms. Thus, if W 6= 0, then
we have a monomorphism kP →֒ W ⊆ M , and therefore M ∼= kP . If
X = 0, then M = ImM← ⊕ ImM↓, and since M is indecomposable,
M = ImM← or M = ImM↓. 
5.1. Decomposition of Infinite Zigzags. Define a zigzag path γ to
be a function γ : Z→ Z2 satisfying
γ(i+ 1) ∈ {γ(i) + (1, 0), γ(i)− (0, 1)}
and limi→±∞ γ(i) = (±∞,∓∞). For such a path γ let Z(γ) ⊆ R
2 be
the poset
Z(γ) := {(s, t) ∈ R2 | ∃i ∈ Z such that γ(i) ≤ (s, t) ≤ γ(i+ 1)}.
Observe that Z(γ) separates R2 − Z(γ) into two disjoint subsets
RU = {(s, t) | ∃p ∈ Z(γ) such that (s, t) ≥ p} − Z(γ)
RL = {(s, t) | ∃p ∈ Z(γ) such that (s, t) ≤ p} − Z(γ).
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We say that a non-empty subset I ⊆ Z(γ) is an interval if it is convex
and connected. Observe that a non-trivial intersection of a block and
Z(γ) is an interval.
Corollary 5.9. Let γ be a zigzag path. If M : Z(γ)→ Vec is pointwise
finite-dimensional, then M decomposes into interval modules.
To prove this we need the following lemma
Lemma 5.10. Let M : R2 → Vec be such that M |[i,i+1]×[j,j+1] is middle
exact for all (i, j) ∈ Z2. Then M is middle exact.
Proof. Let a, b, c, d as in Definition 5.1 and choose any point a ≤ (s, t) ≤
d. Consider the following commutative diagram
Mb M(s,y′) Md
M(x,t) M(s,t) M(x′,t)
Ma M(s,y) Mc
A simple diagram chase shows that ifM satisfies the middle exact con-
dition on the four minimal rectangles, then so does it on the larger
bounding rectangle. Thus, we may iteratively subdivide the bound-
ing rectangle such that the corner points of any (non-trivial) minimal
rectangle all lie in a square [i, i+ 1]× [j, j + 1] for some (i, j). 
Let ⌈t⌉ denote the least integer strictly greater than t, and let ⌊t⌋
denote the greatest integer strictly less than t.
We can extend M to a representation E(M) : R2 → Vec recursively
as follows
(2)
Eγ(M)(s,t) =


M(s,t) if (s, t) ∈ Z(γ)
Ker
(
M(s,⌈t⌉) ⊕M(⌈s⌉,t) → M(⌈s⌉,⌈t⌉)
)
if (s, t) ∈ RL
Coker
(
M(⌊s⌋,⌊t⌋) →M(s,⌊t⌋) ⊕M(⌊s⌋,t)
)
if (s, t) ∈ RU
where the internal morphisms are given by functoriality of Ker and
Coker. This definition is well-defined as every recursive call will ter-
minate in finite time. An equivalent definition of Eγ(M) using limits
and colimits can be gives as follows: for (s, t) ∈ R2 let D(s, t) = {p ∈
R2 | p ≤ (s, t)} and U(s, t) = {p ∈ R2 | p ≥ (s, t)}. Then Eγ(M) is the
following persistence module
Eγ(M)(s,t) =


M(s,t) if (s, t) ∈ Z(γ)
lim←−M |Z(γ)∩U(s,t) if (s, t) ∈ RL
lim−→M |Z(γ)∩D(s,t) if (s, t) ∈ RU
.
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By Eq. (2) we see that Eγ(M) is middle exact on every square [i, i +
1] × [j, j + 1] and thus middle exact by Lemma 5.10. As Eγ(M) is
clearly pointwise finite-dimensional it follows from Theorem 1.3 that
Eγ(M) is block-decomposable. Therefore
M = Eγ(M)|Z(γ) ∼= (⊕JkJ)|Z(γ) ∼= ⊕JkJ∩Z(γ)
where the J ’s are blocks. This concludes the proof of Corollary 5.9.
5.2. Upper-triangular support. In this section T ⊆ R2 denotes the
strictly upper-triangular subset {(x, y) ∈ R2 | x+ y > 0}, and T ⊆ R2
denotes the upper-triangular subset {(x, y) ∈ R2 | x + y ≥ 0}. We
define a block in T to be a subset of the form J ∩T , where J ⊆ R2 is a
block. Furthermore, M : T → Vec is middle exact if Eq. (1) is middle
exact for all such a, b, c, d ∈ T . Blocks and middle exact modules are
defined accordingly in the upper-triangular setting.
First we prove Theorem 1.4 in the strictly upper-triangular setting.
Observe that if I ⊆ R2 is of type db, then I ∩ T is both an ideal and
directed. Hence, kI∩T : T → Vec is injective by Lemma 2.1.
Lemma 5.11. Let M : T → Vec be pointwise finite-dimensional, mid-
dle exact and indecomposable. If there exist a, b, c, d ∈ T as in Defini-
tion 5.1 such that
ker(Mιba) ∩ ker(Mιca) 6= 0,
then M ∼= kI∩T where I of type db.
Proof. The restriction of M to ((x− y)/2,∞)× ((y−x)/2,∞) is again
middle exact and by Lemma 5.5 it must have a summand isomorphic
to kR0 where R0 = ((x− y)/2, s
′′〉 × ((y − x)/2, t′′〉 for s′′, t′′ ∈ R. This
defines a monomorphism f0 : kR0 →֒ M of persistence modules for T .
Let I = (−∞, s′′〉 × (−∞, t′′〉, and write J = I ∩ T as a disjoint union⋃∞
n=0Rn, where
(i) each Rn is of the form (xn, x
′
n〉 × (yn, y
′
n〉, and
(ii) J \ Jn is an ideal in T for all n, where Jn =
⋃n
i=0Rn.
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
R0
R1
R2
R3
R4
R5
R6
r
(−t′′, t′′)
r
(s′′,−s′′)
r
(s′′, t′′)
r
(
x− y
2
,
y − x
2
)
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By induction we extend f0 to a monomorphism fn : kJn →֒ M for all n.
Namely, suppose we are given fn−1, we construct fn. There are two
situations we need to consider:
(a) where points above and to the right ofRn are in Jn−1 (for example
R4, R5), and
(b) where points to the right of Rn are in Jn−1 and points above Rn
are not in J (for example R1, R3), or the dual situation (for example
R2, R6).
For p ∈ Rn we construct a set ∅ 6= Ep ⊆ Mp as follows. For situation
(a), let q ∈ Jn−1 be a point above p and let s ∈ Jn−1 be a point to the
right of p. We complete them to a rectangle pqrs. Then r ∈ Jn−1, and
(fn−1)q(1) ∈Mq and (fn−1)s(1) ∈Ms have the same image (fn−1)r(1) ∈
Mr. By middle exactness, the set
Ep = {m ∈Mp :Mιqp(m) = (fn−1)q(1) and Mιrp(m) = (fn−1)r(1)}
is not empty. For situation (b), let q /∈ J be a point above p and let
s ∈ Jn−1 be a point to the right of p. We complete them to a rectangle
pqrs. Then r /∈ J and 0 ∈ Mq and (fn−1)s(1) ∈ Ms have the same
image 0 ∈Mr. By middle exactness, the set
Ep = {m ∈Mp : Mιqp(m) = 0 and Mιrp(m) = (fn−1)r(1)}
is not empty.
For a different choice of q′, s′ with q′ < q and s′ < s in both cases
(a) and (b) we obtain a set E ′p ⊆ Ep. But the set Ep is a coset of
KerMιqp ∩ KerMιsp . Henceforth, in the definition of Ep, we choose q
and s such that this subspace is of minimal dimension. Thus E ′p = Ep
for any choice of q′, s′ as above. It follows that for m ∈ Ep and t ∈ Jn−1
with p < t, we have Mιtp(m) = (fn−1)t(1), and for t /∈ J with p < t we
have Mιtp(m) = 0.
Now if p, p′ ∈ Rn and p
′ ≤ p then middle exactness ensures that the
map Ep′ → Ep is surjective. To see this we can reduce to the cases
when p′ is to the left of, or below p. We deal with the first of these.
We choose a rectangle p′pqq′ where q′ is above p′ and q is above p, both
valid for the definition of Ep and Ep′ . The vertical condition form ∈ Ep
is thatMιqp(m) is equal to (fn−1)q(1) in case (a) and 0 in case (b). The
vertical condition for m′ ∈ Ep′ is that Mιq′p′ (m
′) is equal to (fn−1)q′(1)
in case (a) and 0 in case (b). Middle exactness for the rectangle p′pqq′
thus implies that Ep′ → Ep is surjective.
Choose a sequence p1 ≥ p2 ≥ . . . of elements of Rn, such that for
any p ∈ Rn, pi ≤ p for some i. By recursively lifting elements we get
that
V = lim
←−
i
Epi
is non-empty. Choose v ∈ V and define f : kRn →֒ M |Rn by
fp(1) = Mιp,pi (vi) where pi ≤ p.
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This defines a lift of fn−1 to a monomorphism fn : kJn →֒ M , as re-
quired.
Combining these maps gives a monomorphism f : kJ →֒ M . Since
kJ is injective and M is indecomposable, we deduce that M ∼= kJ , as
required. 
We also have the following result which is a direct consequence of
Lemma 5.6.
Lemma 5.12. Let M : T → Vec be pointwise finite-dimensional, mid-
dle exact and indecomposable. If there exist a, b, c, d ∈ T as in Defini-
tion 5.1 such that
Coker((Mιdb ,−Mιdc)) 6= 0
then M ∼= kI∩T where I of type bb.
Proof. The restriction M ′ of M to U(a) = {p | p ≥ a} is again middle
exact, and by Lemma 5.6 it has a summand isomorphic to kI where
I is a block of type bb contained in the interior of U(a). Since I
is contained in the interior of U(a) it follows that the inclusion and
projection kI →֒ M
′
։ kI extend to give maps kI →֒ M ։ kI . This
shows that M ∼= kI = kI∩T . 
Proof of Theorem 1.4 (Strictly upper-triangular) . By Theorem 1.1 it
suffices to consider the case that M is indecomposable. Furthermore,
Lemmas 5.11 and 5.12 allow us to restrict our attention to the case
that Eq. (1) is short exact for all such a, b, c, d ∈ T . In particular, this
means that we have the following natural isomorphisms for all such
a, b, c and d:
Md ∼= Coker(Ma → Mb ⊕Mc) Ma ∼= Ker(Mb ⊕Mc → Md).(3)
Consider any zigzag path γ satisfying Im γ ⊂ T . By comparing Eq. (3)
to Eq. (2) we see that M ∼= Eγ(M |Z(γ))|T , and by Corollary 5.9,
Eγ(M |Z(γ))|T ∼= Eγ
(⊕
I
kI
) ∣∣∣
T
∼=
⊕
I
Eγ(kI)|T .
SinceM is assumed to be indecomposable it follows thatM ∼= Eγ(kI)|T
where I = J ∩ Z(γ) for a block J ⊆ R2. It is straightforward to verify
that Eγ(kJ∩Z(γ))|T = kJ∩T if J ∩ Z(γ) 6= ∅. 
Proof of Theorem 1.4 (Upper-triangular). We shall show that any in-
decomposable, pointwise finite-dimensional and middle exact persis-
tence module N : T → Vec is a block module. This will be done by
first restricting N to T , and then extending N |T to a module over T .
We show that when the restriction N |T is non-zero, the composition
given by first restricting and then extending is an isomorphism. The re-
sult now follows from our previous work in the strictly upper-triangular
setting.
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Let p = (x0, y0) ∈ T \T , so x0+y0 = 0. Given a point s = (x, y) ∈ T
with x0 < x and y0 < y, we consider the non-degenerate rectangle
pqrs where q = (x, y0) and r = (x0, y). Observe that q, r ∈ T . For a
persistence module M : T → Vec, we define
Msp = Ker
(
Mq ⊕Mr
(−Mιsq Mιsr )
−−−−−−−−→Ms
)
.
If s′ = (x′, y′) ∈ T with x0 < x
′ ≤ x and y0 < y
′ ≤ y, and pq′r′s′ is the
corresponding rectangle, then the commutative diagram
Mq′ ⊕Mr′
(−Mι
s′q′
Mι
s′r′
)
−−−−−−−−−−→ Ms′
θ
y Mιss′y
Mq ⊕Mr
(−Mιsq Mιsr )
−−−−−−−−→ Ms
,
where θ = (
Mι
qq′
0
0 Mι
rr′
), induces a map Mss
′
p : M
s′
p →M
s
p .
We define M p = lim←−M
s
p , where the inverse limit is over all s giving
non-degenerate rectangles, as above. Clearly there is a natural map
M p →Ms for any s = (x, y) with x0 < x and y0 < y. In addition there
are natural maps M p →Mq for q = (x, y0) with x0 < x and M p →Mr
for r = (x0, y) with y0 < y. Using this to extend M , this defines
a functor from persistence modules over T to persistence modules M
over T . Observe that if M ∼= kJ∩T for a block J ⊆ R
2, then M ∼= kJ∩T .
Moreover, the functor respects direct sum decompositions.
Now suppose that N : T → Vec. For p ∈ T \T there is a natural map
µsp : Np → (N |T )
s
p induced by the maps Nιqp and Nιrp. This induces a
natural map Np → (N |T )p and thus a morphism N → N |T . If N is a
middle exact T -module, then the map µsp is surjective.
Now suppose thatN is indecomposable, pointwise finite-dimensional,
middle exact, and not isomorphic to the interval module k{p} for any
point p ∈ T \T . Since k{p} is injective, it follows that it does not occur
as a submodule of N .
We need to show for any point p ∈ T \ T that Np → (N |T )p is an
isomorphism. This map is induced by the maps µsp : Np → (N |T )
s
p
for non-degenerate rectangles pqrs as above. The kernels Ker(µsp) are
subspaces of Np, and if s
′ ≤ s, then Ker(µs
′
p ) ⊆ Ker(µ
s
p). Since Np is
finite-dimensional, there is some s with Ker(µsp) of minimal dimension,
and therefore Ker(µsp) must be contained in all other kernels. Now any
element 0 6= ℓ ∈ Ker(µsp) defines a submodule of N of the form k{p}, a
contradiction. Thus Ker(µsp) = 0, so also Ker(µ
s′
p ) = 0 for any s
′ ≤ s.
Thus µs
′
p is an isomorphism for such s
′, and so Np → (N |T )p is an
isomorphism, as desired. 
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