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Abstract: The kinetics of amorphization during ball milling is generally analyzed using two different
approaches: the classical Johnson-Mehl-Avrami-Kolmogorov (JMAK) theory and Delogu and Cocco’s
model for which a region deterministically transforms after it reaches a certain number of collisions.
The application of JMAK analysis to the latter model predicts Avrami exponents to be higher than
the experimental ones (typically close to one). We develop simulations based on the probabilistic
character of the nucleation phenomenon and concave growth of the amorphous phase in the core
of a nanocrystal. The predictions of our simulations are in good agreement with the low Avrami
exponents and with the size evolution of the remaining crystallites found experimentally. From these
values, the parameters involved in the simulated model (growth rate and probability of nucleation)
can be estimated.
Keywords: Johnson-Mehl-Avrami-Kolmogorov theory; amorphous alloys; amorphization kinetics;
mechanical alloying and ball milling
1. Introduction
The development of amorphous alloys in the 1960s by Paul Duwez [1] opened a new branch
of research about the properties, microstructures and kinetics of these metastable systems [2,3].
Rapid quenching is the standard method used to achieve an amorphous structure in which a strongly
disordered, high temperature, liquid-like structure is frozen. However, in the early 1980s, some
authors [4,5] discovered the viability of producing amorphous alloys after mechanical processing by
milling. Since then, the production of amorphous systems via mechanical alloying and/or milling
(in a much broader compositional range than that obtained by rapid quenching methods [6]) has been
widely found in the literature [2].
It is evident that the mechanisms that induce amorphization from mechanical milling are
completely different to those that preserve the liquid-like structure by rapid quenching. However,
different microstructural and thermal analyses have shown equivalent behaviors of the obtained
amorphous structures (e.g., glass transition temperature, amorphous halo observed by diffraction
techniques, etc.) [2,3,7,8].
Although the amorphization of some alloys by high energy milling has been known since the early
1980s, the kinetics describing this process are still under discussion. Schwarz and Johnson [9] reported
some required conditions to obtain amorphous alloys in solid state reactions at low temperatures in
transition metal binary systems. However, the process of amorphization by ball milling has been
widely reported in systems that do not fulfil those conditions [5,10]. From this, notable advances in the
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field have been achieved with theoretical and numerical investigations [11–14]. Some reviews on ball
milling found in the literature also describe the different attempts to characterize the thermodynamics
of amorphization via milling [2] and summarize the literature on transformation kinetics during
milling [3]. Direct application of the classical theory developed by Kolmogorov [15], Johnson and
Mehl [16] and Avrami [17] (JMAK), which takes into account the nucleation and growth processes, has
been reported along with phenomenological exponential laws [18], which can be interpreted based on
the probability of powder particles of being trapped between colliding balls and walls [19]. Despite
the experimental values of Avrami exponents reported in the literature, mechanical amorphization is
not expected to satisfy the conditions of the JMAK theory. In fact, in order to be described by JMAK
theory, mechanical amorphization must satisfy the five postulates of Kolmogorov [20]:
1. The initial parent phase is progressively and completely replaced by a product phase;
2. The volume of any transformed region is tiny with respect to the whole volume of the system;
3. Nucleation is random;
4. The shape of the growing phase is convex;
5. The linear growth rate can be expressed as a product of a time-dependent function and a
direction-dependent function.
Although postulates 1, 2 and 5 can be considered valid for mechanical transformation processes,
postulates 3 and 4 cannot. In particular, the growth of the new phases as convex regions is not
supported by transmission electron images (see, for example, [21]) that have shown the remnant
nanocrystals to have regular shapes during the amorphization process. Moreover, nucleation is not
random, as boundary regions between nanocrystals are expected to be the nucleation sites of the
amorphous phase.
Even though the JMAK model should not be applicable to mechanical amorphization, the easy
and well-established procedure to extract average kinetics parameters in this frame makes it attractive
to kinetics researchers. In fact, an analysis based on JMAK can easily supply kinetics information
(Avrami exponent and frequency constant) that can be compared with already-published values.
Therefore, understanding the actual meaning of the kinetics parameters obtained from JMAK under the
framework of a more realistic model should be welcomed. This is one of the aims of the present paper.
Concerning the transformation kinetics during milling, Delogu and Cocco [22] developed a
general model (D&C model) to describe different mechanical transformations based on the assumption
that individual collisions deterministically induce finite local transformations in small volumes. Within
such volumes, mechanical stresses are assumed to be able to activate a transformation within a short
time interval. According to this statistical framework, the amorphization process starts when the
powders have experienced a certain number of critical loading events, which depends on the impact
energy. Typically, amorphization processes require tens of hours [5,23], which corresponds to millions
of collisions [24].
In the present paper, the applicability of the JMAK and D&C approaches to describe mechanical
amorphization is discussed. Moreover, a third model is developed here, which assumes that the
nucleation has a probabilistic character and that the interface-controlled growth affecting the particles
trapped in a collision has a deterministic character. The predictions of the different models are
compared to the results from experiments, numerical solutions and simulations based on the third
model. An effective JMAK analysis is used to compare the different models. The key point of the
present work is thus the description of a new physical framework that is consistent with microstructural
and kinetic experimental results. In order to compare this new framework with previously used ones
(JMAK and D&C) we build JMAK plots to extract the effective JMAK parameters which are widely
available in the literature.
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2. Materials and Methods
In order to test the predictions of the different models here described, besides literature data,
two binary compositions, Fe70Zr30 and Fe70Nb30, were prepared from mechanical alloying by ball
milling in a planetary mill Fritsch Pulverrisette 4 Vario (Fritsch GmbH, Idar-Oberstein, Germany) from
elemental powders (>99%). The initial powder mass was 30 g, and the ball to powder ratio was 10:1.
The disc frequency was set at 350 rpm, and the frequency ratio was set at −2. Milling was performed
in 30 min steps, followed by 30 min pauses. Under these conditions, the temperature rise inside the
vial was about 10 K [25].
The evolution of the amorphous phase with milling time was estimated from the fractional area
of the paramagnetic site contributions to the total Mössbauer spectra (MS) (WissEl Wissenschaftliche
Elektronik GmbH, Starnberg, Germany). This technique is clearly more sensitive than X-ray diffraction
(XRD) for detecting small fractions of paramagnetic phases in a ferromagnetic matrix and vice versa [26].
The sizes of the remaining crystals were estimated from the area ratio of the interface and core
contributions to MS [27]. Numerical solutions and simulations were performed using Matlab scripts
(Matlab R2016a, The Mathworks Inc., Natick, MA, USA).
3. Results and Discussion
3.1. Mechanical Amorphization Described by JMAK Theory
The JMAK theory uses the concept of the extended transformed fraction, X*. This parameter
corresponds to the expected transformed fraction without taking into account the overlapping
between different growing regions. Therefore, simple assumptions about the nucleation and growth
mechanisms yield [28]:
X∗ = (k(t− t0))n, (1)
where t0 is the induction time, k is a frequency factor, and n is the Avrami exponent. The latter
parameter is related to the nucleation and growth mechanisms, i.e., n = nI + d·nG, where nI = 1 for a
constant nucleation rate and 0 for the absence of nucleation, d is the dimension of growth, and nG = 1/2
for diffusion-controlled growth and 1 for interface-controlled growth [28]. Finally, X* is statistically
related to the actual transformed fraction (amorphous fraction, in our case, XAm) as:
dXAm
dX∗ = 1− XAm. (2)
From these two equations, the well-known JMAK equation is obtained:
XAm = 1− e−(k(t−t0))
n
. (3)
Using Equation (3), a plot of ln[−ln(1 − XAm)] vs ln(t − t0) (JMAK plot) allows us to obtain the
values of n (from the slope) and k (from the intercept) after a fitting to a straight line.
The JMAK theory, developed for thermally-induced isothermal transformations, requires that
nuclei grow in a convex way (i.e., fulfilling the forth postulate of Kolmogorov [20]). However, it would
be rather more feasible for the nucleation of the amorphous phase during mechanical amorphization to
occur at the boundaries between nanocrystals. These regions are already in a disordered configuration
due to the high defect concentrations in these regions induced by the milling treatment. The way to
store higher amounts of mechanical energy in these systems should be to increase the thickness of the
interface layer, as the nanocrystals are too small to incorporate crystalline defects such as dislocations
(which have been only observed under extremely high pressures [29]). From these boundaries,
the nanometric crystallites should be reduced and thus, the growing front must be concave [26],
unlike that required by the JMAK theory. However, although the application of the JMAK theory
to mechanical amorphization should be inappropriate for general cases. For those in which the
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transformation of the nanocrystal to amorphous occurs very fast, the growing mechanism can be
neglected, and then Equation (3) can be simplified for the case n = 1:
XAm = 1− e−k(t−t0). (4)
In fact, the Avrami exponents found in the literature are close to 1 [30–36]. Therefore, in the frame
of JMAK theory, mechanical amorphization should have very fast growth transformation (n = nI, with
1 representing a constant nucleation rate), so that the information obtained from the analysis is then
limited to the frequency parameter, k, which is equivalent to the probability of nucleation per unit
of time.
From Equation (4), the transformation rate can be obtained from:
dXAm
dt
= ke−k(t − t0) = k(1 − XAm), (5)
Figure 1 shows the transformed fraction and the transformation rate for a JMAK system with
n = 1 (i.e., described by Equations (4) and (5), respectively). It can be observed that the transformation
rate continuously decreases and there is no maximum at times other than zero. It will be shown in the
next sections that this is not an appropriate description of the experimental data.
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ti e and the nor alization of Am. oreover, the presence of a non-zero a orphous fraction at the
starting point can also produce artificially lo er effective vra i exponents, neff.
In order to study the effect of these artifacts, e generated Am curves using the J equation
and a zero-induction time. These curves were analyzed using JMAK plots assuming different erroneous
induction times or factors leading to the underestimation or overesti ation of the transformed fraction.
Figure 2 (upper panel) shows the effect of indetermination on the induction time in the JMAK plot for
the case of n = 1. The effective Avrami exponent decreases and linearity gets worse as the overestimation
of the induction time increases. The lower panel of Figure 2 shows the effect of a non-correct estimation
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of the transformed fraction. The underestimation of the transformed fraction also reduces neff. Strong
deviations can yield an artificial two-slope behavior.
Besides these two artifacts, when dealing with JMAK analyses, the presence of a starting
non-zero transformed fraction is also worthy of a brief analysis under the framework of mechanical
amorphization. In fact, considering that the amorphous phase has its origin at the crystal
boundaries [26], it is plausible to assume a starting fraction (a layer) of amorphous phase, X0 6= 0,
is present. In this case, the extended fraction should be:
XAm∗ = (kt+ X0∗)n, (6)
with X0* = −ln(1 − X0). Therefore, the transformed fraction would be:
XAm = 1− e−(kt − X0∗)
n
, (7)
We generated different curves using Equation (7) with different values of X0, and n = 1 and t0 = 0.
These curves were analyzed without considering a zero-starting fraction, i.e., using the conventional
JMAK plot. The neff and effective frequency factor, keff, values are shown in Figure 3 as functions of X0.
As an example, neff~0.8 for X0~0.15. For typical nanocrystal size of ~10 nm, this starting value will
require an initial amorphous thickness of ~0.25 nm, which is approximately the atomic distance and
thus, is too small to be detected. Such a small value is typical for coherent crystal boundary regions.
Therefore, thicker boundaries, expected to be the nucleation sites of the amorphous phase, may have
an even larger effect. This implies that difficulties in the early detection of transformation yield lower
neff values than the actual values. In the case of keff, this parameter linearly increases with X0 (e.g.,
for X0 = 0.2, keff~1.25 k).
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3.2. Mechanical Amorphization Described by the Number of Collisions
Delogu and Cocco [22] developed a general model (D&C model) to describe the different processes
occurring during ball milling, ascribing the progress of transformation to the number of collisions.
The transformation of a certain region is assumed to occur after this region achieves a certain number of
collisions (i.e., a deterministic character is assumed for the transformation). The probability of a region
accumulating the required number of collisions is determined by the fraction of a sample trapped
in a collision (this probabili y jeopardizes deterministic characte assumed for the nucleation).
The authors supplied the following expressio for the fraction of the system involved in j collisions
after q collisions occur in the mill [22]:
XAm = 1− e−kcolq
(
1 +∑ji=2
(kcolq)
i−1
(i− 1)!
)
, (8)
where kcol is the fraction of the sample affected per collision, and q is the total number of collisions.
Due to the periodic character of the dynamics involved in ball milling (either vibrating [37], shaking [38]
or planetary mills [39]), the total number of collisions (q) can be determined by the milling time (t),
and the kcol to k’ fraction of powder affected per unit time. Therefore, Equation (8) can be rewritten to
represent the amorphous fraction as a function of the milling time:
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XAm = 1− e−k′t
(
1 +∑ji=2
(k′t)i−1
(i− 1)!
)
. (9)
The derivative of this expression can be obtained by considering the number of new regions
activated in an interval, dτ:
dXAm
dτ
= k′e−k
′τ (k
′τ)j−1
(j− 1)! . (10)
The D&C model assumes a further approximation, in which the transformation is considered to
occur after a single event [22]. Thus, the particularizing Equation (9) for j = 1 leads to:
Xam(t) = 1− e−k′t, (11)
which is equivalent to the JMAK equation with n = 1 and t0 = 0 (see Equation (4)). Under this
framework, the frequency parameter, k’, is identified as the fraction of sample involved in collisions
per unit time.
For general cases, we numerically solved Equations (9) and (10) for different values of parameter
j. The results are shown in Figure 4.
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Except for the case where j = 1, an inflexion point at a time, tmax, exists in the XAm(t) curves.
From the derivative of Equation (10), we can estimate the time taken to reach the maximum rate of
transformation (i.e., the inflexion point of XAm(t)):
tmax =
j− 1
k′ . (12)
Therefore, values of tmax linearly increase with parameter j and the inverse of the frequency, k’.
Application of the JMAK Analysis to Delogu and Cocco’s Model
In order to compare the results predicted from the D&C and JMAK models, we built an effective
JMAK plot with the numerically generated solutions obtained using Equation (9). To do so, we
considered the induction time, t0, for each XAm(t) curve to be the time needed to reach XAm = 0.01.
Then, it was possible to plot ln[−ln(1 − XAm)] vs ln(t − t0), as shown in Figure 5. A good linearity
was observed, and effective values of the Avrami exponent, neff, and the frequency factor, keff, were
obtained (Figure 6). From a practical point of view, data from XAm = 0.1 to 0.95 were represented.
In fact, as described earlier in this text, the determination of the induction time and the completion of
the transformation strongly affect results for very low and very high XAm values, respectively.
As shown in Figure 6, a minimum Avrami exponent, neff = 1, was obtained for j = 1 when the
model was equivalent to the JMAK model and keff = k’. The easy interpretation for this particular case
is lost for j > 1. On one hand, keff decreases from keff~k’ for j = 1 to ~4·10−2k’ for j = 100. On the other
hand, neff continuously increases from neff~1 for j = 1 to ~2.4 for j = 100. Therefore, taking into account
the Avrami exponents reported in the literature, the general D&C model should be valid for describing
mechanical amorphization only when j = 1, which implies a deterministic and sudden change in the
regions after the very first collision they are involved in.
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3.3. Simulations Based on a Probabilistic Activation of the Amorphization Process
The D&C model uses a deterministic interpretation of the nucleation process as this will occur
after the region accu ulates a specific number of collisions. However, the nucleation process is a
probabilistic phenomenon [20]. With this idea in mind, we analyzed the behavior of a simulated
system consisting of a certain nu ber f spherical crystalli e particles, N, initially with a radius, L0.
For every iteration step of the simulation (time is measured in steps nits), a fra tion, f (units: steps−1),
of the complete system was chosen and nucleation of the amorphous phas occurred wit certain
probability, P. Therefore, unlike the D&C model, we explicitly considered the probabilistic character of
the nucleation process.
Once a particle, p, is activated at an iteration step i0(p), the co cave growt is deterministic when
this particle is involved in a new collision. Therefore, the crystalline radius of the particle, p, reduces as
R(p,i) = L0 − G·j(p,i), where G is the linear growth rate per collision step, j(p,i) is the number of collisions
that particle p has been trapped in after its activation occurs, and i is the total number of iteration steps.
The transformed fraction, XAm, is then obtained as the sum of the normalized transformed volumes:
XAm(i) = 1−∑Np=1
(
1− Gj(p, i)
L0
)3
. (13)
On average, f (G/L0) is the growth of an active region per step. The average radius is obtained
considering only those crystallites with R > 0.
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〈R(i)〉 = ∑
N
p=1 R(p, i)
N − NAm(i) , (14)
where R(p,i) is the radius of particle p at iteration step i and NAm(i) is the number of particles which are
completely amorphous at iteration step i.
Examples for XAm curves are shown in Figure 7, and the results for the dXAm/dt curves are shown
in Figure 8. The abscissa axis corresponds to the iteration steps multiplied by the fraction of the sample
treated in those simulation steps in order to use a dimensionless parameter.
We can appreciate the existence of a tmax at which dXAm/dt is the maximum. However, neither
JMAK with n = 1, nor the D&C model for j = 1, can predict the existence of an inflexion point in XAm.
In fact, in the simulations, the probabilistic character of the nucleation allows a delayed transformation
as there is a probability that there is no change in the sample. However, this is not possible in the
frame of D&C model with j = 1 as some fraction of the sample will be trapped and transformed in the
very first collision. Figure 9 represents the time at the maximum transformation rate as a function of
the probability of nucleation. It shows that tmax increases as the nucleation probability, P, decreases.
A slight shift to higher values is observed when the growth rate decreases.
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Figure 9. Time taken for the maximum dXAm/dt from the simulations to occur as a function of the
probability of nucleation. The solid lines are the linear fitted data.
Using the simulation data, effective JMAK plots were built, representing ln[−ln(1 − XAm)] as a
function of ln(i − i0), where i is the total number of iteration steps, and i0 is the induction iteration
step. The latter value is taken to be the minimum iteration step for which XAm > 0.01. Figure 10
shows the obtained effective JMAK plots. A rather good linearity was found for the complete range
(0.1 < XAm < 0.95). The values of neff and keff are shown in Figure 11. A common behavior was found
when these parameters were plotted as a function of P(G/L0)−1 as a single parameter.
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of nucleation probability and a relative growth rate of fG/L0 = 0.05 step−1. The red lines are the
corresponding linear fitted data. The ti e units are iteration steps.
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Figure 11. Effective Avrami exponents and normalized effective frequency factors as a function of
P(G/L0)−1, obtained from different sets of simulations, i.e., fixing G/L0 and f and varying P (solid
symbols) or fixing P and f and varying G/L0 (hollow symbols and crosses). The results are rescaled to
show unique behaviors.
In the case of keff, values of P(G/L0)−1 < 1 (low nucleation probabilities and/or fast growth rates)
lead to keff~Pf and the frequency factor will supply information only about the nucleation mechanism,
jeopardizing any growth information. However, for P(G/L0)−1 > 1 (large nucleation probabilities
and/or slow growth rates) the growth mechanism becomes progressively more important, and keff
decreases as P(G/L0)−1 increases.
In the case of neff, for P(G/L0)−1 < 0.1, neff = 1. The growth rate with respect to the nucleation
prob bility is then too fast to be observ d, and Equation (4), corresponding to t e JMAK model for
instantaneous growth of the nuclei, s recovered. For P(G/L0)−1 > 100, neff = 1.14, which is the effective
value corresponding to particl s with concave growth from the edge to the core (i.e., the nucleation
phenomena is not affecting the proce s). In this simple case, taking into account the average growth
rate, f (G/L0), the evolution of the transformed fraction can be written as:
XAm = 1−
(
1− f G(t− t0)
L0
)3
∼ 1− e−(ke f f (t−t0))
ne f f
(15)
where the fraction of sample treated per time step, f, is explicitly considered as the growth only
occurs when the particle participates in a collision. In order to obtain the value of neff, we compared
Equation (15) with an effective JMAK equation, resulting in neff = 1.14. With this slow growth limit,
considering keff<< and approximating neff~1 for simplicity, we obtain:
ke f f ∼ 3 f GL0 , (16)
which allows us to obtain some information on the growth mechanism from keff. The red line in
Figure 11 corresponds to Equation (16), and a rather good agreement can be found despite the different
approximations required.
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At intermediate values, 0.1 < P(G/L0)−1 < 100, neff reaches a maximum of ~1.5 at P(G/L0)−1~5.
Therefore, in the complete range, Avrami exponents are predicted to be low, as was experimentally
observed for mechanical amorphization processes [30–36].
Figure 12 shows the evolution of the normalized average radius to the initial value of the remnant
crystallites, <R> (applying Equation (14) to the simulation results) against XAm. At a certain value of
XAm = XAmsat, a minimum stable value, <R>sat, is reached. Both magnitudes depend on the nucleation
and growth parameters of the simulation. However, as shown in Figure 13, where <R>sat and XAmsat
are plotted against P(G/L0)−1, a unique description can be observed.
Metals 2018, 8, x FOR PEER REVIEW  13 of 19 
 
Figure 12 shows the evolution of the normalized average radius to the initial value of the 
remnant crystallites, <R> (applying Equation (14) to the simulation results) against XAm. At a certain 
value of XAm = XAmsat, a minimum stable value, <R>sat, is reached. Both magnitudes depend on the 
nucleation and growth parameters of the simulation. However, as shown in Figure 13, where <R>sat 
and XAmsat are plotted against P(G/L0)−1, a unique description can be observed. 
For P(G/L0)−1 < 0.1, the average size of the remaining crystals is almost constant during the 
transformation. In this regime, growth is so fast that active crystallites rapidly transform to 
amorphous regions, and thus, the average size is just the size of the inactive crystallites, L0. For 
P(G/L0)−1 > 10, the growth is so slow that the average crystal size monotonously decreases as the 
transfor ation progresses and then, XAmsat = 1 and <R>sat = 0. At intermediate values of 0.1< P(G/L0)−1 < 
10, some infor ation n t e relative importance of the nucleation and growt  mechanisms can be 
obtain . 
 
Figure 12. Normalized average radii of the remnant crystallites as a function of the transformed 
fraction obtained from the simulations for different values of nucleation probability (f(G/L0) = 0.005 
steps−1). 
 
Figure 13. Minimum observable relative radii, <R>sat, and transformed fraction at which these values 
are reached, XAmsat, as a function of P(G/L0)−1. 
Figure 12. Normalized average radii of the remnant crystallites as a function of the transformed fraction
obtained from the simulations for different values of nucleation probability (f (G/L0) = 0.005 steps−1).
Metals 2018, 8, x FOR PEER REVIEW  13 of 19 
 
Figure 12 shows the evolution of the normalized average radius to the initial value of the 
remnant crystallites, <R> (applying Equation (14) to the simulation results) against XAm. At a certain 
value of XAm = XAmsat, a minimum stable value, <R>sat, is reached. Both magnitudes depend on the 
nucleation and growth parameters of the simulation. However, as shown in Figure 13, where <R>sat 
and XAmsat are plotted against P(G/L0)−1, a unique description can be observed. 
For P(G/L0)−1 < 0.1, the average size of the rem ining crystals is almost constant du ing the 
transformation. I  this regime, gr wth is o fast that active crystallites rapidly transform to 
amorphous regions, and th s, the av rage size is just the size of he inactive crystallites, L0. For 
P(G/L0)−1 > 10, the growth is so slow that t  average crystal size mo otonously decreases as th  
transformation progresses and then, XAmsat = 1 and <R>sat = 0. At intermediate values of 0.1< P(G/L0)−1 < 
10, some infor ation on the relative importance of the nucleation and growth mechanisms can be 
obtained. 
 
Figure 12. Normalized average radii of the remnant crystallites as a function of the transformed 
fraction obtained from the simulations for different values of nucleation probability (f(G/L0) = 0.005 
steps−1). 
 
Figure 13. Minimum observable relative radii, <R>sat, and transformed fraction at which these values 
are reached, XAmsat, as a function of P(G/L0)−1. 
Figure 13. Min mum observable relative radi , < t, and transformed fraction at which th se values
are ached, XAmsat, as a f / 0)−1.
For P(G/L0)−1 < 0.1, the average size of the remaining crystals is almost constant during the
transformation. In this regime, growth is so fast that active crystallites rapidly transform to amorphous
regions, and thus, the average size is just the size of the inactive crystallites, L0. For P(G/L0)−1 > 10,
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the growth is so slow that the average crystal size monotonously decreases as the transformation
progresses and then, XAmsat = 1 and <R>sat = 0. At intermediate values of 0.1< P(G/L0)−1 < 10, some
information on the relative importance of the nucleation and growth mechanisms can be obtained.
3.4. Experimental Results
Figure 14 shows the Mössbauer spectra along with the fitting components used for the Fe70Zr30
and Fe70Nb30 mechanically alloyed samples at different milling times. Ferromagnetic contributions
are ascribed as Fe atoms in the remnant bcc Fe-type crystallites under the following conditions:
at 33 T, Fe surrounded by 8 Fe as near neighbors and 6 Fe as next near neighbors; and at 31 T,
Fe with a Zr/Nb atom in the first two shells and a hyperfine distribution due to the interface region.
The paramagnetic contributions are ascribed to the presence of Fe atoms in the amorphous phase
(with a Curie temperature of ~230 K [40]). In fact, the very different Curie temperatures between the
crystalline and the amorphous phases containing Fe, being below room temperature for the amorphous
and well above room temperature for the bcc Fe, makes Mössbauer spectrometry a very sensitive
technique for estimating the ratio between them. This assignment (sextets for Fe atoms in ferromagnetic
α-Fe phase and singlets or doublets for Fe atoms in paramagnetic amorphous) is generally found in the
literature concerning Mössbauer studies of Fe-Zr and Fe-Nb alloys [41–45] with similar compositions
to those studied here. Further details on the microstructures of the studied samples can be found
in [23].
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Figure 15 shows the XAm and dXAm/dt curves against the milling time from data obtained from
Mössbauer spectra of the Fe70Zr30 and Fe70Nb30 compositions. There is a maximum dXAm/dt at tmax~6
and 10 h, respectively. This maximum was predicted by our simulations, while neither the JMAK
model with n = 1 nor the D&C model with j = 1 predicted it. Figure 9 shows the tmax ratio between Zr
and Nb alloys to be 0.6, implying a ratio between the probabilities P(Zr)/P(Nb)~2.2.
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Figure 15. dXAm/dt obtained from Mössbauer data as a function of milling time for Fe70Zr30 and
Fe70Nb30 alloys. The insets show XAm as the paramagnetic phase contribution.
The effective JMAK plots (Figure 16) show that neff~0.9. This low value, close to 1, agrees with
the values obtained from the simulations. Table 1 displays different neff values describing mechanical
amorphization processes from the literature [30–36] along with the explored ranges and techniques
used to determine XAm. In general, the direct application of JMAK theory to mechanical amorphization
leads to Avrami exponents close to 1, but it is remarkable that they are generally below 1, in agreement
with our present experimental results. Deviations from neff = 1 could be due to the previously described
experimental artifacts. Therefore, from the present results it can be observed that, except for the case
where j = 1, the D&C model cannot reproduce the experimentally observed Avrami exponents.
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Table 1. Avrami exponents obtained for mechanical amorphization processes.
Composition Avrami Exponent XAm Range (%) Experimental Technique Reference
Fe27.9Nb2.2B69.9 1 0–90 Mössbauer [30]
Cystine 0.46 25–100 XRD [31]
Fe-6wt. %Mo 0.83 ± 0.050.33 ± 0.04
30–60
60–80 XRD [32]
Cr20Co80 0.81 10–60 XRD [33]
Ni50Co50 0.34 60–75 XRD [34]
Ni15Fe5Mo80 1.049 10–70 XRD [35]
Cu-10wt. %Nb 1.3 0–10 XRD [36]
Fe70Zr30 0.88 ± 0.05 20–80 Mössbauer This work
Fe70Nb30 0.89 ± 0.03 30–80 Mössbauer This work
From the experimental intercepts of the JMAK plots of Figure 16 at XAm~0.2 and 0.1, for Nb and
Zr-containing alloys, respectively, we obtained keff~0.2 and 0.1 h−1 for the Zr and Nb-containing alloys,
respectively. Taking into account the results from Figure 11, these values should be the minimum
limits for fP, as keff/fP ≤ 1. The milling parameters and media were the same for all the compositions
and, therefore, f must have been equivalent. Therefore, the ratio of the probabilities from this analysis,
P(Zr)/P(Nb)~2, is in good agreement with that obtained previously from the analysis of tmax values.
Figure 17 shows the experimental results regarding the size evolution of the remaining crystallites
of the studied mechanically-alloyed systems as a function of the amorphous fraction. This plot prevents
the consideration of those times before the onset of the transformation when there is a strong reduction
in the crystal size before amorphization [2,8]. In the studied cases, the crystal sizes reached a saturation
value of <Rsat>~10 and 5 nm for Zr and Nb-containing alloys, respectively. However, the size of the
nanocrystals just before their activation (required to normalize the values to allow them to be compare
with those of Figure 13) could not be well established due to theoverlapping effect of the conventional
nanocrystal comminution that occurs during milling. A more reliable parameter should be XAmsat, the
transformed fraction at which the stable <Rsat> is achieved. For the studied systems, XAmsat ≤ 0.4 for
both alloys. Taking into account the results from Figure 13, P(G/L0)−1 < 0.5. This places our studied
alloys in the range where neff should be close to 1 in Figure 11, in agreement with our JMAK analysis.
Overlap with the comminution process or contamination may affect this estimation by shifting XAmsat
to lower values which should lead to values of neff closer to 1.
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4. Conclusions
In this work, we discussed two of the models that are generally used to analyze the kinetics of
mechanical amorphization, along with a new one based on the probabilistic character of nucleation
which assumes a concave growth of the amorphous phase from the edge to the core of the nanocrystals.
It is concluded that, in the case of JMAK model, direct application should be restricted to
instantaneous growth cases, as the convex growth considered in the model is not in agreement
with the expected behavior during mechanical amorphization. However, the transformation rate is
predicted to monotonously decrease (in contrast to the experimental observations), and the size of the
remnant crystallites should remain constant during the transformation.
On the other hand, the model imposing a deterministic character for nucleation (determined
by number of collisions in which the region is trapped) could not reproduce the effective Avrami
exponents. As the transformation of a certain region is assumed to occur suddenly after the activation
collision, the size of the remnant crystallites is predicted to be constant during the transformation.
In the frame of the new model developed in this study, simulations based on the probabilistic
character of nucleation and the concave growth of the amorphous phase from the boundary to
the core of the nanocrystals were in good agreement with the low Avrami exponents and the
evolution of the sizes of the remaining crystallites. When instantaneous growth was considered,
a JMAK equation with n = 1 was recovered and for very slow growth rates, an effective neff = 1.14
was predicted. At intermediate growth rates, a maximum of neff = 1.5 was observed. Therefore,
the experimentally observed low Avrami exponents were similar to the ones predicted by our model
for the complete range.
The simulations reproduced the effective Avrami exponents with neff = 1, and predicted the
existence of a time at which the transformation rate was maximum, which neither the JMAK, nor D&C
model, could predict.
Along with the results found in the literature, we performed experiments on binary alloys to
observe the mechanical amorphization process. The experimental results on Fe-based compositions
(Fe70Zr30 and Fe70Nb30) were in agreement with the predictions of our simulations and showed slightly
lower values of effective Avrami exponents (neff~0.9) due to the presence of different artifacts, including
the presence of a starting fraction of the amorphous phase at the boundary region between nanocrystals.
The analysis applied to Fe70Zr30 and Fe70Nb30, derived from both tmax and the intercept of the
effective JMAK plot, were in good agreement, supporting the model proposed here.
Further studies are welcomed to test the validity of the proposed model through a systematic
analysis of the sizes of the remnant crystallites. Moreover, the effect of impurities due to contamination
from milling media might lead to artefacts, particularly affecting the data obtained at long milling
times. Possible overlapping with other processes induced by milling (i.e., comminution at short milling
times, and recrystallization at long milling times) should be also explored in future studies.
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