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Abstract: 
The power system inertia immediately following small and large system 
disturbances was investigated. By understanding factors affecting the system 
inertia and primary frequency response behaviour, an online inertia model was 
developed. Historical data was extracted from the Eskom Energy Management 
System (EMS) and Wide Area Monitoring System (WAMS). The developed 
model using Multivariate Analysis (MVA) includes measured and estimated data 
from Eskom generators, Renewable Energy Sources (RESs) and the 
interconnected Southern African Power Pool (SAPP). Inertia plus Fast Primary 
(Frequency) Response (FPR) (as determined by the load behaviour) and system 
inertia models were developed from June 2015-December 2016 and validated 
with past frequency disturbance events (June 2014-March 2017). From the 
comparison between the measured and model results for 355 actual disturbances, 
225 disturbances resulted in errors within ±5% and 51 events resulted in errors 
between ±5% and ±10%. Eight disturbances caused errors greater than ±10%, 
which were largely from trips at particular large power stations and HVDC. 
During a large disturbance, the multivariate coefficients for Renewable Energy 
Sources, HVDC and interconnectors were very small for the pure inertia model 
(excluding the load frequency behaviour and the generator damping). In contrast, 
the spinning reserve provides significant contribution and is location based. The 
location of a disturbance affects the FPR behaviour and the system inertia but not 
the Rate of Change of Frequency (RoCoF) with reference to the central power 
station. The strong and weak areas with respect of the stiffness of the system 
(extent of frequency nadir for particular disturbances) were identified. This can 
contribute to future grid planning and real-time operations in managing the system 
inertia and primary frequency response. The model is expected to improve with 
time, as the accuracy of a statistical approach requires large amounts of data. The 
model can be used to determine and monitor the maximum level of RES in real-
time. 
Key words – Correlation, Frequency Stability, Inertia, Multivariate Analysis 
(MVA), Renewable Energy Sources (RES), System Operator (SO), Swing 
Equation, Situational Awareness (SA), Spinning reserve  
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1. INTRODUCTION 
“You can't connect the dots looking forward - you can only connect them looking 
backwards. So you have to trust that the dots will somehow connect in your future. 
You have to trust in something: your gut, destiny, life, karma, whatever. Because 
believing that the dots will connect down the road will give you the confidence to 
follow your heart, even when it leads you off the well-worn path.” - Steve Jobs, 
Stanford Commencement Address, 2000, US computer engineer & industrialist 
(1955 - 2011). 
1.1 General Introduction 
The slow economic growth and worldwide slump in the commodities markets 
have led to a reduction in customer demand while at the same time there has been 
an increase in asynchronous generation penetration. This has resulted in a power 
system with lower inertia supplying the same load levels experienced some years 
ago leading to concerns for the dynamic behaviour of the frequency. The growing 
concerns for system inertia require more sophisticated and affordable power 
system real-time tools to manage the challenges of a modern power system. 
Failure could likely lead to widespread blackouts with significant economic and 
social impact. As more zero-inertia generators are added to the Eskom power grid, 
the traditional synchronous generators, which provide inertia to the system, are 
starting to be displaced, put into cold reserve or two shifted and see early 
retirement. 
This chapter begins with a glossary of terms followed by background, which 
provides an overview of the Eskom network. Challenges regarding historical, 
present and future power system inertia are then presented. The problem statement 
introduces the framework for the work done in the past that comprises the focus of 
this research. A guide of different chapters is then presented. 
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1.2 Glossary 
1. Base load plant refers to power plants that are able to produce power at a 
constant, or near constant, rate, i.e. power plants with high capacity 
factors [1]. 
2. Capacity Reserve refers to the installed power plant that is in excess of that 
required to carry peak load. 
3. Curtailed Active Power refers to the amount of active power that the 
Renewable Power Plant (RPP) is permitted to generate by the SO, Network 
Service Provider or their agent subject to network or system constraints [1], 
[2]. 
4. Demand Side Management (DSM) refers to interventions to reduce energy 
consumption [1]. 
5. Deemed Energy means that energy output that would otherwise be available 
to the buyer but due to a system event or compensation event, as determined 
in accordance with Schedule 6 (Deemed Energy Payment) of the Power 
Purchase Agreement (PPA), was not supplied [1], [2]. 
6. Distributed Generation is defined as the installation and operation of 
electric power generation units connected directly to the distribution 
network or connected to the network on the customer side of the meter [1], 
[3]. 
7. Frequency nadir refers to the minimum instantaneous frequency following a 
loss of a generator [4]. In this work, frequency nadir refers to the minimum 
frequency reached after a disturbance prior to slow primary response and 
secondary response. 
8. Independent Power Producer (IPP) means any undertaking by any person 
or entity, in which the government of South Africa does not hold a 
controlling ownership interest (whether direct or indirect), of new 
generation capacity at a generation facility following a determination made 
by the Minister in terms of Section 34(1) of the Act [1]. 
9. Instantaneous reserve is the generating capacity available to operate 
automatically in the event of a sudden trip of a large generating plant or the 
HVDC link. 
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10. Integrated Resource Plan 2010 refers to the co-ordinated schedule for 
generation expansion and demand-side intervention programmes, taking 
into consideration multiple criteria to meet electricity demand [1]. 
11. NERSA means the National Energy Regulator of South Africa established in 
terms of the National Energy Regulator Act, (Act No. 4 of 2004), or its legal 
successor [5]. 
12. Regulation reserve refers to the amount of operating reserve that is quick to 
respond to Automatic Generation Control. 
13. Reliability is the degree to which the performance of the elements of the 
power system results in power being delivered to consumers within 
accepted standards and in the amount desired. The degree of reliability may 
be measured by the frequency, duration and magnitude of adverse effects on 
consumer service [6], [7]. 
14. Security refers to the degree of risk in a power system’s ability to survive 
imminent disturbances (contingencies) without interruption of customer 
service. It relates to robustness of the system to imminent disturbances and, 
hence, depends on the system operating condition as well as the contingent 
probability of disturbances [4]. 
15. Spinning reserve is the on-line reserve capacity that is synchronised to the 
grid and ready to meet demand within 10 minutes of a dispatch instruction 
by the SO. Spinning reserve is needed to maintain system frequency 
stability during emergency operating conditions and unforeseen load swings 
[5], [6]. 
16. South African Grid Code (SAGC) consists of the following documents: 
Preamble, Governance Code, Network Code, System Operation Code, 
Metering Code, Tariff Code and Information Exchange Code as approved 
by NERSA and updated from time to time by the Secretariat. 
17. Stiffness of the system refers to the composite frequency response 
characteristic of the system The stiffness of the system depends highly on 
load damping, spinning reserve and governor droop (steady state) [6]. 
18. System Operator is the legal entity licensed to be responsible for short-term 
reliability of the Integrated Power System (IPS), which is in charge of 
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controlling and operating the Transmission system and dispatching 
generation (or balancing the supply and demand) in real-time [2], [5]. 
19. Two shifting is starting up and shutting down a plant to meet load demand 
during periods of high and low demand. 
 
1.3 Background 
The interconnected part of the Southern African Power Pool (SAPP) is made up 
of Botswana, Mozambique, South Africa, Lesotho, Namibia, Democratic 
Republic of Congo, Swaziland, Zambia and Zimbabwe [8]. The Eskom 
transmission network is synchronously connected to the neighbouring Southern 
African Development Community (SADC) utilities shown in Figure 1-1. 
The Cahora Bassa Hydro Power Station in Mozambique dispatches power through 
parallel AC and DC interconnections and is controlled by the Grid Master Power 
Controller (GMPC) [9]. The DC power flows directly to the Apollo converter 
station in South Africa. The AC power is delivered to Zimbabwe and Botswana 
that are interconnected with the South African AC grid via a single 400 kV 
transmission interconnector (colloquially called tie-line). 
 
 
Figure 1-1: The Transmission lines and generation in the Integrated SAPP 
network. 

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Approximately 90% of SAPP electricity generation is in South Africa. The long 
single 400 kV AC circuit outside the Eskom network and asynchronous HVDC 
interconnectors are relatively weak compared to the Eskom grid. Therefore, 
Eskom must rely on the actions of generators and additional demand services 
within the Eskom network to maintain the Eskom system reliability, security and 
stability. 
Base load plants are mostly coal-fired in the Mpumalanga (North Eastern) and 
Lephalale (Northern) parts of the country which amounts to approximately 77% 
of the total installed generation capacity [10]. A nuclear power station is located 
in the Western Cape (Southwestern) part of South Africa. The peaking plants 
consist of hydro pump storage, which are in the Western Cape and East grid 
(KwaZulu Natal). Other peaking plants include conventional hydro power stations 
and Open Cycle Gas Turbines (OCGTs) in the Western Cape. OCGTs are 
currently non-economical to dispatch, as there is excess generation on the grid. 
The large number of Renewable Energy Sources (RESs) in the Northern Cape, 
Western Cape and Eastern Cape parts of South Africa are mostly embedded in 
distribution networks (132 kV and lower). Approximately 95% of RESs are 
connected in the distribution network and the remaining 5% are connected 
directly to the transmission network. The large number of RESs are connected far 
from load centres and are electrically connected to the Interconnected Power 
System (IPS) via high impedance distribution lines. Therefore, from the Eskom 
IPS perspective, RESs provides only active power (MW) to the power system and 
contribute either very little or no power system inertia. 
As the concerns towards power system security, stability and safety continue, the 
regulators and SOs around the world want to see the more advanced applications 
deployed in power system control rooms to address system operational matters at 
near real-time. South Africa’s SO would like to know how the system will 
respond to load or generator disturbances at near real-time.  
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It was shown in [4], [11] the traditional assumption that grid inertia is sufficiently 
high with only small variations over time is not valid for power systems with high 
RES shares. This has implications for frequency dynamics and power system 
stability and operation. Frequency dynamics are faster in power systems with low 
rotational inertia, making frequency control difficult. 
In a real-time operational environment, it is important to make available 
information to the SO about the global security margins so that preventive and/or 
corrective actions may be decided with sufficient time to avoid dangerous 
operational conditions. The information in this work focuses on the system inertia, 
Fast Primary Response (FPR) and the Rate of Change of Frequency (RoCoF) 
following single contingencies. 
The way in which energy is produced, distributed and consumed in the Eskom 
network is changing significantly. Figure 1-2 shows some of the factors that 
triggered the concerns of the Eskom network. These are and will in future be 
impacted by the regulator, evolving customers and technologies, evolving 
generation patterns, and sustainable economic growth, system inertia and load 
balancing. 
 
 
Figure 1-2: Long-term factors affecting the normal operations of the Eskom SO. 
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Although these factors are outside real-time operations, they are expected to affect 
the traditional way of operating the power system. Amidst all of these changing 
network conditions, the System Operator (SO) in South Africa is mandated to 
control the operation of and be responsible for the short-term reliability of the IPS 
as defined in the South African Grid Code [5]. 
1.3.1 Generation dispatch to meet the demand and evolving generation pattern 
The conventional method of managing system security, stability and reliability of 
the Eskom grid is using Capacity Reserves, Base Load plants and Peaking Plants. 
The SO dispatches generators based on meeting the evening peak demand with an 
allowance of at least 2000 MW of operating reserve a day-ahead and 1000 MW 
on the day as required by the South African Grid Code [5]. Figure 1-3 shows the 
comparison between 2012 and 2016 winter generation dispatch. 
 

Figure 1-3: Change in average summer Eskom generation dispatch 2012-2016 vs. 
generation dispatch including operational reserves [EMS data downloaded by 
author]. 
 
From Figure 1-3, the drop of 2000 MW of the Eskom average generation dispatch 
translates to less synchronised generation on the grid. It is apparent that the load 
has decreased by approximately 2000 MW and the implications of that is that the 
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system inertia provided by synchronous generators was less in 2016 compared to 
in 2012. 
1.3.2 Regulator 
South Africa is ranked among the world’s top 12 largest carbon dioxide (./) 
emitters, largely due to dependence on coal for electricity generation and an 
energy-intensive industrial and mining sector [12]. In the December 2009 
Copenhagen climate change negotiations, South Africa committed to add its own 
share to the global greenhouse gas emissions reduction and voluntarily announced 
that it would act to reduce domestic emissions by 34 per cent by 2020 and 42 per 
cent by 2025 [12]. This was on the condition that it receives adequate financial, 
technological and other support from the international community to establish 
those goals [12]. Fortunately, South Africa had largely untapped abundance of 
renewable energy sources, especially solar and wind energy [12]. 
In recent years, large-scale deployment of RES, mostly in the form of wind 
turbines, concentrated solar power (CSP) and PV units has led to substantial 
generation shares of variable RES. The National Development Plan (NDP) of 
South Africa has a long-term vision of 5 million Solar Water Heaters (SWHs), 8.4 
GW of wind turbines, 1 GW of CSP and 8.4 GW Solar PV by 2030 [1], [13]. 
Currently, wind IPPs are delivering approximately 1809 MW (including 110 MW 
Eskom owned wind generation) followed by 1474 MW of solar PV, 35 MW of 
biomass, 91 MW of Hydro and lastly 300 MW of CSP. Figure 1-4 shows the 
planned new generation capacity mix for 2030. 
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Figure 1-4: Total additional new capacity until 2030 [1], [3] (permission obtained 
for use of data). 
Most of the current Eskom generators are ageing and will soon be 
decommissioned [1], [3]. These plants will be replaced by the new capacity as 
shown in Figure 1-4. The Renewable Power Plants (RPPs) are not dispatchable 
and, if curtailed by the SO due to excess capacity, unserved energy payments must 
be made [1], [2]. Curtailment and/or delta mode production have serious 
economic consequences (lost energy production) [1], [3]. As more potential 
energy sources are discovered in other parts of South Africa, a mix of generation 
technologies and primary fuels is a priority for the Department of Energy (DOE). 
1.3.3 Sustained lower economic growth 
Following the response to the effects of the global financial crises, countrywide 
load-shedding and sustained lower economic growth in 2007/8, Eskom sales only 
recovered between 2010 and 2012 to the levels experienced in 2007, but have 
been in decline since [12]. The South African economy moved into recession with 
the reported decrease of 0,7% in GDP during the first quarter of 2017, following a 
0,3% contraction in the fourth quarter of 2016 [14]. 
According to the Department of Energy and National Development Plan of South 
Africa [2] [4], the forecasted peak demand will grow from 38.9 GW to 67.8 GW 
(assuming average growth of 2.8% per annum) by 2030. Contrary to the assumed 
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average growth, Figure 1-5 illustrates a downward trend from Eskom generation 
sent-out over the past 5 years. This was due to various reasons including a 
negative economic growth, electricity price increase, IPPs and Demand Side 
Management (DSM) initiatives (Capacity Constraints). 
 
 
Figure 1-5: Trends from Eskom SCADA data showing the changes in yearly load 
profiles between the years 2012 and 2016 [EMS data downloaded by author]. 
 
As more zero-inertia generators i.e. asynchronous generators, are added to the 
Eskom power grid, the traditional synchronous generators, which provide inertia 
to the system, are starting to be displaced, put into cold reserve or two shifted and 
see early retirement. The slow economic growth with high asynchronous 
penetration also translates to less synchronous generation dispatch by the SO. This 
could negatively affect system inertia. 
1.3.4 Evolving customers and technologies 
The introduction of renewable energy adds new challenges to managing the 
supply and demand on the power system. The bulk of the Eskom generation fleet 
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is thermal mid-merit and base load plant. The demand profiles shown in Figure 
1-6 and Figure 1-7 are currently not aligned with the PV production profiles. 
 
 
Figure 1-6: Trends of the average winter load profiles from Eskom EMS data 
between the years 2012 and 2016 [EMS data downloaded by author]. 
 
Figure 1-7: Trends of average summer load profiles from Eskom EMS data 
between the years 2012 and 2016 [EMS data downloaded by author]. 
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This kind of load profile is very challenging to manage when there is inflexible 
excess generation. The Eskom power station fleet is largely base-load coal. Most 
of these plants do not have the ability to temporally shut down or reduce output 
beyond a narrow operating output once synchronised on the grid. By design, base 
load generators do not have the ability to ramp up quickly when demand 
increases. The plants need time to synchronise or increase production to support 
the ramping-up of generators preparing for evening peak. Some of these plants in 
the Eskom network are needed for fault levels, voltage support and network 
stability. 
 
During the period of shortage of generation in the Eskom network between the 
years 2007 and 2014, the drive to replace the traditional light bulbs with 
fluorescent type light bulbs was initiated to save energy [3]. The Integrated 
Demand Management Plan rolled out the residential lighting LED program that 
commenced in 2015/2016 and continued in 2016/2017 reaching cumulative 
savings of 466 MW shown in Figure 1-8 [3]. 
 
Figure 1-8: Profile of Residential Mass Rollout DSM between 2015-2022 adopted 
from [3] (permission obtained for use of data). 
This effort saw significant success in active power saving from the demand side. 
On the one hand there was energy saving which saved costs to Eskom. On the 
other hand, the system inertia was compromised because the saved energy 
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displaced the equivalent of a large synchronous generator unit. Therefore, the 
system inertia was indirectly reduced. 
1.3.5 System inertia and load balancing 
During a frequency disturbance, the generation/load power balance is lost. The 
system frequency will change at the rate initially determined by the total system 
inertia [15]. This kinetic energy, which is stored in the synchronously rotating 
masses of the power system, is often called inertial, stored, or rotational 
energy [7]. Asynchronous generators, mostly in the form of HVDC, wind turbines 
and PV units, use power converters as an interface to the grid, and are therefore 
synchronously decoupled from the traditional AC power system [11], [15]–[18]. 
 
In Figure 1-9, the outer loop shows the connection and balancing of load and 
generation. The load, interconnectors, PV and wind generation are categorised as 
self-dispatch or non-dispatchable by the SO. The synchronous generators and 
HVDC are categorised as dispatchable by the SO. The strength of the AC power 
system is mainly determined by the system inertia, which is mainly provided by 
connected synchronous generators and the stiffness of the system [6], [17], [19] 
shown in the inner loop of Figure 1-9. The large reduction in supply/load can 
trigger protection systems that may result in system separation, loss of 
load/generation, blackout and customer outages. Severe system upsets generally 
result in large excursions of frequency, power flows, voltage and other system 
variables thereby invoking the actions of processes, controls and protections that 
are not modelled in conventional transient stability or voltage stability 
studies [6],[7]. 
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Figure 1-9: Modified block diagram showing the balancing of load and generation 
with the impact of the varying Inertia Constant (modification from  [15]). 
As stated in the Grid Code of South Africa [2], [5] the SO shall dispatch 
generation and demand-side resources on the IPS subject to the constraints of 
safety of personnel and equipment, IPS security, reliability, resource availability, 
legislation and the environment [5]. 
The GCSA requires the SO to keep the frequency above 49.5 Hz following all 
credible single contingency losses. The largest loss is currently the loss of a 
Koeberg unit at full load, i.e. 930 MW. It is also a requirement on the SO to keep 
the frequency above 49.0 Hz after credible multiple contingencies. 
 
With the current integration of the new large Medupi and Kusile power stations, 
the units that are relatively similar sizes (720 MW) to the Koeberg units, the 
probability of violating the Grid Code is therefore increasing. This could be due to 
the following: 
1. During commissioning, testing and the initial operation of Kusile and 
Medupi, reliability is low while problems are sorted out. 
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2. Medupi, Kusile and other base load power stations are coal-fired and load 
following. Koeberg is a nuclear unit that does not load follow and is fairly 
reliable  
3. There are older base-load coal-fired units than the newer mid-merit and 
peaking units, so it expected that the base-load would have more trips due to 
ageing. 
 
 
1.4 Problem statement 
Sustaining grid security is a fundamental requirement for power grids. Failure 
could likely lead to widespread blackouts with significant economic and social 
impact. The growing security and stability needs recently experienced by the 
Eskom demand require more sophisticated and affordable power system real-time 
tools. The present and future challenges include the changing patterns in 
consumer electricity usage, increased and ongoing uptake of residential and 
commercial rooftop solar PV, withdrawal of traditional generating sources, 
demand stagnation, oversupply and integration of Renewable Energy 
Sources  (RESs).  
The South African Grid Code (SAGC) [2], [5] was written prior to the installation 
of significant amounts of renewable generation and hence the code does not cover 
the system inertia requirements. The SAGC does, however, define the limits of 
acceptable frequency response and it is therefore important to understand what 
level of non-synchronous generators can be tolerated before the Grid Code 
requirements are violated. 
Eskom uses a number of different offline simulation tools that have the ability to 
calculate the inertia and the Inertial Response of the power system. However, 
these are of limited use in the operational environment due to the number of 
possible network configurations encountered and the lack of accuracy for certain 
critical component models. The theoretical approach has largely been investigated 
in the past for Static Security Assessment (SSA) tools, but less for the dynamic 
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security tools. Hence, an interesting investigation is how to revise the South 
African power system’s defence plan. 
While there is nothing that the SO can do to prevent natural disasters or severe 
large frequency events, advanced analytics in conjunction with the ability to deal 
with large amounts of data, can help to predict or forecast the near future power 
system inertia to enable better preparation and faster and more effective disaster 
response. By analysing a combination of historical data points combined with 
power system equations and applying them to new data, before, during and after 
system disturbances occur, the SO can do more in forecasting and managing the 
system inertia and primary frequency response. 
1.5 Research Questions 
The focus of this research is on the behaviour of the power system frequency 
immediately following a disturbance in the Eskom network. 
A model can be developed using Multivariate Analysis (MVA) to estimate the 
power system inertia in real-time and predict the frequency nadir following a large 
disturbance. Frequency dynamics can be predicted if factors affecting power 
system inertia can be investigated and understood. 
This research was guided by a desire to address the following research questions: 
• By reducing the contribution of conventional synchronous generators to 
accommodate (asynchronous) renewable generation, what would be the 
resultant impact on system inertia and frequency stability? 
• How can online inertia model tools be utilised in the Eskom National Control 
Centre to improve the power system operation? 
• Is the assumption that while doing frequency stability analysis the 
(aggregated) Inertia Constant, H, is constant for all Swing Equations of a 
multi-area system? What is the impact of disturbance location in the accuracy 
of H? 
• Are the primary frequency control schemes installed in South Africa’s power 
transmission system adequately calibrated for mitigating fault events before a 
critical frequency drop can occur? 


• Can the use of under frequency load shedding schemes be linked to the online 
variable system inertia to shed the required load at the time of an incident? 
• In what way does transient location, spinning reserve, instantaneous reserve, 
load types and renewables affect the inertial and primary response of the 
power system? 
1.6 The research report structure 
The research scope (development of a dynamic multivariate power system inertia 
model) includes ten chapters, which are organised in the following manner: 
 
Chapter 2 presents background theory into power system stability analysis and 
factors affecting system inertia. The purpose in this chapter is to survey previous 
studies conducted on calculating, measuring or estimating the power system 
inertia, simulation methods and available online models. 
 
Chapter 3 is an introduction to Multivariate Analysis (MVA), which involves 
observation and analysis of more than one statistical outcome variable at a time. 
This chapter builds on the model development that will follow in Chapter 5. 
 
Chapter 4 gives background of how data was gathered and describes on what type 
of data the calculation shall be performed so that the results are reliable. 
 
Chapter 5 introduces the model development and background to the factors that 
are expected to affect system inertia, RoCoF and FPR in Eskom. 
 
In Chapter 6, the disturbance location and frequency measurement points in the 
Eskom network are investigated by measuring the Rate of Change of Frequency 
(RoCoF) from previous disturbances. MVA is used to develop the RoCoF model 
and determine the factors affecting the system RoCoF. This lays a foundation for 
developing a model using normal incidences to determine the best reference 
centre inertia and frequency.  
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Chapter 7 evaluates the impact of disturbance location and the factors affecting 
the system inertia during the first 300 ms following the disturbances in the 
network and develops a simplified system inertia model without FPR. 
 
In Chapter 8, estimation of the Inertia Constant and the prediction of the 
frequency nadir following disturbances using the MVA method are performed and 
validated with the past and recent incidences. The Inertia with FPR models are 
developed.  
 
Chapter 9 focuses on the short-term frequency stability and understanding the 
relationship between system inertia and FPR of the Eskom power system 
including but not limited to RES, location of disturbance, stiffness of the system 
and the interconnected part of the Southern African Power Pool (SAPP). It begins 
by providing a background into the Eskom network, generation, load centres and 
typical known challenges. The strong and weak areas with respect of the inertia 
and stiffness of the system are identified using the MVA.  
 
Chapter 10 presents the conclusion to the research. 
 
1.7 Conclusion 
In this chapter, a brief picture of the SAPP network and some challenges faced by 
Eskom such as declining network strength were provided. The decline of the 
Eskom average generation dispatch from 2012 to 2016 could translate to less 
synchronised generation on the grid. This is attributed to sustained lower 
economic growth, increased penetration of RES, evolving customers and 
technologies. The strength of the AC power system is mainly determined by the 
system inertia, which is mainly provided by connected synchronous generators 
and the stiffness of the system.  
The Grid Code of South Africa clearly requires the SO to operate the power 
system within frequency limits. The only gap is that the Code does not directly 
specify the minimum required system inertia and the maximum RoCoF following 
a disturbance. The SAGC was written prior to the renewable generation being 
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installed and that is why the Grid Code is silent on inertia. It is however, covered 
in the frequency response rules and now it becomes important to understand what 
level of non-synchronous generators can be tolerated before we violate the Grid 
Code requirements. The Grid Code of South Africa requires that a minimum of 
10% of instantaneous response from the installed capacity be maintained across 
the entire system. The code does not specify the minimum spinning and 
instantaneous reserves per area. The following chapter surveys previous studies 
conducted on calculating, measuring or estimating the power system inertia. 
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2.  POWER SYSTEM FREQUENCY STABILITY AND SYSTEM 
INERTIA 
2.1 Introduction 
In the seven-year period spent working at the generation and load balancing 
dispatch desk in the Eskom National Control Centre, strange system behaviour 
during certain system disturbances was observed. The frequency responds 
differently for similar disturbances but different times and different network 
configurations. 
 
The purpose of this chapter is to survey previous studies conducted on calculating, 
measuring or estimating the power system inertia, simulation methods and 
available online models. This chapter begins with a glossary of terms followed by 
background theory into power system frequency stability analysis. The different 
stages of generator and frequency response following a disturbance are discussed. 
The two methods (Inertia Constant and Swing Equation) of estimating the power 
system aggregated Inertia Constant (H) are discussed in detail. The real-time 
power system inertia monitoring methods used by other utilities are discussed. 
The methods are compared and the gaps are then identified. 
2.2 Glossary 
1. Transient stability/large-disturbance rotor angle stability: is concerned with 
the ability of the power system to maintain synchronism when subjected to a 
severe disturbance, such as a short circuit. The resulting system response 
involves large excursions of generator rotor angles and it is influenced by the 
nonlinear power-angle relationship. Transient stability depends on both the 
initial operating state of the system and the severity of the disturbance. 
Instability is usually in the form of aperiodic angular separation due to 
insufficient Synchronising Torque, manifesting as first swing instability. In 
large power systems, transient instability may not always occur [6], [7]. 
2. Large-disturbance voltage stability: refers to the power system’s ability to 
maintain steady voltages following large disturbances such as system faults, 


loss of generation or circuit contingencies. This ability is determined by the 
system and load characteristics, protection and the interactions of both 
continuous and discrete controls [2], [5]. 
2.3 Power system stability 
Power system stability is the ability of an electric power system, for a given initial 
operating condition, to regain a state of operating equilibrium after being 
subjected to a physical disturbance, with most system variables bounded so that 
practically the entire system remains intact [6], [7]. Power System Stability is 
classified into three categories, Voltage Stability, Rotor Angle Stability and 
Frequency Stability shown in Figure 2-1 [7].  
1) Voltage stability - the ability of a power system to maintain steady acceptable 
voltages at all buses in the system under normal operating conditions and 
after being subjected to a disturbance [7]. It depends on the ability to 
maintain/restore equilibrium between load demand and load supply from the 
power system. Instability that may result occurs in the form of a progressive 
fall or rise of voltages of some buses. Voltage stability is threatened when a 
disturbance increases the reactive power demand beyond the sustainable 
capacity of the available reactive power resources [2], [5]. 
2) Frequency stability refers to the ability of a power system to maintain steady 
frequency following a severe system disturbance resulting in a significant 
imbalance between generation and load [7]. 
3) Rotor angle stability: refers to the ability of synchronous generators of an IPS 
to remain in synchronism after being subjected to a disturbance [7]. It 
depends on the ability to maintain/restore equilibrium between 
electromagnetic torque and mechanical torque of each synchronous generator 
in the system. Instability that may result occurs in the form of increasing 
angular swings of some generators leading to their loss of synchronism with 
other generators [2], [5]. 
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
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Figure 2-1: Block diagram showing the hierarchy of different power system 
stability classifications adapted from [3] and others. 
During frequency excursions following a disturbance, the characteristic times of 
the processes and devices that are activated will range from [6], [20]: 
• fractions of a second corresponding to the response of devices such as under-
frequency load shedding and generator controls and protections,  
• several minutes corresponding to the response of devices, such as prime 
mover systems and load voltage regulators. 
 
In Figure 2-1, frequency stability may be a short-term phenomenon or a long-term 
phenomenon. Short-term frequency instability can result from a network with 
insufficient synchronous generation and insufficient under frequency load 
shedding such that the frequency decays rapidly causing blackout of the grid 
within a few seconds [4]. The Inertial Response of the system is closely related to 
the short-term frequency stability. In isolated systems like the Eskom network, 
frequency stability could be of concern for any large disturbance caused by 
significant loss of load or generation. 

 

!
"#$
 
%

&'#$

( ) %
* 

) !
"#$
* 
!
"#$
* 
+,
(

) 

(

) 

($
#
-.
/#$
%0
1 
+, +,


2.4 Frequency Staged Response following a generator loss 
Frequency response following a generator loss can be classified into two 
categories based on the response time, namely primary and secondary response as 
shown in Table 2-1 [4], [6], [21]. 
Table 2-1: Response following a generator loss 
 Primary response Secondary response 
Stage Electromagnetic 
Energy Storage 
Inertial Governor 
Response 
AGC SO 
controller 
involvement  
Approximate 
reaction time 
Very Fast Slow Slow Very Slow 
< 1/3 s > 1/3 s 
<12 s 
> 2 s  
< 20 s 
> 20 s 2-10 
minutes 
 
From Figure 2-2, the purpose of the primary response is to arrest the frequency 
following a disturbance (in the inertial stage). The secondary response is required 
to restore the frequency back to within normal operating limits (long term). The 
Primary Response category comprises Electromagnetic Energy Storage (EES), 
Inertial and governor stages [21]. Figure 2-2 shows the three stages of the primary 
response during a loss of a large generator in the Northern parts of the Eskom 
network. The measurements were taken from Phasor Measurement Units (PMUs) 
at Western Cape (Koeberg), Northern Province (Matimba) and Mpumalanga 
(Kendal). 
 

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Figure 2-2: PMU data showing system primary response stages [PMU data 
downloaded by author]. 

2.4.1 Electromagnetic Energy Storage stage 
The EES stage responds immediately following a loss of a generator. The 
generators that are electrically closest to the point of disturbance respond first and 
with the most active power [21]. When a load is suddenly applied to a generator, 
its internal impedance reduces sharply and then returns to normal in a few 
seconds. This drop in impedance enables the generator to supply more active 
power for a short duration. Similar generator responses were also observed from 
the KZN and Western Cape areas. This response happens within 100 ms 
following the disturbance in the Eskom network as illustrated in Figure 2-2. 
2.4.2 Inertial Response 
Inertial Response is defined as the power delivered by the rotating mass of 
machines synchronously connected to the bulk power system, including both load 
and generation [4]. The total inertia of all on-line synchronised generators 
determines the transient response of the entire generation system [4]. 
2.4.3 Secondary response 
The secondary response is executed by the Automatic Generation Controller 
(AGC) often referred to as the Load Frequency Controller. The AGC system 
deploys regulating reserves to restore the frequency closer to the nominal 
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frequency. Generally the AGC can take anywhere from seconds to minutes [6]. 
The governor is normally co-ordinated with AGC after the initial response from 
the governors, AGC should deploy regulating reserves so that frequency is 
recovered back to 50 Hz [4], [6], [21]. The secondary response (AGC) is not 
covered in this work, since the response time is excessively slow compared to the 
primary response, where the interest of this work lies. 
 
The aim of the following subsection is to understand the behaviour of the Inertia 
Constant, H, and the Rate of Change of Frequency (RoCoF) immediately 
following a disturbance in a power system. 
2.5 Estimation of the system Inertia Constant, H 
From the previous work on the system inertia, it was discovered that there are 
many different ways of calculating, measuring or estimating the power system 
inertia. The Inertia Constant estimation can be grouped into two general 
categories, (1) Inertia Constant Method and (2) Swing Equation Method. 
 
The Inertia Constant Method takes advantage of precise models of a specific 
generation technology and uses parameter estimation techniques to find the value 
of the Inertia Constant for a specific generation unit as was used by [15], [17], 
[22], [23]. The basic application of this method consists of estimating the Inertia 
Constant of each generator in the system and then taking the sum of these 
estimates. In [24], a model for each power plant to simulate the response of its 
generating power to the frequency change was developed. All power plants 
including the once-through boiler and the drum boiler and the combustion turbine 
in the power system were modelled and the validity of each model was tested with 
measured data. In [25], an Inertia Constant estimation was demonstrated in a 
single bus simulation environment. 
 
The Inertia Constant H in Equation 2.1 describes the normalised inertia of an 
individual generator, measured in seconds. It is the ratio between the Kinetic 
Energy (01
) in joules at rated speed and rated apparent power (	*2) in VA [6]. 

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The Inertia Constant can be interpreted as the time that energy stored in the 
rotating parts of a generator is able to supply a load equal to the rated apparent 
power of the turbine-generator [2]. 
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Where: 
 is the Moment of inertia (3), 
is the normalised angular velocity (mechanical) (rad/s), 
	*2 is the apparent power (VA base). 
 
The sum of the Inertia Constants and the rated apparent powers of individual 
generators can then be used to calculate the Inertia Constant of the entire IPS as 
given by Equation 2.2 [6]. 
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Where: 
 	4*2 is the rated apparent power of generator i (VA), 
 5 is the Inertia Constant of generator 6 (s), 
 	
4*2 is the sum of the rated apparent powers of all the generators (VA). 
 
The Inertia Constant Method is considered difficult for large power systems [4], 
[19]. For the IPS, information on the response of power plants of neighbouring 
countries may not be easily obtainable. 
 
2.6 Estimation of the system Inertia Constant using transients 
This section contains a derivation and a discussion of the Swing Equation, which 
is the mathematical relation describing how the rotor of a synchronous machine 
will move (swing) when there is an unbalance between mechanical power fed into 
the machine and the electrical power extracted from it [5]. 
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The analysis of frequency measurements from a single location during a known 
disturbance to the system is classified as Inertia Constant Estimation using the 
Swing Equation method as was used by [19], [25]–[27].  
2.6.1 Swing Equation of a synchronous machine without Damping Torque 
The unbalance between the torques acting on the rotor and the net torque causing 
acceleration is given by Equation 2.3 [6]. 
 
a m e
T T T= −
      (2. 3) 
 
Where: 
7 is the accelerating torque (Nm) 
7 is the mechanical input torque (Nm) 
72 is the electromagnetic output torque (Nm) 
 
The Swing Equation governs the motion of the machine rotor in the presence of 
an accelerating torque and isgiven by Equation 2.4 [6]. 
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Where:  
 is the combined moment of inertia of the generator and turbine [3] 
 is the angular velocity of the rotor ((mech)rad/s) 
 
By rearranging Equation 2.1, the moment of inertia J in terms of H is given by 
2
0
2 base
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H SJ
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=
     (2. 5) 
 
Substituting 2.5 into Equation 2.4 gives  
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Rearranging Equation 2.6 gives 
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Where: 
 7*2 8 	*29 is the base torque (Nm) 
: 8 9is the per unit speed ((mech)rad/s)   (2. 8) 
7; 8 797*2 is the per unit acceleration torque ((mech)rad/s) 
 
The equation of motion in per unit form is given by Equation 2.9 
2 r
a
dH T
dt
ω
=
       (2. 9) 
 
In this work, it is convenient to represent the swing equation in terms of change in 
active power and electrical frequency. Figure 2-3 shows the relationship between 
the torque, speed and flow of mechanical and electrical power in a synchronous 
machine [6]. The machine windage, friction and iron-loss torque are ignored. 
 
 
Figure 2-3: Flow of mechanical and electrical powers in a synchronous generator. 
 
Equation 2.9 can be converted into its more convenient power form by assuming 
the rotor speed to remain constant at the synchronous speed ( [6]. 
( )2 m adH Pdt ω =
     (2. 10) 
Where: 
; 8 7;  


;is the fractional power change (pu) 
The Inertia Constant of the power system can also be estimated using the Swing 
Equation and post-disturbance frequency measurement data from a single location 
during a known disturbance [8]–[10]. This method was considered valid for a 
highly meshed grid by [11], in which all units can be assumed to be connected to 
the same grid bus, representing the centre of inertia of the given grid. 
 
The Swing Equation Method derived in this section can be used to calculate H 
(pure inertia or RoCoF) and uses the data for the first 300 ms following a loss of a 
generator in the Interconnected Power System (IPS) as shown in Figure 2-4. 
 
 
Figure 2-4: Estimation of Inertia Constant during the first 300 ms following a 
disturbance in the Eskom network [PMU data downloaded by author]. 
The behaviour of the system frequency following a loss of a generator is 
approximately represented using Equation 2.11 [6]. 
2 s ta r t
d f P f
d t H
∆
=
     (2. 11) 
Where: 
<= > <?: is the Rate of Change of Frequency (RoCoF) (Hz/s) 
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@ =A@BCDEC F @GHB9@BCDEC is the fractional power change (pu) 
@BCDEC is the Generation/Load prior to Generator/Load loss (MW) 
@GHB is the Generation/Load after Generation/Load loss (MW) 
=BCDEC is the Frequency at the start of the disturbance (Hz) 
H is the Inertia Constant on system base (s) 
The Swing Equation Method used to calculate H (pure Inertia Constant and 
RoCoF) uses the data for the first 300 ms. In contrast, when data is used up to the 
frequency nadir, this gives information on the inertia with Fast Primary Response 
(FPR). 
2.6.2 Swing Equation of a synchronous machine with damping torque 
The behaviour of the frequency deviation following a loss of a large generator is 
approximately represented using Equation 2.10 [21]–[23]. The equation uses the 
average system frequency and does not consider inter-machine oscillations due to 
synchronising power and transmission performance. According to [6], [21], the 
assumption of lossless machine and ignoring the torque of damper windings leads 
to pessimistic results in transient stability analysis damping helps to stabilise the 
system. Damping must be considered in a dynamic stability study. 
In Equation 2.8,  
0 0 0
r fm r
m
m f
p
p
ωω ω
ω
ω ω ω
= = =
    (2. 12) 
Where: 
  is the angular velocity of the rotor in ((elec)(rad/s) 
  is the nominal value of ((elec)rad/s)) 
 IJ is the number of field pole pairs of the synchronous machine 
 
The angular position of the rotor with respect to a synchronous rotating reference 
is given by [5] 
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0 0rt tδ ω ω δ= − +
      (2. 13) 
Where: 
 is the angular position of the rotor in ((elec) radians) 
K is the value of  at t=0 ((elec) radians) 
Taking the first and the second derivative gives 
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Substituting Equation 2.12 in Equation 2.14 results in  
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By substituting Equation 2.15 in Equation 2.9 gives 
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The complete Swing Equation can be represented by adding the Damping Torque, 
which is proportional to the speed deviation. It follows that the Swing Equation is 
a non-linear second-order differential equation given by Equation 2.17. 
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Where: 
Lis the damping coefficient of a synchronous machine 
 
2.6.3 Swing Equation of a synchronous machine with damping torque plus FPR 
A procedure different from the Inertia Constant Method for estimating the Inertia 
Constant of a power system and total on-line capacity of spinning-reserve 


generators, using the measured transients of the frequency, is first presented 
in  [19]. This estimates the dynamic behaviour of the system frequency for loss of 
generation or load. The Coefficient of Determination between the Inertia Constant 
and the power/frequency characteristic was calculated and yielded positive 
results  [19]. However, the standard deviation of the coefficient was so big that the 
authors gave up the statistical evaluation. The study in this literature was done in 
the mid 1990s where the measurement sample rates were lower when compared to 
the latest PMU data which samples at a much faster rate. A polynomial 
approximation with respect to time was fitted to the waveform of the transients 
when estimating the Inertia Constant. The small number of frequency disturbances 
was a reason for the large standard deviation. The gap in this work is that the 
authors attempted to validate the model by only considering the standard error. 
According to [29], the value of the standard error, MN, is judged by comparing it to 
the values of the dependent variable. However, because there is no predefined 
upper limit on MN, it is often too difficult to assess the model in this way. In 
general, the standard error of estimate cannot be used as an absolute measure of 
the model’s validity. This method may be applicable to Eskom given the available 
number of generator disturbances. 
In [26], a similar approach to [19] was followed by Western Electricity 
Coordinating Council (WECC) to estimate system inertia using observed 
frequency transients. The difference was that WECC did not consider the stiffness 
of the system in their calculations. The advantage of the WECC study was that 
they had a large number of generator trips. The data collected by WECC was 
taken at ten samples per second. The rate was higher than in [19]. From 388 
events, WECC successfully validated 167 events. For the remaining events 221 
events had insufficient data to compute an Inertia Constant correctly at the time. 
Errors were reported to be due to data accuracy and the search algorithm which 
was not able to obtain a frequency profile. In addition, the study excluded events 
that did not result in a frequency below 59.95 Hz (60 Hz network). When the 
Inertia Constant was compared to system load, a linear fit was obtained and the 
standard error of 4.15 was achieved. It was also suggested that the other factors 
other than system load, such as seasonal variation and generator dispatch 
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scheduling, might contribute to variation of the Inertia Constant. The effects of 
measurement, disturbance locations, asynchronous generation and system 
damping were not studied.  
In [30], inertia estimation of the Great Britain (GB) power system using synchro-
phasor measurements was developed. This method proposed to first detect a 
suitable event for analysis and then filter the measured transients to obtain a 
reliable estimate of inertia for a given region of the GB network. Large frequency 
deviations because of instantaneous in-feed losses are a rare occurrence on the GB 
system. 
2.7 Offline system inertia calculation tools 
The common simulation packages used in Eskom to estimate system inertia are 
DiGSILENT and Power System Simulation for Engineers (PSSE) offline 
simulation tools. These tools are stand-alone and offered by different service 
providers. They are presently not synchronised with the operational online tool, 
Energy Management System (EMS). 
In the  DiGSILENT model, power balance is established by all generators and the 
contribution of each is according to the inertia and it is proportional to the 
acceleration time constant [31]. This relationship is described in Equation 2.18: 
 
i i dispatch iP P P−= + ∆      (2. 18)
 
 Where:   
 is the modified active power of generator i (MW), 
 is the inertial active power dispatch of generator i (MW), 
 is the active power change of generator i (MW). 
 
The theoretical approach has largely been investigated in the past in Eskom - for 
the static security tools, but less for the dynamic security tools. The offline studies 
are inaccurate and unrealistic in the Eskom operational environment because the 
network scenarios change rapidly and an extensive set of simulations are required 
to achieve close to realistic results. The simulation package is good for long term 
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planning and in determining the steady state power system inertia hard limits. 
However, the offline simulation software is difficult to rely on, since: 
• Equivalent models/networks are used to simplify the large distribution 
networks. 
• Not all the critical parameters are known, i.e. Inertia Constant (H). The users 
often use the manufacturer specification data, which could gradually change 
as generators are refurbished, upgraded or degraded with time [32]. 
• The load modelling can be very difficult due to the lack of data, from its 
stochastic nature in time and its geographically distributed nature [17].  
• International tielines are over-simplified given the unavailability of 
neighbouring data. 
• The tool assumes that the contribution of each individual generator towards 
the total additional power required is proportional to its Inertia Constant, i.e. 
the generator acceleration time constants must be known. In Eskom not all the 
generators are capable of providing instantaneous reserves due to various 
reasons, including ageing/deterioration and design capability. 
• The Inertia Constant is a parameter of rotating electrical machinery often 
required from suppliers by customers as guaranteed data. It is commonly used 
by power system analysts who use it as input data for simulation 
programs [32]. 
2.8  Real-time monitoring of system inertia 
The system inertia of the Nordic power system was calculated in [17] using the 
Inertia Constant Method. Efforts were made to analyse the historical frequency 
disturbances and to estimate the consequences of reduced inertia on the frequency 
disturbances. The model that was developed used only the relation between power 
imbalance and kinetic energy. Other factors affecting system inertia were not 
considered due to unavailability of data and information from neighbouring 
countries. Although this method provided good results for certain areas of the 
network, it did not fully give a clear insight to the overall power system inertia, 
given that the system inertia varies depending on the dependent variables. 
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EIRGRID has developed a real-time tool, namely System Non-Synchronous 
Penetration (SNSP) [33]. SNSP is a single, easily computed, parameter, which 
gives an indication of the ability of the system to maintain adequate frequency 
response to events on the grid. SNSP is given by Equation 2.19. 
 
_
generationRES importsSNSP
System demand exports
+
=
−     (2. 19)
 
The following requirements have been identified for the Irish system: 
• Inertia of ±22,600 MW.s (MJ) 
• Maximum RoCoF of 0.5 Hz/s 
These requirements translate to a maximum SNSP of 60%. In order for Ireland to 
meet increasing European Union targets of reducing the ./ emissions, it is 
envisaged that SNSP will have to increase to at least 75%, at which levels 
EIRGRID envisages problems relating to frequency control. 
 
The Inertial Frequency Response Estimator Tool (IFRET) was developed by [4] 
137 historical frequency disturbance events in the ERCOT interconnection were 
used as an input to back-cast the Inertial Response. Inertial Response was 
correlated with system load, total on-line conventional generation capacity, 
spinning reserves and ratio of wind generation to total generation. The estimated 
Inertial Responses for the historical frequency disturbances were compared to the 
actual recorded data and the average error for estimated Inertial Response was 
5.92% with 3.5% standard deviation of error. The Coefficient of Correlation (R) 
between system load and Inertial Response was found to be closer to one, which 
implied that the relationship between loss of active power and change in 
frequency was highly correlated and varied linearly with system inertia. 
 
This work demonstrated that previous frequency events could be used through 
correlating the Inertial Response with system load, total on-line conventional 
generation capacity, spinning reserves and ratio of wind generation to total 
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generation. However, the impact of disturbance location and stiffness of the 
system was not covered. The model was validated using only the Coefficient of 
Determination and the Standard Deviation of Error. Other statistical model 
validations were not demonstrated. 
2.9  Conclusion 
There is a lot of literature available, which presents the system inertia and primary 
frequency response for utilities worldwide. However, the power system networks 
differ in size and characteristics. The Eskom network, compared to other 
interconnected utilities, is viewed as an “Isolated Grid” since the tielines 
connected to the neighbouring utilities are too weak (with respect to primary 
response) to assist in case of large disturbances. The load pattern, generation 
location and dispatch patterns are also different. 
 
In this chapter, two methods of estimating the Inertia Constant were discussed. 
The Inertia Constant Method requires knowledge of the frequency, mechanical 
power and electrical power of every generator synchronised on the system and it 
is applicable to a meshed network. Post-disturbance analysis of frequency 
measurements from a single location during a known disturbance in the system is 
classified as inertia estimation using the Swing Equation Method. None of the 
methods reviewed in this chapter are perfectly suitable for the Eskom network to 
meet the South African Grid Code (SAGC) requirements. 
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3. MULTIVARIATE ANALYSIS 
3.1 Introduction 
Regression Analysis is used to predict the value of one variable based on another 
variable. The technique involves developing a mathematical equation that 
describes the relationship between the variable to be forecast, which is called the 
dependent variable and the independent variables [29]. 
The techniques applicable to this work are Analysis of Variance (ANOVA) and 
Multivariate Analysis of Variance (MANOVA). MVA examines the relationship 
between several categorical independent variables and two or more metric 
dependent variables [29]. 
This chapter is a build up to Chapters 5 to Chapter 9, which cover the model 
development for the Rate of Change of Frequency (RoCoF) and Inertia with Fast 
Primary Response (FPR) for the Eskom power system. The chapter starts with the 
basics of determining regression lines. The chapter ends with a discussion of the 
four important indicators of a good or poor model.  
3.2 First-order linear model 
In the first order linear model or the simple linear regression model, the 
relationship between x and y is given by Equation 3.1 [29].  
O 8 P Q P'R Q S    (3.1) 
Where: 
O is the dependent variable 
P is the value of y where the true line intercepts the y axis (x=0) 
P'is the slope of the true line 
$is the independent variable 
Sis an error variable 
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Regression analysis assumes that the two variables, x and y are linearly related 
and correlated. Figure 3-1 shows the scatter diagram with the regression line. 
 
Figure 3-1: Scatter diagram with the regression line. 
 
3.2.1 Estimating the coefficients for a single independent variable 
The least squares or regression line method aims to produce a straight line that 
minimises the sum of the squared differences between the sample values of y and 
the line. Equation 3.2 represents the regression line [29]. 
 
" 8 T Q T'$      (3.2) 
Where: 
" is the value of O obtained from the regression line, 
T is the regression line intersection with the y-axis (x=0), 
T'is the slope of the regression line. 
 
The coefficients T and T'are derived so that the sum of the squared deviations 
U AOV F "VWVX' is minimised. 
Where: 
 OV is the ith sample of y 
 "V is the ith value of y obtained from the regression line 
 
The least squares coefficients; T' and T are given by Equation 3.3 and 3.4 
respectively [29]. 
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The least squares method produces the best straight line. However, there may in 
fact be no relationship or perhaps a nonlinear relationship between the two 
variables [29]. To evaluate the model, two statistics and one test model procedure 
were used. All these methods are based on the sum of squared errors. 
3.2.2 Sum of Squared Errors (SEE) 
The deviations between the actual data points and the line are called residuals and 
are given by Equation 3.5 [29]. The residuals are observations of the error 
variable shown in Figure 3-2. 
! 8 OV F OYV      (3.5) 
Where 
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OV is the i'th sample of y,  
" is the i'th sample of y obtained from the regression line. 
 
Figure 3-2: Calculation of residuals [29]. 
 
The Sum of Squared Errors (SSE) is given by Equation 3.6 [29]  
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Where MZ is the sample variance of the dependent variable. 
 
Note that the " is computed by substituting $ into the formula of the regression 
line [29]. The residuals are the differences between the observed values of [ and 
the fitted or predicted values of ". 
 
3.2.3 Standard Error of Estimate (SEE) 
The Standard Error of Estimate, also called the Standard Error of Regression 
Slope, measures the average distance that the observed values deviate from the 
regression line [29]. It is the measure of the accuracy of prediction. The smaller 
the value of MN, the closer are the values to the regression line. 
 


The standard deviation of the error variable, \N, measures the suitability of using a 
linear model. According to [29], the \N is a population parameter and is unknown. 
However, the \Ncan be estimated from the data that is based on the outcome of 
the Standard Error of Estimate (SSE). The unbiased estimator of the variance of 
the error variable \N is given by Equation 3.7 [29]. 
 
\N 8 		0]F      (3.7) 
 
 
The square root of \Nis called the Standard Error of Estimate (SEE) given by 
Equation 3.8 [29]. 
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     (3.8) 
 
The value of ), is judged by comparing it to the values of the dependent variable y 
or more specifically the sample mean [; [29]. However, because there is no 
predefined upper limit on ),, it is often too difficult to assess the model in this 
way. In general, the Standard Error of Estimate, SEE, cannot be used as an 
absolute measure of the model’s validity [29]. 
3.2.4 One-tail test 
The sampling distribution of the t-statistic or the test statistic for (' ( the true 
slope) is expressed by Equation 3.9 [29]. The Confidence Interval Estimator of (' 
is given by Equation 3.10 [29]. 
 8 A&' F (' )*+> ^ 8 _ F      (3.9) 
 
&' `a9)*+ ^ 8 _ F      (3.10) 
 
Where v is the number of degree of freedom. 
 
In order to test for positive or negative linear relationships, a one-tail test is 
conducted. This method starts with a null hypothesis, which indicates that there is 


no linear relationship, meaning that the slope is zero. The hypothesis is specified 
by [29]: 
bcP' 8 d       
b'cP' e d       
The case of P-value would be the two-tail P-value divided by two. If the 
hypothesis is true, it does not necessarily mean no relationship exists. If the 
alternative hypothesis is true, it may be that the linear relationship exists or that a 
nonlinear relationship exists [29]. 
3.2.5 Coefficient of Determination (fg 
The Coefficient of Determination is the key output of regression analysis. It 
measures the proportion of the variance in the dependent variable that is 
predictable from the independent variable [29]. The test of Slope coefficient; P' 
addresses only the question of whether there is enough evidence to infer that a 
linear relationship exists [29]. In many cases, however, it is useful to measure the 
strength of that linear relationship, particularly in this work where several 
different models require comparison. The statistic that performs such a function is 
called the Coefficient of Determination, defined in Equation 3.11 [29]. 
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SSE measures the amount of variation in y that remains unexplained. By 
incorporating this analysis into the definition of h, h can therefore by expressed 
by Equation 3.12. 
 
h 8 i F jjkUAZlZ:m 8
UAZlZ:mjjk
UAZlZ:m 8
knopDVWqrsDEVDCVtW
uDEVDCVtWVWZ   (3.17) 
 
It follows that  measures the proportion of the variation in y that is explained by 
the variation in x shown in Figure 3-3. 
 


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Figure 3-3: Partitioning the deviation for i=n [29]. 
 
3.3 Multiple Regression 
Multivariate Analysis (MVA) is based on the statistical principle of multivariate 
statistics, which involves observation and analysis of more than one statistical 
variable outcome at a time [29]. This section assumes that k independent variables 
are potentially related to the dependent variable. It follows that the model can be 
represented by Equation 3.13 [29]. 
[ 8 ( Q ('$' Q ($ QvQ (1$1 Q S (3.13) 
 
Where: 
[ is the dependent variable 
$'$w$1 are the independent variables 
('(w(1 are the true coefficients  
S is the error variable 
 
The sample regression equation is expressed similar to the simple regression 
given by Equation 3.14. 
" 8 & Q &$' Q &$ QvQ &1$1 (3.14) 
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3.3.1 Multiple Regression Standard Error of Estimate 
In multiple regression, the Standard Error of Estimate, ),, is given by 
Equation 3.15. 
MN 8 x jjk
1'       (3.15) 
Where: 
n is the sample size 
k is the number of independent variables in the model 
3.3.2 Testing the slope of a coefficient 
One or two tail tests of P' can be conducted. In most cases, a two-tail test method 
is used to determine whether there is sufficient evidence to infer that a linear 
relationship exists [29]. If the alternative hypothesis is true, it may be that a linear 
relationship exists or that a nonlinear relationship exists but that the relationship 
can be approximated by a straight line. The estimated standard error of T' is given 
by Equation 3.16 [29]. 
 
My+ 8 BzxAW'B{m      (3.16) 
Where: 
MN is the standard error of estimate,  
Mn is the variance of the samples of the independent variable. 
 
3.3.3 F statistic test 
An F statistic is a value in a regression analysis that determines if the means 
between two populations are significantly different. The F-test indicates if a group 
of variables are jointly significant [29]. A large value of F indicates that most of 
the variation in y is explained by the regression equation and that the model is 
valid. A small value of F indicates that most of the variation in y is unexplained. 
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Where: 
h 8 h<=h 8
h
i  
Where dfR = a number referred to as its degrees of freedom, which is always 1. 
 8 jjkrk 8 jjkW      (3.18) 
Where dfE = a number referred to as its degrees of freedom, which is n-2. 
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3.3.4  Multicollinearity [29] 
Multicollinearity is a condition wherein the independent variables are highly 
correlated. Multicollinearity distorts the t-tests of the coefficients of the 
independent variables. There are two consequences of multicollinearity. First, 
because the variability of the coefficient is larger, the sample coefficient may be 
far from the actual population parameter, including the possibility that the statistic 
and the parameter may have opposite signs. Secondly when the coefficients are 
tested, the t statistics will be small, which leads to the inference that there is no 
linear relationship between the affected independent variable. The 
multicollinearity does not affect the F test of the analysis of variance [29]. 
3.4  Assessing the model 
The assessment of the model can be summarised in Table 3-1 [29]. The model is 
perfect if SSE and  are zero, fg is one and the F statistic is infinite. The model 
is poor if SSE and  are large, g is zero and the F statistic is small. 
 
Table 3-1: Relationships among standard error of estimate, R2 and F statistic 
SSE  fg F statistic Assessment of Model 
0 0 1 ∞ Perfect 
Small Small Close to 1 Large Good 
Large Large Close to 0 Small Poor 
 
	
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3.5 Regression variables 
MVA requires sets of inputs of y range (dependent variable) and x range 
(independent variables) as shown in Table 3-2. 
Table 3-2: Dependent (y) and independent (x) input variables used in the 
regression analysis tool  
 
 
3.6  Regression summary results table description 
Table 3-3 shows the standard regression results output in Microsoft Excel. This 
format was used throughout this work in the following chapters to present the 
results.  
This work focuses on the Coefficient of Determination (h and the Standard 
Error of Estimate, which are reported on the second and fourth lines of the 
Regression Statistics, respectively. The number of observations is shown on the 
fifth line of Table 3-3.  
The results of the analysis of variance are reported in an analysis of variance 
(ANOVA) table. The ANOVA contains three rows, “Regression”, “Residual” and 
“Total”. The sum of squares (“SS”) column gives the SSR, SSE and SS Total. 
This work focuses on the value of SSE indicated in row 3 of Table 3-3. The F 
statistic is given in column five and the significance of F is given by the P-value 
in column six, row seven. 
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Table 3-3: Microsoft Excel Regression summary output 
 
 
The values of SSE, MN,  and F statistics were discussed in this chapter and are 
used in the following chapters as a basis of the model development and validation. 
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4. GATHERING, FILTERING AND MEASURING POWER SYSTEM 
DISTURBANCES DATA 
4.1 Introduction 
This chapter gives background on the data collection that was used for this work. 
Attempts to calculate the inertia of a system from frequency measurements in the 
past have resulted in widely varying results. The inertia estimates were very 
sensitive to the frequency data used and to the calculation method. The aim of this 
work was to define how and with what type of data the calculation shall be 
performed so that the results are accurate and realistic. 
4.2 Glossary 
1. Frequency nadir refers to the minimum instantaneous frequency 
following a loss of a generator [4]. In this work, the frequency nadir refers 
to the minimum frequency reached after a disturbance prior to slow 
primary and secondary responses. 
 
2. Instantaneous Reserve from Demand Response (IDR) is consumer load 
contracted to respond to a drop in frequency [34]. 
3. The moving average for a time period is the arithmetic mean of the values 
in that time period [29]. 
4.3 Data accuracy factors affecting the system inertia 
The ability to estimate the inertia of the system through the Inertia Constant 
Method and Swing Equation Method is dependent on the accuracy of the 
measured data. In [17], [30] the data accuracy factors affecting system inertia 
were summarised as follows: 
• Precise data on the size of the generator loss; 
• Online plant inertias (for estimate of the residual contribution); 
• Identification of event start time; 
• Accuracy of frequency measurement; 
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• Method of system inertia calculation; 
• Location of measurement point relative to the generator loss. 
The PMU extracts the magnitude, phase angle, frequency and Rate of Change of 
Frequency (RoCoF) from the signals appearing at its input terminals. These 
signals may be corrupted by harmonics, noise and changes in state caused by 
system loads and control and protective actions [35]. 
4.4 Frequency incident data collection and storage 
The Eskom SO stores real-time data on Data Energy Centre (DEC) servers. The 
data ranges from one second to hourly data. The data remains on the servers for a 
certain period and is then archived. This data includes and is not limited to the 
generator sent-out, spinning reserves, installed capacity, Area Control Error 
(ACE), Automatic Generator Control (AGC) status, frequency, generation load 
losses, instantaneous reserves, time error and 1 to 15-minute system snap shots of 
the state of the transmission network. Figure 4-1 shows the data sources. 
 
 
Figure 4-1: Frequency incident data collection sources. 
This section describes the process used to collect the data. Frequency incident data 
for the period of June 2014-March 2017 was collected from the Eskom EMS/DEC 
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and Wide Area Monitoring System (WAMS). The method of extracting data, 
storing and calculation of required data was developed and partly automated. The 
data is correlated with system snapshots at the time of incidents, which comprises 
Eskom generator sent-outs, generation load losses, spinning reserve, renewable 
generation output, tie-line flows, IPP outputs and IDR data. 
This data was analysed in the next chapters where the power system Inertia 
Constant is calculated for different system conditions. Microsoft Excel was used 
to collect and store the recovered frequency incidents in a database and to perform 
MVA calculations. 
4.5 Frequency disturbance by type in Eskom 
Frequency instability in the Eskom network can be caused by the loss of 
generation, load or transmission equipment resulting in either loss of generation or 
load or both. Figure 4-2 shows the typical examples of different disturbance types 
that may result in frequency disturbances in the Eskom network. Transmission 
equipment refers to various components such as transformers, transmission lines, 
Static Var Compensators (SVC), shunt reactors and capacitors. 
  
Figure 4-2: Filtering of frequency disturbances by type. 
4.5.1 Loss of a generator 
This research is focused on studying the Eskom system inertia using historical 
frequency disturbances. There are a number of available generation incidences - 
approximately 2000 events in the past three years that made it possible to continue 
with this study. 
Filtering of disturbance by type 
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4.5.2 Loss of large load  
The loss of large loads such as smelters is not covered in this research due to 
confidentiality clauses signed between Eskom and customers. However, the data 
is available and will be studied in future, as high frequencies caused by loss of 
large loads can be of great concern. 
4.5.3 Loss of a transmission circuit 
The loss of a transmission circuit is not covered in this work due to the small 
number that lead to frequency disturbances. However, loss of the Cahora Bassa 
(HVDC) infeed is covered since these events are considered as a credible multiple 
unit trip by the Grid Code of South Africa. 
4.5.4 International incidents 
The loss of cross-border generators is not covered in this research since relevant 
data was difficult to gather. 
4.5.5 Demand Side Management (DSM) and Instantaneous Demand Response 
(IDR) 
The purpose of the Instantaneous Reserve is to arrest the frequency at an 
acceptable limit following a contingency, for example a generator trip. If 
available, it responds to a frequency incident within 10 seconds and is sustained 
for at least 10 minutes [34]. A frequency lower than 49.65 Hz (with a certain time 
delay), will trigger the first load block of the Instantaneous Demand Response 
(IDR). A frequency lower than 49.60 Hz, will trigger of the second load block. 
Figure 4-3 shows the successful IDR response following a loss of a large unit. 
Furthermore, the response resulted in a frequency overshoot, which was above the 
nominal frequency of 50 Hz. 
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Figure 4-3: Frequency response following a large disturbance and frequency 
overshoot due to IDR [PMU data downloaded by author]. 
The Under Frequency Load Shedding (UFLS) scheme is also consumer load 
mandated to respond to a drop in frequency. UFLS is designed to trip blocks of 
load from the system in a period faster than any human controller can respond. A 
frequency lower than 49.20 Hz, will trigger approximately 3.3% of peak load. 
Figure 4-4 shows the UFLS response following a multiple unit trip. 
 
 
Figure 4-4: UFLS response following multiple unit trips at Kendal power station – 
06 June 2014 [PMU data downloaded by colleague]. 
Calculating or measuring the RoCoF resulting from multiple unit trip incidents 
was beyond the scope of this work as the frequency nadir was not fixed per trip 
1st trip 
2nd trip 
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(e.g. the breakers do not normally open at the same time). Therefore, future work 
will look into how the model adapts for multiple unit trips. 
4.6 Data sampling rate accuracy 
Figure 4-6 shows the RoCoF measurements taken at Tutuka power station. The 
current SCADA sampling rate is one second and the PMU data-sampling rate is 
20 ms and averaged to 100 ms after 6 months when archived. An example of an 
archived frequency incident data is shown in Figure 4-5. 
 
 
Figure 4-5: Archived PMU frequency data with 100 ms sample rate [PMU data 
downloaded by author]. 
 
The output data of the Rate of Change of Frequency (RoCoF) from PMUs was not 
easy to use in the studies. It can be observed from Figure 4-6that the higher the 
sampling rate the more accurate the RoCoF. The method of averaging or filtering 
of PMU noise is discussed in the next section. 
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Figure 4-6: RoCoF sampling rate measurements at Tutuka power station 
following a disturbance at Apollo-29 November 2013 [PMU data downloaded by 
a colleague]. 
 
4.7 Moving Average and Detrended Fluctuation Analysis (DFA) methods 
Electromechanical oscillation is an inherent property of an AC transmission 
system and cannot be eliminated. The change in electromagnetic torque of a 
synchronous generator following a disturbance is divided into two components; 
synchronising torque component (in phase with rotor angle deviation) and 
damping Torque component (in phase with the speed deviation) [7], [20]. Figure 
4-7 shows the actual PMU frequency measurements from two power stations 
following a unit trip at Medupi power station. 
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Figure 4-7: Matimba and Kendal power station PMU measurements following a 
Medupi unit trip [PMU data downloaded by author] 
 
The Electromagnetic Torque Oscillation Stage can be observed from the Matimba 
power station PMU a few ms following the disturbance. The moving average 
methods were used to filter out the Electromagnetic Torque Oscillations and noise 
from the PMU data. 
The Detrended Fluctuation Analysis (DFA) algorithm is used to remove extrinsic 
fluctuations present in a signal in order to allow the analysis of the background 
variability [36]. The first step to implementing the DFA algorithm is to remove 
any DC offset by using Equation 4.1. 
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    (4.1) 
Where: 
y(k) is the running sum of the samples from the first sample up to the k’th 
sample where the average value of all the samples has been subtracted out 
from each sample value. 
$A6 is the i'th sample of the actual signal  
$% is the average value of all the samples in the actual signal 
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The running sum of the samples OA is then divided into segments of width n 
samples. A least-squares first-order linear (straight-line) approximation of the 
running sum is calculated for each segment. The individual segment running sum 
of the samples, OWA, can be considered a (straight-line) approximation of the 
running sum of the actual samples OWA. 
 
The next step is to de-trend the running sum of the actual samples, OA, by 
removing the segment (straight line) running sum of the samples. 
 
[A3 8 [A3 F [
A3     (4.2) 
 
[A3 is now the de-trended running sum of the actual samples. A root-mean-
square fluctuation of [A3 is then calculated by using Equation 5.3 
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This process of de-trending followed by the fluctuation calculation is repeated 
over a range of different segment width, n, and a graph of log[A_ versus log(n) 
is plotted. The least-square straight-line fit to the above graph is defined as having 
a slope . 
 
Where: 
  < 0.5 indicates negative correlation 
  0.5 indicates white noise (no correlation) 
 > indicates positive correlation 
 
For the PMU frequency disturbance data extracted from WAMS, the five-period 
moving average was used to average the frequency data before and after a 
disturbance. The starting frequency and the corresponding time were obtained. 
Similarly, the moving average method was used to determine the minimum 
frequency or frequency nadir following a disturbance. 


  


5. MODEL DEVELOPMENT AND DEFINITION OF VARIABLES 
5.1 Introduction 
This chapter presents the model development methodology. It introduces the 
background to the different stages of the frequency response following a 
disturbance and factors affecting system inertia in Eskom. In chapter two, the 
estimating the system inertia calculation and estimates methods from the literature 
were presented. The MVA concepts developed in chapter three are used in this 
chapter. In [4], [6], [17], [27], the factors affecting system primary response were 
summarised as follows: 
• Kinetic energy and inertia of individual generators and motor; 
• Stiffness of the system; 
• Generation dispatch; 
• Transient or fault location; 
• Load types; 
• Renewable energy sources; 
• Distributed or Centre of Frequency; 
• Size of loss; 
• Method of the Inertia Constant and primary response calculation. 
5.2 Model development plan 
In Figure 5-1, the outer loop shows the connection and balancing of load and 
generation. The load, interconnectors, PV and wind generation are categorised as 
self-dispatch or non-dispatchable by the SO. The synchronous generators and 
Apollo HVDC are categorised as dispatchable by the SO. The strength of the AC 
power system is mainly determined by the system inertia, which is mainly 
provided by connected synchronous generators and the stiffness of the system [6], 
[17], [19] shown in the inner loop of Figure 5-1. 

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
Figure 5-1: Block diagram showing the balancing of load and generation with the 
impact of the varying Inertia Constant. 
The model was developed by equating the Swing Equation Method and the Inertia 
Constant Method from historic power system frequency disturbance data. 
Multivariate Analysis was used to determine the behaviour, contribution and 
relationship between the independent and dependant parameters. The multiple 
regression models will be determined in the following chapter and used to design 
the RoCoF, the inertia without Fast Primary Response (FPR) and inertia with FPR 
online models. The MVA development plan is shown in Figure 5-2. 

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Figure 5-2: MVA model development plan. 
MVA requires a certain minimum set of data (observations) for the regression to 
solve and produce accurate results. The approximately 2000 frequency 
disturbances in the past three years made it possible to perform this study. MVA 
involves observation and analysis of more than one statistical outcome variable at 
a time [29]. MVA requires sets of inputs of y range (dependent variable) and x 
range (independent variables) as shown in Table 5-1.  
 
Table 5-1: Dependent (y) and Independent (x) input variables used in the 
regression analysis tool (similar table is used for the Inertia without FPR model 
and the Inertia with FPR model). 
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The Coefficient of Determination A measures the proportion of the variation in 
y that is explained by the variation in the independent variable x. The Sum of 
Squared Error (SSE) measures the amount of variation in y that remains 
unexplained and the Sum of Squared Residuals (SSR) measures the amount of 
variation in y that is explained by the variation in the independent variable.  
5.3 Inertia with FPR dependent variables 
The Inertia with FPR dependent variable is derived by rearranging Equation 2.13 
to calculate the Inertia Constant using the power change  (sourced from EMS 
SCADA data) and frequency at the start time of the disturbance (sourced from 
Eskom PMU data). The Inertia Constant (H) is defined as the Inertia with FPR 
dependent variable ([
) given by Equation 5.1.  
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 (5. 1) 
 
 
Where: 
 H+FPR is the Inertia Constant with FPR (s) 
 is the system generation prior to loss of generation (MW) 

: is the system generation at the frequency nadir (MW) 
 is the frequency at the start of a disturbance (Hz) 

 is the nadir frequency (Hz) 
is the time at the start of a disturbance (s) 

 is the time at frequency nadir (s) 
 
 
5.4 Independent variables 
The factors that are expected to contribute to Inertial Response of the Eskom 
power system are summarised in Figure 5-3. Known variables can be defined as 
variables that can be measured directly from PMU and SCADA/EMS data 
without manipulation. Unknown variables can be defined as variables that are 

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approximated by solving an equation or developing a simplified model from 
measured SCADA/EMS data. 
 
Figure 5-3: Model development showing known and unknown independent 
variables. 
 
5.4.1 Sum of individual generator moments of inertia 
The Inertia Constant of individual generators is measured in seconds. The model 
will use actual frequency measurement at the start of the disturbance (before any 
FPR has any effect). The first dependent variable is derived from Equation 2.1.  
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Where: 
is the moment of inertia (3) 
is the synchronous speed (rad (mech)/s) 	*2:is the apparent power rating of the generator (VA) 
 
Since the system frequency is highly variable, it is convenient to express the 
second dependent variable as the sum of all the synchronous masses and moments 
of inertia in Equation 5.3 by rearranging Equation 2.2. 
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Not all the Inertia Constant s in Eskom are known. The unknown Inertia Constant 
are estimated from Table 5-2 [6] [13]. 
Table 5-2: Typical Inertia Constant (H) by generation type 
Generation type H(s) 
Turbine generator (1800 rpm) 6-9 
Turbine generator (3000 rpm) condensing 4-7 
Turbine generator (3000 rpm) non-condensing 3-4 
Water wheel generator (>200rpm) 2-4 
Water wheel generator (<200rpm) 2-3 
Synchronous Condenser (Large) 1.25 
Synchronous Condenser(small) 1.00 
 
It must also be noted that hydro pump storage has different modes of operation, 
generation, pumping, Synchronous Condenser (SCO) and standstill modes. The 
Inertia Constant for these modes was taken into consideration during frequency 
disturbance studies. 
5.4.2 SAPP simplified inertia contribution from tielines 
Due to the relatively small size and unavailability of data in other utilities, only 
BPC, ZESA and Songo were considered. Figure 5-4 shows a simplified SAPP 
diagram. 
 
Figure 5-4: Simplified SAPP diagram. 
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A simplified model to estimate the inertia contribution by BPC is shown in Figure 
5-5. The y-axis is the moment of inertia contribution from the BPC network. The 
x-axis is the power flow difference between the Matimba-Phokoje and Phokoje-
Insukamini 400 kV lines. 
 

Figure 5-5: BPC inertia simplified model with reference to the Eskom network. 
 
The BPC simplified model shows that the higher the power difference between 
the Matimba-Phokoje 400 kV and Insukamini-Phokoje 400 kV lines, the fewer 
units are committed by BPC. If the Matimba-Phokoje 400 kV line is out of 
service, then the moment of inertia contribution from BPC and Zesa is zero since 
both utilities would be disconnected from the Eskom network. These conditions 
are valid for normal system conditions in BPC. 
 
A simplified model for estimating the inertia contribution by Zesa is shown in 
Figure 5-6. The y-axis is the moment of inertia contribution from the Zesa 
network and the x-axis is the power import from Zesa via the Insukamini-Phokoje 
400 kV line. 
 
	

  
Figure 5-6: Zesa simplified inertia model with reference to the Eskom network. 
The higher the power import through the Insukamini-Phokoje 400 kV line, the 
higher the inertia contribution from Zesa. If the Insukamini-Phokoje 400 kV line 
is out of service then the moment of inertia contribution to Eskom from Zesa is 
zero. 
5.4.3 Independent Power Producers 
The inertia contributions from synchronous Independent Power Producers (IPPs), 
(e.g. Sasol, Kelvin) were estimated from the known dispatch schedules and actual 
power flows. These IPPs were lumped with Eskom’s sum of individual generator 
moments of inertia. 
5.4.4 Stiffness of the system 
Load modelling is very difficult due to the lack of data, its stochastic nature in 
time and its geographical distributed nature [23]. Load behaviour immediately 
after the onset of the disturbance was studied in [17] looking at every combination 
of simulation case and fault. The change in load is dependent on the operational 
scenario, power imbalance and location of the disturbance. The main finding was 
that immediately following a disturbance the change in system load is mainly 
caused by voltage dependent loads. 
The stiffness of the system depends highly on load damping, spinning reserve and 
governor droop (steady state) [6]. Motor loads are dependent on the power system 
frequency. If the frequency declines, the connected motor load will decline [6]. 
Most of the residential loads in South Africa are voltage dependent. If the voltage 
declines, the connected load magnitude will also decline depending on the 


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reactive power reserves provided by the local synchronous generators and Var 
Compensators i.e. Static Var Compensators (SVCs). The load damping in the 
Eskom network changes with time and is dependent on the area. Eskom adopted 
the NERC standards, which states that when frequency drops 1%, the motors slow 
down, and the active power consumption drops by 3%. The non-motor (resistive) 
load generally remains constant when the frequency drops. The net of these is the 
general rule of thumb that a 1% change in frequency causes a 2% change in 
load [21]. This rule of thumb was used as a starting point for the model 
development. 
The analysis of the Load Frequency Characteristics (LFC) is described as the 
collective performance of all generators in the system [6]. The inter-machine 
oscillations and transmission system performance are normally ignored. For a 
system with n generators and a composite load-damping constant of D, the steady-
state frequency deviation following a load change @is given by 
Equation 5.4 [6]. 
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The composite frequency response characteristic of the system, P, is sometimes 
referred to as the stiffness of the system and is expressed by Equation 5.7 [6]. 
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The composite regulating characteristic of the system is equal toi (>  [6] The 
coherent response of all generators to changes in system load is assumed and 
represented by an equivalent generator. Figure 5-7 shows the system equivalence 
for LFC analysis [6]. 
  
 
Figure 5-7: System equivalence for LFC analysis [6]. 
 
The equivalent generator has an Inertia Constant, 5q, equal to the sum of the 
Inertia Constant s of all generating units and is driven by the combined 
mechanical outputs of the individual turbines [6]. Similarly, the effects of system 
loads are lumped into a single damping constant D. The speed of the equivalent 
generator represents the system frequency= 8 E. [6] Thus, it follows that 
the composite power/frequency characteristics of a power system depends on the 
combined effects of the droops of all generator speed governors [6]. It also 
depends on the frequency characteristics of all the loads in the system. 
 
 

Figure 5-8: Composite governor and load characteristic [6] 


An increase of system load by  (at nominal frequency) results in a total 
generation increase of  due to governor action and a total system load 
reduction of L due to its frequency characteristic [6]. 
The units which were committed for instantaneous reserves, were used to 
calculate the spinning reserves per generator at the times of the actual frequency 
disturbances. In the time scale considered, governors do not have time to respond 
so that the damping present is due to the load response (FPR). 


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6. THE ROCOF MODEL 
6.1 Introduction 
The aim of this chapter is to study the system RoCoF following small and large 
disturbances. This chapter proposes a possible way of estimating the maximum 
instantaneous system RoCoF. The model estimates the RoCoF from the change in 
power (worst possible contingency or multiple unit trip), , online sum of 
moments of inertia (J), RES, generation load losses and spinning reserve from 
past disturbances and finds a relation between these factors. These can be used in 
conjunction with under frequency trip settings and response times to evaluate 
online whether the limits would be violated. 
6.2 Disturbance location and frequency measurement points 
The frequency is not the same throughout the whole IPS. During a disturbance a 
measurement location in the system plays a role due to a propagation of the 
frequency wave [17]. However, it has been shown in [27] that the placement of a 
PMU with respect to a system event can greatly affect the post-fault frequency 
measurement and any corresponding analysis of that event. In addition, the 
standard for synchrophasor measurements (IEEE C37.118.1-2011) leaves both the 
method of frequency measurement and the device performance under transient 
conditions unspecified [27], [35], meaning that under such conditions devices 
from different manufactures could produce different results. 
Figure 6-1 shows the three stages of the primary response during a loss of a large 
generator in the Northern part of the Eskom network. The measurements were 
taken from Phasor Measurement Units (PMUs) at Western Cape (Koeberg), 
Northern (Matimba) and Mpumalanga (Kendal) power stations. 


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Figure 6-1: PMU data showing system primary response stages. 
 
The centre of system frequency/inertia and impact of disturbance location were 
studied using the past frequency disturbances which were randomly selected 
across the Eskom areas. The sub-transient behaviour of generators i.e. within 20 
ms following a disturbance were largely identified in the disturbances in the 
Northern (Matimaba), Western Cape (Koeberg) and Eastern (Kendal) areas as 
opposed/compared to the power stations in the Mpumalanga area. Table 6-1 
shows a summary of regression results following a single generator disturbance in 
the central area. 
Table 6-1: Relationship among frequency measurements in Central, Western Cape 
and Northern areas 
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In Table 6-1,  is equal to 0.999 and the standard error is equal to 0.0014. This 
indicates that 99.99% of the variation in the frequency deviation in the Central 
part of the Eskom network during a disturbance is explained by the variation in 
frequency deviation reading at Koeberg (approx. 1500km away from Kendal) and 
Matimba (approx. 500km from Kendal). There is overwhelming evidence to infer 
that a linear relationship exists between all three locations following a single 
generator disturbance since the values of the test statistics are large (t = 65.56 for 
Koeberg and 36.27 for Matimba) and with P-value of zero for both power 
stations. Therefore, a linear relationship exists between the PMUs in the Eskom 
regions, which provides confidence in the dependency of measurements points 
based on locations. 
6.3 Relationship between the RoCoF, system inertia and asynchronous 
generation sources 
It was shown in [15] that the maximum Rate of Change of Frequency (RoCoF) 
following a loss of generation is independent of the asynchronous generation 
sources. Because of differing inertia, the RoCoF will increase when asynchronous 
generation displaces conventional generation. Figure 6-2 illustrates the 
relationship between RoCoF for high (3), medium (2) and low (1) system inertia. 
 
Figure 6-2: RoCoF as a function of system inertia. 

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The characteristic times of the Inertial Response will be of the order of fractions 
of a second [5], [24]. In this short time-frame, it is impossible for the slow 
primary response and the secondary response to react. Therefore, this period 
requires adequate stored energy provided mainly by synchronous generator inertia 
to reduce the RoCoF [19],[23], [27]. 
6.4 Measuring the Rate of Change of Frequency (RoCoF) from 
disturbances 
This section evaluates the impact of disturbance location and the factors affecting 
the system inertia during the first 300 ms. The moving average [29] and 
Detrended Fluctuation Analysis (DFA) [36] methods were used to filter out the 
Electromagnetic Torque Oscillations and PMU measurement noise following 
large disturbances. Figure 6-3 shows the linear approximation for the first 300 ms 
following a disturbance. 

Figure 6-3: Linear approximation of the RoCoF within the first 300 ms following 
a disturbance [PMU data downloaded by author]. 
 
The RoCoF is calculated directly from the slope of the frequency change. The 
start and end times together with the corresponding frequency were recorded. A 
linear approximation was used to calculate the Coefficient of Determination A. 
The data that contained correlations below 99% were adjusting the moving 
average period. 

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6.5 The RoCoF model of independent and dependent variable  
The System RoCoF derived from section 6.3 is defined as the dependent variable 
A[
  
 
The first independent variable $' is . 
 
The second independent variable $ is the sum of all the synchronous moments of 
inertia (generators) in term of H given by Equation 2.2. 
 
The third independent variable $G is the stiffness of the system given by 
Equation 5.8 
 
The fourth independent variable is the drop in power (P) $ 
 
The fifth independent variable $ is the system load, which is equivalent to 
generation sent-out. 
The sixth independent variable was chosen to be the total spinning reserve AR on 
its own and is the unloaded generation which is synchronised and ready to be used 
(with or without governor action). 
 
The seventh independent variable is the generation load losses A$ and was 
chosen to be the units that are synchronised on the grid but unable to output 
Maximum Continuous Rating (MCR) (limited ability to provide spinning 
reserves). 
 
The simplified models to estimate the contribution from two international 
interconnectors, Botswana Power Corporation (BPC) load ($) and Zimbabwe 
Electricity Supply Authority (ZESA) load ($) were developed from the line 
flows and interconnector schedules. 
 
	
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Power generated at the Cahora Bassa hydro power station in Mozambique and 
which is imported into the Eskom network via long HVDC lines was measured at 
the injection substation, Apollo. HVDC ($') is asynchronous, thus it does not 
contribute to the Inertia Constant. 
 
The Renewable Energy Sources (RES) are wind ($'') (may or may not contribute 
to the moment of inertia depending on the technology) and PhotoVoltaic (PV) 
($') (does not contribute to the moment of inertia). 
6.6 Cumulative system RoCoF factors versus the Coefficient of 
Determination  
The study was performed to determine the contribution of every factor that is 
expected to influence the RoCoF such as System Inertia Constant (H), the drop in 
power (P), Spinning reserve, the generation load losses, the HVDC and the 
renewables (Wind and PV). Figure 6-4 shows the cumulative RoCoF factors 
measured against the Coefficient of DeterminationA. 
 
 
Figure 6-4: Cumulative RoCoF factors versus Coefficient of Determination (R2). 


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The system RoCoF with reference to Kendal power station resulted in an  of 
0.96, standard error of 0.0015, F statistic of 25, SSE close to zero and significance 
of F close to zero. 
The main contributing factors of the RoCoF were starting frequency, sum of 
moments of inertia, drop in P (lost generation) and system stiffness. 
The moment of inertia makes a large contribution to the RoCoF. The stiffness of 
the system also makes a large contribution to the RoCoF. The amount of generator 
drop in P (lost generation) makes a larger contribution. The amount of the sum 
of generation online (system sent-out) makes a smaller contribution. 
The spinning reserve, BPC load, Apollo HVDC, wind and PV do not contribute to 
the RoCoF, but are considered multicollinearity factors. During large 
disturbances, the coefficients of RES, spinning reserve, HVDC and load losses are 
very small and distort the t-test of the coefficients of the RoCoF. Example would 
be during low load and/or excess generation capacity conditions when the SO is 
forced to take synchronous generation off the grid, which affects the system 
inertia. 
6.7 The Eskom system RoCoF model  
From the previous section, 96% of the variation in the frequency deviation in any 
part of the Eskom network during the incidences could be explained by the 
variation in frequency deviation reading at Kendal power station. It follows that 
Kendal power station can be used as a reference centre of frequency for any 
disturbance in the network. Table 6-2 shows a detailed summary of results and 
validation of the system RoCoF model. 
  
	
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Table 6-2: Detailed system RoCoF model 
 
 
The first order RoCoF model for the overall Eskom IPS is estimated by model (a): 
	[). 8 di Q Fiid$' Q $ F $G F d$ Q
ddd$ Q ddi$ Q ddi$ F dd$ F ddd$ Q ddd $' Q
dd $'' Q dd$'9Aid0 F       (a) 
6.8 Conclusion 
It is clear from the results that the Fast Primary Response factors may be too slow 
to react to large disturbances during light loading conditions. Therefore, kinetic 
energy, stiffness of the system and the amount of generator loading prior to 
tripping determine the RoCoF. All the power stations and area Fast Primary 
Response models (to be developed in Chapter 7, 8 and 9), can be referenced to the 
Kendal power station PMU. The bulk of the Eskom generation is in the Northeast 
area; therefore it is expected that the centre of system inertia is in this area. 
Furthermore, Kendal power station has more PMU historic data when compared 
to other PMUs installed in other Eskom network locations  
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7. THE SYSTEM INERTIA WITHOUT FPR MODEL DEVELOPMENT 
7.1 Introduction 
The aim of this chapter is to study the large disturbances and propose a possible 
way of estimating the system inertia without FPR using the MVA. The first part is 
the choice of dependent and independent variables. The second part evaluates the 
impact of disturbance location and the factors affecting the system inertia during 
the first 300 ms following the disturbances in the network and develops a 
simplified model. Discussion of the results and conclusions are then made at the 
end of the chapter. 
7.2 System inertia dependent variable 
The inertia dependent variable is derived by rearranging Equation 2.13 to 
calculate the Inertia Constant without FPR using the RoCoF (sourced from PMU 
data), , G, , G, (sourced from PMU data), power loss P 
(sourced from EMS data) in system VA base and frequency at the start time of the 
disturbance. System damping and stiffness are assumed zero. The Inertia Constant 
(H) is defined as the inertia dependent variable ([
) given by Equation 7.1. 
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   (7.1) 
Where:  
G:andGapply 300 ms after the start of the disturbance (Hz) 
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7.3 System inertia independent variables 
The first independent variable $' is the system load, which is equivalent to 
generation sent-out. 
 
The second independent variable $ is the starting frequency in Hz. 
 
The third independent variable $G is the sum of all the synchronous generator 
moments of inertia (J).. 
 
7.4 Results for the system inertia using the MVA method 
Table 7-1 shows the Inertia Constant models for the selected Eskom areas 
(Mpumalanga and North) and Majuba power station (East). The first part of the 
table comprises the observations, the ),, the h, the SSE, the F statistic and the 
significance of F. The second part of the table shows the independent variables 
and coefficient values obtained from the MVA. 
Table 7-1: Comparison of the Inertia Constant per Eskom area and independent 
variable coefficients (print in colour. Red=poor; yellow=average; green=good) 
 
The correlation of the combined past disturbances for the entire system was poor. 
The Coefficient of Determination () was found to be 0,18. By breaking down 
the data into North East and Lephalale areas, the  improved to 0,66 and 0,69 
respectively. The  of all units in Majuba power station model was 0,61. Since 
the units at Majuba power station have different sizes and ratings, the station was 
divided into two stations. The Majuba 123  improved to 0,96 and good standard 
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error, small SSE, large F statistic and small significance of F. This signifies that 
the model yields better results at a power station level and with units of similar 
type. 
Using Majuba 123 model, the Eskom system Inertia Constant without stiffness, 
can be estimated by model (b): 
 
1 1 2 2 3 3 0nS H x b x b x b b= + + +       (b) 
 1 2 3
0.00037 10.38 0.9404 505.82x x x= − + +
  
 
Where: 
2
0 0
 
2
n
m m
n
i i
JS
H
ω
=
 
This method was also extended to other power stations and area models with an 
increased number of observations and high level of accuracy. 
 
7.5 Conclusion 
In this chapter, the estimation of system inertia without FPR considered the 
contribution of synchronous generators to system inertia. The other factors were 
excluded and a linear Swing Equation was assumed. Efforts were made to use this 
method to predict the actual and measured Inertia Constant and frequency nadir 
and resulted in large errors. The following chapter investigates the impact of 
disturbance location and the stiffness (inertia with FPR) of the system. 
	

  
	

8. ESTIMATION OF THE INERTIA WITH FPR AND PREDICTION OF 
THE FREQUENCY NADIR FOLLOWING DISTURBANCES USING THE 
MVA METHOD 
8.1  Introduction 
This chapter is divided into three sections. The introduction is followed by 
section 8.2, which analyses how various factors behave during small disturbances. 
The study was performed to determine the contribution of every factor that is 
expected to contribute to the Inertia with FPR. This was performed by 
cumulatively adding each factor in order to determine the contribution and 
effectiveness during the single frequency disturbances. 
 
The disturbances in the Lephalale area, which includes the Matimba and Medupi 
power stations, are used as an example in this work. Other models are found in 
Appendix A. The second reason is that Lephalale is connected to neighbouring 
countries Botswana and Zimbabwe. The strength of the neighbouring countries 
during disturbances is also of interest. 
 
The validations of the Lephalale area models are in Section 8.3.4 and 8.3.5. The 
predicted model Inertia with FPR frequency nadir was validated against the actual 
calculated H and measured frequency using PMU data. The correlation can then 
be used to make an estimation of the maximum instantaneous frequency deviation 
and time it would take to reach the frequency nadir. The summary of other area 
model results (predicted vs. actual frequency nadir) are presented in section 8.4 
and 8.5. 
8.2  Cumulative Inertia with FPR factors vs Coefficient of Determination of 
the Medupi model 
Small disturbances can be defined as frequency disturbances where IDR does not 
operate during an incident. The aim is to validate the use of the Inertia with FPR 
model using known parameters and measurements. The study was performed to 
determine the contribution of identified factors that are expected to contribute to 
	
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the frequency response.  measures the proportion of the variation in Inertia with 
FPR that is explained by the variation in the factors that are expected to contribute 
to the Inertia with FPR. The factors are system total moment of inertia (J), 
stiffness of the system, spinning reserve, generation load losses, international tie-
lines (BPC load and Zesa), Apollo HVDC and renewables (wind and PV). 
 
In this section, techniques that allow the determination of the relationship between 
Inertia with FPR and multiple variables are presented. Figure 8-1 shows the 
cumulative factors measured against the Coefficient of Determination ( of the 
Medupi power station. The positive and negative coefficients are also highlighted. 
 

Figure 8-1: Cumulative Inertia with FPR versus Coefficient of Determination of 
the Medupi PS model. 
 
The correlation between the dependent variable Inertia with FPR and the 
independent variable (total moment of inertia) is poor (only for the Medupi 
model). This is explained by the generation dispatch pattern, which is 
predominately-base-load for Eskom. 
Additional stiffness shows a small correlation improvement in this model. The 
stiffness of the system relies heavily on the instantaneous reserves and the load-
damping factor. Following a disturbance, the governors are too slow to react 
during the Inertial Response. 
	
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Spinning reserves increase the correlation, meaning that the instantaneous 
reserves contribute greatly to the variation in the Inertia with FPR. The higher the 
spinning reserve the higher the Inertia with FPR. 
 
BPC and ZESA generation was small during the study period and the cumulative 
delta change was 0%. The two utilities are small compared to the Eskom network 
and are not expected to assist frequency response following a disturbance in the 
Eskom network. The electrical impedance connecting Eskom and neighbouring 
countries was also high. This could also be because of long generation outages 
and the drought experienced by the SADC region in the past two years where 
Eskom was exporting power to the north most of the time. 
 
Table 8-1 shows a detailed summary of results and validation of the Medupi 
model. 
Table 8-1: Medupi inertia with FPR model 
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Referring to Table 3-1, the model is good because MN is small, h is close to one, 
the F statistic is large and the significance of F is zero. This statistic shows that 
86.5% of the variation in the power system Inertia with FPR during all 30 
transient events is explained by the variation in the number of the Eskom 
generators on the network, stiffness, spinning reserve, generator load losses, 
international interconnectors and renewables. The remaining 13.5% is 
unexplained. This is a relatively good fit compared to other models in 
Appendix A. 
8.3  Medupi Inertia with FPR model coefficients 
The first order Inertia with FPR model for Medupi power station is estimated by 
model (c): 
 
y = {9.04 + 0.054$'+ 3.92$ + [0.071$G- 0.87$+1.05$- 1.67$- 2.96$ + 
3.53$- 1.55$]/1000+ }/(2*10)       (c) 
 
8.3.1 Eskom AC system 
From the Table 8-1 Eskom AC system section, each factor is explained by 
describing what its coefficient &
 indicates in terms of its weight and influence on 
the dependent variable Inertia with FPR and whether it is linearly or non-linearly 
or multicollinearly related. 
The intercept for the Medupi Inertia with FPR model is& 8 ¡' . This is the 
average Eskom power system moment of inertia (J) when all of the other 
independent variables are zero. 
The coefficient &' 8 dd indicates that for an additional moment of inertia 
214¢2
 that is added by synchronous generators and turbines to the power system, 
the Eskom power system Inertia with FPR increases by ¡'£ if the other 
independent variables in this model are held constant. The values of the test 
statistics t = 0.062 and P-value = 0.951 are evidence that the moment of inertia of 
	

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the Eskom generators and the Eskom power system Inertia with FPR are non-
linearly related. 
The coefficient & 8  indicates that for an additional stiffness of the system ( 
that is added by governor valves and load composite factor (steady state increase 
in frequency), the Eskom power system Inertia with FPR increases by G¡' higher 
if the other independent variables in this model are held constant. The values of 
the test statistics: t = 4.2 and P-value = zero are evidence that the stiffness of the 
system and Inertia with FPR in this model are linearly related.  
The coefficient &G 87.E-05 indicates that for an additional spinning reserve of 
1000 MW, the Inertia Constant increases by ¡' %. The values of the test 
statistics t = 0.9 and P-value = 0.378 imply that the Inertia with FPR and spinning 
reserve for this model are non-linearly related. 
The coefficient & 8 9.E-04 indicates that for an additional generation load loss 
of 1000 MW, the Inertia with FPR decreases by ¡'£.The values of the test 
statistics t = -2.58 and P-value = 0.01. There is evidence to infer that generation 
load losses and Inertia with FPR in this model are linearly related. The impact of 
generator load losses is large for the Eskom network primary response. In most 
cases, when load losses are high, other generators in the system are picked up to 
their Maximum Continuous Rating (MCR) to replace the lost planned generation, 
which impacts negatively on spinning reserve and the stiffness of the system. This 
is classified as the multicollinearity factor. 
The percentage point increase of spinning reserve and stiffness of the system in 
Medupi, Matimba and Lephalale is small. The load composite factor is expected 
to be low since the voltage dependent type loads in the Lephalale area are small. 
Matimba and Medupi power stations are high in the economic dispatch merit 
order and are normally operated at full output. The units in this area are normally 
not scheduled for instantaneous reserves. Therefore, the spinning reserves close to 
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Medupi power station are expected to be low and rely on the assistance of the fast 
Mpumalanga and Eastern region generators. 
8.3.2 International coefficients 
From the Table 8-1 tie-lines section, each factor is explained by describing what 
its coefficient &
 indicates in terms of its weight and influence on the independent 
variable Inertia with FPR and whether it is linearly or non-linearly or 
multicollinearly related. 
The coefficient &= 0.0011 indicates that for an additional 1000 MW that is 
added by BPC load to the power system, the IPS Inertia with FPR increases by 
''
¡' % if the other independent variables in this model are held constant. 
The coefficient & 8 dddi  indicates that for each additional 1000 MW that is 
exported to the Zesa network, the Inertia with FPR decreases by '¡' %. 
The coefficient & 8 F0.0016 indicates that for an additional 1000 MW that is 
added by the Apollo HVDC line, the Inertia with FPR decreases by '¡' %. The 
values of the test statistics for the t and P-values, indicate that there is evidence of 
a linear relationship between the above coefficient and the Inertia with FPR. 
The contributions of ZESA and BPC load were too low. Most probably, this was 
as the result of the draught experienced by the Southern African region in the 
period of study (years 2014-2016) where there was less hydro generation in the 
northern parts of the SAPP. This resulted in Eskom exporting energy up north. 
8.3.3 RES coefficients 
From the Table 8-1 RES section, each factor is explained by describing what its 
coefficient &
 indicates in terms of its weight and influence on the dependent 
variable Inertia with FPR and whether it is linearly or non-linearly or 
multicollinearly related. 
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The relationship between Eskom power system Inertia with FPR (Medupi) and 
wind energy is described by& 8 0.0035 From this number in this model, for an 
additional 1000 MW of wind energy in the Eskom network, the system primary 
response increases by G¡'. % The values of the test statistics t = 4.4 and P-
value = zero indicate the existence of a linear relationship between the wind 
energy and the Inertia with FPR. The current wind penetration does not show any 
negative impact on the Inertia with FPR with respect to the Medupi model. This is 
due to the stochastic nature of the wind pattern in South Africa. A time series 
model will have to be applied to get the realistic impact of wind generation. 
The relationship between Eskom power system Inertia with FPR (Medupi) and 
PV is described by& 8 F0.0016 From this number in this model, for an 
additional 1000 MW of PV in the Eskom network, Inertia with FPR decreases by 
'
¡'%. The values of the test statistics t = -2.4 and p value = 0.02 is evidence of 
the existence of a linear relationship between the PV eand the Eskom power 
system Inertia with FPR. 
PV shows some negative impact on the Inertia with FPR model. Contrary to the 
wind generation, the PV generation is deterministic. The output of the model is 
fully determined by the parameter values. However, more PV could force the SO 
to take some of the synchronous generators off the grid. Currently hydro pump 
storage generators are affected. These generators are peaking plants and fast to 
ramp up or down to generate during the day and pump at night. If more PV is 
installed and all other factors remain the same, the SO will be forced to take off 
some of the base-load synchronous generators, which will impact negatively on 
the system inertia. Currently generators in the Lephalale area are inexpensive 
compared to other generators in the Eskom network, therefore during low load 
conditions, the SO will take off the next expensive power station, which 
negatively affects the Inertia with FPR. 
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8.3.4 Model validation for Medupi normal incidences 
Table 8-2 shows the Medupi, Matimba and Lephalale model results following 
Medupi unit trips. The table compares the measured Inertia with FPR from PMU 
data and the Medupi, Matimba and Lephalale models. 
Table 8-2: Model validation following a Medupi unit trip (single contingency). 
Incident Date/time 
and System 
response 
Actual Inertia 
Constant (H) vs 
Medupi model 
measured frequency nadir 
vs Medupi model  
Actual frequency nadir vs 
models %error in the North 
date/time 
P 
(MW) 
Swing 
Eq. (s) 
model 
(s)  
  
(Hz) 
Actual 


(Hz) 
Model 


(Hz) Medupi  Matimba Lephalale 
17/02/17 
01:41 
130.3 0.72 0.701 50.16 50.04 50.05 7.4% 2.2% 2.2% 
17/03/12 
11:29 
98.3 0.47 0.470 49.93 49.80 49.80 -2.6% 16.2% 16.0% 
17/03/12 
23:50 
230 0.75 0.807 49.96 49.77 49.78 7.9% -5.5% 4.8% 
17/03/13 
13:38 
118.2 0.62 0.461 49.99 49.83 49.83 2.4% 1.8% 11.4% 
 
The above results show that the errors between the actual measurements are below 
a ±10% error margin. The Medupi model is thus validated for single disturbances. 
The possible reason for large errors outside ±5% is accuracy of reported or 
recorded data and measurement errors. The Inertia with FPR model can be 
improved by further investigating the non-linear independent variables and 
upgrading a linear model to a polynomial model. 
 
Figure 8-2 shows the overall results of the entire FPR predicted frequency nadir 
following single disturbances. From 355 disturbances, 225 events were within 
±5% error. 51 events resulted in errors between ±10% and ±5%. The errors 
greater than 10% were largely from Arnot, Duvha units 4, 5 and 6 and HVDC 
trips. The poor errors account for 8% of the sampled data. The power stations 
which had no or poor models, were predicted by electrically closer models. Note 
that the model was developed using previous year disturbances (June 2015- Dec 
2016) and the results shown occurred in the period June 2014 to March 2017. 
Thus, the model is also valid for the period outside the study period. 



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Figure 8-2: Measured vs predicted frequency nadir %errors for all power station 
models excluding HVDC and particular power stations. 
 
8.3.5 Model validation for IDR events 
Instantaneous Demand Response (IDR) is consumer load contracted to respond to 
a drop in frequency and is included in the Instantaneous Reserve of the power 
system. The purpose of the Instantaneous Reserve is to arrest the frequency at 
acceptable limits following a contingency, for example a generator trip. 
A sample of past IDR events that were excluded from the Medupi model were 
studied. The main aim was to establish whether the model can correctly predict 
the Inertia with FPR and frequency nadir, assuming the unavailability of other 
primary and demand responses. The three incidents are discussed using data 
shown in Table 8-3 and Table 8-4. 
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Table 8-3: Previous IDR events and model estimates of the Inertia with FPR 
 
 
Table 8-4: Factors affecting Medupi Inertia with FPR during IDR events 
 
(1) From the first incident, Medupi 6 tripped from an output of 714 MW. The 
Eskom system sent-out was 26012 MW, spinning reserve was 3406 MW, 
generation load losses were 2741 MW, PV output was 1466 MW. Most of the 
generators that provide instantaneous reserve were at maximum output. Two 
OCGTs were on load due to shortage of generation. 
Following an incident, IDR operated and arrested the frequency at 49.57 Hz 
within 800 ms (t). The measured Inertia with FPR with reference to the PMU at 
Kendal power station was 0.595 s. The model error margin was 6%, which is 
within the ±10% target.  
The model shows that if IDR and other under frequency schemes were 
unavailable, the frequency would have triggered UFLS operation, which was set 
at 49.20 Hz. 
(2) From the second incident, Medupi 6 tripped from an output of 517 MW. The 
Eskom system sent-out was 28298 MW, spinning reserve was 1945 MW, 
generation (load) losses were 2232 MW, PV output was 836 MW. Following an 
incident, IDR operated and arrested the frequency at 49.59 Hz within one second 
(t). The measured Inertia with FPR with reference to the PMU at Kendal power 
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station was 0.522 s. The model error margin was -2%, which was within the ±10 
percentage target. 
The model shows that if IDR were unavailable, the frequency would have reached 
49.42 Hz. Prior to an incident above, the generation load losses and PV were very 
high thereby reducing the amount of spinning reserve. 
 
(3) From the third incident, Medupi 6 tripped from an output of 449 MW. The 
Eskom system sent-out was 21355 MW, spinning reserve was 9146 MW, 
generation (load) losses were 1800 MW, PV output was 0 MW.  
Following an incident, IDR operated and arrested the frequency at 49.62 Hz 
within 0.6 s. The measured Inertia with FPR with reference to the PMU at Kendal 
power station was 0.681 s. The model error margin was 10%, which was within 
the ±10% target. The model shows that if IDR were unavailable, the frequency 
would have reached 49.61 Hz. Prior to an incident above, the generation load 
losses and RES were relatively low and the spinning reserve was high. 
 
For all three events, the model correctly estimated the Inertia with FPR within 
±10% margin of error. Thus, the model is also valid for IDR events that were 
excluded from the model. 
8.4  Overall Inertia with FPR model and model validation 
The purpose of the study was to determine the impact of disturbance location on 
the inertia with FPR model. A number of selected large power stations were 
studied and the results are presented in Figure 8-3. The overall system Inertia with 
FPR yielded a poor correlation of 12%. Breaking down the overall FPR into 
areas/grids resulted in better correlation averaging 60%. By further breaking down 
into individual power stations, the correlation became even better. From these 
results, the location of disturbances affects the Inertia with FPR. System FPR was 
studied per area/power station and models were developed in order to acquire the 
best results. 
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Figure 8-3: Overall system inertia with FPR correlation results. 
 
Note that some power station models had to be split into two due to network 
connection points, since the combined correlation resulted in large errors, i.e. 
correlation of Matla (all units) resulted in 48%,. By splitting the model into two, 
Matla units 1234 (connected to 275 kV) resulted in 87% correlation and Matla 
units 5 6 (connected to 400 kV) resulted in 99%. Similarly, Arnot, Majuba 
(different H between units 123 and 456) and Duvha (different droop setting 
between units 123 and 456). 
8.5 Inertia with FPR model validation for normal incidences 
In this section, the FPR model was validated against the previous incidents. Table 
8-5 shows the overall results of the entire Inertia with FPR predictions following 
single disturbances. Note that the model was developed using the previous year 
disturbances (June 2015-December 2016) and the results shown are 2014 and 
2017 incidents. The units with no and/or poor/bad  models were best predicted 
by other developed models. 
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Table 8-5: All Inertia with FPR model predictions vs measured values from Swing 
Equation 
date/time unit H 
%error 
Best predicted 
by Model 
14/07/01 22:34 Grootvlei 6 1.66% Arnot 
14/07/07 12:14 Kendal 3 2.89% Majuba 123 
14/07/23 11:38 Duvha 1 -0.54% Apollo 
14/07/23 15:03 Majuba 5 -2.30% Apollo 
14/07/28 23:13 Duvha 4 4.31% Kriel 
14/07/29 17:54 Kendal 5 3.32% Apollo 
14/07/31 22:54 Kriel 5 4.33% Lephalale 
14/08/03 19:59 Duvha 1 7.97% Duvha 
14/08/06 09:54 Matimba 1 -4.31% Majuba 123 
14/08/07 22:13 Kriel 2 4.40% Apollo 
14/08/22 03:22 Matla 5 -3.20% Kriel 
14/08/25 08:09 Matla 4 -1.24% Central 
14/08/26 02:06 Tutuka 6 1.04% Kriel 
14/08/28 11:06 Matla 6 -0.77% Majuba 123 
14/09/02 15:46 Matimba 4 -7.60% Majuba 456 
14/09/08 15:45 Majuba 5 -3.91% Majuba 456 
14/09/10 17:48 Majuba 4 2.14% Kriel 
14/10/09 19:49 Majuba 4 -5.67% Apollo 
14/10/13 19:08 Tutuka 2 0.28% Majuba 123 
14/10/15 10:38 Matimba 6 -1.77% Apollo 
14/10/22 12:23 Lethabo 4 -1.56% Lephalale 
14/10/22 22:36 Tutuka 1 -1.93% Tutuka 
14/11/06 11:31 Majuba 5 0.42% Majuba 456 
14/11/07 07:09 Majuba 1 -11.60% Majuba 456 
14/11/12 03:16 Majuba 6 0.73% Kriel 
14/11/12 14:05 Grootvlei 4 -0.31% Apollo 
14/11/13 12:16 Majuba 3 1.37% Central 
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14/11/14 04:53 Matla 1 -0.20% Tutuka 
14/11/15 16:41 Duvha 2 3.21% Arnot 
14/11/16 04:41 Duvha 5 5.23% Majuba 123 
14/11/19 12:13 Kriel 4 -2.72% Majuba 123 
14/11/19 16:38 Majuba 6 5.51% Duvha 
14/11/19 23:45 Majuba 6 0.30% Lephalale 
14/11/20 06:14 Majuba 6 0.75% Kriel 
14/11/20 11:28 Hendrina 1 -3.28% Apollo 
14/11/22 20:48 Kriel 1 1.34% Majuba 123 
14/11/23 04:36 Matla 2 -0.87% Majuba 123 
14/11/23 08:31 Kriel 1 1.68% Apollo 
14/11/30 09:08 Kriel 6 2.14% Matimba 
 
The results show that the majority of the 2014 incidences were poorly predicted 
by the corresponding power station models. This can be attributed to the low 
PMU sample rate resolution (100 ms). Therefore, it is important for the SO to 
archive the disturbances at high sample rates (20 ms) for future and further 
studies. Figure 8-4 shows the 2017 summary results of other power stations 
models with high PMU sample rate. 
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Figure 8-4: Summary of all power station model validations for 2017 
disturbances. 
 
The above results show that the comparison between the measured and model 
frequency nadir are close. The full results of the inertia with FPR models are 
included in Appendix A. 
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9. FACTORS AFFECTING ESKOM INERTIA WITH FPR 
9.1 Introduction 
This chapter focuses on the short-term frequency stability and understanding the 
relationship between system Inertia with FPR of the Eskom power system 
including but not limited to RES, location of disturbance, stiffness of the system 
and the interconnected parts of the Southern African Power Pool (SAPP). By 
understanding factors affecting the system inertia, an online (real-time) inertia 
with Fast Primary Response (FPR) model can be developed. There is a significant 
body of literature available which documents the factors affecting system inertia 
in utilities worldwide [4], [6], [17], [27]. However, it must be noted that power 
system networks are different in sizes and characteristics. Figure 9-1 illustrates the 
relationship between RoCoF changes following the loss of a generator against 
relatively high, medium and low system Inertia with FPR. 
 
 
Figure 9-1: RoCoF as a function of system inertia but now with FPR. 
 
This chapter begins by providing a background of the Eskom network, generation, 
load centres and typical known challenges. Although a Koeberg unit in the 
Western Cape is the largest unit in the Eskom network, it caused fewer frequency 

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incidents between the years 2014-2016 than large coal-fired units in the 
Mpumalanga and Limpopo provinces. For this reason, the incidences in the 
Western Cape province are not covered in this study. The areas considered in this 
study are Lephalale (Medupi and Matimba), KwaZulu Natal (Majuba), North East 
(Kendal, Tutuka, Matla and Kriel) and Central (Duvha, Lethabo and Apollo 
HVDC). The results of the factors affecting the Eskom system FPR are presented. 

Figure 9-2: South Africa’s existing and planned transmission grid, generation and 
RES. Adopted from [10] (permission obtained for use of data). 

9.2 Eskom generation and load centres 
This section reviews the Eskom generation and load centres. Topics addressed per 
centre or province include the average peak load, type of customers, existing and 
new generation and general challenges affecting the grid stability. 
9.2.1 The Limpopo province 
Approximately 2.8 GW of Eskom’s total load is in the northern part of the 
country. The major customers are the re-distributors, residential customers, 
industrial factories, agricultural customers, commercial customers and the 
international interconnector (Botswana) [10]. The local generation bulk supply is 

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Matimba power station, the newly built Medupi power station and a few IPPs. 
These power stations are in the Lephalale area of the Limpopo province. The main 
grid challenges are transient stability during outages. It must be noted that power 
generated in this province must be evacuated to other areas over long lines. 
Lephalale is a developing area with relatively small local load demand compared 
to other large load centres [10]. 
9.2.2 The KwaZulu-Natal province 
The KwaZulu-Natal province is situated on the eastern seaboard of South Africa. 
The economic activity in the KwaZulu-Natal province comprises about 7 GW of 
load and the major customers are the re-distributors, residential customers, 
agricultural customers, traction customers and commercial customers. The 
generation bulk supply is mainly from the Mpumalanga province, Drakensberg 
and Ingula pump storage schemes and diesel fired OCGTs. The closest large 
source of power is Majuba power station at the northeast border between the 
KwaZulu-Natal province and Mpumalanga province [10]. 
9.2.3 The Gauteng province  
Geographically, Gauteng is the smallest province in South Africa. Approximately 
one third of electricity consumption in the country is in this province. The 
economic activity in the Central grid comprises about 13 GW and the major 
customers are re-distributors, residential customers and large commercial 
customers. The generation bulk supply is mainly from Mpumalanga, Free State, 
Lephalale and HVDC (from Mozambique). There are only two IPPs, both small 
coal-fired power stations, owned and operated by the municipalities in Gauteng. 
The current challenges are equipment/lines/cable overloading due to limited 
servitudes for expansions/strengthening and high residential load during peak 
hours [10]. 
9.2.4 The Mpumalanga province 
Approximately 4 GW of Eskom’s total load is in the north-eastern parts of the 
country. The Mpumalanga province houses about 12 power stations, 22 GW of 
installed capacity and the newly constructed Kusile coal-fired power station with 
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the total capacity of 4.8 GW on completion. Current load characteristics in the 
province are comprised of mining, commercial, industrial and residential [10]. 
9.2.5 The Western Cape province 
Approximately 4 GW of Eskom’s total load is in the Western Cape province. The 
major customers are re-distributors, residential customers, agricultural customers, 
industrial customers, mining customers and commercial customers. The 
generation bulk supply is mainly from the local Palmiet pump storage scheme and 
Koeberg nuclear power stations. The deficit between Koeberg and the greater 
Cape load is offset by the generation pool in the Mpumalanga province via the 
Cape Corridor network. Ankerlig and Gourikwa OCGTs are mainly utilised for 
general shortage of plant or management of Cape transfer limits [10]. Koeberg 
and Palmiet units in the Western Cape network, caused fewer frequency incidents 
in the past three years than large coal-fired units in the Mpumalanga and Limpopo 
provinces. For this reason the incidences in the Western Cape province are not 
covered in this work, as there is not enough data from the Eskom EMS and 
WAMS. 
9.2.6 The Eastern Cape 
Approximately 1.5 GW of Eskom’s total load is in the south-eastern part of the 
country. The major customers are tourism, residential customers, agricultural 
customers and industrial customers. The generation bulk supply is mainly from 
the local renewable wind parks. The deficit is offset by the generation pool in the 
Mpumalanga province via the Cape Corridor and KwaZulu-Natal. Port Rex gas 
turbines and a diesel fired (IPP) OCGT are mainly utilised for general shortage of 
plant, management of local transfer limits and voltage control. Major grid 
challenges are that adding more embedded renewable generation will require 
adequate network integration plans [10]. 
9.2.7 The Northern Cape province 
Geographically, The Northern Cape province is the biggest province in South 
Africa. The economic activity in the Northern grid comprises about 0.7 GW load 
and the major customers are commercial customers, mining customers and 
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agricultural customers. The generation bulk supply is mainly from the 
Mpumalanga province and local PV plants. Van Der Kloof and Gariep hydro 
power stations are mainly utilised as peaking power stations in conjunction with 
the Department of Water and Sanitation. The main grid challenges are low fault 
levels and radial networks impacting reliability and Quality of Supply during 
outages [10]. 
9.2.8 The Free State province 
Approximately 2.4 GW of Eskom’s total load is in the middle part of the country. 
The major customers are the re-distributers, mining customers, residential 
customers, agricultural customers, traction customers and industrial types of load. 
The generation bulk supply is mainly from the Mpumalanga power pool. The 
local Renewable Energy Sources includes wind and PV parks. Major grid 
challenges are that adding more embedded renewable generation will require 
adequate network integration plans and suffer low fault levels [10]. 
9.2.9 The North West province 
Approximately 2.4 GW of Eskom’s total load is in the north-western part of the 
country. The major customers are mining customers, re-distributers, residential 
customers, agricultural customers and industrial types of load. There are no power 
stations in this province. The generation bulk supply is mainly from the Limpopo 
and Mpumalanga power pool [10]. 
 
The first four provinces, Limpopo (Lephalale), Central, Mpumalanga and 
kwaZulu-Natal will be used to study the FPR since there are enough large 
synchronous generator frequency events from these provinces. Koeberg and 
Palmiet power stations were excluded from this work because of the small number 
of frequency incidents. The last four provinces, Eastern Cape, Northern Cape, 
Free State and North-West were excluded in the next sub-section, because there 
are only a few or no synchronous generators in these provinces. 
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9.3 Fast Primary Response (FPR) model coefficients comparison between 
areas and power stations 
This section determines the Inertia with FPR area and power station models. The 
aim is to compare the performance of all the Inertia with FPR models with Kendal 
power station as the reference of Eskom’s centre of inertia and frequency.  
 
The models were built using normal incidences where the starting frequencies 
prior to a unit trip were within the normal operating frequency dead-band, i.e. 
between 49.85-50.15 Hz. It was observed in Chapter 4.5.5 from frequency 
incident data that the IDR acts like a very fast governor and restricts the system 
natural frequency nadir (minimum frequency reached after a disturbance). Such 
incidents in this chapter were excluded. 
 
Comparing the models fairly, the regression analysis for each power station in this 
section was normalised to zero constant intercept in Excel. Table 9-1 summarises 
the coefficients of selected power stations models in different areas. It is divided 
into four sections, namely, model validation, Eskom AC system coefficients, 
international tielines and RES. Each section will be discussed separately in the 
following subsections. 
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Table 9-1: Comparison of areas and power station Inertia with FPR models (print 
in colour. Red=poor; yellow=average; green=good) 
 
 
9.3.1 Validation of selected power stations inertia with FPR models 
Referring to Table 3-1, except for Majuba power station two (units 4, 5 and 6) and 
Apollo HVDC converter station, all the models in Table 9-1 are good since  is 
close to 1 the F statistic is large and the significance of F is zero. This is an 
indication that most of the variation in Inertia with FPR is explained by the 
regression model and that the models are good.  
 
The worst performing model is that for the Apollo HVDC converter station. This 
could be in line with Nordic [17] findings that when a generator or importing 
HVDC connection trips, the estimated inertia value is always higher than the 
actual inertia value. The inaccuracy could be due to the voltage dependency of the 
loads in the Central 275 kV network and the strength of the 275 kV network in the 
Central grid close to the HVDC infeed. 
9.3.2 AC power station Inertia with FPR model coefficients 
This part of Table 9-1comprises the total system moment of inertia, stiffness of 
the system, spinning reserve and generation load losses. The coefficient &' of all 
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the models shows that for an additional moment of inertia 214¢2
 that is added by 
synchronous generators and turbines to the power system, the Inertia with FPR 
increases (as expected). The Apollo HVDC converter station is asynchronous; 
therefore, HVDC imports do not contribute to the system Inertia with FPR. 
 
The power stations in the north-east and Eastern areas of the network, which are 
connected to the 400 kV system, have larger stiffness coefficients, &, compared 
to other power stations in remote areas (Lephalale and Arnot). This can be 
interpreted as during disturbances around the 400 kV network in the Central and 
Mpumalanga areas, the generators closer to the disturbance are fast to react to the 
loss of generation in that particular area. 
 
Lethabo power station in the Central area, is connected to the 275 kV network and 
connected to other power stations via 275/400 kV step-up transformers which 
have high impedance, making Lethabo electrically remote to other power stations. 
This power station has a smaller stiffness coefficient, &G. This can be interpreted 
as the power stations in the Mpumalanga area which are connected to the 400 kV 
system, contribute less FPR during disturbances at Lethabo power station. 
 
Spinning reserve is highly related to the stiffness of the system. The coefficient & 
shows that for an additional generation load loss of 1000 MW, the Inertia with 
FPR generally decreases. The negative impact of generator load losses is large for 
the network’s FPR. In most cases, when load losses are high, the output of the 
other generators in the system is increased close to their Maximum Continuous 
Rating (MCR) to replace the lost generation, which impacts negatively on 
spinning reserve and the stiffness of the system. The interdependency between the 
independent variables is classified as the multicollinearity factor. This means that 
some of the independent variables such as spinning reserve and stiffness are either 
non-linearly or highly correlated with one another. This indicates that spinning 
reserve should be managed locally, i.e. per area by the SO. 
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9.3.3 Tie-line Inertia with FPR model coefficients 
The BPC A& and Zesa A& utilities are relatively small compared to the Eskom 
network and are not expected to assist significantly with the frequency response 
following a large disturbance in the Eskom network. The electrical impedance 
connecting Eskom and neighbouring countries is also high due to the weak tie-
lines between these countries. Apollo HVDC A& is consistently negative for all 
the power station Inertia with FPR models.  
9.3.4 RES inertia with FPR model coefficients 
This part of a table comprises wind A& and PV A&. The large negative impact 
of wind energy is in the eastern area where no wind generation is installed. When 
there is an excess of wind energy during low demand, the SO is forced to take off 
some of the base load synchronous generators. Previously units at Majuba power 
station in the Eastern area were being regularly taken off the grid over periods of 
low load to accommodate the wind generation. This weakens the system, the 
stiffness of the KZN province and the Inertia with FPR. Other areas are not highly 
impacted. 
9.4 Conclusion 
In this chapter, the load and generation centres in the Eskom network were 
discussed. The four areas, Lephalale, Central, KwaZulu-Natal and Mpumalanga 
were selected for FPR model development. The remaining other provinces were 
excluded based on the small number of generator frequency events. 
The models were developed using normal incidences using Kendal power station 
as the reference of Eskom’s centre inertia and frequency. All the model results, 
except for Majuba power station (units 4, 5 and 6) and Apollo converter station 
were good based on the small MN ,h close to 1 and large F statistic. 
The strong and weak areas with respect of the stiffness of the system were 
identified. This can contribute to future grid planning and real-time operations in 
managing the system inertia and primary response. 
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9.5 Recommendation for future work 
The primary frequency control schemes installed in South Africa’s power 
transmission system were designed for steady state settings with hard limits. 
Based on the evidence that the frequency dynamics are faster, the schemes should 
be revised to mitigate fault events before a critical frequency drop can occur and 
to shed close-to-required load at the time of an incident. 
The Inertia with FPR model can be improved by further investigating the non-
linear independent variables and upgrading a linear model to a polynomial model. 
More PMU installations in different key substations and power stations are 
required in the SAPP network for better network visibility and awareness. 
Network expansion should consider operational challenges in planning stages. 
The impact of two-shifting the units due to excess generation must be further 
studied. This is more likely to reduce generator life in future, as the load profile 
continues to change. 
The models can be used in the control centre to monitor the stability limits and 
make informed decisions given the rapidly changing demand patterns and 
generation types. 
The worst performing model was that for the Apollo HVDC converter station. 
This could be that when a generator or importing HVDC connection trips, the 
inaccuracy was because of the voltage dependency of the loads in the Central 275 
kV network and the strength of the 275 kV network in the Central grid close to the 
HVDC infeed. Possible mitigation is to install an inter-tripping scheme at the 
Apollo 275 kV capacitors. The HVDC line and convertor station bridge incident 
data should be separated and studied in isolation. The installation of PMUs at 
Apollo and Songo will give a better insight into the dynamics of this part of a 
network. 
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10. CONCLUSIONS 
In this work, an inertia model of the Eskom power system to determine the 
relationship between factors affecting the power system inertia and the RoCoF 
using the MVA method is presented. It is based on the use of a Swing Equation 
Method to estimate the inertia from disturbances and equated with the known and 
unknown variables related to system inertia at the time of an incident (regression). 
The response of the entire network (except for the Western Cape area) during 
these disturbances was studied. 
 
To this end, the conclusions below were reached. 
As more zero-inertia generators i.e. asynchronous generators, are added in the 
Eskom power grid, the traditional synchronous generators, which provide 
inertia to the system, are starting to be displaced, put into cold reserve or two-
shifted and see early retirement. The slow economic growth with high 
asynchronous penetration translates to less synchronous generation dispatch 
by the SO. This has a negative impact on system inertia with and without FPR. 
 
The first model, which approximates the Rate of Change of Frequency 
(RoCoF) occurring within 300 ms following a disturbance, was studied. For 
the entire sample data studied, disturbance location (with reference to Kendal 
in the north-eastern area of South Africa) does not introduce significantly 
large errors in the system RoCoF model following a single disturbance. The 
relationships between RoCoF and system inertia at different areas, were 
shown to be linear. The results resulted in 96% correlation for the randomly 
selected frequency disturbances. 
 
The GCSA does not specify the minimum spinning and instantaneous reserves 
per area. From the findings in this work, the instantaneous response is most 
effective when the contracted units have adequate spinning reserve. For 
effective power system inertia and primary response management, the 
spinning reserve should be managed per local area by the SO. 
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Reducing the contribution of conventional synchronous generators to 
accommodate renewable energy power generation reduces the system inertia. 
The two inertia models developed showed that reduction of rotational energy 
provided by synchronous generators negatively impacts the RoCoF and the 
inertia of the system. 
 
The large negative impact of wind energy is in the eastern area (KZN) where 
no wind generation is installed. When there is an excess of wind energy during 
low demand, the SO is forced to take off some of the base-load synchronous 
generators. Previously units at Majuba power station in the eastern area were 
being regularly taken off the grid over periods of low load to accommodate the 
wind generation. This weakens the system, the stiffness of the KZN province 
and the FPR. Other areas were not highly impacted. 
 
However, the relatively low penetration level of RES does not yet have a 
significant negative impact on the Eskom system inertia. However, future 
penetration could have a significant negative impact if not managed in real-
time. It is important that the SO develops online inertia monitoring systems 
and insight to deal with future high penetration levels of RES. This will also 
help the SO with situational awareness and the required RES based on 
dynamic inertia limits. 
 
When the tool is fully developed, the SO can use the tool for situational 
awareness, generation dispatch scheduling, inertia forecasting, incident 
reporting and assist in improving the offline simulation tool parameter tuning. 
 
The model is expected to improve with time as the accuracy of the statistical 
approach requires large amounts of data. The model can be used to determine 
and monitor the maximum level of RES in real-time. The model is still to be 
developed within the Eskom SCADA system and will be improved by 
extracting more frequency incidents and using time series algorithms to 
forecast the system Inertia with FPR. 
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Spinning reserve and stiffness of the system play a significant role in the 
model accuracy. However, spinning reserve should be divided and managed 
locally, especially in weak areas. 
 
The assumption that the (aggregated) Inertia Constant, H, is constant for all 
Swing Equations of a multi-area system is not valid for the Inertia with FPR 
model. 
 
The primary frequency control schemes installed in South Africa’s power 
transmission system were designed for steady state settings with hard limits. 
Based on the evidence that the frequency dynamics are faster, the primary 
frequency schemes should be revised to mitigate fault events before a critical 
frequency drop can occur and to shed close-to-required load at the time of an 
incident. The RoCoF model can be explored further and utilised in 
conjunction with the under-frequency schemes. 
 
The disturbance location is vital for the system Inertia with FPR model, where 
the stiffness of the system factor is of interest. The correlation of the combined 
past disturbances for the entire system was poor, the Coefficient of 
Determination h was found to be 12%. By breaking down the data into 
regions and power station levels, the inertia with FPR model improved to an 
average of 65% and 87% respectively. 
 
The major contributions of this research are summarised as follows: 
1. To the author’s knowledge, Multivariate Analysis has never been used to 
estimate and predict the power system Inertia without FPR, Inertia with 
FPR and RoCoF following a disturbance in power systems. The factors 
affecting the FPR and RoCoF of the Eskom network were identified and 
analysed. All the models developed were validated using the Coefficient of 
Determination, standard error, Sum of Squared Errors (SSE), F statistic 
and the significance of F. 
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2. A paper titled “Development of a dynamic multivariate power system 
inertia model” was accepted by the South African Cigre National 
Committee to be presented at the Cigre International Symposium in Paris 
2018 (C2-204). The paper is included in Appendix D. The comments and 
contributions from Eskom industry experts are included in Appendix E. 
3. A paper “A Dynamic Multi-Variate Approach to the Management of 
Power System Inertia” was published in SAUPEC 2017 and included in 
Appendix C. 
4. The model uses analytics, of which the data was available and sourced 
directly from the Eskom SO. Neither new equipment nor  new software 
was required to implement the model. The models can be easily 
incorporated into the system operating control system (SCADA/TEMSE). 
5. The study managed to separate the difference between Inertial Response 
provided by the system inertia and system FPR using the analytics or 
MVA. 
6. This work identified statically the factors contributing to system inertia 
and the factors that do not for the system RoCoF following the 
disturbance. Main factors are kinetic energy from synchronous generators 
and the amount of generation lost. The higher the generation sent-out does 
not necessarily translate to higher system’s RoCoF. The only factor that 
can be linked to the generation sent-out is the hydro pump storage power 
station’s mode of operation. This has shown the contribution of water to 
the hydro power station unit’s inertia when generating or pumping 
compared to when operated in SCO mode. 
7. The Eskom network weak areas were identified in the study by analysing 
the stiffness of the system. This can contribute into future grid planning 
and real-time operations in managing the system inertia. 
8. During large disturbances, the coefficients of RES, spinning reserve, 
HVDC and load losses are very small and distort the t-test of the 
coefficients of the RoCoF. Examples would be during low load and/or 
excess generation capacity conditions when the SO is forced to take 
synchronous generation off the grid, which affects the system inertia. 
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9. The negative impact of Unplanned Capacity Load Factor (UCLF) is large 
for the Eskom network primary response model. When generation load 
losses are very high, other generators in the system are picked up to their 
Maximum Continuous Rating (MCR) to replace the lost planned 
generation, which impacts negatively on spinning reserve and the stiffness 
of the system. Contrary to Fast Primary Response, generation load losses 
have a positive impact on the RoCoF model. This is because when losses 
are high, the SO dispatches more peaking plants, which adds more inertia 
to the network. 
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Table 2: KZN inertia plus FPR area models 
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Table 3: North area inertia plus FPR models 
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Table 4: Matla inertia plus FPR model 
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Table 6: Tutuka inertia plus FPR model 
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APPENDIX B: Inertia plus FPR model validation results - 2014-2017 
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Appendix C: SAUPEC 2017 
ESKOM POWER SYSTEM INERTIA MODEL - A DYNAMIC MULTI-
FACTOR APPROACH TO THE MANAGEMENT OF POWER SYSTEM 
INERTIA 
 
Bonginkosi J. Sibeko* and Dr John M. Van Coller** 
 
* Cnr. Power and Refinery Rd, Simmerpan, 1400, Eskom System Operator, PR. Eng.  E-mail: sibekobj@eskom.co.za 
**School of Electrical and Information, Private Bag 3, Wits 2050,  E-mail: john.vancoller@wits.ac.za 
 
Abstract: This research is focused on the behaviour of the power system inertia immediately following a disturbance. 
The aim is to develop an online (real-time) inertia model. The available historical data is extracted from the Eskom 
Energy Management System (EMS), Data Energy Centre (DEC) and Wide Area Monitoring System (WAMS). The 
model includes measured and estimated data from Eskom generators, Independent Power Producers (IPPs) and the 
interconnected Southern African Power Pool (SAPP). The composite frequency response characteristic of the system 
(sometimes referred to as the stiffness of the system) is also included. The results will be used to design an inertia 
model of the Eskom Power System using a Multivariate analysis method to determine the relationship between 
factors affecting Eskom inertia and estimate other missing and/or unmeasurable variables contributing to the inertial 
response. If successful, the model can be used for System Operator (SO) Situational Awareness (SA), real time 
inertia monitoring and to possibly be used in future to optimise the use of IDR (Instantaneous Demand Response), 
Under Frequency Load Shedding (UFLS) and automated load shedding. 
 
Key words – Inertia, Power system, System Operator (SO), Multivariate analysis, Detrended Fluctuation Analysis, 
Regression, Swing equation, Situational awareness (SA), Renewables, Spinning reserve, Frequency Stability. 
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1. INTRODUCTION 
 
In recent years, large-scale deployment of 
Renewable Energy Sources (RES) generation, 
mostly in the form of wind turbines, concentrated 
solar power (CSP) and Photovoltaic (PV) units, has 
led to substantial generation shares of variable RES 
power injection in power systems worldwide. The 
National Development Plan (NDP) of South Africa 
has a long-term vision of 5 million Solar Water 
Heaters (SWH) installations, 8.4GW wind turbines, 
1GW CSP and 8.4GW Solar PV by 2030 [1]. 
Currently, wind IPPs are delivering 1440 MW to 
the grid followed by solar photovoltaic, 960 MW 
and lastly CSP 200 MW. 
It was shown in [3] that the traditional assumption 
that grid inertia is sufficiently high with only small 
variations over time is thus not valid for power 
systems with high RES shares. This has 
implications for frequency dynamics and power 
system stability and operation. Frequency dynamics 
are faster in power systems with low rotational 
inertia, making frequency control and power 
system operation more challenging. The 
developments anticipated in power systems will 
have far reaching consequences. High shares of 
inverter connected power generation can have a 
significant impact on power system stability and 
power system operation [4]. 
Energy is stored in the rotating masses of the power 
system. This energy is often called inertial, stored, 
or rotational energy [2]. Inertia is defined as the 
property of an object that resists a change to the 
object’s current speed and direction. The power 
system has many sources of inertia. Any rotating 
equipment that is connected to the system is a 
source of stored rotational energy or inertial 
energy. The natural resistance of a generator to a 
change in speed helps to keep the power system 
frequency constant. In general, the larger the 
generator, the larger the inertia and the more 
rotational energy that must be added or removed 
from the generator to change its speed of rotation 
[2,3].  
Inertia estimation using the Precise Method takes 
advantage of precise models of a specific 
generation technology and uses parameter 
estimation techniques to find the value of inertia 
(and other parameters) for a specific generation 
unit as was used by [8] and [4]. 
The post-mortem analysis of frequency 
measurements from a single location during a 
known disturbance to the system is classified as 
inertia estimation using the Swing Equation 
method. In [7] estimation of the power system 
inertia constant and the capacity of spinning-
reserve generators using measured frequency 
transients were used. 
This paper presents a power system estimated 
inertia model by equating the swing equation and 
precise methods from historic power system 
frequency disturbance events.  Multivariable 
analysis is used to determine the behaviour, 
contribution and relationship between independent 
and dependant parameters. The multiple regression 
model, is determined and will be used to design an 
online inertia model. 
 
2. RESEARCH QUESTIONS 
 
 
The following research questions will be 
considered: 
• By reducing the contribution of conventional 
synchronous generators to accommodate renewable 
energy power generation, what would be the 
resultant impact on network resilience (frequency 
stability)? 
• Are the primary frequency control schemes 
installed in South Africa’s power system 
$#%&$""'"
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adequately calibrated for mitigating fault events 
before a critical frequency drop can occur?  
• Can the use of Instantaneous Demand Response 
(IDR) and Under Frequency Load Shedding 
(UFLS) be linked to the online variable system 
inertia model to shed the required load at the time 
of an incident? 
• In what way does disturbance location, spinning 
reserve and load types affect the inertial response 
of the power system? 
 
3. AIM 

The aim is to investigate the factors contributing to 
the system inertia in South Africa’s power system 
using the multivariate analysis method and to 
develop a power system inertia model.  
 
4. SIGNIFICANCE OF THE STUDY  
 
• Eskom does not have a power system inertia 
model. This investigation will include IPPs 
(visibility) and power system damping 
(stiffness).  
• Model development for the Eskom On-line 
power system inertia will assist System 
Operator with Situational Awareness (SA), 
Incident Investigation Inertia forecast and 
research. 
• Possibly be used in future to optimise the use of 
IDR, UFLS and Automated Load Shedding. 
 
5. BACKGROUND THEORY 

Frequency Response can be classified into three 
different categories; Inertial Frequency Response, 
Primary Frequency Response and Secondary 
Frequency Response. Figure 1 below depicts three 
stages of Frequency deviation following an 
unbalance in active power.  
 
Figure 1: Frequency Response following a large 
disturbance and controller involvement 

This paper focuses on the Inertial Frequency 
Response also known as Fast Primary Response 
indicated in figure 1 above. 
 
5.1. Demand Response 
Instantaneous Reserve from Demand Response 
(DR) is consumer load contracted to respond to a 
drop in frequency. The purpose of the 
Instantaneous Reserve is to arrest the frequency at 
acceptable limits following a contingency, i.e. 
generator trip.  
 
5.2. Inertia of a single machine 
The inertia constant H describes the normalised 
inertia of an individual turbine-generator. It is the 
ratio between the kinetic energy and its rated 
apparent power, given by:  
          (1) 
Where  
J = moment of inertia of generator and turbine in 
 !"# 
$"= rated mechanical angular velocity of the rotor 
in rad(mech)/s 
%"= rated apparent power of the generator [VA] 
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&" rotational frequency of the synchronous 
machine 
 
5.3. Inertia of a power system 
The inertia constants and rated apparent powers of 
individual synchronous machines (turbine-
generators) can be used to calculate the total inertia 
of a power system: 
'('  ) *+, -./0   (2) 
 
Where %"/1=) %"2324   
%"/2 = rated apparent power of generator 2 [VA]  
2= inertia constant of turbine-generator 2 [s] 
 
5.4. Estimation of the inertia constant using 
transients 
The behaviour of the frequency deviation following 
a loss of a large generator or load is approximately 
represented using equation 5.3 [2, 5]. In the 
equation, the idea of average system frequency is 
used, where inter-machine oscillations due to 
synchronising power and transmission performance 
are not considered and equivalent system inertia, 
generator and load are assumed. 
567  8 9:6;;<=9> ? @6&   (3) 
Where: 
 6& is the change of the frequency (Hz), 
67 is the amount of generation loss (pu in system 
load base),  
M (2H) is the inertia constant of the system (s), 
&A is the rated system frequency (Hz),  
and K is the power/frequency characteristic of the 
system (pu/Hz). The value of the power/frequency 
characteristic becomes large when the spinning 
reserve of the system is large. 
 
5.5. Composite regulating characteristics of the 
power system  
The composite frequency response characteristic of 
the system,B, is sometimes referred to as the 
stiffness of the system [2], is expressed by: 
 
C  6DE6  FGH ? I8J KL      (4) 
Where: 
D = composite load-damping constant 
6&''  M6DEN FGHL OPQ = steady-state frequency 
deviation 
6RS= load change 
 
The composite regulating characteristic of the 
system is equal to4 CL . Motor loads are dependent 
on the power system frequency; if the frequency 
declines, the connected motor load magnitude will 
also decline and vice versa. A rule of thumb in 
[10], states that a 1% change in frequency will 
typically lead to a 2% change in the total system 
load. 
 
5.6. Multivariate Analysis (MVA) 
Multivariate analysis (MVA) is based on the 
statistical principle of multivariate statistics, which 
involves observation and analysis of more than one 
statistical outcome variable at a time [6]. The least 
squares method aims to produce a straight line that 
minimizes the sum of the squared differences 
between the points and the line. That is the 
coefficients TA and T4are calculated so that the sum 
of the squared deviations ) UV 5 WV#XV4 is 
minimized. The coefficients Y4Z/Ydescribe the 
relationship between each of the independent 
variables and the dependent variable in the sample.   
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5.6.1. Assessing the model 
The least squares method produces the best straight 
line. However, there may in fact be no relationship 
or perhaps a nonlinear relationship between the two 
variables. If so the straight line model is likely to 
be inaccurate. To evaluate the model, two statistics 
and one test model procedure are presented. All 
these methods are based on the sum of squares of 
the error. 
The deviation between the actual data points and 
the line are called residuals, given by  
 [V  UV ? U\V  (5) 
 
The residuals are observations of the error variable. 
Consequently, the minimized sum of squared 
deviations is called the sum of squares for error 
(SSE). 
]]^  )U_ 5 U\_  X 5 4 :`a 5 bcdbc = (6) 
Where: 
 `U# is the sample variance of the dependent 
variable. 
The standard deviation of the error variable, ef, can 
be used to measure the suitability of using a linear 
model. Unfortunately, ef is a population parameter 
and, like most parameters, is unknown. However, 
efcan be estimated from the data, which is based 
on SSE. The unbiased estimator of the variance of 
the error variable ef# is  
`f#  ]]^X5#  (7) 
The square root of `f#is called the standard error of 
estimate given by 
`f  g]]^X5#   (8) 
The value of h is judged by comparing it to the 
values of the dependent variable y or more 
specifically the sample mean 1\. However, because 
there is no predefined upper limit on h, it is often 
too difficult to assess the model in this way. In 
general, the standard error of estimate cannot be 
used as an absolute measure of the model’s 
validity. 
 
5.6.2. Coefficient of Determination  
The test of B4 addresses only the question of 
whether there is enough evidence to infer that a 
linear relationship exists. In many cases, however, 
it is useful to measure the strength of that linear 
relationship, particularly in this paper/project when 
we want to compare several different models. The 
statistic that performs such function is called the 
coefficient of determination, denoted by   
i#  `jU#`j#`U#   (9) 
i#  4 5 ]]^)UV5U\#  (10) 
The coefficient of determination is the square of the 
coefficient of correlation. 
 
)UV 5 U\#  )UV 5 WV# ? )WV 5 U\# (11) 
 
Variation in y = SSE + SSR 
SSE measures the amount of variation in y that 
remains unexplained, and SSR measures the 
amount of variation in y that is explained by the 
variation in the independent variable x. by 
incorporating this analysis into the definition of i# 
i#  4 5 ]]^)NUV5U\O# 
)NUV5U\O#5]]^)NUV5U\O#  ^jklmVX[nompVmqVrXsmpVmqVrXVXU
  
 
It follows that i# measures the proportion of the 
variation in y that is explained by the variation in x. 
A large value of F indicates that most of the 
variation in y is explained by the regression 
equation and that the model is valid. A small value 
of F indicates that most of the variation in y is 
unexplained. 
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The relationships among `f, i# and  F are 
summarised in Table 1 below.  
Table 7: Relationships among tu, vw and  F 
SSE `x y F Assessment 
of Model 
0 0 1 ∞ Perfect 
Small Small Close to 1 Large Good 
Large Large Close to 0 Small Poor 
zU_ 5 U\ {)U_ 5 U\X 5 | 5 #  
0 0 Useless 
 
 
6. MODEL DEVELOPMENT 
 
The Southern African Power Pool (SAPP) is made 
up of South Africa, Botswana, Lesotho, 
Mozambique, Namibia, Swaziland, Zambia and 
Zimbabwe, connected through an integrated grid. 
Approximately 90% of SAPP electricity generation 
is produced in South Africa. Figure 2 below depicts 
the overview of SAPP integrated network. 
 
*+* %E9
Cahora Bassa hydro power station in Mozambique 
dispatches power through parallel ac and dc 
interconnections and is controlled by the Grid 
Master Power Controller (GMPC) controls the 
generation [11]. The bulk dc power flows directly 
to South Africa while ac power is delivered to 
Zimbabwe that is also interconnected with the 
South African ac grid. 
It is believed that the following factors depicted in 
Figure 3 below contribute to the inertial response of 
the power system [2, 3, 5].  
 
Figure 3: Factors affecting Power System Inertia 

From eq. (3)      
We define 1  }~  .%"$"#  MN6D9>O9:6;;<=  
From eq. (1),         
we define variable 
4  }/   ) #2%"$"#2   
  
 
Unknown generator inertia constant (H) will be 
estimated from reference [9]. The rest of the 
parameters are summarised in Figure 4 below. 
 
Figure 4: Model development showing known and 
unknown variables 
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Frequency incident data was collected from Eskom 
EMS/DEC and WAMS/PMU over the period 
November 2015-August 2016. The method of 
extracting data, storing and calculation of required 
parameters (power system inertia, stiffness, etc.) 
was developed and it is fully automated. The data is 
correlated with system snapshots at the time of 
incidents, correlating the Eskom generator sentouts, 
load losses, spinning reserve, renewables, tieline, 
IPP outputs, contracted governor units output and 
IDR data. The Detrended Fluctuation Analysis 
(DFA) and Exponential Smoothing methods(7),  
were used to filter out noise and determine the start 
and end times of the frequency disturbances.  
 
7. RESULTS AND VALIDATION OF INERTIA 
MODEL 
 
7.1. Impact of IDR and RoCoF 
It was observed from frequency incident data that 
the IDR acts like a very fast governor response and 
restricts the system frequency nadir (minimum 
frequency reached after a disturbance). It was also 
observed that all the 314 incidents with very small 
Rate of Change of Frequency (RoCoF) and/or high 
incident duration (dt), lead to errors. It was found 
that y# is equal to 0.1729 with a standard error of 
1.9. This is a poor fit.  
 
7.2. Effects of Transient location and Centre of 
Inertia 
Table 2 below, depicts a summary of regression 
results of one of the unit trips in central area.  
Table 8: Disturbance in Central area
 
We found out that y# is equal to 0.9999 with 
standard error of 0.0014. This statistics tells us that 
99.99% of the variation in the Frequency deviation 
in North Eastern parts of Eskom network during 
transient is explained by the variation in frequency 
deviation reading at Koeberg PS (approx. 1500km 
away from Kendal) and Matimba PS (approx. 
500km from Kendal). The value of the test 
statistics is t = 65.56 for Koeberg, and 36.27 for 
Matimba with p = 0. There is overwhelming 
evidence to infer that a linear relationship exists.  
In Table 3 below, column 1, 2, and 3 excludes IDR 
operated and small RoCoF incidents. In column 
(1), the statistic shows that 72.11% of the variation 
in the Central area of power system inertia during 
all the 37 transient events is explained by the 
variation in Eskom synchronous generators, 
Stiffness, Spinning reserve, Load losses, Wind, PV, 
Zesa, BPC load and Apollo DC. The remaining 
27.99% is unexplained. Similarly in column (2), the 
statistic shows that 89.92% of the variation in the 
Northern area of power system inertia during all the 
13 transient events is explained by the same 
factors. Column (3), all incidents, the statistic 
shows that 69.13% of the variation in the Total area 
of power system inertia during all the 50 transient 
events.  
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Table 3 below, depicts a summary of the Eskom 
inertia model factors regression results.  
 
 
Table 9: Summary of regression results
 
 
7.3. Discussion of results 
The above results illustrated how transient location 
affects the behavior of frequency, thus playing an 
important role in accuracy of the model. As noted 
in (5), the frequency is not the same throughout the 
whole system. During a disturbance a measurement 
location in the system plays a role due to a 
propagation of frequency wave. The average first 
order model is estimated by: 
U  54! ? !4# ? !A ? A! 5 A! 5 4!? 4!4
 5 A! 5 A!#  4AAA? h 
       
7.3.1. Intercept 
The intercepts for area 1, 2 and 3 
areY  5#A!4/5##! 5 4!, respectively. 
This is the average Eskom power system rotational 
mass (J) when all of the independent variables are 
0. In this model, the intercept is meaningless and 
simply means a total power system blackout. It is 
misleading to interpret this value, particularly if 0 
is outside the range of the values of the 
independent variables (6).  
 
7.3.2. Eskom AC System coefficients 
The coefficient Y4  !4 specifies that for an 
additional moment of inertia }/  
(pu/ ! "#that is added by Eskom generators and 
turbines to the power system, the Eskom power 
system moment of inertia (})  increases by 6.3 
percentage points assuming that the other 
independent variables in this model are held 
constant.  
Value of the test statistics: t = 4.61 p-value = 
5.33E-05 
There is overwhelming evidence to infer that the 
Eskom generators and turbines and the Eskom 
power system moment of inertia are linearly 
related. Similarly, for an additional Stiffness and 
Spinning reserve (pu/Hz), there is an increase in 
Eskom power system moment of inertia (}) and 
the relationship is linearly related.  
Notice the Generator load loss coefficient is also 
negative. In most cases, when  load losses are high, 
other generators in the system are picked up to their 
Maximum Capability Rating (MCR), which 
impacts negatively on spinning reserve and the 
composite frequency response characteristics of the 
system C. 
 
7.3.3. RES coefficients 
The relationship between Eskom power system 
inertia and wind energy is described byY 5A!AA4. From this number is found that, in this 
model, for an additional 1000MW of wind energy 
in Eskom network, system inertia decreases by 1.6 
percentage points.  
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Value of the test statistics: t = -1.7 and p-value = 
0.0862 
There is no evidence to infer the existence of a 
linear relationship between the wind energy and the 
Eskom power system moment of inertia are linearly 
related.  
Similarly, for an additional 1000MW of PV power 
output, there is a decrease in Eskom power system 
moment of inertia and the relationship is not 
linearly related. 
The wind and PV coefficients are both negative. 
This could mean that when the RES output was 
high during low load (night minimum or during the 
day), the system operator had to take off 
synchronous generators, thus reducing the kinetic 
energy of the system. 
 
7.3.4. International coefficients 
The coefficient Y  A!AAA specifies that for each 
additional 1000MW that is added by Zesa 
generators and turbines to the power system, the 
interconnected power system moment of inertia 
(})  increases by 0.5 percentage points assuming 
that the other independent variables in this model 
are held constant.  
The coefficient Y  5A!AAA specifies that for an 
additional 1000MW that is added by BPC load to 
the power system, the interconnected power system 
moment of inertia (}) decreases by 0.8 
percentage points assuming that the other 
independent variables in this model are held 
constant.  
The coefficient Y  5A!AAA specifies that for an 
additional 1000MW that is added by Songo-Apollo 
DC line to the power system, the interconnected 
power system moment of inertia decreases by 0.6 
percentage points assuming that the other 
independent variables in this model are held 
constant. Values of the test statistics for 
international t and p-values, indicates that there is 
no evidence of a linear relationship between the 
above coefficient and the power system moment of 
inertia. However, it may also mean that there is a 
linear relationship between the variables, but 
because of a condition called multicollinearity.  
The relationship among `f, i# and  F proves that 
the model is good (see table 1). The unmeasurable 
independent variables, i.e. customer motor loads, 
contribute to the model error margin.   
 
8. CONCLUSION 
 
In this paper, an inertia model of the Eskom power 
system using a Multivariate analysis method to 
determine the relationship between factors 
affecting the power system inertia is presented. It is 
based on the use of a swing equation to estimate the 
inertia from disturbances and equated with the 
known and unknown variables related to system 
inertia at the time of an incident using multivariate 
analysis (regression). 
Based on the above findings, the following 
conclusion may be made.   
• Reducing the contribution of conventional 
synchronous generators to accommodate renewable 
energy power generation reduces the system 
inertia. Thus it has a negative impact on frequency 
stability and predictability.  
• The primary frequency control schemes should 
be revised and calibrated correctly to mitigate fault 
events before a critical frequency drop can occur 
and to shed close-to-required load at the time of an 
incident. 
• Transient location affects the behavior of 
frequency, thus playing an important role in 
accuracy of the model. 
• The unmeasurable independent variables 
(customer motor loads), contribute to the model 
error margin.   
$#%&$""'"
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• An additional Stiffness and Spinning reserve 
(pu/Hz) to the power system, increases in Eskom 
power system moment of inertia (mo[) and the 
relationship is linearly related.  

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The slow economic growth and worldwide slump in the commodities markets has led to a reduction in 
customer demand while at the same time there has been an increase in asynchronous generation 
penetration. This has resulted in a lower inertia power system supplying the same load levels 
experience some years ago leading to concerning dynamic behaviour in frequency. The growing 
concerns on system inertia require more sophisticated and affordable power system real-time tools to 
manage the challenges of a modern power system. Failure could likely lead to widespread blackouts 
with significant economic and social impact. As more zero inertia energy sources are added into the 
Eskom power grid, the traditional synchronous generators, which provide inertia to the system, are 
starting to be displaced, put into cold reserve or two shifting and see early retirement. The power 
system inertia immediately following small and large system disturbances was investigated. By 
understanding factors affecting the system inertia and primary frequency response behaviour, an 
online inertia model can be developed. Historical data was extracted from the Eskom Energy 
Management System and Wide Area Monitoring System. The developed model using Multivariate 
Analysis (MVA) includes measured and estimated data from Eskom generators, Renewable Energy 
Sources (RESs) and the interconnected Southern African Power Pool. Fast Primary (Frequency) 
Response (FPR) (as determined by the load behaviour) and system inertia models were developed and 
validated with past frequency disturbance events (Jan-March 2017). From the comparison between the 
measured and model results for 30 actual disturbances, 21 disturbances resulted in errors within ±5% 
and 6 events resulted in errors between ±5% and ±10%. 3 disturbances caused errors greater than 
±10%, which were largely from trips at a particular power station and HVDC trips. During a large 
disturbance, the multivariate coefficients for RESs, HVDC and interconnectors were very small for 
the pure inertia model (excluding the load frequency behaviour and the generator damping). In 
contrast, the spinning reserve does contribute significantly to the inertia model, depending on where it 
is. The location of a disturbance affects the FPR behaviour and the system inertia but not the Rate of 
Change of Frequency (RoCoF) with reference to the central power station. The strong and weak areas 
with respect of the stiffness of the system were identified. This can contribute to future grid planning 
and real-time operations in managing the system inertia and primary frequency response. The model 
is expected to improve with time as the accuracy of statistical approach requires large amount of data. 
The model can be used to determine and monitor the maximum level of RESs in real-time. 
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2 ESTIMATION OF THE SYSTEM INERTIA CONSTANT 
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Where  & L : is the Rate of Change of Frequency (RoCoF) (Hz/s) 67  7'>> 5 797'>> : Fractional power change (pu) 7'>>: Generation/Load prior to Generator/Load loss (MW) 79: Generation/Load after Generation/Load loss (MW) &'>> : Frequency at the start of the disturbance (Hz) 
H: Inertia constant on system base (s) I : Power system load damping constant (pu) 6&: Change in frequency &'>> 5 &9 (Hz) 
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3 MULTIVARIATE (MVA) ANALYSIS 
Multivariate Analysis (MVA) requires a certain minimum set of data (observations) for the regression 
to solve and produce accurate results. The approximately 2000 frequency disturbances in the past 
three years made it possible to perform this study. MVA is based on the statistical principle of 
multivariate statistics, which involves observation and analysis of more than one statistical outcome 
variable at a time [10]. MVA requires sets of inputs of y range (dependent variable) and x range 
(independent variables) as shown in Table 10. Table 11shows the assessment of a regression model 
and relationships among_, y and F [10]. 
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Table 10: Dependent (y) and Independent (x) input variables used in the regression analysis tool 
(similar table is used for the inertia model and the inertia plus FPR model)

Table 11: Relationships among , w and F 
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The Coefficient of Determinationy measures the proportion of the variation in y that is explained 
by the variation in the independent variable x. The Sum of Squares of Error (SSE) measures the 
amount of variation in y that remains unexplained and the Sum of Squared Residuals (SSR) measures 
the amount of variation in y that is explained by the variation in the independent variable. The F 
statistic is the ratio between the SSR and the SSE. A large value of the F statistic indicates that most 
of the variation in y is explained by the regression equation and that the model is valid. The 
significance of F indicates that most of the studied variables are jointly significant.  
4 SYSTEM INERTIA MODEL IGNORING THE STIFFNESS OF THE SYSTEM 
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4.1 RoCoF following the start of a disturbance in the network 
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Figure 5: PMU data showing system primary response stages (the time must be multiplied by 100 to 
get the actual value in ms) 
The centre of system inertia and impact of disturbance location were studied using the past frequency 
disturbances which were randomly selected across the Eskom areas. The moving average [10] and 
Detrended Fluctuation Analysis (DFA) [11] methods were used to filter out the electromagnetic 
torque oscillations and PMU measurement noise following large disturbances. The system RoCoF 
with reference to Kendal power station in the North-East area resulted in an y of 0.96, a standard 
error of 0.002, a large F statistic, a small SSE of 6.3E-05 and the significance of F was close to zero. 
Thus 96% of the variation in the frequency deviation in any part of the Eskom network during the 
incidences could be explained by the variation in frequency deviation reading at Kendal power 
station. It follows that Kendal power station could be used as a reference centre of frequency for any 
disturbance in the network. 
4.2  System inertia model development without stiffness factor 
• The inertia constant (H) is the dependent variable  given by rearranging Equation 2 to 
calculate the inertia constant (H) using the RoCoF (sourced form PMU data), power change 67 
(sourced from EMS data) in system VA base and frequency at the start time of disturbance &'>>, 
System damping and stiffness are assumed to be zero.  
• The first independent variable  is the sum of all the synchronous generator moment of inertia  
(J) by rearranging Equation 1. 
• The second independent variable w is the system load, which is equivalent to generation sent-
out. The third independent variable   is the system frequency in Hz. 
4.3 Results for the system inertia using the MVA method 
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5 FPR PLUS INERTIA MODEL DEVELOPMENT 
This section investigates the overall factors that contribute to the system FPR plus inertia model. It 
starts by defining the FPR plus inertia model dependent and independent variables. The factors 
influencing the FPR plus inertia model are then determined and analysed. Equation 3 is rearranged to 
calculate the inertia constant using the power change 67 (sourced from EMS data) and frequency at 
the start time of the disturbance (sourced from Eskom PMU data). The inertia constant (H) is defined 
as the dependent variable () given by Equation 4.  
 
H =  
¢:£¤¥¦¤§£¨©ª«¬£¤¥¦¤ =>9M>'>>­
¢;¤¥¦¤®;¥¯¦;¤¥¦¤ ­
     (4) 
 
Where : 7'>>: System generation prior to power change (MW) 79: System generation after power change (MW) 
 
• The first independent variable is the sum of all the synchronous generator moment of 
inertia (J) by rearranging Equation 1. 
• The second independent variable is the stiffness of the system w and is the steady-state change 
in frequency for a particular change in generation/load [2]. The stiffness of the system depends on 
the load damping, spinning reserve and governor droop response (as this can be used to restore the 
 % :.' : & &
() "    #
 !  ## # # #
 '    $ $
  '     
, #$   $ $
	

  " # " #
+,
 #$ .$"" .#  $$
	<*.= .  #$  "
 */!,- .   .# .
 -N  # # ### 




)






+










)










,

/
,


 
$#%&$""'"


frequency to its nominal value) [2]. The coherent response of all generators to changes in system 
load y°± (in pu) is assumed and represented by an equivalent generator with an equivalent 
governor droop. For a system with n generators and a composite load-damping constant of D, the 
steady-state fractional frequency deviation 6&'' following a generation/load fractional change 67² 
is the composite frequency response characteristic C in pu as given by Equation 5 [2]. 
C  6DE6  FGH ? I       <$=
• 
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• I  67Q6&''        (7)
E,E,/)E,,
*
) 
 *    /  , /!,- , +   ,
,H*))

*
 

<=
• The third independent variable was chosen to be the total spinning reserve jÂ on its own 
and is the unloaded generation which is synchronised and ready to be used (with or without 
governor action). 
• The fourth independent variable is the generation load losses   and was chosen to be the 
units that are synchronised on the grid but unable to output Maximum Continuous Rating 
(MCR) (limited ability to provide spinning reserves). 
• The simplified models to estimate the contribution from two international interconnectors, 
Botswana Power Corporation (BPC) load (Ã) and Zimbabwe Electricity Supply Authority 
(ZESA) load (Ä) were developed from the line flows and tie-line schedules. 
• Power generated at the Cahora Bassa hydro power station in Mozambique and which is 
imported into the Eskom network via long HVDC lines was measured at the injection 
substation, Apollo. HVDC (Å) is asynchronous, thus it does not contribute to the inertia 
constant.  
• The Renewable Energy Sources (RESs) are Wind (Æ) (may or may not contribute to the 
moment of inertia depending on the technology) and PhotoVoltaic (PV) (Ç) (does not 
contribute to the moment of inertia). 
5.1  Factors influencing the FPR and inertia model  
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5.1.1 Validation of selected power stations FPR plus inertia models 
/*   H 0,
 / & 
E   < H $  #=  %
 6784
,)H  * ,y ,  *
	

B,/)

0
-*!*E
/*
/%
6784,),E:,JK/*E
* 
*6784,,
H  ) E-* 
,),,,-,)*
,-/
4"$97E9*/"$97E94*,6784
/
5.1.2 AC power station FPR plus inertia model coefficients 
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5.1.3 Tie-line FPR plus inertia model coefficients 
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5.1.4 RESs FPR plus inertia model coefficients 
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6 PREDICTION OF INERTIA CONSTANT AND FREQUENCY NADIR 
FOLLOWING FREQUENCY DISTURBANCES 
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Table 14: Medupi inertia constant model regression summary output 
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Figure 6: Measured versus predicted inertia constant (H) %errors for all power station models 
excluding HVDC, Arnot and Duvha unit 4, 5 & 6 trips 
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Appendix E: Comments and contribution by industry experts 
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