ABSTRACT Many sensor systems use a sliding window for track acquisition and consecutive misses for track loss. System designers need to balance the system performance of this process for true target tracks and false tracks, and are often interested in two measures: the waiting time to the first track acquisition, and the number of false tracks acquired in I scans. The system approaches a state of equilibrium when losses are present, wherein tracks are being acquired and lost at the same rate, and the probability of being in track is less than one and constant. That acquisition/loss process has not been adequately considered in the literature. This paper rigorously analyzes the process for multiple scans, using new techniques. However, due to complex interactions during the initial scans, there are cases where this is not sufficient. Therefore, the results are extended with a simple Markov process and an exponential fit. The extended results accurately estimate the probabilities of being in track, track acquisition, and track loss for either target tracks or false tracks, with and without losses. These methods can be used to calculate the desired measures. For track analysis, this approach has never been used before. The performance evaluation covers constant false alarm and target detection probabilities from 10 −10 to 1, and sliding windows up to 20 scans long. Variable probabilities of detection are also considered. Monte Carlo simulations of the process validate the results. An Excel spreadsheet is available which implements the algorithm presented in the paper.
I. INTRODUCTION
Sensors often execute a periodic scan in search of new targets and/or to maintain track on existing targets. A standard technique for deciding when to establish track uses a sliding window. A window of N scans is maintained, which records on each scan an associated detection or a miss for a given track gate. The window is slid forward on each scan, dropping the oldest entry and adding a new entry for the new scan. When there is no track and there are M detections in the window for that track gate with an associated detection on the last scan, track is established. (Some systems require two consecutive detections before commencing with the required M out of N criterion. That approach is also analyzed here.) When there are L consecutive misses for an established track, the track is terminated.
This analysis will use the term ''detection'' to refer to any associated positive return that falls within the track gate. To analyze performance for an actual target, designers should provide a probability of detection P d that represents the probability of detecting that target within the track gate. To analyze performance for false tracks, they should provide the probability of a false alarm P fa for one resolution cell in the track gate. Thus, many designers might use the techniques presented here twice -once for actual targets and a second time for false tracks. In any case, target tracks are analyzed for a single target in the absence of false alarms, and false tracks are analyzed for each resolution cell in the absence of true targets. The analysis is for a single sensor on a single platform.
To optimize the values of M , N , and L, with a probability of target detection P d (or false alarm P fa ), system designers need to know how long it will take to acquire a target, and how often false tracks will be acquired. When specifying the false track requirement for a system, a typical statement is ''The average false track acquisition rate shall not exceed K false tracks acquired per unit time.'' (The time may be in terms of minutes or hours, and if so, it is usually recast in terms of frame times or scans.) Therefore, two measures are often used. These are the average waiting time to the first (false) track acquisition and the average number of (false) tracks acquired by scan I . (If track loss is ignored, the latter measure is just the probability of being in track on scan I .)
The algorithm presented here provides the above two measures for a given track gate within the limits quoted in the abstract. It uses a set of recursive equations to analyze the initial scans, producing the probabilities of being in track, track acquisition, and track loss. Those results are then used to construct a simplified Markov process, and also to find an exponential fit to the probabilities, allowing the analysis to proceed to any number of scans. The Markov analysis and the exponential fit are then used to calculate the desired measures, and they are observed to agree with each other. Limiting values for an infinite number of scans are also provided. A comparison of the resulting measures calculated by the Markov analysis with the measures calculated using the exponential fit shows agreement, which is typically within 10 −5 %. This analysis has been encoded in an Excel 2010 spreadsheet with a Visual Basic code module, which is available as a downloaded associated file under ''Media.' ' A thorough literature search has revealed no previous analysis of this system's evolution when losses are present. Most of the effort to solve the problem occurred from 1975 to 1981, and aside from [1] and [8] , it has lain dormant since that time. That could be because those approaches involve a complex Markov process, and it is difficult to further develop that technique.
Although they developed it independently, [1] and [2] use the same technique to calculate the state probabilities for the possible sequences in the window, via a set of recursive equations. However, the methods used to calculate the resulting track structure, including the probabilities of track acquisition, being in track, and track loss, are unique to [1] . Those techniques are developed further and refined here. Reference [1] does not adequately deal with large windows or large scan numbers. It also does not consider false tracks. Reference [2] only considers the case where M = N and L = 1. It does provide the probability of a false track for M = N = 3, which agrees with the results here. However, it does not provide a general analysis of the system analyzed here.
References [3] through [7] all take a traditional approach, wherein the Markov states are determined by the sequence of detections and misses in the window, and their probabilities are calculated with a transition matrix. They all establish an absorption (or accumulator) state, entered when the system acquires a track. The probability of being in this state is the probability of being in track. The system never leaves this state after entry, and the state's probability is monotonically non-decreasing. These references do not consider the behavior when the loss criterion is included and there is no absorption state. The waiting time to the first track is not affected by this -it is the same whether or not losses are considered. However, when losses are present, the number of track acquisitions through scan I does not equate to the probability of being in track on scan I . None of these references deals with false tracks.
References [3] , [6] , and [7] only consider window sizes up to 4 or 5, and detection probabilities above 0.1. Furthermore, the results often provide only lower bounds, and in some cases are incorrect. For example, [6] claims that the waiting time for a system requiring 3 out of 3 (M = N = 3) with P d = 0.2 is 58.1 scans. However, the value found here is 155.0 scans. That value was calculated via three independent techniques: the exponential fit, Markov analysis, and Monte Carlo simulation. Reference [4] presents results for 8 out of 10 (M = 8, N = 10) and for P d values in the interval (0.1, 0.9), which agree with those here. It recognizes the exponential nature of the problem, and identifies the need for future effort using approximations (which is the approach taken here). However, the techniques used do not consider losses, and are limited to window sizes of about 12. Reference [5] gives a general M out of N solution for the probability of track, but provides no computational results and does not clearly state limits on N and P d . It does not consider losses.
Reference [8] considers the use of sliding windows in a dozen places. The performance evaluations for all of these techniques were examined. In most cases, Monte Carlo simulations are used to evaluate performance. However, these simulations cannot be used for very low values of P d (when it represents a false alarm probability) -the waiting times can be millions of scans long. There are several cases where algorithms are provided to calculate track acquisition waiting times and/or track probabilities (Sections 3.3 and 7.2). For false track analysis, Section 3.3 points out the need to consider variable gate volumes that are sequence dependent. (The gate volume is the number of resolution cells analyzed in one gate for possible false alarms when considering false track performance. These volumes change as the sequence of detections appearing in the window changes. Only one resolution cell is analyzed for true target track performance.) Reference [8] then creates ''absorbing'' or ''accumulator'' states that accept or reject the track. However, it does not analyze systems with no absorbing states, and which achieve a state of equilibrium wherein tracks are being continually acquired and lost in a balanced way. That is the case considered here when track loss is present. References [3] and [6] are cited on pages 235 and 548. (The cited paper by Muehe adds nothing new.) The remaining references given here are not cited.
Summarizing the above, no algorithm found in [1] through [8] analyzes this system as it evolves from its initial state to one wherein track acquisitions balance track losses, with the probability of being in track stabilizing on a value less than one, and with no absorbing states. Furthermore, when waiting times are provided in the literature, they can be off by a factor of two or more. Finally, none of the references claims the ability to deal with windows of the size dealt with here.
This paper addresses the above problems. While the basic approach is simple, the details are not. If you wish to employ this technique, you are encouraged to take advantage the spreadsheet offered above. VOLUME 6, 2018 Section II provides new methods that are used to calculate the probabilities of being in track, track acquisition, and track loss for each scan. These methods employ difference equations, which are used in lieu of the normal Markov transition matrix. Section III analyzes the system performance as the scan numbers increase. It describes that performance in very basic terms as a simple Markov process, deriving a new difference equation that governs system behavior when the number of scans is large enough. It also notes that an exponential fit is appropriate. It then presents a technique that can be used to calculate the desired measures. Section IV develops the exponential fit, while Sections V and VI provide the calculations of the expected number of tracks acquired and the waiting time to the first track acquisition. Section VII presents an analysis of track length and the equivalence of the waiting time and acquisition probability when the system is stable. It compares false track results in [8] with the results here. Section VIII examines the accuracy of the results, and Section IX provides a summary.
Appendix A provides methods used to calculate some needed sequence properties. Appendix B describes an algorithm that calculates the gate volumes. Appendix C describes an algorithm that chooses the scans used for the exponential fit and discusses round-off errors. Appendix D describes a modification to the exponential fit for false track analysis. Appendix E provides the derivation of an equation contained in Section V, and Appendix F provides a derivation of equations contained in Section VI. Finally, Appendix G presents and evaluates the results of the Monte Carlo simulations, which validate this analysis.
II. CALCULATING THE REFERENCE VALUES
To be clear about the system being analyzed, note that the sliding window is always maintained as long as there is at least one detection in the window, whether or not the system is in track. Obviously, there must be a detection on scan i in order to acquire track on that scan. So as an example, consider a system requiring 4 out of 10 detections for track acquisition and losing track with 3 consecutive misses (M = 4, N = 10, and L = 3). With an initial sequence of detections (1) and misses (0) such as (0, 0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1), it will acquire a track on scan 7, lose on 11, acquire on 12, lose on 15, and acquire on 16. (This is probably not a good design. It is too prone to oscillating into and out of track. This behavior can be reduced if L > N − M.)
The traditional method used to analyze these systems creates a transition matrix which multiplies the sequence probabilities at the beginning of scan i to obtain the sequence probabilities at the beginning of scan (i + 1). This process usually establishes one or more sequences as accumulator or absorbing states, from which the system cannot exit. When the system is in one of those states, it is identified as being in track, and the probability that the system is in track is the sum of the probabilities for those states. Absorbing states can also be established in which the system has rejected the possibility of track (this is done in [8] for false track analysis).
However, when track loss is possible, the system being analyzed has no absorbing states. Every sequence can eventually transition to one that will acquire or lose track. While the above approach can probably be modified to account for this, the modification appears to be rather complex. Since the approach in [1] deals with track loss, it will be modified and used for the analysis here.
The limit on the number of scans in [1] has been increased from 1,000 to 35,000. (However, most of the analysis done here is for 1000 scans.) The largest value for N , the window size, has been increased from 10 to 20. The process in [1] varies the probability of detection from scan to scan, but regards it as being the same for all sequences on any particular scan. However, due to variable gate volumes, the probability of detection depends upon the sequence that the system is in for false track analysis. Therefore, the approach in [1] is modified to account for this. In addition, the sequences in [1] are numbered with the leftmost (oldest) entry varying the most rapidly. To ease some bookkeeping requirements, sequence numbering is changed so that the rightmost (most recent) entry varies most rapidly. Finally, a new approach is used to calculate the track acquisition and loss probabilities, minimizing noise and round-off errors.
One additional enhancement has been incorporated. For track acquisition, [8] points out the benefit of requiring two consecutive detections in the window, before proceeding with the requirement for M detections in the next N scans. (Requiring two consecutive detections provides a more accurate extrapolation of future target location, which allows the gate volumes to be reduced, and hence reduces the false detection probabilities.) Both systems are analyzed here. = the number of most recent consecutive misses following the last detection in sequence j. See Appendix A for the calculation of this quantity.
j bm = any sequence j that the system is in at the beginning of a scan whose leftmost (oldest) entry is a miss. j bd = the same sequence j bm that the system is in at the beginning of a scan, except that the leftmost (oldest) entry is a detection. j em = the sequence j that the system is in at the end of a scan, to which sequences j bm and j bd will transition with a new miss during that scan. j ed = the sequence j that the system is in at the end of a scan, to which sequences j bm and j bd will transition with a new detection during that scan. p s (i, j) = the probability that the system is in sequence j at the beginning of scan i. p st (i, j) = the probability that the system is in sequence j and is in track at the beginning of scan i. p sa (i, j) = the probability that the system is in sequence j at the beginning of scan i and will acquire track during scan i. p sl (i, j) = the probability that the system was in sequence j at the beginning of scan (i − L) and will lose track during scan i. p d (i, j) = the probability that the system will record a detection during scan i given that it is in sequence j at the beginning of scan i.
The following process calculates the above probabilities,
(L is artificially set ≥ I when there are no losses.)
Initialize the process (2.1) 
Calculate the track probabilities (2.4)
End If
Calculate the track acquisition probabilities (2.5)
Calculate the track loss probabilities (2.6)
Next j
Next i
Equation sets (2.1) -(2.4) for p s (i, j) and p st (i, j) are justified in [1] , albeit with a different sequence numbering. Sequences here are numbered with the rightmost entry varying the most rapidly.
p sa (i, j) is calculated via (2.5) with the observation that a sequence will acquire track if and only if it is not in track at the beginning of the scan, there is a detection during the scan, and the number of detections m (j) in the sequence at the end of the scan is at least M.
For (2.6), track loss on scan i can occur only when the system is in track at the beginning of scan (i − L) with a detection on that scan, or when there is a track acquisition on that scan. In both cases, there must subsequently be L consecutive misses. The probability of this event is zero for the first (M + L − 1) scans for M /N systems, or (M + L + 1) scans for 2/2 & M/N systems. The indices j k are the sequences generated by a detection on scan (i − L) followed by L consecutive misses, starting with sequence j. Therefore:
Calculate the indices j k for track loss (2.8)
If L > N w , (2.4) will never recognize loss of track because there are never enough misses in the window. Furthermore, in this case the system is always in state p st (i, 1) when it loses track. The probability of staying in this state must therefore be reduced by the probability of track loss. This is done via (2.7). (The ''='' sign in (2.7) is technically an assignment operator.)
Now define a set of reference values, which will be used to analyze the performance of the system: p t (i) = the unconditional reference probability of being in track at the beginning of scan i, i ≤ I + 1. p a (i) = the unconditional reference probability of acquiring track during scan i, i ≤ I . p l (i) = the unconditional reference probability of losing track during scan i, i ≤ I .
These quantities are calculated from the sequence dependent probabilities as:
The above process is quite general. It can deal with target detection probabilities that vary from scan to scan, false alarm detection probabilities that vary from sequence to sequence, systems with and without track loss, M /N systems, and 2/2 & M/N systems. The different analyses are dealt with via the methods used to calculate m (j), l (j), and p d (i, j).
There are several observations to make regarding this process. First, there are no absorbing states. (If track loss is not possible, the probability that the system is in track given that it is in a particular sequence is non-decreasing, but each sequence will transition to other sequences as dictated by subsequent detections and misses.) Second, the sequence probabilities p s (i, j) are generated without any direct reference to the tracking status of the system. They depend only upon the values of N w and p d (i, j). Third, the process for calculating all of the reference values is additive -there is no calculation of a small difference between two relatively large quantities which is present in alternative approaches. This substantially reduces round-off errors and noise. Fourth, p t (i) is calculated without reference to p a (i) and p l (i), and vice versa. The obvious relationship
is not used. Therefore, it can be monitored to ensure that the values being calculated are correct.
To conduct further analysis of the system's behavior, some simplifying assumptions are needed. For true target track analysis, it will henceforth be assumed that
With this assumption, (2.6) is simplified, and for target track analysis (2.11) becomes 
For false track analysis, [8] points out the need to consider gate volumes. When there are no detections in the window, the gate volume is normally set to one resolution cell. When the system records a detection in the window, it can estimate the number of resolution cells that should be examined on the next scan by predicting possible target positions using an assumed target motion model and past measurements of target position. This estimate will depend upon the structure of the detections in the current window. Therefore, the track gate will be adjusted to include a set of resolution cells. Let V (j) be the gate volume, i.e. the number of resolution cells in the gate given that the system state is in sequence j. Since P d = P fa is the probability of a false alarm in one resolution cell, the probability of a detection in the gate when there is no target can be calculated as
is actually the probability of one or more false alarms in the gate volume V (j). It is assumed that if more than one false alarm appears, the system will choose only one for further processing. See Appendix B for a typical calculation of the gate volumes. Two versions are considered, open and closed.
For false track analysis, p d (j) is assumed to be constant over the scans, dependent only on the sequence j. Define the variable p lcm (j) = the probability that the system will incur L consecutive misses given that it starts in sequence j on any given scan, and has a detection on that scan. Note that while p lcm (j) is sequence dependent, it is constant for all scans and can be pre-computed, using (2.8), as:
This simplifies (2.6), which becomes The number of track gates is not addressed here. If P d represents a target detection probability, the results for a single target are valid as presented. Those results must be replicated for each target in the scan pattern. However, if P d = P fa represents a false alarm probability for one resolution cell which is applicable to each cell in the gate volumes (containing multiple resolution cells) calculated for a single track gate, the results presented here for that single track gate can and should be extended to include the entire set of track gates contained in the scan pattern. In other words, there may be false returns appearing in different windows on a given scan, and the results must be adjusted for this.
III. OBSERVATIONS OF THE SYSTEM'S BEHAVIOR
The following discussion further describes the system analyzed and presents empirical conclusions from observing the system's behavior in more than 700 cases Denote the analysis of a system with the indicated inputs For analyses that do not consider track loss, p t (i) asymptotically approaches 1 while p a (i) and p l (i) approach zero. Fig. 1 shows a typical set of results for T2(3,4, NL, P d ) in Fig. 1 . The cumulative probability mass function (cpmf) is just the probability of being in track at the end of the scan, which is p t (i + 1). This is also called the Cumulative Distribution Function (CDF). It is the probability that the first track acquisition occurs on or before scan i.
Since no tracks can be lost before the first track is acquired, the above analysis always provides the data required to calculate the waiting time to the first track acquisition. The criterion for track loss is not relevant. Of course, most real systems provide for loss of track after it is acquired. For those systems, p t (i) settles on a value less than 1, while p a (i) and p l (i) become equal. This behavior has been observed in all systems analyzed, for both true target tracks and false tracks. (This is not quite true because p a (i) is subject to roundoff error when it is decaying and becomes very small. That behavior will be examined later.)
The systems analyzed in Fig. 1 are re-analyzed in Fig. 2 with track loss requiring two consecutive misses. This analysis is used later to calculate the expected number of tracks acquired in I scans. It will eventually be shown that the number of tracks acquired on a given scan can actually decrease as the probability of detection increases. However, it is not always clear exactly how quickly the above observed system performance will evolve. As an example, consider the growth of p t (i) for F2O(4, 5, NL, 0.001) shown in Fig. 5 . Since there are no losses, p t (i) must eventually level off as it approaches a value of 1. However, it actually VOLUME 6, 2018 is slightly increasing its rate of growth for the first 400 scans. An analysis for FO(8, 10, NL, 0.001) shows that p t (i) is increasing its rate of growth for the first 1700 scans. For T(10, 10, 10, 0.55), p a (i) is still 3.5 times as large as p l (i) after the first 1000 scans. However, since there is track loss, they will eventually be equal. Obviously, these conditions cannot persist, but how many scans are required to determine the true long-term system behavior? Furthermore, the initial performance of some systems can be rather chaotic.
A method is needed which can analyze situations like this, successfully predict long term performance, and provide the system designer with results that can be trusted. Simply relying on an analysis of the initial scans using the equations in Section II is not sufficient.
To address this problem, begin with the definition of two new conditional probabilities: p acq (i) = the conditional probability that the system will acquire track on scan i given that it is not in track at the beginning of scan i p loss (i) = the conditional probability that the system will lose track on scan i given that it is in track at the beginning of scan i
From the law of conditional probability, it is clear that:
As the reference values become constant, p acq (i) and p loss (i) also become constant. In fact, p acq (i) and p loss (i) can become constant while the reference values are still evolving. Let scan i 0 be the scan at which p acq (i) and p loss (i) are constant. More formally, define
Now consider the system description shown in Fig. 6 . This system's evolution is described by (see [10] ):
Since P acq and P loss are constant, this is a Markov process. The above provides two equations, and they are the same. This is
3) is a simple discrete difference equation in P t (i) with constant coefficients. That is
The process is initialized on scan i 0 , with the initial value of P t (i 0 ) given by (3.2). Then it can be shown (see [11] ) that the solution for i ≥ i 0 is
where P t = P acq P acq + P loss .
Defining P a (i) and P l (i) as the unconditional probabilities of track acquisition and loss for this Markov process, it is clear that
As i becomes large, the steady state solution is
Whereas the above analysis demonstrates a method for extending the reference values, it does not address the issue of choosing i 0 . That choice is difficult because it requires an agreement on the definition of stability for p acq (i) and p loss (i). The degree to which small changes in their values can be accommodated while ensuring the validity of (3.2) and (3.3) is not clear. Additional analysis is required to resolve this issue.
From (3.4) -(3.6) it is clear that exponential fits for p t (i), p a (i), and p l (i) are appropriate when (3.2) holds. This requires the choice of two base scans, call them (i 1 , i 2 ). The values of the reference variables at these two scans can be used to develop the exponential fits. This approach provides an additional way to extend the reference values. Now set i 0 = i 2 , and compare the extension provided by the Markov analysis with that provided by the exponential fits. They should agree with each other for all scans beyond i 2 and should predict the same limiting properties at infinity.
Finally, use the equations developed in Section II to rigorously extend the reference values beyond i 2 for a limited number of scans, and compare those values with the exponential fit (which will be described in detail later) and Markov analysis extensions. You can define acceptable agreement for yourself. If any of the three do not agree, the choice of the base scans can be revised. This usually entails increasing their values.
Since the three extensions use entirely different formulations, their agreement makes a strong case for the accuracy of the results. Once this agreement has been verified, the exponential fits and the Markov analysis can be used to safely extend the reference values to infinity, without further analysis using the equations in Section II.
This research has found that for true target track analysis, there is always enough information in the first 500 scans to obtain excellent agreement for all three formulations. The exponential fit tends to be slightly better than the Markov analysis, because it can accommodate changes in P acq and P loss .
False track analysis also usually succeeds with less than 500 scans, but there are exceptions. For the system in Fig. 5 , the expected waiting time to the first false track is 1.455 × 10 7 scans. The Markov analysis requires only 150 scans to achieve 1% accuracy, which is quicker than expected. However, the exponential fit requires 630 scans to achieve 1% accuracy, and this is required to ensure that the values are correct. For the worst case found, FO(10, 15, NL, 0.001), the expected waiting time to the first false track was 6.488 × 10 10 scans. 4,500 scans were required to reduce the error from the Markov analysis to less than 1%. But 10,500 scans were required to reduce the error from the exponential fit to less than 1%., Note that for false tracks, VOLUME 6, 2018 P acq and P loss tend to stabilize before the reference values stabilize or begin their exponential decay.
False track analysis must deal with the variability of detection probabilities between different sequences for various gate volume calculations. Since you can invoke your own gate volume calculations, the above observations are limited to those studied here.
A major conclusion of this effort is that analysis of the initial scans using the equations in Section II is rigorous, but in some cases, it is not sufficient. However, valid results can always be obtained using the extension techniques presented in this section.
The above claims have been explored over the following limits: Probabilities of detection (or false alarm) can be equal to 0, 1, or range from 10 −10 to (1-10 −8 ). All systems can be analyzed with no losses or losses requiring from 1 to 30 consecutive misses. T(. . .) systems can be analyzed for N up to 20. The limit for T2(. . .) systems is N ≤ 18, F(. . .) systems are limited to N ≤ 15, and F2(. . .) systems are limited to N ≤ 13. The different limits on N reflect the need for T2(. . .) and F2(. . .) systems to accommodate two additional scans, and the need for F(. . .) and F2(. . .) systems to store up to 30 scans for the probability of loss calculations. All of these limits can be increased by increasing the dimensions of the stored arrays in the Excel spreadsheet. However, the resulting performance has not been examined.
The computer used was a 3 GHz Intel processor, 64 bit, with 8 GB RAM. Computational times are approximately 3.4 × 10 Monte Carlo analysis has confirmed the results for more than 50 different cases. You may wonder why false alarm probabilities greater than 0.01 are considered. The reason is that these probabilities allow validation of the false track rate by Monte Carlo simulation, which is not possible with realistic values of P fa .
IV. THE EXPONENTIAL FIT
Given the reference values p t (i), p a (i), and p l (i) for i ≤ I, the next step is to construct an exponential curve fit to these values. Singularities and round-off error are not fully addressed in this and the following discussions. They are fully addressed in the Excel spreadsheet. For instance, when an expression of the form 1 − e −x is encountered, it is always replaced by the following (with ε = 10 −10 ):
Define the following variables:
p te (i s ) = the estimated probability of being in track at the beginning of scan i s p ae (i s ) = the estimated probability of acquiring track during scan i s p le (i s ) = the estimated probability of losing track during scan i s Also, define the following closely related exponential fits:
Clearly, P t , P a , and P l are the stationary values when i s is large and/or when the reference values are constant. Obviously 0 ≤ P t , P a , P l ≤ 1. The exponential fit is used only for larger values of i s , since the behavior of the system can be quite complex for lower values of i s . Note that as any of the values for b t , b a , or b l approach 0 with changes in the system being analyzed, there is a discontinuity in the calculated values. This can be removed with a slightly different formulation, but the resulting exponential fit is inferior. (This is an observation from actually trying alternative approaches.) Since the probabilities are always ≤1, the values of b t , b a , and b l are ≥0.
There are three values of i s which must be chosen. There are two base scans i 1 and i 2 , which are the scans used to form the exponential fit. The third value is a break point i 2 , which determines when the estimated values switch from the reference values to the exponential fit. Note that the purpose of the exponential fit is to extend the reference values, not to replace them. Thus:
Scans i 1 and i 2 are chosen via an algorithm described in Appendix C, which also discusses round-off errors. They are never more than 500 scans, by design. For now, set i 2 = i 2 . (The reason for the distinction will be explained later.) Equations (4.1) -(4.3) contain 9 unknowns: P t , P a , P l , b t , b a , b l , A t , A a , and A l . Choosing the two base scans i 1 and i 2 immediately yields six equations from (4.1) -(4.3):
When the system is in a steady state and there are losses, P a = p a (i) = p l (i) = P l and p t (i) = P t . In this case, for target track analysis (2.14) becomes
For false track analysis, (4.10a) is replaced by:
See Appendix D for the derivation of (4.10b). If there are no losses, P a = P l = 0, and P t = 1. Equations (4.7) -(4.9) yield
12)
14)
At this point, the only unknown is P t when there are losses. The next step is to find a ''temporary'' exponential fit in order to solve for P t . Re-write (4.7) as:
Setting the RHS's of (4.18) and (2.12) equal to each other yields
Subtracting these two equations from each other eliminates P t and yields an equation that can be solved for b t . The result is
Subtracting the two equations (4.17) from each other also eliminates P t , and solving for A t yields
Finally, (4.17) gives
It does not matter which index is chosen -the index i 1 would give the same value.
Because of round-off error, it is possible for p t (i 2 ) to exceed P t slightly. Since the true value of P t is an upper bound on p t (i), it must be as great as p t (i 2 ) if p t (i 2 ) is less than 1. In this case, p t (i 2 ) is a more accurate estimate of the limiting value. It is also possible for P t to slightly exceed 1, in which case 1 is the best estimate. Therefore, P t is set as:
Having found the value of P t , the quantities b t , A t and P t given by (4.19) -(4.21) are not valid if P t = P t . Even though they may remain valid when P t = P t , they are discarded. The final fit is found from (4.10) -(4.16) and used in (4.1) -(4.3). Now consider the reason for the distinction between i 2 and i 2 . Up until now, they have been equal. However, there is one case that requires special handling when constructing the exponential fit. This is when p t (i) is changing while p a (i) and p l (i) are stable. With δ = 10 −10 , the conditions for this special case are 2 and
Case NY.
(The Case nomenclature refers to an N for the stability of p t (i) and a Y for the stability of p l (i) and p a (i).) Since p l (i) and p a (i) are stable while p t (i) is changing, neither (2.14) nor (2.17) can hold. Therefore, p l (i) = 0 and P loss = 0. (This can also be proven directly from the conditions in Case NY.)
Note that the system can only acquire track if it is not in track. In this situation, the evolution of p a (i) is largely driven by the evolution of (1 − p t (i)). Since p a (i) is stable, (1 − p t (i)) must also be stable, even though p t (i) is increasing. Therefore, p t (i) must be very small with respect to 1. And since
with no losses, p a (i) must also be quite small. The stability of p acq (i) has not yet been addressed. However, using (3.1) with (4.23) and denoting the stable value of p a (i) as p a , it is easy to show that
Since p t (i) and p a (i) are both negligible with respect to 1, this becomes
Therefore, p acq (i) is stable, and the Markov process described in Section III is valid. Equation (3.8) now becomes P t = 1 and P a = P l = 0.
(4.24) VOLUME 6, 2018 Equation (4.24) says that p t (i) will approach 1 and p a (i) will approach 0. However, the reference values for p a (i) are stable, so a direct exponential fit to those values will not work. Whereas the rate of decay for p a (i) is not directly available, there is information in the rate of growth of p t (i). Since P loss = 0, (3.4) becomes (with i 0 = i 2 )
(4.25) Equation (3.5) can be used to estimate the value of P acq :
A first order Taylor Series expansion of (4.25) is needed because the value of P acq is extremely small. The result is
A base scan i 2 > i 2 can now be chosen which will induce a change in p a (i). Choose a value for p t (i 2 ) which is large compared to the current values of p t (i), but small enough to maintain the validity of (4.27), say p t = 10 −8 . The actual value chosen is not critical. This value is large enough to induce a change in p a (i) and small enough to maintain the validity of the Taylor Series expansion. i 2 will adapt to whatever value is chosen. Setting p t (i 2 ) = p t and using this value in (4.27) gives
The only unknown here is i 2 . When the situation is normal and Case NY does not apply, simply set i 2 = i 2 . When it does apply, solving for i 2 gives
The value of i 2 for Case NY will usually be quite large. Since i 2 has been discretized, the correct value for p t (i 2 ) is given by (4.27) as
Equations (4.26) and (3.5) with i = i 2 provide the value for p a (i 2 ):
The above holds for both values of i 2 . Since p l i 2 = 0 for Case NY, the following also holds for both values:
(4.31)
The exponential fit is now constructed from the reference values p t (i 1 ), p a (i 1 ), p l (i 1 )) and (i 2 , p t (i 2 ), p a (i 2 ), p l (i 2 ) ), with the latter being provided by (4.28) -(4.31). This is always done, and it is valid for all cases. Equation (4.28) is the only one that actually recognizes Case NY.
At this point, there is an exponential fit using scans (i 1 , i 2 ) with the break point still at scan i 2 . The values for p te (i s ) must be calculated for the interval i 2 , i 2 . To preserve continuity at both i 2 and i 2 , (4.27) is used, and (4.4) is replaced by:
The
Equation (4.6) remains valid, since p l (i) = 0 for Case NY. Equations (4.32), (4.33), and (4.6) are used to calculate the estimated values.
Using the exponential fit for the interval i 2 , i 2 is acceptable, since the difference is quite small. (This is done in Section VI.) However, the exponential fit is based on the points (i 1 , i 2 ), and does not use the values at the break point i 2 for Case NY. So using the fit would introduce a small discontinuity at i 2 , where the estimated values switch from the reference values to the calculated values. Equations (4.32) and (4.33) are not difficult to implement, and they are used to maintain continuity at i 2 .
Summarizing the above:
• Section II provides the reference values for i s ≤ I . (I is the number of scans analyzed, but only those for i s ≤ i 2 will be used.)
• Appendix C provides i 1 and i 2 ≤ I .
• Equations (4.28) -(4.31) provide i 2 and the reference values at i 2 .
• Equations (4.19) -(4.22) provide P t .
• Equations (4.10) -(4.16) provide the remaining parameters for the exponential fit, which are used in (4.1) -(4.3).
• The final estimated values are provided by (4.32), (4.33) and (4.6). Fig. 7 -Fig. 14 compare the final estimated values p te (i), p ae (i), and p le (i) with the reference values p t (i), p a (i), and p l (i) from the recursion developed in Section II. The only visible difference is in Fig. 9 . The analyses shown were chosen to illustrate typical behavior and to highlight interesting features. For Fig. 7 , the errors between the estimated and reference values are less than 0.014% at 2000 scans. For the other figures here, the errors are always less than 0.0002% at 1000 scans.
V. THE AVERAGE NUMBER OF TRACKS ACQUIRED
This section provides two independent methods for calculating the expected number of tracks acquired at the end of scan i s . The first technique employs the exponential fit. The second For a single track gate, the average number of tracks acquired at the end of scan i s is the sum of the unconditional VOLUME 6, 2018 FIGURE 13. This is the same system as that shown in Fig. 12 , analyzed for false track probability of loss performance. Again, the performance is typical. The base scans were also @ 200 and 400.
acquisition probabilities through scan i s :
For true target track analysis, this is the number of times track is acquired and subsequently lost on a single target during i s scans, with no false alarms. For false track analysis, it is the number of false tracks acquired and then lost in that track gate during i s scans, with no true targets. In both cases, the final track acquired may or may not still exist.
It will be useful to define the following quantities:
Equation (4.33) is used to evaluate p ae (i). So for i s ≤ i 2 , (5.1) is:
For i 2 < i s ≤ i 2 , complete the above sum and continue to add the new terms:
(See [12] for summation formulae.) For i 2 < i s , using the exponential fit from (4.2) and (4.14), the result is:
is not always flat as the system evolves for false track analysis. The base scans were @ 300 and 500.
The last form eliminates A a to reduce round-off error. To obtain the average number of tracks acquired at the beginning of scan i s , simply subtract p ae (i s ) from N e (i s ).
The above applies whether or not there are losses. When there are no losses, the standard deviation of the number of tracks acquired at the end of scan i s is derived in Appendix E. The result is:
Also, note that when there are no losses, p te (i s + 1) is the same as N e (i s ), providing an instant and simple check. Therefore N e (i s ) is the estimated cpmf or CDF as discussed for Fig. 1 .
When the transition matrix for Fig. 6 is stable, the evolution is a Markov process and (3.1) can be used to estimate P acq and P loss at the break point i 2 :
Equations (3.8) and (3.4) become (with i 0 = i 2 ): P t (i) = P t − P t − p t i 2 1 − P acq − P loss (i−i 2 )
(5.8) Equation (3.5) becomes:
The average number of tracks acquired at the end of scan i s is the number of tracks at the end of scan i 2 augmented by the sum of the acquisition probabilities from scan i 2 + 1 through scan i s :
Using (5.6) -(5.9), for i s ≥ i 2 this is:
Equations (5.4) and (5.10) usually yield the same results. Depending upon the particular system being analyzed, one or the other may yield a better estimate. If they differ, the base scans should be increased until you are satisfied with their agreement. This has always been possible for every system examined. Fig. 15 thru Fig. 21 illustrate the impact of P d , M /N , and L on N e (i). In each figure, unless otherwise noted, the right-most values of the curves appear in the same order as the labels.
The behavior in Fig. 15 is interesting. For low scan numbers,N e (i) is larger when P d is larger, as expected. However, for larger scan numbers, N e (i) is smaller when P d is larger. The larger values of P d reduce the value of p l (i) as expected. Tracks persist for a longer period of time. Track cannot be acquired if you are already in track, and so the value of p a (i) is reduced. This lowers the level at which p l (i) and p a (i) are in equilibrium. The result is lower values of N e (i). The effect dies out for the lower values of P fa in Fig. 16 .
The values of N e (i) shown in Fig. 17 thru Fig. 19 would be the same if the values of p t (i + 1) were plotted instead. So this is also the cmpf (CDF) plotted in Fig. 1 . The results in Fig. 17 agree with those in [4] at the three points designated by diamonds on each of the two curves for P d = 0.1 and 0.2.
The results in Fig. 16 and Fig. 18 indicate that for these systems, when P fa ≤ 10 −3 , the growth in N e (i) is essentially linear for a substantial number of scans. This is discussed further in Section VII.
VI. THE WAITING TIME TO THE FIRST TRACK
Similar to Section V, this section provides two independent approaches for calculating the waiting times. As before, VOLUME 6, 2018 FIGURE 19. This depicts the performance during the initial scans for the analyses shown in Fig. 18 . The linear growth of N e (i) begins quickly. the first approach employs the exponential fit, while the second approach uses the Markov analysis.
There cannot be a loss before the first track is acquired. (If there is, the track being lost precedes the track being acquired, and so the track being acquired cannot be the first track acquired.) Therefore, the system knows nothing about losses when the first track is acquired. The waiting time to the first track acquisition for S (M , N , L, P d ), for any value of L, is the same as that for S (M , N , NL, P d ). This allows the calculation of the waiting time to proceed only for systems without losses, with the claim that the results also apply to the same system with losses.
The time of acquisition is set to the end of the scan that made the relevant detection, since many systems defer the decision on track acquisition to the end of the scan. (This differs from [1] , which sets the time to the middle of the scan. All of the other references cited are in accord with the definition used here.)
Details of the derivation of the following equations are contained in Appendix F. For this analysis, the exponential fit for p ae (i) using the base scans (i 1 , i 2 ) is employed to cover the entire region beyond the break point i 2 . In light of the infinity of scans analyzed here, the linear fit in the interval i 2 , i 2 adds little to the accuracy of the calculations. The exponential fit is accurate enough to provide the same results. There are no losses, so P l = P a = 0. Therefore, (4.2) and (4.5) yield
ip ae (i)
where, using (4.14) to eliminate A a and reduce round-off error, α is
Since p a (i 2 ) can be evaluated with (4.30) and (4.29), everything is in terms of the reference values in the interval (1,i 2 ) .
The variance of the time to acquisition of the first track is estimated by:
where α is given by (6.2). Again, everything is in terms of the reference values in the interval (1, i 2 ) . The standard deviation of the time is the square root of (6.3). The second approach uses the Markov analysis. p ae (i) is replaced by P a (i) in (6.1), wherein P a (i) is evaluated using (5.9) and (5.8) with P t = 1 (since there are no losses). The result is Similar to Section V, (6.1) and (6.4) usually agree with each other. There is always complete agreement between the values of T e and T m as shown in Table 2 and Table 3 . Table 2 presents false track analyses, providing the estimated waiting times T e for a sampling of M , N , and P fa for a variety of F2O(. . .) and FO(. . .) systems. The standard deviation from (6.3) is not shown because it is the same as T e . This implies that the distribution of T e is exponential for false tracks. Table 3 provides the true target track estimated waiting times T e and standard deviations σ t for T2(. . .) and T(. . .) analyses. The values of M and N are the same as those in Table 2 .
Compare the waiting times for F2O(M,N) and T2(M,N) systems with those for FO(M + 2, N + 2) and T(M + 2, N + 2) systems. The former incur slightly longer waiting times, as expected. This is because the requirement for two consecutive detections is more restrictive.
The results for the T2(. . .) analyses presented in Table 3 include those presented in [8] , Table 3 .3.5-1. There is complete agreement with the exception of the waiting times for T2(3, 4, NL, P d ). The times in [8] for this case are slightly higher than the times shown in References [3] and [6] present results for T(. . .) systems for N ≤ 4 and for P d in the interval (0.1, 0.9), with no losses. The results in [3] agree with those presented here in Table 3 , albeit there are some minor discrepancies. For example, the value of T e is given as 62.476 for T (2, 3, NL, 0.1). That value is the result if the analysis is terminated at 500 scans. However, the first acquisition sometimes occurs later than that, and when extended to infinitely many scans, the correct value is 62.632.
The results in [6] are in agreement for P d above 0.4. However, the results at and below 0.4 do not always agree. For example, [6] gives the value of T e as 58.1 scans for T (3, 3, NL, 0.2). The value given in Table 3 is 155.0 scans, and this has been verified by Monte Carlo simulation.
VII. STEADY STATE PERFORMANCE AND TRACK LENGTH
This section presents an analysis of the system in its steady state, when the reference values are constant. Consider the following equation: 
When the system is in steady state, this is
Therefore,
Using (7.1) and (3.8), this is
2) P t and P l can be evaluated with (4.22) and (4.10) using the exponential fit, or with (5.6) and (5.7) using the Markov process. If there is no track loss, the track length is infinite. Now consider a relationship between the waiting time to the first track and the probability of track acquisition when the latter is constant over a large number of scans and the impact of the initial scans is negligible. Given that the system is not in track, the waiting time is i scans long when the system acquires track on the i th scan and has not previously acquired track. Using (7.1) and (3.1), this is Case 9 uses a transition matrix with the same structure as that in [8] , (3.3.4-13) . This analyzes false tracks for the 2/2 & 2/3 case. Equation (2.15) was used to calculate the probability of detection. There are eight states defined in [8] . See Table 5 in Appendix B. For those states, the gate volumes were those calculated in Appendix B with σ x = σ y = 1. In Cases 1 thru 4, there are 32 states and the closed down gate volume calculation (also with σ x = σ y = 1 in Appendix B) was an attempt to induce behavior similar to the false track rejection process in Case 9. That attempt was successful, since Case 1 yields results very close to Case 9. (Reference [8] defines P FT as the probability of acquiring a false track given that the system is not in track, which is the same as P acq here.) However, Case 9 does not match Case 5 because (2.15) was used to calculate the probability of detection. Case 9a uses the transition matrix and detection probabilities calculated in [8] Table 5 . Since state 8 is an absorbing state, no gate volume is needed for it.) However, a match with Case 5 was not obtained until Case 9b, with σ = 0.952.
Comparing Cases 1 and 5 shows the impact of using (2.15). The decrease in the probability of acquisition is not as sensitive to the decrease in p fa when (2.15) is used as in Case 1.
For high values of p fa the detection probabilities calculated using (2.15) are lower than those in [8] , whereas for low values of p fa they are essentially the same.
Cases 5q -8q use a slightly different target model, but they yield results similar to Cases 1-4. The two sets show the same trends, with the results from [8] being slightly larger. This is largely due to the target / measurement models used, which apparently increased the gate volumes and therefore the probability of acquisition in [8] . Other differences include different transition matrices and different detection probability calculations.
For the techniques used in this paper, the structure of the transition matrix is the same for true target track and false track analyses. The only difference is the use of (2.13) versus (2.15). In [8] , the transition matrices have different structures. The possible impact of rejecting tracks when analyzing true target tracks is not discussed.
Cases 26-29 measure track length from the time of acquisition to the time of loss, for L = 1 or 2. It is slightly larger than L, as expected. Cases 30-33 give the track lengths from [8] , which does not consider track loss after acquisition. It defines the length as the time to rejection. Equation (7.2) is not sensitive to the stability of the process -the occurrence of track loss is fairly stable once a track is acquired. However, (7.3) and (7.4) do not hold for various cases. For example, evaluating p a and p acq at 100 scans, FO(8, 10, NL, 0.001, 1000) with (7.3) gives a waiting time of 3.578 × 10 9 , while (7.4) gives the number of false tracks as 2.795 × 10 −7 . However, the correct values are 2.497 × 10 9 and 3.669 × 10 −7 . For the system T(6, 9, NL, 0.6, 1000), (7. 3) gives 8.266 and (7.4) yields 5.921 × 10 −4 , but the correct values are 12.85 and 1.
However, if your system exhibits the behavior of the systems analyzed here or those in Fig. 18 , you can rewrite (7.4) as Table 2 , rows 3, 2, 4 and 5. For higher values of P fa , closing down the gate volumes substantially increases the waiting time to the first false track acquisition. The effect lessens as P fa becomes smaller.
VIII. THE VALIDITY OF THE ESTIMATED VALUES
The error analysis presented in this section provides ample evidence of the robustness and accuracy of the approach. It considers the quality of the exponential fit to the reference values, and the agreement between the exponential fit and results calculated using the Markov analysis. (For an examination of the quality of the reference values themselves, see Appendix G.) Furthermore, the analysis presented in [4] clearly justifies the approach used here when there are no losses.
There are 88,970 combinations of M , N , and L; while P d ranges from 10 −10 to (1-10 −8 ), with 0 and 1. In addition, there are 6 cases: T(. . .), TO(. . .), FO(. . .), F2O(. . .), FC(. . .), and F2C(. . .). Obviously, it is not possible to examine everything. Over the course of this research, more than 50 test cases were developed. In addition, more than 60 ''extreme'' cases at the boundaries of the region were examined. Finally, the cases in Fig. 1 -Fig. 21 and Table 2 -Table 4 were monitored. This is the ''universe'' upon which the following error analysis is based, consisting of more than 700 cases.
Throughout this analysis, errors or differences were monitored for nine estimated quantities: This is denoted as a % Difference if both quantities are estimated. An additional monitored error is ε p (i), 
defined as:
ε p (i s ) = the cumulative error between the reference probability of track at the end of scan i s , p t (i s + 1), and a value calculated from the estimated probabilities p ae (i) and p le (i)
This error is the one most likely to grow as the number of scans increases, since it compares the reference variable p t (i) to exponential fits for completely different reference variables, and accumulates that error over time. Although it is not involved in any of the final results, it is indicative of inconsistencies which require further investigation. Another key error subject to possible growth over time is that for N e (i). This was carefully examined, since N e (i) is one of the main results.
Differences between the reference values and the estimated values due to round-off errors are discussed in Appendix C.
For true target track analyses, the base scans were always chosen to be 500 scans or less. The initial analyses were conducted for a total of 600 scans. The following discussion applies to these cases. False track analysis will be discussed later.
The error analysis for true target tracks uncovered no errors or differences in excess of 0.1% for the fits between the reference values and the estimated values. Most errors or differences are substantially smaller, less than 10 −5 %.
There was one true target track analysis where (N e (i), N m (i)) was subject to a growth in difference as the scan number increased beyond 600 scans, and that is depicted in Fig. 22 . The difference is zero for the first 500 scans because i 2 = 500. It then increases until scan 6363, and drops off when N m (i) reaches its limit of 1 while N e (i) continues to approach 1, finally leading to a difference of 0 when both are VOLUME 6, 2018 FIGURE 23. This true target analysis shows the only observed case of error growth for the difference between N e (i) and N(i), but the error is very small. equal to 1. This is due to slightly different rise times in the two quantities. (Larger differences are possible with very large scan numbers, but this is due to computational difficulties with N m (i) . N e (i) matches the reference values for large scan numbers.)
Those true target analyses showing error growth in ε p (i) at 600 scans were further analyzed at 10,000 or 35,000 scans. T(20, 20, 30, 0.55, 10000) showed the largest growth in ε p (i), albeit with very poor performance. It is also the only true target analysis showing continued error growth for N e (i), depicted in Fig. 23 . Assuming the error continues to grow linearly beyond the first 10,000 scans, it would take more than 10 11 scans for the error in N e (i) to reach 0.1%. N e 10 11 = 3.17, and so the error at that point would be 0.00317 tracks acquired.
All compared quantities seem to be well behaved. No significant error growth was detected for true target track analyses.
For false track analysis, things are not quite as copacetic. In most cases, 500 scans were enough to achieve the same level of performance. However, there were exceptions. There were several cases where 1000 scans were required. As observed in Section III, FO(10, 15, NL, 0.001) was the worst case encountered. The expected waiting time to the first false track was 6.4885 × 10 10 scans, and the dominant errors were for this quantity. 4,500 scans were required to reduce the error from the Markov analysis to less than 1%. However, 10,500 scans were required to reduce the error from the exponential fit to less than 1%. 11,500 scans were required to achieve 0.1% accuracy for both quantities. 
IX. SUMMARY AND CONCLUSIONS
All of the results in this analysis depend upon a set of reference values (p t (i) , p a (i) , and p l (i) ) produced by the equation set described in Section II. That equation set is new, and is quite general in nature. It considers track loss and the resulting evolution of the system as the scans proceed, an analysis not found elsewhere. It can even accommodate true target detection probabilities that vary with the scan number. However, the Markov analysis and exponential fit are not likely to be applicable in that case.
The reference values form the basis for a simplified Markov process and an exponential fit. These are used to calculate two measures: the expected waiting time to the first track acquisition and the average number of tracks acquired in I scans.
The Markov analysis is described by Table 2 and Table 3 provide typical results for T e (= T m ). The average track length is given by (7.2). The measures calculated are valid when the reference values, Markov analysis, and exponential fit all agree.
For true target track analyses, the following behaviors are observed:
• There is always enough information in the first 500 scans to accurately provide the desired measures. The quality of the fit to the reference values is excellent, usually at the level of round-off error. The worst-case error was less than 0.1% for all quantities.
• The exponential fit tends to work slightly better than the Markov analysis. This is because the exponential fit can capture the effects of the evolution of p acq (i) and p loss (i) before they are stable.
• System performance during the initial scans can be complex. This is primarily due to the behavior of p a (i).
The initial performance of p a (i) can be rather chaotic, and it is subject to round-off errors. p l (i) and p t (i) are well behaved, but their initial growth is not always exponential and can require a large number of scans to stabilize.
• For lower values of P d , the waiting times are close to being exponentially distributed.
• When track loss is present and P d increases, the number of tracks acquired increases for the initial scans, but it decreases for larger scan numbers. This reflects a more stable tracking process during the later scans. For false track analyses, the main observations are:
• All of the conclusions for false tracks depend upon the gate volumes used here. You may encounter different results with alternative gate volume calculations.
• Most false tracks can be analyzed using the first 500 scans, although a few require 1000 scans. However, the worst case required 11,500 scans to reach 0.1% accuracy for all quantities.
• The Markov analysis is superior to the exponential fit for false tracks. (For the example cited above, it achieved 0.1% accuracy with 2,900 scans.) This is because the exponential fit cannot be found until after p acq (i) and p loss (i) have stabilized.
• The initial performance of p a (i), p l (i) and p t (i) is well behaved, but their initial growth is not always exponential, and can require a large number of scans to stabilize.
• The waiting times are exponentially distributed.
• When track loss is present and P fa increases, the number of false tracks acquired increases as long as P fa is not too high.
• Systems that are more difficult to analyze often have larger values of P fa .
• Closing down the gate volumes yields system performance similar to the false track rejection approach used in [8] .
• For systems that are stable, (7.5) can be used to calculate a false track probability of acquisition. However, there are systems for which this is not valid. In those cases, the number of false tracks acquired in I scans should be used as the relevant measure of system performance. Smaller values are better. The following holds for both true target and false track analyses:
• The techniques developed here were successfully used for every system examined. Errors less than 0.1% were always achievable. In many cases, the errors are at the level of round-off error.
• Performance estimates are provided for any number of scans, including an infinite number of scans.
• Systems that are more difficult to analyze often have larger windows.
• As the probabilities of true target detection or false alarm increase, the average waiting time to the first (false) track and its variance both decrease.
• Changing the number of misses required for track loss has no impact upon the average waiting time to the first track. Increasing it increases the track length and decreases the number of tracks acquired.
• Given that their ratio is maintained, larger values of M and N (the number of detections required for track acquisition and the window size) incur longer waiting times and fewer tracks acquired. Keeping M constant while increasing N decreases the average waiting time.
• 2/2 & M/N systems have slightly longer waiting times than (M + 2)/(N + 2) systems. This is because the track acquisition requirement that the first two detections be consecutive is more difficult to meet. System designers should balance the performance for true target tracks and false tracks using the following approaches, dependent upon the way in which the system requirements are specified
• Maximize the probability of the first true target track acquisition on scan I while meeting or exceeding a requirement for the waiting time to the first false track, or without exceeding a requirement for the number of false tracks acquired in K scans
• Minimize the waiting time to the first true target track while meeting or exceeding a requirement for the waiting time to the first false track, or without exceeding a requirement for the number of false tracks acquired in K scans
• Maximize the waiting time to the first false track or minimize the number of false tracks acquired in K scans without exceeding a requirement for the waiting time to the first true target track
• Maximize the waiting time to the first false track or minimize the number of false tracks acquired in K scans while meeting or exceeding a requirement for the probability of the first true target track acquisition on scan I. Results have been provided which correlate with, update, and extend those previously provided in the literature. Agreement is usually excellent, although errors in the literature were discovered, sometimes off by a factor of two or more. For those and other cases, Monte Carlo analyses were performed, and validated the approach used here.
There is no formal proof that every system reaches stable states in the manner empirically observed in Section III. However, the quality of the fit inspires the conjecture that a formal proof is possible.
An Excel spreadsheet is available upon request. It calculates all quantities for a range of inputs covering sliding window sizes up to 20, with consecutive misses for track loss up to 30, and probabilities of detection or false alarm ranging from 1 to 10 −10 . The only computationally intensive operation is the generation of the reference scans for large window sizes. (Computational times were 3.8 seconds per scan for a window of size 20.) After the initial calculation, any number of scans can be instantly analyzed and re-analyzed, from 1 to 10 300 .
In summary, this analysis offers a computationally robust and validated solution to the basic sliding window problem with losses, which should be applicable to many practical applications.
APPENDIX A THE NUMBER OF DETECTIONS AND CONSECUTIVE MISSES IN THE WINDOW
This appendix describes the techniques used to calculate the number of most recent consecutive misses and the number of detections for each possible sequence in the window. The algorithms were developed by observing the patterns of the sequence states. They are contained in the Visual Basic code module run by the spreadsheet.
Sequences are numbered with the right most (most recent) detection indicator varying the most rapidly. So for a sequence set of size 8, the numbering is: Execute the following to calculate l (j), the number of consecutive misses after the last detection. This is valid for all systems and all gate volume calculations. Calculate m n (j), the number of detections after the first two detections for the set of sequences with n slots following the first two detections. This set of sequences will be referred to as a ''window set of size n''. It contains 2 n sequences, each of length n. The set will appear periodically in the entire set of 2 N w sequences of length N w . (This calculation is the same as (A-2) above, with n replacing N w .)
Calculate K , the last sequence of the last window set of size n that appears in the entire sequence set of 2 N w sequences, and is not covered by a larger window set.
If n ≤ N w − 5, subtract the sum as indicated:
Calculate the jump δ between each window set of size n that appears, and adjust K to give the number of sets.
Load the window set of size n values for m n (j n ) into the m (j) values for the appropriate sequence set containing N w slots. This provides the values of m (j) for each sequence of size N w having n slots following the first two consecutive detections.
Next k Next n (Loop starts at (A-3))
The above process will load sets of m (j + j n ) for values of n which may be subsequently overwritten and corrected when m (j + j n ) is loaded for larger values of n. Table 5 in Appendix B.
APPENDIX B CALCULATING THE GATE VOLUMES
The gate volume is the number of resolution cells contained in the track gate. This depends upon the structure of the detections and misses in the sequence when the probability of a detection in the window is calculated, and so it is dependent upon the sequence state. It is used only for the false track analysis. (The gate volumes are artificially set to one for all true target track analyses, wherein the probability of a target detection in the window is P d .) The probability that a false detection appears in the window is thereby increased, since the probability of a false alarm P fa is applicable for each resolution cell in the gate. The gate volume calculations presented here are based upon the techniques in [8, pp. 162-164] . The algorithm is contained in the subroutine Gate_Volume in the Visual Basic code module run by the spreadsheet.
The following inputs are calculated in the code before the call to Gate_Volume: The measurement space is assumed to be independent position measurements in two dimensions, x and y. The target is assumed to be in constant linear motion in the measurement space. V g is the area covering the maximum distance the target can move during one scan (in resolution cells), based upon its assumed maximum speed in the measurement space. Therefore, if this is 10 resolution cells / scan in any arbitrary direction, the value would be V g = π r 2 = π 10 2 = 314. V m should be set to cap the probability of a false detection on one scan and to reduce the likelihood of two or more detections in the window on one scan so that it is negligible.
The following are constants set within the subroutine Gate_Volume: γ = 9, the gate threshold, providing a probability that the target is in the gate of about 0.99. (See [8, pp. 108-109]) σ x = 1, the standard deviation of the measurement in x σ y = 1, the standard deviation of the measurement in y f = V s γ π σ x σ y The input V s provides the user with a way to modify the values of γ , σ x , and/or σ y without changing the code.
Calculate the gate volumes for the first two sequences:
If N s ≥ 4, compute the remaining gate volumes:
Next j
If there is a single detection in the window, the gate volume is allowed to grow in accord with the maximum target speed over the number of missed scans since that detection. If there are more consecutive misses than N − M , the detections already recorded in the current window will have limited impact upon the future acquisition of a false track. Sequences with similar properties are rejected in [8, p. 162] . (Rejecting the sequence means that the current attempt to acquire a false track is terminated, the sequence is zeroed, and the entire process starts over.) Setting the gate volume to 1 for these sequences induces a behavior similar to that track rejection process, and this is implemented when the gate volumes are closed down. This is discussed further in Section VII.
Equation ( Table 5 shows the gate volumes calculated for a 2/2 & 2/3 system, and they are the same for a 4/5 system. The user inputs were V g = V m = 400 and V s = 1. For the 2/2 & 2/3 system, [8] identifies eight states. An ''R'' denotes absorbing states which reject the false track in [8] (they are zeroed out), and an ''N'' denotes sequences never encountered in [8] . States (8a) -(8c) are absorbing states that accept the false track. For the analysis here, there are no absorbing states, no sequences are rejected and all sequences are encountered. An ''A'' denotes sequences that acquire a false track, both here and in [8] . An ''M'' denotes previously acquired false tracks which are being maintained here (with no losses or L > 1). Reference [8] does not address these states.
The final step in calculating the gate volumes converts them to integers, puts limits on them, and provides the probability of a false detection for each sequence. This is:
Next j The value of p d (j) is actually the probability of one or more false detections during one look.
APPENDIX C ROUND-OFF ERRORS AND CHOOSING THE BASE SCANS
Four checks to limit values and reduce noise and roundoff error are incorporated on a scan-by-scan basis for the reference values calculated in Section II. These are:
The resulting reference values for p t (i) and p l (i) are always well behaved. However, p a (i) will sometimes collapse as it decays to very small values (typically around 10 −16 ). An example is seen in Fig. 9 . p a (i) can also decay and level off to a small value that is not quite correct -it can actually exhibit small periodic oscillations as shown in Fig. 24 . Since the correct limiting value is always p a (i) = p l (i), the Markov analysis and exponential fit can correct for these small discrepancies with properly chosen base scans. It should be observed that p t (i) ≈ 1 and p l (i) ≈ 0 in all of these cases, and the only time any of this matters is for extremely large scan numbers.
To choose the base scans, the following algorithm was developed heuristically. It is contained in the Visual Basic module run by the spreadsheet. The following variables are inputs to this algorithm:
I
= the number of scans analyzed in Section II, producing the reference values. δ = 10 −10 , a small value used to check for differences in the reference values between 300 and 500 scans. P a_max = the largest scan number at which p a (i) achieves a local maximum. Scans on or before the first possible acquisition (and loss if losses are considered), and the first N + 1 scans, are excluded. In addition, no scan is recorded if p a (I ) = 0. Next try to ensure that the base scans are less than P a_stable if P a_stable < I , P a_max is not recorded, and either p a (I ) = 0 or p l (I ) = 0. (This is done because P a_stable may identify the point where p a (i) collapses and is discontinuous. Setting the base scans to be less than P a_stable allows the exponential fit to extend the decay of p a (i), record the evolution of p t (i), and find the correct limiting value for p l (i). These features can be lost when choosing scans after the collapse. This also avoids the discontinuity in p a (i) when it collapses.) Tentatively set i 2 = P a_stable − 3. i 1 is set via tradeoffs between its distance from the initial scans and its distance from i 2 . This will fail if i 2 is too small or if p a i 2 ≥ p a (i 1 ). If this attempt fails or is not applicable, maintain the values originally set.
One last check is made. If the setting at this point is 300 and 500 scans and P a_max is recorded, the base scans should be set to avoid scans before or close to P a_max if possible. If 285 < P a_max < I − 15, set i 1 = I − 15 and i 2 = I .
Note that if any chosen base scan exceeds I , there will be no exponential fit. The spreadsheet provides users with the capability to choose their own base scans, as often as desired for a given set of reference values. This does not incur any additional computational time. For example, the base scans chosen for the system in Fig. 24 are 300 and 500. (The algorithm does not deal well with the periodic fluctuations.) Better results are obtained when these are manually reset to 60 and 100 scans as shown.
In the interest of full disclosure, there is one situation where it is not possible to fully capture the proper values with the exponential fit. This is when p a (i) collapses to zero during the initial scans while p l (i) is still zero, and p l (i) will eventually become non-zero. In this case, p a (i) should not collapse to There are no base scans that will yield the correct values for both variables. The best choice is 7 and 8. The only error is for p l (i), which is 10 −27 when it should be zero on scans 9-11.
APPENDIX D DERIVATION OF (4.10B), MODIFYING THE EXPONENTIAL FIT FOR FALSE TRACK ANALYSIS
This appendix presents a derivation of (4.10b). When analyzing false tracks, it replaces (4.10a), which is used for true target track analysis. This is the only equation that differs between target track analysis and false track analysis for the exponential fit
For target track analysis, p a (i) is set equal to p l (i) in (2.14) and solving (2.14) for the constant value yields (4.10a). For false track analysis, (2.14) is replaced by (2.11) using (2.17). Using the same technique for false track analysis yields where j L is linked to j by (2.8) . This is a set of 2 N w linear equations that could be solved for p sa (i, j), and therefore provide p a (i). However, the exponential fit does not require equality to hold on a sequence-by-sequence basis (even though it might be true), so this approach will not be pursued further.
Define two variables α (i) and β(i) with the equations p t (i) α (i) = Replacing the reference variables with their limiting values and evaluating α and β at the base scan i 2 yields P a = P t α i 2 + P a β i 2 .
Solving this for P a and noting its equality with P l yields P l = P a = P t α i 2 1 − β(i 2 ) .
Using (D-2) and (D-3) to evaluate α and β provides: Using the reference scans below the break point i 2 , this is:
ip a (i) + lim
ip ae (i).
(6.1a)
For this analysis, the exponential fit for p ae (i) using the base scans (i 1 , i 2 ) is employed to cover the entire region beyond the break point i 2 . In light of the infinity of scans analyzed here, the linear fit in the interval i 2 , i 2 adds nothing to the accuracy of the calculations. The exponential fit is accurate enough to provide the same results. There are no losses, so P l = P a = 0. Therefore, equations (4.2), (4.5), and Using this in equation (6.4a), the estimated average time to the first track acquisition based upon the transition matrix is:
ip a (i) + 1 − p t i 2 −p a (i 2 ) 1 − p t i 2 p a (i 2 ) +i 2 .
(6.4b)
APPENDIX G MONTE CARLO SIMULATIONS VALIDATE THE REFERENCE VALUES
The analyses in this paper essentially assume that the reference values provided by Section II are valid. That assumption seems reasonable in light of the validation of results in [1] and the excellent fit with the values provided by [3] . However, since the range of cases studied is much larger than [1] or [3] , additional analysis was done to assess the quality of the reference values. Monte Carlo simulations were performed to check the values of T e and N e , providing the averagesT andN . (Since T e and N e , are derived from the reference values, checking their accuracy validates the reference values. It also validates the main results.) 50,000 trials were executed for each system tested, and 90% confidence intervals were established for each. These intervals are (See [13] ):
Pr T e T ± 1.645σ t √ 50, 000 |µ = T e = 0.9,
Pr N e N ± 1.645σ n √ 50, 000 |µ = N e = 0.9.
(The values of σ n are those produced by the simulation, but the scan numbers are so large that it makes no difference.) For 41 systems (those bolded in Table 3 ), the simulation was allowed to run until the first track acquisition occurred. The simulation was terminated at that point, and the terminal scan was recorded. The resulting average waiting time to the first track acquisition,T , was compared to T e . The results are shown in Fig. 27 -Fig. 29 . The difference and the width of the intervals are presented as a percentage of T e , and the windows centered on the Monte Carlo average have been re-centered at zero. All systems are within their 90% confidence intervals.
Similar trials were done for the 11 systems analyzed in Fig. 20 , covering various values of L for T(3, 7, L, 0.11000). In this case, each trial was terminated at 1000 scans, and the total number of tracks acquired up to that point was recorded. The resulting average number of tracks acquired by 1000 scans,N (1000), was compared to N e (1000), as shown in Fig. 30 .
The standard deviation was calculated from the Monte Carlo results. For these tests, the difference and the width of the intervals are presented as a percentage of N e , and the windows centered on the Monte Carlo average have again been re-centered at zero. As before, all systems are within their 90% confidence intervals.
