I. INTRODUCTION
Subsequent to Huber's introduction of robust statistics in [3] , Maronna proposed in [1] a class of robust estimates for scatter matrices defined as the solution of an implicit equation. In [1] , the existence and uniqueness of such a solution are proved, under conditions involving both the ratio m/N of the population size m and the sample size N , and the parametrization of the estimate. A sufficient practical condition for uniqueness is that m/N be small enough. This constraint therefore had little impact on the asymptotic study of these estimators in the regime N → ∞ and m fixed. However, although this constraint was slightly relaxed in [4] , [5] , with the recent renewed interest in robust M -estimation under the random matrix regime N, m → ∞ with m/N → c ∞ ∈ (0, 1) [6] , [7] , [8] , [9] , Maronna as well as Kent and Tyler conditions have become too stringent and have led these recent works to produce alternative proofs of existence and uniqueness. While Maronna's original results are valid for any (well-behaved) set of samples satisfying the condition on m/N , the results in e.g. [6] are expressed in probabilistic terms and are only valid for all large m, N .
Based on the ideas from [10] , [11] , [12] , the present article generalizes both results by showing that existence and uniqueness can be extended to all well-behaved set of samples and for any ratio m/N ∈ (0, 1). In addition, by a proper parametrization of the weight function, we prove that some sequences of Maronna's M -estimators converge to Tyler's distribution-free M -estimator of scatter [2] .
The paper is organized as follows: Section II presents our main results, the proofs of which are provided in Section III.
II. NOTATIONS AND STATEMENT OF THE RESULTS
Let m, N be positive integers with c := m N ∈ (0, 1). We use M m (R) and Sym m to denote the vector space of m × m matrices with real entries and the linear subspace of M m (R) made of the symmetric matrices, respectively. We also use Sym + m and PSD m to denote the non trivial cones in M m (R) of the non negative symmetric matrices and of the symmetric positive definite matrices, respectively. Also, (·)
T stands for the transpose, Tr(·) and det(·) for the trace and the determinant. On M m (R), we use the inner product defined by the Frobenius norm A = Tr(AA T ). We also use ≤ to denote the partial order on Sym m and I m the m × m identity matrix. Functions of two non negative real variables (t, x) will be considered. If f is such a function, we use f t , f x , f tx , . . . to denote (when defined) the partial derivatives of f with respect to t and/or x.
To prove the main result of this paper, the following lemma is required. We consider maps u :
Note that, by continuity of u, ∀x > 0, lim t→0 + v(t, x) = m. Also, according to (U 2) and (U 3), for each t, x > 0,
with v 1 (·) := v t (0, ·) and ∀x > 0, lim t→0 w(t, x) = 0. By a simple computation, one has that v 1 is a nondecreasing function on R * + .
For further use, we introduce the following additional notation. Let x t > 0 be the unique positive number such that,
We further consider the following assumption
If the latter occurs and u is of class
2 , the convergence in (U 2) is uniform in x on any compact of R * + and x t converges to the unique solution x 0 of v 1 (x) = 0. We useū(t, x) to denote the particular function
which is analytic on every compact of
The objective of the work is to study the solutions of the equation given, for all t > 0, by
and to characterize them in the limit where t → 0. Taking into account our definitions, if a solution to (Eq) t exists, it must belong to PSD m . Remark that in [1] , v is assumed only to be nondecreasing. Our settings is therefore more constraining in this respect.
To state our results, we need to consider the set of solutions of the equation (Eq) 0 given by
Recall from [10] that the set of solutions of (Eq) 0 is the half-line R * + P in PSD m , where P is the unique solution of (Eq) 0 with Tr(P ) = m.
Our main result is the following theorem.
Theorem II.3 Let (c i ) 1≤i≤N be an admissible family of vectors in
If, furthermore, u is C 2 and satisfies (U 3), then the mapping t → M (t) is continuous and lim t→0 M (t) = M 0 the solution of (Eq) 0 given by M 0 = ξ u P with ξ u > 0 unique solution to
In particular, for u =ū, M 0 = P , i.e., ξū = 1.
To illustrate Theorem II.3, Figure 1 
III. PROOF OF THEOREM II.3
The strategy of the proof is as follows: for every t > 0, we first build a positive functional H(t, ·) over PSD m whose critical points (if any) are exactly the solutions of (Eq) t . To establish the existence of such critical points, we show that H(t, ·) is uniformly bounded and tends to zero at the boundary of PSD m . To obtain uniqueness, we show that solutions of (Eq) t are all local strict maxima of H(t, ·) and conclude by applying the mountain pass theorem (cf. [13] ). This gives Item (A). Item (B) is then obtained using the implicit function theorem and some limiting arguments.
For t > 0, we define the function
Then − hx h = u and h(t, x t ) = 1. Set h(0, x) = 1 x m for x > 0 and g : R * + × R + → R * + with g(t, x) = xh(t, x). In the case where u =ū, ∀(t, x) ∈ (R + ) 2 \ {(0, 0)},
Then, define the functional H(t, ·) as
as well as the functional considered in [10] B :
Lemma III.1 For t > 0 and M ∈ PSD m , one has
gradient of H(t, ·). In particular, M is a solution of (Eq) t if and only if M is a critical point of H(t, ·).

Lemma III.2 ∀t
As a consequence, lim M→∂PSDm H(t, M ) = 0, so that H(t, ·) admits critical points. Lemma III.2: An immediate calculus yields that x → g(t, x) reaches its maximum 1 at x = x t . As a consequence, for t > 0, M ∈ PSD m , H(t, M ) ≤ B(M ). Moreover, lim x→0,∞ g(t, x) = lim x→0,∞ xh(t, x) = 0. For the limit at x = 0, this is obvious. For x → ∞, note that ln(g(t, x)) = x xt m−yu(t,y) y dy and, since m − l t < 0, it is equivalent to (m−l t ) ln(x) as x → ∞. Consider now a sequence
. Note that ∂PSD m is made of matrices either non invertible or with norm going to infinity. Therefore, up to subsequences, either (i) (N k ) k≥0 converges itself to ∂PSD m or (b) the sequence (ρ k ) k≥0 converges to zero or infinity and there exists ∃α > 0, ∀k ≥ 0, N k ≥ αI m . If Case (i) occurs, then ∀k ≥ 0, H(t, M k ) ≤ B(N k ), which tends to zero as k → ∞ (cf. [10] ). In Case (ii),
k c i /ρ k . As k → ∞, x i,k tends either to zero or infinity and we conclude.For t > 0, H(t, ·) is uniformly bounded over PSD m since B(·) is. So H(t, ·) has a global maximum which must belong to PSD m since H(t, M ) → 0 as M tends to the boundary of PSD m . So H(t, ·) admits critical points.
Lemma III.3 Let t > 0. Then all critical points of H(t, ·) are local strict maxima.
Lemma III.3:
We show that, if M is a critical point then the Hessian of H(t, ·) at M is a negative definite quadratic form implying that M is a local strict maximum of H(t, ·). Let M ∈ PSD m be a critical point of H(t, ·). Then, one gets that for every Q ∈ Sym m ,
With
Recall that M is a critical point of H(t, ·) and thus a solution of (Eq) t , i.e.,
Multiplying (9) by R on both left and right, taking the trace and plugging the result into (8) gives
where
2 . Using 0 ≤ r i ≤ 1 (by Cauchy-Schwarz's inequality) and u x ≤ 0 (since u is of class C 1 and verifies (U 1)), we have r i u x (·, ·) ≥ u x (·, ·). Then, recalling that v(t, x) = xu(t, x),
Moreover, if Q = 0, I Q = ∅ and there existsī such that v x (t, dī 2 ) > 0. Therefore Q, Hess M (Q) < 0, i.e., Hess M is negative definite, concluding the proof.
Lemma III. 4 Let t > 0. Then (Eq) t admits a unique solution, M (t), the unique strict maximum of H(t, ·).
Lemma III.4: We reason by contradiction assuming H(t, ·) admits at least two local strict maxima. Applying the mountain-pass theorem [13] to the functional 1/H(t, ·) which tends to infinity in the vicinity of ∂PSD m , we obtain the existence of a saddle point of F in PSD m which is contradictory to Lemma III.3.
We next prove that M (t) is uniformly bounded in PSD m as t → 0, i.e., Lemma III.5 There exists 0 < a ≤ b and t 0 > 0 such that, for every t ∈ (0, t 0 ), aI m ≤ M (t) ≤ bI m .
Lemma III.5:
Let P be the unique matrix of PSD m satisfying B(P ) = max M∈PSDm B(M ) and Tr(M ) = m. Then, for every t > 0, H(t, P ) ≤ H(t, M (t)) and B(M (t)) ≤ B(P ). Multiplying both inequalities, after simplifications, we get
So there exists t 0 > 0 such that, for every t ∈ (0, t 0 ) and
−1 c i ), and, since (U 3) holds true, there exists 0 < a ≤ b such that, for every t ∈ (0, t 0 ) and
Lemma III. 6 Under the conditions of Theorem II.3, lim t→0 M (t) = M 0 solution of (Eq) 0 given by M 0 = ξ u P , where ξ u > 0 is the unique solution of (4).
Lemma III.6: Since M (·) is uniformly bounded in PSD m as t → 0, its accumulation points still belong to PSD m and are necessarily of the form µP where µ > 0 and P is the solution of (Eq) 0 with trace m. Taking the trace in (9), one gets m = (1) and (U 3), one deduces that, for every t > 0,
According to (U 3), the second sum in the previous equation tends to zero as t → 0 and we are left with 
IV. CONCLUSIONS
In this paper, we relaxed the conditions given in [1] to prove the existence and uniqueness of scatter matrix M -estimators of the Maronna type. Uniqueness is in particular ensures for all population size m and sample size N as long as m < N and sample vectors satisfy a linear independence condition. This result is of important interest in application contexts where m and N are of the same order of magnitude, as opposed to classical robust statistics where it is traditionally assumed that N ≫ m. This is of particular importance for recent studies on robust statistics based on random matrix theory for which m and N are both large but with non trivial ratio. Furthermore, we drew some connections between Maronna's and Tyler's estimators by expressing (properly scaled) Tyler's estimator in terms of a limit of a generic class of Maronna's estimators. This result may also find interest in studies of Tyler's M -estimator in the large random matrix regime.
