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Optimal measurement network of pairwise differences
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When both the difference between two quantities and their individual values can be measured or computational
predicted, multiple quantities can be determined from the measurements or predictions of select individual
quantities and select pairwise differences. These measurements and predictions form a network connecting
the quantities through their differences. Here, I analyze the optimization of such networks, where the trace
(A-optimal), the largest eigenvalue (E-optimal), or the determinant (D-optimal) of the covariance matrix
associated with the estimated quantities are minimized with respect to the allocation of the measurement (or
computational) cost to different measurements (or predictions). My statistical analysis of the performance of
such optimal measurement networks–based on large sets of simulated data–suggests that they substantially
accelerate the determination of the quantities, and that they may be useful in applications such as the
computational prediction of binding free energies of candidate drug molecules.
I. INTRODUCTION
It is quite common in a scientific study that multiple
quantities are to be determined from the measurements
of their individual values and their pairwise differences.
(I will refer to both experimental measurements and com-
putational predictions as measurements unless otherwise
distinguished.) An important example is the determina-
tion of the binding affinities of a set of molecules for a tar-
get receptor of pharmaceutical interest, which is instru-
mental to ranking and selecting candidate molecules in
all drug discovery projects. The binding free energy of an
individual molecule may be measured by titration exper-
iments or computationally predicted by absolute bind-
ing free energy calculations1; the difference between the
binding free energies of any two molecules can be mea-
sured experimentally2,3 or computationally predicted by
relative binding free energy calculations4,5. Binding free
energy calculations have demonstrated sufficient accu-
racy6 and are increasingly adopted in the pharmaceutical
industry5. The binding free energies of all the molecules
in the set can be estimated from the appropriate combi-
nations of the individual values and the pairwise differ-
ences (see below).
Compared to measuring only the individual quanti-
ties, including measurements of pairwise differences may
substantially improve the statistical precision in the esti-
mated quantities. This is especially true when the statis-
tical uncertainties in the measurements of the differences
are much lower than that in the measurements of the in-
dividual quantities. For example, the calculation of abso-
lute binding free energies tends to have larger statistical
uncertainty than that of relative binding free energies
at the same computational cost. A related example is
the computation of the normalization constants of mul-
tivariate probability models, a common problem in ma-
chine learning. The individual normalization constants
are all but impossible to compute as they involve mul-
tidimensional integrals, but the relative ratios between
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two normalization constants can be computed using the
technique of bridge sampling7,8, which is equivalent to
the free energy perturbation technique used in binding
free energy calculations9. In experiments, measurements
of the differences have higher statistical precision than
measurements of individual quantities when the differen-
tial value between two quantities lies within the detection
range of the experimental technique but the individual
values are outside the detection limit.
The attendant statistical uncertainty associated with
the measurement of each quantity or pairwise difference
depends on the inherent fluctuation in the outcome of
the measurement and the resources allocated to the mea-
surement, i.e. the number of repetitions in the case of ex-
perimental measurements or the number of uncorrelated
data points sampled in the case of computational predic-
tions. The optimal estimator of the quantities from the
individual values and the pairwise differences should take
into account of the statistical uncertainties of each mea-
surement. Given these statistical uncertainties, a maxi-
mum likelihood estimator can be readily constructed10–12
(Eq. 2-4 below).
The overall statistical precision of the estimated
quantities–characterized by the covariance matrix–
depends on the resources allocated to different measure-
ments. Given fixed total measurement resources (i.e.
cost), what are their optimal allocations to a combina-
tion of measurements of individual quantities and pair-
wise differences so as to minimize the overall statistical
error, and how much do such optimal allocations decrease
the statistical error compared to the naive allocations?
Here, I apply the mathematical results from optimal
experimental designs10,11 to the special case of optimiz-
ing the allocations of measurement resources to the mea-
surements of individual quantities and their pairwise dif-
ferences, and I characterize the statistical performance
of such optimizations in terms of the reduction in the
statistical error in the estimated quantities at fixed to-
tal measurement cost. The A-optimal (minimizing the
trace of the covariance matrix) and the D-optimal (mini-
mizing the determinant) are found by iterative numer-
ical minimization. For the E-optimal (minmizing the
2largest eigenvalue), I present a new mathematical the-
orem that enables the minimization to be solved by con-
struction. My results suggest that optimal designs of the
measurements can substantially reduce the statistical er-
ror in the estimated quantities, allowing the same sta-
tistical precision to be achieved at–on average–less than
half the measurement cost when compared to naive al-
locations. The Python code for generating the optimal
designs is made available as free open source software
(https://github.com/forcefield/DiffNet).
II. THEORY
Suppose that we want to measure a set of quantities
{xi=1,2,...,m}. We can either measure each individual
quantity xi with the estimator xˆi = xi + σi, or the dif-
ference between any pair of quantities xi and xj with the
estimator xˆij = xi − xj + σij , where σi and σij are the
respective statistical errors in the measurements. For
each measurement e ∈ {i|i = 1, 2, ...,m} ∪ {(i, j)|i, j =
1, 2, . . . ,m, i 6= j}, the statistical variance of the es-
timate decreases with ne–the resource allocated to the
measurement–as
σ2e = s
2
e/ne (1)
where se is the statistical fluctuation in the corresponding
experimental measurement or computer sampling.
The quantities and the measurements form a network–
which I will refer to as the difference network–represented
by a graph G of m + 1 vertices and m(m + 1)/2 edges,
where the vertices i = 1, 2, . . . ,m stand for the m quan-
tities {xi}, the edge between vertices i 6= j > 0 stands
for the difference measurement xˆij , and the edge between
vertices 0 and i > 0 stands for the individual measure-
ment xˆi. Each edge can be either associated with the cor-
responding fluctuation se (the resulting weighted graph
will be denoted as Gs) or with the number of samples ne
(Gn). I will denote si,0 = s0,i = si and ni,0 = n0,i = ni.
For a given set of {ne} and the corresponding {σe} per
Eq. 1, the maximum likelihood estimator for {xi} is10
(see Appendix A for a derivation)
F · ~x = ~z (2)
where
zi = σ
−2
i xˆi +
∑
j 6=i
σ−2ij xˆij , (3)
and F is the Fisher information matrix:
Fij =
{
σ−2i +
∑
k 6=i σ
−2
ik if i = j
−σ−2ij if i 6= j
. (4)
The covariance in the estimates of {xi} is given by the
inverse of the Fisher information matrix:
C = F−1 (5)
In the classic theory of optimal design of experi-
ments11, three objectives of minimizations of statistical
errors with respect to {ne} are commonly sought
• A-optimal: minimize tr(C),
• D-optimal: minimize ln det(C),
• E-optimal: minimize ||C||2,
where tr(C) denotes the trace of the matrix C, det(C)
denotes the determinant of C, and ||C||2 denotes the
spectral norm–or, equivalently, the largest eigenvalue–of
C, subject to the constraints of non-negativity
ne ≥ 0, (6)
and of total fixed measurement cost∑
e
ne =
∑
i
ni +
∑
i<j
nij = N. (7)
The A-optimal design minimizes the total variance of
the estimated quantities, theD-optimal design minimizes
the volume of the confidence ellipsoid for a fixed confi-
dence level, and the E-optimal design minimizes the di-
ameter of the confidence ellipsoid.
Although {ne} are integers, the above minimizations
are more conveniently performed if {ne} are allowed to be
real numbers. They can then be rounded up to the next
integers: ne → ⌈ne⌉. This is a reasonable approximation
when N ≫ m(m+ 1)/2.
All three objectives are convex functions of {ne} (see
Appendix B), and the minimization can be performed
by standard algorithms in convex optimization10. For
the A-optimal design, the minimization can be cast by
duality as a semidefinite programming problem (SDP):
minimize
m∑
i=1
ui
subject to
(
F({ne}) I
I diag({ui=1,2,...,m})
)
 0,
ne ≥ 0 for all e, and
∑
e
ne = N, (8)
where M  0 signifies that the symmetric matrix M is
positive semidefinite, and diag({ui}) is the m×m diag-
onal matrix with the diagonal elements ui=1,2,...,m.
For the E-optimal design, the minimization can be
similarly cast as an SDP. But for the difference net-
work, I present the following theorem (see Appendix C
for proof), which allows the minimization problem to be
solved by construction, with a fixed time complexity of
O(m2) and space complexity of O(m), and which, to my
knowledge, has not appeared in any previously publica-
tion.
Theorem 1 Let Ei be the shortest path from vertex 0 to
vertex i in the graph Gs (i.e., the path with the smallest
3∑
e∈Ei
se), and E = ∪iEi be the tree rooted at vertex 0
from the resulting union. Denoting a0 = 0 and
ai =
∑
e∈Ei
se for i > 0, (9)
||C({ne})||2 is minimized by the following set of {ne}:
niµi = Nsiµi
∑
j∈Ti
aj
(∑
i
a2i
)−1
(10)
where Ti ⊂ E is the subtree rooted at vertex i, and µi is
the vertex immediately preceding i in the path Ei from 0
to i.
The shortest paths {Ei} can be constructed by
the single-source-multiple-desitination Dijkstra algo-
rithm (see, e.g., Ref. 13), which guarantees that E =
∪iEi is a tree. The E-optimal by construction is substan-
tially faster than by minimization using SDP: for ran-
domly generated {sij}, the speedup of the former over
the latter (implemented in CVXOPT14) is ∼ 400× for
m = 10 and ∼ 3700× for m = 50. In Appendix D, I sug-
gest a special class of difference networks in which the A-
and the D-optimals may also be solved by construction.
Often, there is a cost τe associated with generating
each sampling point in the estimator xˆe, and the total
cost is
∑
e neτe = N . We can, however, introduce n
†
e =
neτe, and s
†
e = seτ
1/2
e , and solve the same problem as
above for n†e, with the parameters s
†
e.
III. RESULTS
I consider the potential application of the optimal dif-
ference network to the problem of binding free energy
calculations, where the binding free energies of a set of
molecules for a target receptor are predicted, so as to pri-
oritize candidate molecules in drug discovery projects.
The binding free energy of an individual molecule can
be computed by the technique of absolute binding free
energy calculations1,15–17, and the difference in the bind-
ing free energies of two molecules can be computed by
the technique of relative binding free energy calcula-
tions5,18,19. Optimal estimators for individual absolute
or relative binding free energy calculations have been de-
veloped9,20. At fixed computational cost, the statisti-
cal errors of free energy calculations are bound by the
thermodynamic length between the thermodynamic end
states21. Typically, the end states are more dissimilar
in absolute binding free energy calculations than in rela-
tive binding free energy calculations. As a result, the
statistical errors in the former are often substantially
larger than those in the latter given the same amount
of computational cost. Optimal allocation of computa-
tional resources to different absolute and relative bind-
ing free energy calculations may lead to improved effi-
ciency in predicting the binding free energies of a set of
molecules. Past effort aimed at providing redundancy
and consistency checks in the calculations22. In contrast,
the optimals in this work focus on minimizing the overall
statistical error.
I first illustrate the optimal difference networks using
the example of the calculation of the binding free ener-
gies of m = 8 inhibitors for the COX-2 protein23. The
optimals depend on the statistical fluctuations {se} =
{si|i = 1, 2, . . . ,m}∪ {sij |i, j = 1, 2, . . . ,m, i < j}, which
are unknown a priori. I make the simple assumption
that the si in the absolute binding free energy calcula-
tions is si = ζ
√
hi, where hi is the number of heavy
atoms in molecule i and ζ is a constant, and that the
sij in the relative binding free energy calculations is
sij = ζ
√
max(hij , hji), where hij is the number of heavy
atoms in molecule i that do not transform into atoms in
molecule j in the relative binding free energy calculation
of molecules i and j. More realistic values of {se} can
be dynamically determined during the iterative rounds
of binding free energy calculations; they may even be
predicted more accurately by machine learning models
trained on a large collection of binding free energy calcu-
lations. The optimal allocations are shown in Fig. 1B.
In a typical drug discovery projects, there will be a few
molecules whose binding free energies have already been
experimentally determined, and, using these molecules as
references, relative binding free energy calculations can
be used to predict the binding free energies for other sim-
ilar molecules. The D-, A-, and E-optimals for such rela-
tive binding free energy calculations are shown in Fig. 1C
for the COX-2 inhibitors, using Celecoxib and Rofe-
coxib as the reference molecules. Because the {se} val-
ues above reflects the assummption that relative binding
free energy calculations have substantially lower statisti-
cal errors than absolute binding free energy calculations,
this network of relative binding free energy calculations–
taking advantage of the known binding free energies of
the reference molecules–yield much lower overall statisti-
cal errors than the previous network in Fig. 1B.
Next, I characterize the statistical performance of
the optimal difference networks in comparison to naive
choices of {ne}. The A-, D-, E-optimals and various
other naive allocations are applied to randomly gener-
ated sets of {se}, and the resulting covariance matrices
are compared in terms of their traces, determinants, and
spectral norms (Fig. 2). The optimal allocations con-
sistently lead to substantial reductions in the statistical
errors in comparison to all naive allocations.
For the randomly generated sets of {se}, the A-optimal
outperforms all tested schemes of naive allocations by all
three criteria (tr(C), ||C||2, and det(C); it also yields a
||C||2 close to that of the E-optimal and a ln(det(C))
close to that of the D-optimal (Fig. 2). Compared to the
D-optimal, which has the second lowest average tr(C),
the A-optimal reduces tr(C) by a factor of 0.791± 0.005;
compared to the naive allocation of ne ∝ se, which
has the lowest average tr(C) among the tested naive
allocations, the A-optimal reduces tr(C) by a factor of
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FIG. 1. Optimal allocation of computational sampling to the binding free energy calculations for COX-2 inhibitors. A The
8 inhibitors are generated by different combinations of 3 rings, with 2 different options for each ring. The weighted graph Gs
is shown. Each filled vertex represents an inhibitor. The edge between any two such vertices i and j represents the relative
binding free energy calculation between inhibitors i and j, and the thickness of the edge is proportional to the corresponding
sij . The edge between the unfilled vertex at the bottom and a vertex i represents the absolute binding free energy calculation
of inhibitor i, and its thickness is proportional to si. B The D-, A-, and E-optimals of the corresponding difference network,
where the thickness of each edge is proportional ne according to the optimal allocations. C The optimals when the binding
free energies of Celecoxib and Rofecoxib are known and used as references, and only relative binding free energy calculations
are used to computed the binding free energies of the other 6 inhibitors. For comparison, the minimum spanning tree (MST)
of Gs is also shown, where ne is constant for each edge in the tree.
0.402 ± 0.001. These observations suggest that the A-
optimal–which has the simple interpretation of minimiz-
ing the total variance of the measured quantities–may be
a good default choice in designing difference networks.
The majority of the A- and D-optimal networks are
densely connected (the E-optimal is a tree hence sparsely
connected). For example, in the A-optimal allocations for
the above randomly generated sets of {se}, on average in-
dividual measurements are applied to 11.8 of the m = 30
individual quantities, and difference measurements are
applied to 86.7 of the m(m − 1)/2 = 435 pairs (Fig. 3).
Thus the implementation of the A- and D-optimal mea-
surement networks will entail massively parallel tasks.
It is desirable that the measurement networks are 2-
connected–i.e., at least 2 edges need to be removed in or-
der to disconnect the graph–such that for any two quan-
tities, there are two paths through which their differences
can be computed. This allows a self-consistency check:
the differences computed both ways should be approx-
imately equal. Such checks can reveal potential mea-
surement errors and outliers. The minimum number of
edges that need to be added to each optimal network
above to make it 2-connected is computed and its dis-
tributions are shown in Fig. 3. The majority (98.5%) of
the A-optimal networks are 2-connected, and all of them
become 2-connected with the addition of at most 1 edge.
This property of the A-optimal allocation also makes it
a good choice in designing difference networks.
IV. DISCUSSIONS
This work explored the application of optimal exper-
imental design to the determination of multiple quanti-
ties by the measurements of select individual quantities
and select pairwise differences, such as in the computa-
tional prediction of binding free energies for candidate
drug molecules. A related work was recently published
by Yang et al.24, in which the authors proposed using
discrete A- or D-optimals to select the pairs of relative
binding free energy calculations for predicting the bind-
ing free energies of a set of molecules. Whereas Yang
et al. addressed the question of between which pairs of
molecules relative binding free energy calculations should
be performed, given a fixed number of calculations (i.e.
ne = 0, 1, under the constraint
∑
e ne = N , N being the
total number of calculations), I addressed here the ques-
tion of how much sampling should be allocated to the
relative binding free energy calculations between each
possible pair of molecules, given a fixed total amount
of sampling (i.e. 0 ≤ ne ≤ N , under the constraint∑
e ne = N , N being the total number of samples in all
the calculations). The expanded domain of {ne} in the
latter allows additional control in the design of the cal-
culations, which further reduces the resulting statistical
errors.
In this work, I have demonstrated that optimal designs
of difference networks can substantially reduce the sta-
tistical errors in determining a set of quantities at fixed
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FIG. 2. Statistical performance of different allocations. Here
m = 30, {sij} and {si} are uniformly disitrbuted between 1
and 5. As the reference, I chose ne = const for e ∈ MST(Gs),
where MST(Gs) is the minimum spanning tree (MST) of the
weighted graph Gs. The covariances of the various alloca-
tions are computed for T = 200 randomly generated sets of
{se}, and the ratios of tr(C), ||C||2, and det(C) to the cor-
responding reference values are shown here in boxplots, with
the median ratios and the quartiles indicated.
measurement cost. It is worth noting that such opti-
mal designs are applicable only when two conditions–
discussed below–are met: first, the total measurement
cost, N , must be large in comparison to the number of
pairs; second, the statistical fluctuations in the measure-
ments, {se}, must be available.
Because the optimal designs in this work have been
derived for real numbers of {ne}, the total measurement
cost N =
∑
e ne have to be sufficiently large (N ≫
m×(m+1)/2) for the integer values {⌈ne⌉} not to deviate
significantly from the optimal design and not to affect the
total measurement cost (since
∑
e⌈ne⌉ = N+|edges(Gn)|,
where |edges(Gn)| is the number of edges with ne > 0 in
the difference network Gn). This condition is usually sat-
isfied in samping-based computational predictions such
as binding free energy calculations, because in such cases
N is the total number of independent sampling points,
which can be in the range of tens of millions. Automated
experiments permitting large numbers of repetitions may
also satisfy this condition and thus benefit from such op-
timal designs.
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FIG. 3. Statistical distributions of {ne} in the optimal allo-
cations, for the same random sets of {sij} as in Fig. 2. The
fractions of edges in the weighted graph Gn with different
ne/se ratios are shown on the left. The right panels show the
distributions of the minimum number of edges that need to
be added to the graph Gn–after eliminating the edges with
ne/se/(N/
∑
e
se) < 10
−2–to make it 2-connected (i.e. there
are at least 2 distinct paths connecting any two vertices in Gn).
The majority of the A-optimal networks are 2-connected.
Design of the optimal difference network requires as in-
put the statistical fluctuations {se} associated with each
measurement, which is usually unknown a priori. Thus
the application of the optimal difference networks needs
to proceed in an iterative manner. Starting with an ini-
tial guess of {se} (e.g. the statistical fluctuation in rel-
ative or absolute binding free energy calculations may
be predicted by a machine-learning model trained on a
collection of past free energy calculations), the quantities
can be measured with the corresponding optimal network
at a small total measurement cost; For any measurement
e performed, update se by the actual statistical variance
of the measurement, and re-optimize the network accord-
ingly; Repeat this process at increasingly larger total cost
until sufficiently precise estimates of the quantities are
reached.
The optimal difference network may help accelerate a
variety of scientific inquiries. Improving the statistical
precision of binding free energy predictions, for instance,
allows better selection of candidate drug molecules in
drug discovery projects, as suggested by Yang et al.24.
The optimal difference network may find immediate use
in the parameterization of computational models, where
the same set of quantities are computed repeatedly in
search for the values of the model parameters that best
fit benchmark data. For example, binding free energy
calculations for sets of inhibitors binding to their recep-
6tor targets6 and solvation free energy calculations for a
large number of solutes25 are routinely used to test the
accuracy of molecular force fields. The increased statisti-
cal efficiency conferred by the optimal difference networks
will allow faster assessment of the quantitative accuracy
of the models and thus shorten their development cycles.
Appendix A: Derivation of the estimator and the covariance
in the difference network
The set of quantities {xi} can be estimated from the
measurements {xˆe} by the maximum likelihood (ML) es-
timator. Let the σ2e = s
2
e/ne be the variance for the mea-
surement e, the likelihood that the measurements pro-
duce the set of values {xˆe}, given the true values of the
quantities {xi}, is
L =
∏
i
(
√
2πσi)
−1 exp
(
− (xi − xˆi)
2
2σ2i
)∏
i<j
(
√
2πσij)
−1 exp
(
− (xi − xj − xˆij)
2
2σ2ij
)
(A1)
The above assumes that the samples in the measurements
are independent.
Maximizing L with respect to {xi} yields Eq. 2-4. The
convariance matrix for the ML estimator is given by the
inverse of the Fisher information matrix, hence Eq. 5.
Appendix B: Proof of convexity of tr(C) and ||C||2
The objective functions tr(C), det(C), and ||C||2 have
all been previously shown to be convex functions of
{ne}10. Here I include simple proofs for the convexity
of tr(C) and ||C||2.
The Fisher information matrix F = C−1 is a linear
function of {ne}. Both F and C are symmetric and posi-
tive definite. Consider a perturbation qA to F, where A
is an arbitrary symmetric matrix. The perturbed covari-
ance matrix satisfies
C(q) · (F+ qA) = (F+ qA) ·C(q) = I (B1)
where I is the identity matrix. Differentiating Eq. B1
with respect to q twice, we have
d2
dq2
C(q) = 2(A ·C(q))t ·C(q) · (A ·C(q)) (B2)
which is positive definite.
Thus
d2
dq2
tr(C(q)) = tr
(
d2
dq2
C(q)
)
> 0 (B3)
proving the convexity of tr(C) in {ne}.
To prove that ||C||2 is convex in {ne}, note that
||C||2 = λ1(F)−1 (B4)
where λ1(F) ≡ min{eig(F)} is the smallest eigenvalue of
F.
According to the second-order perturbation theory, for
the perturbed matrix F+ qA, the corresponding λ1(q) is
λ1(q) = λ1(F)+qv
t
1 ·A ·v1+q2
m∑
k=2
(vtk ·A · vk)2
λ1 − λk +O(q
3)
(B5)
where λk is the k’th eigenvalue of F (k = 1, 2, . . . ,m),
and vk is the corresponding normalized eigenvector. The
second derivative of λ1 is
d2
dq2
λ1 =
m∑
k=2
(vtk · A · vk)2
λ1 − λk ≤ 0 (B6)
because λ1 ≤ λk,
Thus
d2
dq2
||C||2 = 2 (dλ1/dq)
2 − λ1d2λ1/dq2
λ31
≥ 0 (B7)
proving the convexity of ||C||2 in {ne}.
Appendix C: Proof that Eq. 10 is the E-optimal
The largest eigenvalue of C is the inverse of the small-
est eigenvalue of F (Eq. B4), so the problem of mini-
mizing ||C||2 is equivalent to maximizing the smallest
eigenvalue of F:
max
{ne}
min{eig(F)} (C1)
The smallest eigenvalue λmin of F satisfies
λmin ≤ ~at ·F · ~a (C2)
for all normal vectors ~a, |a|2 = 1; the equality holds if and
only if ~a is the eigenvector of F corresponding to λmin.
7Our problem is thus to find
max
{ne}
min
|a|2=1
~at · F · ~a (C3)
I have
~at · F · ~a =
∑
i
σ−2i a
2
i +
∑
j 6=i
σ−2ij a
2
i −
∑
j 6=i
σ−2ij aiaj
=
∑
i
σ−2i a
2
i +
∑
i<j
σ−2ij (ai − aj)2. (C4)
Plugging in σ2e = s
2
e/ne, I have
~at ·F · ~a =
∑
i
nia
2
i
s2i
+
∑
i<j
nij(ai − aj)2
s2ij
. (C5)
Given any vector ~a, eq. C5 is maximized with respect
to {ne} when the only non-zero ne’s are the ones corre-
sponding to the largest value of a2i /s
2
i or (ai − aj)2/s2ij .
There may be degenerate set of E = {e} with the largest
values:
ai
si
∣∣∣∣
i∈E
=
|ai − aj |
sij
∣∣∣∣
ij∈E
= Rm ≥ ai
si
∣∣∣∣
i6∈E
,
|ai − aj |
sij
∣∣∣∣
ij 6∈E
(C6)
and
max
{ne}
~at · F · ~a =
∑
e
neRm = NRm (C7)
The maximimum can be achieved by different values of
{ne}, so long as ne 6= 0 only if e ∈ E.
If I can determine a set E and a set of {n∗e} such that
n∗e 6= 0 ⇐⇒ e ∈ E, and the corresponding Fisher
information matrix F({n∗e}) has an eigenvector ~a of the
lowest eigenvalue satisfying eq. C6, I have
~at ·F({n∗e}) ·~a ≥ ~at ·F({ne}) ·~a ≥ min
|a′|2=1
~a′t ·F({ne}) ·~a′
(C8)
Such a set of {n∗e} would thus be a solution of eq. C3.
There may be degenerate solutions of eq. C3 and to our
problem.
Next I show how to construct such a set of {ne} by
constructing its corresponding eigenvector ~a that satisfies
eq. C6.
Consider a complete graph Gs consisting of N +1 ver-
tices, indexed as 0, 1, 2, . . . ,m. The edge between the ver-
tex i and the vertex 0 is assigned weight si, and the edge
between the vertex i and the vertex j is assigned weight
sij . For each vertex i 6= 0, find the shortest path Ei from
0 (i.e., with the smallest sum ai =
∑
e∈Ei
se). We also
denote a0 = 0, si,0 = s0,i = si, and ni,0 = n0,i = ni. I
will show that the vector ~a = {ai=1,2,...,m} is the sought
eigenvector, and that E comprises the edges of a tree–
rooted at vertex 0–that is the union of the shortest path
to each vertex i > 0.
Consider the union of {Ei}: E′ = ∪iEi. If there is
any loop in E′, an arbitrary edge in the loop can be
removed and the resulting graph will still contain the
shortest path from 0 to every vertex i. Thus the tree E
can be constructed by removing all the loops in ∪iEi. In
fact, if {Ei} are found by the Dijkstra’s algorithm, ∪iEi
will not contain any loops. This is taken to be the case
below.
First, I prove that ~a and the corresponding E satisfy
eq. C6. Clearly
|ai − aj |
sij
∣∣∣∣
ij∈E
= 1 (C9)
If there exists a pair i, j such that (ai − aj)/sij > 1, it
implies that the shortest path to i is Ej followed by edge
ji, with the sum aj + sij < ai, which is a contradiction.
I can now construct the set {ne} so that ~a is the eigen-
vector of F({ne}), i.e.,
F({ne})~a = λ~a. (C10)
Note that ne 6= 0 only if e ∈ E. Denote the set of
vertices whose edge to vertex i are in E as Ji (which may
include the vertex 0), the elements of F can be written
as
Fii =
∑
j∈Ji
nij
s2ij
(C11)
and
Fij =
{ −nij
s2
ij
if j ∈ Ji
0 otherwise
(C12)
and Eq. C10 becomes
λai = Fiiai +
∑
j 6=i, j>0
Fijaj
=
∑
j∈Ji
nij
s2ij
ai −
∑
j∈Ji\{0}
nij
s2ij
aj
(∵ a0 = 0)
=
∑
j∈Ji
nij
s2ij
(ai − aj)
(∵ j ∈ Ji ⇐⇒ (i, j) ∈ E ⇒ |ai − aj| = sij)
=
∑
j∈Ji
nij
sij
sgn(ai − aj) (C13)
Let µi be the vertex immediately preceding i in the
path Ei connecting 0 to i. j = µi is the only vertex in
Ji for which ai > aj. Otherwise, let j
′ be another vertex
such that ai > aj′ , which implies that the edge (ij
′)
cannot be part of Ej′ , and thus both Ei and Ej′ ∪ (ij′)
are paths connecting 0 to i, in contradiction to the fact
that E is without any loop. Another corollary is that
the edge (iµi) must be in the path Ej for every j in the
subtree Ti ⊂ E rooted at vertex i.
I can write
niµi
siµi
= λai +
∑
j∈Ji\{µi}
nij
sij
(C14)
8Eq. C14 can be solved by starting from the leaves of
the tree E and working backwards toward vertex 0. The
solution is
niµi
siµi
= λ
∑
j∈Ti
aj (C15)
where the sum runs over the set of vertices in the subtree
Ti rooted at i, including i itself.
The eigenvalue λ can be determined by applying the
constraint
∑
e ne =
∑
i niµi = N .
∑
i
niµi = λ
∑
i
siµi
∑
j∈Ti
aj
= λ
∑
i
(ai − aµi)

ai + ∑
j∈Ti\{i}
aj


= λ

∑
i
a2i +
∑
i
ai
∑
j∈Ti\{i}
aj −
∑
i
aµi

ai + ∑
j∈Ti\{i}
aj



 (C16)
In both
∑
i ai
∑
j∈Ti\{i}
aj and
∑
i aµi(ai +∑
j∈Ti\{i}
aj), the product aiaj 6=i appears once and
only once if and only if j is in the subtree of Ti or i is in
the subtree of Tj. This implies that the two sums are
equal, and I have
N =
∑
i
niµi = λ
∑
i
a2i (C17)
or
λ = N
(∑
i
a2i
)−1
(C18)
To prove that this λ in eq. C18 is the smallest eigen-
value of F, I show that it is the largest eigenvalue of the
corresponding covariance matrix C = F−1.
xi is estimated–because E is a tree rooted at 0–by
xi =
∑
e∈Ei
xˆe (C19)
thus the covariance between xi and xj is
Cij =
∑
e∈Ei,e′∈Ej
cov(xˆe, xˆe′)
=
∑
e∈Ei∩Ej
σ2e =
∑
e∈Ei∩Ej
s2e
ne
(C20)
Without loss of generality, let’s assume that within E
vertices 1, 2, . . . , b have edges to 0. C can be rearranged
into block diagonal form where each blockBk=1,2,...,b cor-
responds to the covariances between pairs of vertices both
within the subtree Tk. Any eigenvalue C must be the
eigenvalue of Bk. Since Cij > 0 for any two vertices
sharing edges in Ei and Ej , each Bk is a positive ma-
trix, and by Perron-Frobenius theorem it has only one
eigenvector with all positive components, and the corre-
sponding eigenvalue has the largest magnitude. Since ~a
is an eigenvector of C with all positive components, its
corresponding eigenvalue (
∑
i a
2
i )/N must be the eigen-
value of the largest magnitude for each Bk, thus be the
eigenvalue of the largest magnitude for C. Q.E.D.
Appendix D: The special case of constant relative error
In the special case where the relative error for any mea-
surement is the same, i.e., se/xˆe is a constant, D- and
A-optimals may also be solved by construction. With-
out loss of generality, the quantities can be ordered by
x1 ≤ x2 ≤ · · · ≤ xm (which is often easily done by qual-
itative comparison without quantitative measurement),
and it is apparent that sij = sj − si for j > i. I conjec-
ture that in such cases of constant relative error, the D-
and A-optimals can be solved by the following construc-
tion:
Conjecture 1 If si ≤ sj and sij = sj − si for i < j,
det(C) is minimized by
n1 = N/m
ni>1 = 0
ni i+1 = N/m
nij = 0 if |j − i| > 1 (D1)
Conjecture 2 If si ≤ sj and sij = sj − si for i < j,
tr(C) is minimized by
n1 = λ
√
m · s1
ni>1 = 0
ni i+1 = λ
√
m− i · (si+1 − si)
nij = 0, if |j − i| > 1 (D2)
9ni i+1=const
D
ni i+1 ∝ √m− i ⋅ (si+1− si)
A
0
si
ni ∝ s2i
E
FIG. 4. The D-, A-, and E-optimals of difference networks
where the relative errors in the measurements are a constant.
The width of each edge e in the Gn is proportional to the
allocation ne.
where λ = N
(∑m
i=1
(√
m+ 1− i−√m− i) si)−1. The
minimum value is
min
{ne}
tr(C) = N−1
(
m∑
i=1
(√
m+ 1− i −√m− i
)
si
)2
.
(D3)
In the A- and D-optimals, the subgraph of Gn consist-
ing of only the edges with weights ne 6= 0 is the minimum
spanning tree (MST) of Gs, connecting vertices i and i+1,
for i = 0, 1, . . . ,m − 1 (Fig. 4). The above conjectures
have been corroborated by comparing the constructive
solutions with the results of numerical minimizations for
many sets of randomly generated {se}, but their rigorous
proofs have so far defied me.
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