The study of the correlations that may exist between neurophysiological signals is at the heart of modern techniques for data analysis in neuroscience. Wavelet coherence is a popular method to construct a time-frequency map that can be used to analyze the time-frequency correlations between two time series. Coherence is a normalized measure of dependence, for which it is possible to construct confidence intervals, and that is commonly considered as being more interpretable than the wavelet cross-spectrum (WCS). In this paper, we provide empirical and theoretical arguments to show that a significant level of wavelet coherence does not necessarily correspond to a significant level of dependence between random signals, especially when the number of trials is small. In such cases, we demonstrate that the WCS is a much better measure of statistical dependence, and a new statistical test to detect significant values of the cross-spectrum is proposed. This test clearly outperforms the limitations of coherence analysis while still allowing a consistent estimation of the time-frequency correlations between two non-stationary stochastic processes. Simulated data are used to investigate the advantages of this new approach over coherence analysis. The method is also applied to experimental data sets to analyze the time-frequency correlations that may exist between electroencephalogram (EEG) and surface electromyogram (EMG).
A new statistical test based on the wavelet cross-spectrum to detect time-frequency dependence between non-stationary signals: application to the analysis of cortico-muscular interactions
Introduction
In the last decades, the oscillatory behavior of neurophysiological signals has drawn increased attention among neuroscientists [BD04, SH03, SG05, VLRM01] . In this framework, the correlations occurring at different frequencies between two or more signals are assumed to indicate oscillatory coupling of neuronal groups. Typically, neurophysiological signals contain noise at different frequency bands and are thus considered as random time series or stochastic processes. Fourier analysis has been widely used for studying the spectral contents of such signals, and the correlations that may exist at different frequencies between electroencephalogram (EEG), electromyogram (EMG) and magnetoencephalogram (MEG) [GCB02] , [HCFR98, HRA + 95, MH99b, MSGH00] have been investigated using Fourier coherence. If the investigated signals are assumed to be stationary, then estimates of the auto and cross-spectra can be calculated to compute an estimation of the coherence at different frequencies. However, signals typically encountered in biomedical applications are non-stationary times series whose frequency behavior changes with time. A powerful alternative to Fourier analysis is the wavelet transform which is a widely developed tool for the study of non-stationary signals as it allows a simultaneous analysis of the content of a signal over time and frequency (see e.g. [Mal98] for an introduction to wavelet analysis, and [AM10] for a review and comparison of time-frequency methods for the analysis of EEG signals). In recent years, wavelet coherence has been proposed as an alternative to Fourier coherence for the analysis of time-frequency dependence between two time series. There exists a rich literature on estimating time-frequency dependence between time series using localized transforms, see e.g. [CAvSRA01, SFJ10, WCB05, Whi00] . Applications of time-frequency coherence can be found in neuroscience [LLR + 02, OVB08, ZHJ + 06], but also in geophysics [GMJ04, MK04] , and wind engineering [GKK03] to name but a few. The wavelet coherence is a normalized measure (between 0 and 1) of time-frequency dependence between two time series that is commonly considered as being more interpretable than the wavelet cross-spectrum (WCS). Statistical tests have been proposed in [GC88, HRA + 95, MSF07] to derive confidence intervals for the Fourier coherence between two-time series. A similar statistical test, based on averaging over repeated trials, has been suggested in [ZHJ + 06] to determine if the time-frequency coherence between neurophysiological signals is significant or not. The objective of this paper is to discuss the relevance of wavelet coherence as a statistical measure of time-frequency dependence between random time series, and to compare it to the statistical information contained in the WCS. The main contributions are the following: first theoretical and empirical arguments are detailed to show some limitations of wavelet coherence analysis. In particular, we exhibit some drawbacks of the test proposed in [ZHJ + 06] which may yield an erroneous estimation of time-frequency correlations between two signals.
Second, as an alternative to the limitations of wavelet coherence, a new statistical test to detect significant values of the WCS is proposed. Contrary to the standard test in [GC88, HRA + 95, ZHJ + 06] to derive confidence intervals for the coherence, our test correctly estimates the areas in the timefrequency plane where the dependence between the time series is truly significant, and does not detect any area where no correlation between the signals exists (an example being the case of two independent Gaussian time series with zero mean). The idea of the test is rather simple. High values of the WCS should correspond to areas in the time-frequency plane where there exists a correlation between the time series. Thus, we first derive a threshold such that, with high probability and under the null hypothesis that the observed signals are independent Gaussian times series, all the values of the WCS fall below this threshold. This means that the values of the WCS that do not correspond to a significant level of time-frequency dependence lie below a certain value with large probability. We show that this probabilistic bound is a threshold that can be easily computed from the data. A standard criticism on the use of the cross-spectrum is that one cannot assess the strength of dependence because this measure does not take into account the variances of the time series contrary to the coherence. To overcome this issue, our method automatically includes an estimation of the variance of the two time series in the computation of the threshold. Therefore, the procedure is fully data-driven, and it is in particular adapted to the case where one pair of time series has a higher magnitude of covariance that the second pair. This new test is also based on averaging over repeated trials as in [ZHJ + 06]. However, the proposed probabilistic bound is non-asymptotic, meaning that it holds for any values of the number of trials and length of the signals. Moreover, the test is valid for any Gaussian processes with zero-mean without assuming stationarity or making parametric assumptions on the covariance functions of the time series. It is therefore very robust in the sense that excellent results can be obtained for a broad class of random signals using very few trials.
Third, a detailed simulation study is proposed to investigate the advantages of this new approach over coherence analysis, and the method is applied to experimental data sets to analyze the timefrequency correlations that may exist between EEG and EMG signals.
Methods

The standard test for detecting significant values of wavelet coherence
First, let us fix the notations and recall the definitions of wavelet transform, WCS and wavelet coherence between stochastic processes. Let x = [x(t k )] T k=1 and y = [y(t k )] T k=1 denote two random time series of length T observed at regularly spaced time points t k . The wavelet transform (WT) of x (resp. y) at scale s > 0 and time u is defined as (see e.g. [Mal98] )
where z denotes the conjugate of a complex number z,
and ψ(·) is an oscillating function called wavelet which should satisfy a number of regularity and admissibility conditions (see e.g. [Mal98] ). The WT can be seen as a time-frequency representation of a signal by converting the scale parameter s to a frequency parameter ω. This correspondence depends on a specific frequency ω 0 , which represents the central frequency location of the energy ψ in the Fourier domain, and the relationship between frequency and scale is given by ω ≈ ω 0 s . Thus the WT at frequency ω and time u can be expressed as
A commonly used wavelet in practice is the Morlet wavelet, which is a complex-valued function, defined as
where ω 0 is the central frequency of ψ. A Morlet wavelet is thus a complex sine wave within a Gaussian envelope, and the parameter ω 0 determines the number of oscillations of the wavelet within this envelope. In all the numerical experiments presented in this paper, we took ω 0 = 7 as it is a common choice in wavelet analysis of neurophysiological signals, see e.g. [TBBDP96] .
The wavelet coherence at frequency ω and time u between the time series x and y is then defined by (see e.g. [GMJ04, MK04, ZHJ + 06])
where S xy (ω, u) is the WCS between x and y, and S x (ω, u) (resp. S y (ω, u)) is the wavelet autospectrum (WAS) of x (resp. y) defined respectively as
where EZ denotes the expectation of a random variable Z.
Recall that if one observes n independent realizations Z m , m = 1, . . . , n of Z then EZ = lim n→+∞ 1 n n m=1 Z m by the law of large numbers. Hence, if one observes data consisting of n repeated trials (x m ) m=1,...,n = [x m (t k )] T k=1 m=1,...,n and (y m ) m=1,...,n = [y m (t k )] T k=1 m=1,...,n (viewed as n independent realizations of the stochastic processes x and y respectively) then the WCS between the two time series is naturally estimated by the following empirical wavelet cross-spectrum
and an estimator of the wavelet coherence is given by the following empirical wavelet coherencê
xy (ω, u) is the limit as the number of trials tends to infinity (n → +∞) of the above empirical coherenceR 2 xy (ω, u). The wavelet coherence is a normalized measure (between 0 and 1) of time-frequency dependence between two time series. Note that if x and y are independent zero-mean processes then, at any frequency ω and time u, one has that
and thus R 2 xy (ω, u) = 0. To the contrary, if there exists a linear relationship W y (ω, u) = aW x (ω, u) between x and y at some frequency ω and time u with a = 0, then S xy (ω, u) = aS x (ω, u) and S y (ω, u) = |a| 2 S x (ω, u) which implies that R 2 xy (ω, u) = 1. Therefore, values of wavelet coherence close to 1 are interpreted as evidence for a significant time-frequency correlation between x and y. In practice, as a preliminary step, the observed times series can be centered to have zero mean over the n repetitions before computing the empirical wavelet cross-spectrum and coherence.
To derive a threshold to detect automatically significant values of the coherence, most authors in the literature use a procedure proposed in [GC88] to test the null hypothesis H 0 that the two time series x and y are independent Gaussian white noise. Based on repeated observations (x m , y m ) m=1,...,n with n ≥ 2, it has been shown in [GC88] that, under H 0 ,R 2 xy (ω, u) ≤ r α with probability 1 − α where the threshold r α is equal to
Therefore, at level α = 5%, a detection threshold is r α = 1 − 0.05 1/(n−1) and values ofR 2 xy (ω, u) that are above this level are considered as a significant level of coherence. 
A new statistical test for detecting significant values of the wavelet crossspectrum
It is often argued that wavelet coherence is more interpretable than the WCS which is a nonnormalized measure of dependence. Indeed, at first glance, it seems difficult to judge if an observed value of the cross-spectrum is significant. Let us recall that the standard method to detect significant values of the coherence is based on a statistical procedure to test the null hypothesis H 0 that the components x(t k ) and y(t k ) of the two time series x and y are independent and identically distributed (iid) centered Gaussian variables (that is x(t k ) ∼ iid N (0, σ 2 x ) and y(t k ) ∼ iid N (0, σ 2 y ) for k = 1, . . . , T ). We propose to derive a new statistical procedure to test the more general null hypothesis H 0 (Σ x , Σ y ) that the random time series x = [x(t k )] T k=1 and y = [y(t k )] T k=1 of length T are independent Gaussian vectors with zero mean and covariance matrix Σ x and Σ y respectively, namely H 0 (Σ x , Σ y ) : x and y are independent vectors of length T with
where N (0, Σ) denotes a Gaussian random vector of length T with zero mean and covariance matrix Σ. Note that H 0 (Σ x , Σ y ) includes the case where the components of the two time series x and y are iid centered Gaussian variables with variance σ 2 x and σ 2 y which corresponds to the choice Σ x = σ 2 x I T and Σ y = σ 2 y I T where I T denotes the identity matrix of size T × T . Theoretical arguments developed in the Appendix show that under H 0 (Σ x , Σ y ), |Ŝ xy (ω, u)| ≤λ α with probability larger than 1 − α where the thresholdλ α is equal tô
withρ 2 x (resp.ρ 2 y ) being the largest eigenvalue of the empirical covariance matrix of the time serie x (resp. y). We refer the Appendix for a precise definition, and for the computation ofλ α in practice. Using such a procedure, the values of the empirical cross-spectrum that are lower than the threshold λ α (with e.g. α = 5%) are considered as not significant, whereas the values |Ŝ xy (ω, u)| that are above the thresholdλ α can be considered as being a truly significant level of time-frequency dependence at frequency ω and time u. Note that this test does not make any parametric assumption on the covariance matrices Σ x and Σ y .
As explained previously, coherence is a normalized measure of dependence that is usually considered as being more interpretable that the cross-spectrum which does not take into account the variance of the time series to assess the strength of dependence. Hence, if one pair of time series has a very large auto-spectrum this may cause the cross-spectrum to be very large even in the absence of dependence between two time series. In the computation of the thresholdλ α , the termρ
corresponds to a data-based upper bound of the amplitude of the auto-spectra of the time series. Indeed, consider first the null hypothesis H 0 (σ 2 x I T , σ 2 y I T ). Under such an assumption, the test is based on the properties that -with probability larger than 1−α: Ŝ xy (ω, u)
is a constant depending only on n and the level of the test α.
-with large probability:λ 2 α ≈ σ 2 x σ 2 y * C(n, α).
Hence, the computation of the thresholdλ α includes an estimation of the variance σ 2 x and σ 2 y of each time serie.
In the more general case where Σ x = σ 2 x I T or Σ y = σ 2 y I T , the test uses the properties that -with probability larger than 1−α: Ŝ xy (ω, u)
2
≤ S x (ω, u)S y (ω, u) * C(n, α) where S x (ω, u) (resp. S y (ω, u)) is the wavelet auto-spectrum of x (resp. y).
-with large probability:λ 2 α ≥ S x (ω, u)S y (ω, u) * C(n, α), which corresponds to a data-based upper bound for the product of the wavelet auto-spectra of the two time series.
Thus, the above arguments show that the test automatically adapts to the case where one pair of time serie has a large wavelet auto-spectra (which results in a large wavelet cross-spectrum) while still controlling the level of dependence between the two time series. Such a test is also non-asymptotic in the sense that it holds for any value of number of trials n and length of the signals T .
Results
Simulated data
Let us first consider some simulated examples to illustrate the differences between the test based on wavelet coherence (using the threshold r α ), and the test based on the WCS (using the data-based thresholdλ α ) for the detection of time-frequency correlations between random signals.
Analysis of time-frequency dependent Gaussian processes
Example 1 -We simulate n independent realizations (trials) of the following two Gaussian times series with zero mean of length T = 1000ms generated with sampling rate 1kHz:
where Z ∼ N (0, 1) with t k = 1, . . . , T , ω 1 = 10Hz, ω 2 = 30Hz, u 1 = 300ms, u 2 = 700ms, a 1 = 1.2, a 2 = 1.5, and where the ǫ j,k 's are independent Gaussian variables with zero mean and variance 1. The parameters σ x , σ y are levels of noise that can be adjusted according to the desired signal-to-noise ratio (SNR). For two reals a and b, 1 1 [a,b[ (t k ) denotes the function which is equal to 0 if t k < a or t k ≥ b and to 1 otherwise. Note that for the signal x, the SNR is defined as 20 log 10 (1/σ x ), and for the signal y, the SNR is 20 log 10 (a 2 /σ y ). The two times series are thus two sine waves with random amplitude of different frequency and time localization with additive Gaussian white noise. It should be noted that the amplitude of the two time series are correlated on the time intervals [0, 300ms] and [300ms, 700ms] at frequency ω 1 = 10Hz and ω 2 = 30Hz respectively. Thus x and y are time-frequency dependent Gaussian processes. An example of realization for each time serie with a SNR equal to −5 dB is given in Figure 1 (a). The wavelet coherence R 2 xy (ω, u) and the "true" WCS S xy (ω, u) are displayed in Figure 1 (d,e). The empirical coherenceR 2 xy (ω, u) computed with n = 10 trials is displayed in Figure 2 (c) together with a time-frequency map showing (in red) the values of the empirical coherence that are above the threshold r α with α = 5%. First, remark the wavelet coherence R 2 xy (ω, u) and the "true" WCS S xy (ω, u) do not contain the same information. Large value of the cross-spectrum are mainly observed in narrow frequency bands centered at the frequencies ω = 10Hz and ω = 30Hz and on the time intervals [0, 300]ms and [300, 700]ms which is consistent with model (3.1). To the contrary, the large values of wavelet coherence are much more spread in the time-frequency plane, and are found for example around the point (ω, u) = (20Hz, 300ms) which is somewhat unexpected in the sense that there does not exist such a time-frequency correlation between the two time series in model (3.1).
Secondly, it can be seen from Figure 2 (d) that the statistical test using the threshold r α finds significant values for the coherence in the time-frequency plane around the points (ω, u) = (10Hz, 200ms) and (ω, u) = (30Hz, 500ms) which is consistent with model (3.1) used to simulate the data. However, the test also detects areas in the time-frequency plane which do not correspond to significant values of the true coherence displayed in Figure 1 results using the threshold r α to detect significant values of the wavelet coherence are worse. Indeed, most of the truly significant values of the coherence found previously with n = 10 trials (around the points (ω, u) = (10Hz, 200ms) and (ω, u) = (30Hz, 500ms)) fall below the threshold r α when using n = 2 trials. To the contrary, the results displayed in Figure 3 (f) show that our procedure using the thresholdλ α to detect significant values of the wavelet cross-spectrum performs very well with only n = 2 trials.
Coherence detection in the absence of time-frequency dependence between signals
Let us now compare the behavior of the two tests when there is a priori no time-frequency dependence between the signals. A simple example being the case of two independent Gaussian time series with zero mean. For this consider the following simulated experiments: Example 2 -We simulate n independent realizations (trials) of the following two times series of length T = 1000ms generated with sampling rate 1kHz:
where Z ∼ N (0, 1), with t k = 1, . . . , T , ω 1 = 10Hz, ω 2 = 30Hz, u 1 = 300ms, u 2 = 700ms, and where the ǫ j,k 's are independent Gaussian variables with zero mean and variance 1. The second signal y is therefore a purely Gaussian white noise (we took σ y = σ x in this numerical example), and therefore the coherence between x and y is expected to be zero. An example of coherence estimation using model (3.2) with n = 10 is given in Figure 4 . It can be seen that the test finds many significant values for the wavelet coherence which is clearly not consistent with the data from model (3.2). Consider now the results of our test on Examples 2. One can see from Figure 4 that all the values of the empirical WCS fall below the data-based thresholdλ α . Therefore, contrary to the test based on the empirical wavelet coherence, our test does not find significant values for the WCS which is consistent with model (3.2). No significant values are found for the empirical WCS using the thresholdλ α -The value of α is 5% for both thresholds.
Example 3 -Let us simulate again n independent realizations (trials) (x m ) m=1,...,n and (y m ) m=1,...,n of the two times series x and y from model (3.1) with a SNR equal to −5dB. Then, we apply data shuffling to the trials from the second time serie to artificially create independence across samples.
More precisely, we propose to compare the detection of time-frequency dependence when computing the wavelet coherence and the WCS either from the raw data (x m ) m=1,...,n and (y m ) m=1,...,n or from the shuffled trials (x m ) m=1,...,n and (ỹ m ) m=1,...,n whereỹ m = y m+1 (see Figure 5 for an example with n = 30). By data shuffling, the time series x m andỹ m are independent samples, and it is thus expected there is no coherence between such signals. It can be seen in Figure 5 (f) that the test on coherence detection finds many significant values for the wavelet coherence using the shuffled data which is clearly not satisfactory. To the contrary, Figure 5 (h) shows that our procedure does not find significant values for the WCS when using the shuffled data while still performing a consistent estimation of the WCS when using the raw data, see Figure 5(d) . When the number of trials is small (see Figure 6 (h) with n = 10), the results of the data shuffling show remaining significant values of the WCS which are due to large value of the auto-spectrum of x and y, but with much smaller areas than without data shuffling, see Figure 6 (d). 
Robustness to Gaussianity
The derivation of the thresholdλ α relies on the assumption that the time series are Gaussian processes. Therefore, one may wonder if the test is robust to such an hypothesis. Example 4 -To study robustness to Gaussianity, we simulate n independent realizations (trials) of the following times series of length T = 1000ms with sampling rate 1kHz
where Z ∼ Laplace(0, 1) and ǫ 1,k ∼ iid Laplace(0, 1) ǫ 2,k ∼ iid Laplace(0, 1) with u 1 , u 2 , ω 1 , ω 2 , a 1 , a 2 , σ x , σ y chosen as in model (3.1), and where Laplace(0, 1) denotes a random variable following a Laplace distribution with zero mean and variance one. The time series in model (3.3) thus follows a Laplace distribution, and are such that they have the same wavelet coherence and WCS than the Gaussian time series from model (3.1) which are displayed in Figure 1(d,e) .
An example of realization from model (3.3) with a SNR equal to −5 dB is displayed in Figure  7 (a). It can be seen that time series following such a Laplace distribution are signals which contains isolated peaks. Hence, when compared to the Gaussian signals from model (3.1) in Figure 1 (a), they are more appropriate to model spiky processes. The results of our testing procedure displayed in Figure 7 (g) are very satisfactory. The test correctly estimates the areas in the time-frequency plane where the dependence between the time series is truly significant. Moreover, it does not detect any area where no correlation between the signals exists. Again, the results using the standard test to detect significant values of the wavelet coherence are not so satisfactory, see Figure 7 (e).
Evaluation of type I and type II errors: effects of n and SNR
To test the performances of this new procedure to detect significant values of time-frequency dependence between random signals, we propose to generate time series from model (3.1) using different values for the SNR and the number of trials, and to compare the results with those given by the standard test in [GC88, ZHJ + 06] to detect significant values of wavelet coherence. Recall that the quality of a statistical test is expressed in terms of its type I and type II error rate. The type I error rate is the probability of a false positive, rejecting the null hypothesis at frequency-time point (w, u) when it is true. The type II error rate is the probability of a false negative i.e. accepting the null hypothesis at frequency-time point (w, u) when there is a truly significant level of time-frequency dependence at (ω, u) between the two-time series. The goal of this simulation study is to evaluate the type I and type II errors of the two tests at various points (w, u) in the time-frequency plane. The different values for the factors in the simulations are SNR = −10, −20dB and n = 10, 100 trials. For each combination of these two factors, we compare the two tests on M = 100 repetitions from model (3.1). For m = 1, . . . , M , each repetition m consists in simulating n trials from model (3.1) for a given level of SNR. Then, based on these n trials, one constructs two time-frequency testing maps T m (ω, u) (one for each test) containing the result of each statistical test with T m (ω, u) = 0 if the test accepts the null hypothesis H 0 , and T m (ω, u) = 1 if the test rejects H 0 . For some repetition m, it is possible that the two (or only one) tests perform poorly or very good. It is therefore important to quantify the behavior of such tests on average, and not to draw conclusions from a single set of n trials.
For this purpose, the performances of each test, over the M = 100 repetitions, can be visualized from the following averaged time-frequency testing map:
Note thatT (ω, u) is a value between 0 and 1 that can be interpreted as the probability that the test rejects the null hypothesis H 0 at frequency-time point (w, u). Values close to 1 indicate that (on average) the test rejects H 0 at frequency ω and time u, while values close to 0 indicate that (on average) the test accepts H 0 . Therefore, comparing the valuesT (ω, u) to the true WCS and the true wavelet coherence is way to evaluate the type I and type II errors of each test. Results are displayed in Figures 8 and 9 , and the main comments that can be made are the following:
-as the SNR decreases the time-frequency maps given by the true wavelet coherence R 2 xy (ω, u) and -the number of false positives using our test is extremely low. This means that a value of the empirical WCS that is above the thresholdλ α can be considered as being a truly significant level of time-frequency dependence with a high confidence. To the contrary, the test on empirical wavelet coherence using the threshold r α yields many false positive.
-when the signal-to-noise ratio is high (SNR = −10db), our test performs very well with few trials (n = 10). For a higher SNR, the performances of our test are still very satisfactory when using more trials. 
Application to the analysis of corticomuscular interactions
To assess the usefulness of the proposed approach with an experimental example, we compare the results of the two tests when applied to neurophysiological signals. Data were collected from a single healthy adult male volunteer, as part of a study on the effects of force level on corticomuscular interactions during submaximal voluntary isometric contractions. The participant was secured in a seated position with the right knee 60 • flexed on a calibrated dynamometer (System 4 Pro, Biodex Medical Systems, Shirley, NY, USA) used to record the net joint torque around the knee at 1000 Hz. He was asked to perform blocks of isometric contractions of the right knee extensors at either 10 % or 20 % of previously determined maximal voluntary contraction (MVC), in a randomized order. Each contraction level was performed 10 times per block for 6 seconds, and was followed by a 6-second rest interval. Each block was followed by 3-minutes of rest, and overall, 10 blocks were performed leading to a total of 100 contractions per MVC level. The required MVC level was controlled through a visual torque feedback displayed on a screen placed one meter in front of the participant. The participant had to exert the required torque level as soon as torque feedback was provided, and to maintain it as accurately as possible through the duration of the contraction until disappearance of the torque feedback. During the contractions, he was required to keep its upper body and left lower limb muscles relaxed and its arms rested on each tight.
Electroencephalographic signal (EEG) was recorded reference-free at 1024 Hz using a 64-channel ActiveTwo system (BioSemi, Amsterdam, Netherlands; electrode impedances below 5 k), with electrodes arranged according to the International 10-20 system. The continuous EEG signal was highpass filtered at 0.5 Hz (zero-lag, 4th order Butterworth filter) and referenced to the FCz electrode. The Cz electrode was selected for further analysis as the electrode optimally located to record cerebral activity directly linked to right lower limb muscles contraction [MN08, PLJN06] . Following suitable skin preparation [HFDKR00] , surface electromyographic signal (EMG) was recorded from Vastus Medialis (VM) at 1000 Hz using a Bagnoli-8 system (DE-2.1, Delsys, Inc., Boston, MA, USA) with the reference electrode on the left radial styloid. The continuous EMG was resampled to 1024 Hz by third-order spline interpolation and high-pass filtered at 3 Hz (zero-lag, 4th order Butterworth filter).
Continuous data were then epoched from -1000 ms to +7000 ms after the onset of the torque feedback, i.e., T = 8192 for each contraction. After rejection of the trials contaminated by EEG and/or EMG artefacts, the number of remaining contraction was n = 70 for each MVC level. Thus, the value of the ratio T /n is in agreement with the conditions discussed in the Appendix in the sense that T is much larger than n.
Experimental results
Figure 10 (third to fifth column) present the values of the WCS and the wavelet coherence between EEG and EMG, and their corresponding significant values, for a large number of trials (n = 70). First, the results show that WCS and wavelet coherence contain different information. Large values of wavelet coherence are widely spread in the time-frequency plane whatever the MVC level, without clear difference in the correlation between EEG and EMG during the rest and contraction periods. To the contrary, large values of WCS are observed for non-null MVC levels in frequency bands centered at 10Hz and 20Hz, specifically on the time interval of muscular contraction (knee extension). Secondly, the statistical test using the threshold r α finds isolated significant values of the wavelet coherence, dispersed both in time and frequency, whatever the MVC level. The test detects significant areas in the time-frequency plane during rest periods and does not display a clear correlation between EEG and EMG during maintained knee extension. Opposite to these results, the proposed test using the thresholdλ α reveals absence of correlation between EEG and EMG during rest periods and for 0 % MVC, and finds bands of significant correlation centered at 10Hz and 20Hz during knee extension for 10 % and 20 % MVC. In addition to these highlighted features, the statistical test based on the thresholding of the WCS indicates clearer differences in the correlation between EEG and EMG with increased MVC level.
Another benefit of our approach is that it gives good results with very few trials. To illustrate this fact, we display the results obtained when using only n = 10 trials (randomly chosen from the 70 trials) in Figure 11 . Using a smaller number of trials (n = 10, see Figure 11 ), similar differences are observed between the WCS and the wavelet coherence, and a similar trend is found between the two tests. Apart from this general result, the significant values of the wavelet coherence (threshold r α ) indicate increased dispersion of the correlation between EEG and EMG in the time-frequency plane with n = 10 than with n = 70. When thresholding the WCS withλ α , it can be seen from Figure 11 (n) and 11(r) that the decrease in the number of trials results i) in broader bands centered at 10Hz and 20Hz of significant correlation between EEG and EMG, and ii) in the detection of significant areas centered at 7Hz during periods of rest, see Figure 11 (j).
Data shuffling
For MVC = 10% and MVC = 20%, Figure 10 (c,e) show large variations of the EEG WAS power specifically in the frequency bands of interest centered at 10Hz and 20Hz (i.e., alpha and beta bands, respectively), when compared to the case MVC = 0%, Figure 10(a) . This marked variation in the autospectra causes variation in the WCS, and one may wonder if our test automatically adapts to the change in magnitude of the WCS while still allowing a consistent detection of the significant values of the WCS. To illustrate this point, we used data shuffling as follows. We have compared the results of our test when computing either a WCS using the EEG trials at MVC = 0% and the EMG trials at MVC = 0% or a WCS using the EEG trials at MVC = 20% and the EMG trials at MVC = 0%. In both cases our test detects very few significant values in the WCS (see Figure 12 
Discussion
Theoretical comparison of the two statistical procedures
Our method has been analyzed from the point of view of statistical hypothesis testing. With small probability, the procedure rejects the null hypothesis that the repeated trials come from two independent Gaussian time series. The method is thus valid for the analysis of any Gaussian processes with zero mean, in particular for those that are not stationary. Its use is therefore more general than the standard test for significant wavelet coherence detection which is mainly valid for the null hypothesis that the two time series are independent white noise.
Comparison using simulated data
First, if the level of noise in the measurements is high, then the "true" wavelet coherence and the "true" WCS tend to carry the same kind of information on time-frequency dependence between two time series. However, the testing procedures using either the empirical wavelet coherence or the empirical WCS clearly yield to very different conclusions on the nature of the correlations between two times series.
The numerical experiments show that the use of the standard test using wavelet coherence yields erroneous coherence detection (type I error in statistical hypothesis testing), and can miss truly significant values (type II error in statistical hypothesis testing). In particular, this test detects areas the time-frequency plane where no correlation between the signals exists. Indeed, for all values of SNR and numbers of trials, the test using the wavelet coherence yields many false positive, which clearly questions the interpretability of this test and its level of confidence. To the contrary, our procedure correctly estimates the areas in the time-frequency plane where the dependence between the time series is truly significant. Moreover, our test does not detect any area where no correlation between the signals exists, meaning that our test is more conservative.
These results using data shuffling support the argument that our test is adapted to the case where the auto-spectrum of each time serie can be very large. Hence, a value of the WCS above the thresholdλ α can generally be considered as being due to time-frequency dependence between the signals.
With very few trials, the results obtained using the test on wavelet coherence detection are extremely unsatisfactory. To the contrary, our procedure to detect significant values of the crossspectrum performs very well with few repeated observations. Indeed, the results obtained with only n = 2 trials clearly show that our test correctly estimates the areas in the time-frequency plane where the dependence between the time series is truly significant, and does not detect any area where no correlation between the signals exists.
The numerical examples also demonstrate some robustness of the test to the assumption that the time series should be Gaussian.
To the best of our knowledge, this testing procedure to detect significant values of the crossspectrum is new, and we believe that it represents a powerful alternative to some limitations of wavelet coherence analysis.
Discussion on the analysis of corticomuscular interactions
Our results on the analysis of the correlation between EEG and EMG, i.e. the corticomuscular interactions, emphasize those obtained from simulated data and illustrate the potential of the proposed test to effectively detect time-frequency dependence between non-stationary signals. Thresholding the WCS with the data-based threshodλ α overcomes the effects of both time and frequency scaling observed when thresholding the wavelet coherence with r α . In agreement with previous findings on corticomuscular synchronization (for review, see [MH99a, SH03] ), the proposed statistical test improves the detection of the significant areas of correlation at 10Hz and 20Hz between EEG and EMG in the time-frequency plane. Significant corticomuscular interactions were found around 20 Hz in agreement with the literature (see [CHF + 95, KBS + 00, SPK + 97]) but also around 10 Hz, a finding that is less common but nonetheless reported in several studies in healthy subjects (see [FAKF00, MBS01] ) and in Parkinson's patients (see [RGM + 09] ).
Using our method, corticomuscular interaction was not significant during the rest periods and during 0 % MVC trials. This feature is clearly an advantage of the proposed test for application to the analysis of corticomuscular interactions, because it does not detect significant area where no correlation exists between the non-stationary signals. For non-null MVC levels, the statistical test on the WCS withλ α does not find significant peaks of coherence dispersed in the time-frequency plane. To the contrary, when the number of trials is high (n = 70), the proposed test detects accurate bands of correlation centered at 10Hz and 20Hz during the time interval of muscular contraction. With regards to the results from simulated data, one can suggest that the proposed test estimates more correctly the areas in the time-frequency plane where the dependence between EEG and EMG is truly significant, and that it offers the major advantage to reduce the detection of false positive when compared with the test on the wavelet coherence with r α .
Another benefit of our approach for application to the analysis of corticomuscular interactions is that the improvement of the detection of corticomuscular interactions is maintained with a small number of trials. Despite an observed increased dispersion in frequency with few trials (n = 10), the results obtained using the proposed test conserve similar general features than those observed with a large number of trials, which illustrates the practical advantage of our approach when the clinical conditions limit the possible number of experimental trials.
Finally, using data shuffling, we have shown that our method automatically includes an estimation of the variance of the two time series in the computation of the threshold used to detect significant value of the WCS. Indeed, although in the case EEG -MVC = 0% / EMG -MVC = 0% the magnitude of the WCS increases, our test does not detect more significant time-frequency dependence which is consistent with the fact that connectivity does not change when compared to the case EEG -MVC = 20% / EMG -MVC = 0%.
Advantages of WCS in contrast with wavelet coherence
Although the cross-spectrum is a non-normalized measure of dependence, our testing procedure can be used to detect significant values of the empirical WCS since it automatically estimates the amplitude of the auto-spectra of the time series. Coherence is often considered as being more interpretable since it is a normalized measure. However, results in this paper clearly show that a significant value of wavelet coherence (above the detecting threshold r α ) does not necessarily correspond to a significance level of time-frequency dependence. Hence, the use of the standard test on wavelet coherence may lead to erroneous conclusions. To the contrary, in many situations, the use of the WCS combined with our testing procedure is a much more reliable way to detect areas in the time-frequency plane where the dependence between two time series is truly significant. Although we have demonstrated some robustness to Gaussianity, a limitation of our approach is that the derivation of the threshold λ α relies on the assumption that the time series are Gaussian.
Conclusion
We have proposed a new statistical test to detect significant values of the wavelet cross-spectrum between two time series using repeated trials. These values correspond to a truly significant level of time-frequency dependence between the two time series. The test is a fully data-driven procedure based a simple thresholding of the wavelet cross-spectrum. Throughout the paper, this method has been compared with the standard test described in the literature to detect significant values of wavelet coherence between two time series. Comparisons have been made using both theoretical arguments and numerical experiments.
In usual experiments in neuroscience, one often wants to know if a WCS is statistically different from another WCS. This corresponds to the null hypothesis that the difference between two WCS computed from two data sets consisting of pair of time series is zero. A natural procedure to test such an hypothesis would be to compute the difference between two empirical WCS, and then to use an appropriate threshold to detect significant values of the resulting time-frequency map. We believe that the theoretical arguments developed in this paper could be used to derive such a threshold, which represents an interesting topic for future work.
[EK07] and references therein) show thatρ 2 x andρ 2 y are not consistent estimators of ρ 2 x and ρ 2 y . Indeed, in the case where Σ x = σ 2 x I T and Σ y = σ 2 y I T then lim n→+∞,T →+∞ρ x = σ x (1 + √ γ) and lim n→+∞,T →+∞ρ y = σ y (1 + √ γ)
where γ = lim n→+∞,T →+∞ T n . Therefore if γ > 0 thenρ x does not converge to σ x . The coefficient γ reflects the ratio between the length T of the time series and the number of trials n. Typically, T is much larger than n and in practice, the ratio T n can be larger than 10 or 100, meaning that the ratioρ x σx ≈ (1 + √ γ) is not close to one. This phenomena is a well known problem for the statistical estimation of large covariance matrices (see e.g. [BL08] and references therein) in the high-dimensional data setting when the size of the data (here the number of time points T ) is much larger than the number of repeated observations n.
In the more general case where Σ x = σ 2 x I T or Σ y = σ 2 y I T , using Theorem II.13 in [DS01] it can be shown that for any value of 0 < β ≤ 1 and any fixed n ≥ 1 and T ≥ 1 then P ρ x ≥ ρ x 1 + T n + −2 log(β) n ≤ β.
These results therefore suggest to estimate ρ x and ρ y byρ x / 1 + T n andρ y / 1 + T n which leads to the use of the following data-based thresholdλ α (in the case where the energy of the wavelet ψ is normalized to be one)
T n 2 − log(α/2) n + − 2 log(α/2) n .
Proof of Proposition 5.1
Let Z =Ŝ xy (ω, u) and remark that under H 0 the random variable Z can be written as
where X m,1 and X m,2 are independent centered Gaussian vector in R T with covariance matrix the identity, and a is the deterministic vector in C T with entries
Then, define the following vector X ∈ R n2T by concatenation of the vectors X m,1 and X m,2 in the following way: X = X m,1 X m,2 m=1,...,n ∈ R n2T .
Note that X is a centered Gaussian vector with covariance matrix the identity. Then, define the 2T × 2T matrix with complex entries Given the definition (2.1) of the Morlet wavelet ψ, one can check that the matrix aa ′ is Hermitian which implies that the matrices A xy and A are Hermitian. Then, one can remark that the random variable Z can be written in the form of a χ 2 variable as
Now, the result of Proposition 5.1 follows from the lemma below (its proof follows from standard arguments on the concentration of χ 2 variables, see e.g. Proposition 3 in [Com01] and Lemma 1 in [LM00]):
Lemma 5.2 Let X ∈ R p be a centered Gaussian vector with covariance matrix the identity. Let Γ be a p × p Hermitian matrix (with complex entries). Let γ 1 , . . . , γ p be the eigenvalues of Γ. Define γ = max Remark also that A 2 xy is of rank 2 with eigenvalues bounded by Therefore, using that tr(A) = 0 and by applying Lemma 5.2 with p = 2nT , Γ = A, γ = 1 2n ρ x ρ y ψ ω,u 2 and s 2 = 1 2n ρ 2 x ρ 2 y ψ ω,u 4 , it follows that for any η > 0 P |Z| ≥ ρ x ρ y n ψ ω,u 2 η + 2nη ≤ 2 exp(−η).
Thus, the result of Proposition 5.1 follows by taking η = − log(α/2) which completes the proof.
