Wavelets/multiwavelets in stereo correspondence estimation: a comparative study by Bhatti, Asim & Nahavandi, Saeid
Wavelets/Multiwavelets in Stereo correspondence Estimation: A Comparative Study
Asim Bhatti and Saeid Nahavandi
Centre for Intelligent Systems Research
Deakin University, Australia
asim.bhatti@deakin.edu.au saeid.nahavandi@deakin.edu.au
Abstract—Stereo correspondence estimation in one of the
most active research areas in the field of computer vision and
number of techniques has been established possessing both
advantages and disadvantages. Among the reported techniques,
multiresolution analysis based stereo correspondence estima-
tion has gained lot of research focus in recent years, however,
relatively little work has been reported in the context of
wavelets/multiwavelts based multiresolution analysis. Wavelets
and multiwavelets analysis is a newer way of scale space
representation and considered to be as fundamental as Fourier
representation and a better alternative. In this work we have
tried to address some of the issues regarding the work done in
this context and a new technique is devised to overcome some
of the flaws that has not been addressed comprehensively. For
this purpose a new multi-resolution analysis based algorithm
is presented that makes use of the wavelets/multiwavelts trans-
form modulus maxima to establish correspondences between
the stereo pair of images. Furthermore, variety of wavelets
and multiwavelets bases, possessing distinct properties such as
orthogonality, approximation order, shape, etc., are employed,
to analyse their effect on the performance of correspondence
estimation. The idea is to provide knowledge base to un-
derstand and establish relationships between wavelets and
multiwavelets properties and their effect on the quality of stereo
correspondence estimation.
Keywords-Stereo Correspondence estimation; wavelets; mul-
tiwavelets; multiresolution analysis; stereo vision
I. INTRODUCTION
Finding correct corresponding points from more than
one perspective views in stereo vision is subject to num-
ber of potential problems, such as occlusion, ambiguity,
illuminative variations and radial distortions. A number of
algorithms has been proposed to address the problems as
well as the solutions, in the context of stereo correspondence
estimation. The majority of them can be categorized into
three broad classes i.e. local search algorithms (LA) [1],
[2], [22], global search algorithms (GA) [3], [4] and hier-
archical search algorithms (HA) [6], [23]. The algorithms
belonging to the LA group try to establish the correspon-
dences over locally defined regions in the image space.
Generally, correlations techniques are used to estimate the
similarities based on image pixel intensities. Generally, LA
perform well in the presence of rich textured areas but have
tendency of relatively lower performance in the featureless
regions. Furthermore, local search using correlation windows
usually lead to poor performance across the boundaries of
image regions. On the other hand, algorithms belonging
to GA group deals with the stereo correspondence as a
global cost-function optimization problem. These algorithms
usually do not perform local search but rather try to find
a correspondence assignment that minimizes a global cost
function. There is a clear consensus in the computer vision
community that algorithms belonging to GA group has
overall better performance over the rest of the algorithms.
However, these algorithms are not free of shortcomings
and are dependent on how well the cost function repre-
sents the relationship between the disparity and some of
its properties like smoothness, regularity. Moreover, how
close that cost function representation is to the real world
scenarios. Furthermore, the smoothness parameters makes
disparity map smooth everywhere which may lead to poor
performance at image discontinuities. Another disadvantage
of these algorithms is their computational complexity, which
makes them unsuitable for real-time and close-to-realtime
applications. Third group of algorithms uses the concept
of multi-resolution analysis [8] in addressing the problem
of stereo correspondence. In multi-resolution analysis, as is
obvious from the name, the input signal (image) is divided
into different resolutions, i.e. scales and spaces [8], [39],
before estimation of the correspondence. This group of
algorithms do not explicitly state a global function that is to
be minimized, but rather try to establishes correspondences
in a hierarchical manner [40], [21], similar to iterative
optimization algorithms [23]. Generally, stereo correspon-
dences established in lower resolutions are propagated to
higher resolutions in an iterative manner with mechanisms
to estimate and correct errors along the way. This iterative
error correction minimizes the requirements for explicit post
processing of the estimated outcomes.
In this work, the main goal is to provide a brief overview
of the techniques reported within the context of stereo
correspondence estimation and wavelets theory and highlight
the deficiencies inherited in those techniques. Furthermore,
propose a comprehensive algorithm addressing the afore-
mentioned issues. The presented work also focuses on
the use of multiwavelets basis that simultaneously posses
properties of orthogonality, symmetry, high approximation
order and short support, which is not possible in the wavelets
case [8], [7], [11]. The presentation of this work is orga-
nized by providing some background and techniques used
with inherited shortcomings followed by introduction of
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wavelets/multiwavelets transformation modulus maxima. A
simple, however, comprehensive algorithm is presented next,
followed by the presentation of some results using different
wavelets and multiwavelets bases.
II. WAVELETS ANALYSIS IN STEREO VISION: A
BACKGROUND
The multi-resolution analysis is usually performed by
either Wavelets or Fourier analysis [24], [25], [26]. Wavelets
analysis is a newer way of scale space representation of the
signals and considered to be as fundamental as Fourier and
a better alternative. One of the reasons that makes wavelet
analysis more attractive to researchers is the availability
and simultaneous involvement of a number of compactly
supported bases for scale-space representation of signals,
rather than infinitely long sine and cosine bases as in Fourier
analysis [24].
Wavelet theory has been explored very little up to now in
the context of stereo vision. Some work has been reported
in applying wavelet theory for addressing correspondence
problem. To the best of author’s knowledge, Mallat [26],
[27] was the first who used wavelet theory concept for image
matching by using the zero-crossings of the wavelet trans-
form coefficients to seek correspondence in image pairs. In
[27] he also explored the the signal decomposition into linear
waveforms and signal energy distribution in time-frequency
plane. Afterwards, Unser [28] used the concept of multi-
resolution (coarse to fine) for image pattern registration
using orthogonal wavelet pyramids with spline bases. Olive-
Deubler-Boulin [29] introduced a block matching method
using orthogonal wavelet transform coefficients whereas [30]
performed image matching using orthogonal Haar wavelet
bases. Haar wavelet bases are one of the first and simplest
wavelet basis and posses very basic properties in terms
of smoothness, approximation order [12], therefore are not
well adapted for correspondence problem. In aforementioned
algorithms, the common methodology adopted for stereo-
correspondence cost aggregation is based on the difference
between the wavelet coefficients in the perspective views.
This correspondence estimation suffers due to inherent
problem of translation variance with the discrete wavelet
transform. This means that wavelet transform coefficients
of two shifted versions of the same image may not exhibit
exactly similar pattern [33], [34].
A more comprehensive use of wavelet theory based multi-
resolution analysis for image matching was done by He-
Pan in 1996 [31], [32]. He took the application of wavelet
theory a bit further by introducing a complete stereo image
matching algorithm using complex wavelet basis. In [31]
He-Pan explored many different properties of wavelet basis
that can be well suited and adaptive to the stereo matching
problem. A number of real and complex wavelet bases were
used in both [31], [32] and transformation is performed using
wavelet pyramid, commonly known by the name Mallat’s
dyadic wavelet filter tree (MDWFT) [8]. Furthermore, the
common problem with MDWT is the lack of translation and
rotation variance [33], [34] especially in real valued wavelet
basis. Furthermore similarity measures were applied on indi-
vidual wavelet coefficients which is very sensitive to noise.
In addition, in [32], conjugate pairs of complex wavelet
basis were used to address the issue of translation variance.
Conjugate pairs of complex wavelet coefficients are reported
to provide translation invariant outcome however increases
the search space by twofold. Similarly, Magarey [35], [36]
introduced algorithms for motion estimation and image
matching, respectively, using complex discrete Gabor-like
quadrature mirror filters. Afterwards, Shi [36] applied sum
of squared difference technique on wavelet coefficients. He
uses translation invariant wavelet transformation for match-
ing purposes, which is a step forward in the context of stereo
vision and applications of wavelet.
More to the wavelet theory, multi-wavelet theory evolved
[37] in early 1990s from wavelet theory and enhanced for
more than a decade. Their success, over scalar wavelet
bases, stems from the fact that they can simultaneously
posses the good properties of orthogonality, symmetry, high
approximation order and short support, which is not possible
in the scalar case [8], [7], [11]. Being a new theoretical evo-
lution, multi-wavelets are still new and are not yet applied
in many applications. In this work we will devise a new
and generalized correspondence estimation technique based
wavelets and multiwavelets analysis to provide a framework
for further research in this particular context.
A. Wavelet Transform Modulus
Wavelet transformation produces scale-space representa-
tion of the input signal by generating scaled version of the
approximation space and the detail space, possessing the
property
As−1 = As
⊕
Ds (1)
The use of Mallat’s dyadic filter-bank [8] results in three
different detail space components, which are the horizontal,
vertical and diagonal. Figure 1 can best visualize the graphi-
cal representation of the used filter-bank, where C and W are
scaling functions and wavelets, which in terms of classical
signal processing theory, represent low-pass and high-pass
filter coefficients, respectively.
The Wavelet Transform Modulus (WTM), in general
vector representation, can be expressed as
WTMs,k =Ws,k∠ΘWs,k (2)
Where Ws,k is
Ws,k =
√
|Dh|2 + |Dv|2 (3)
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Figure 1. Mallat’s dyadic wavelet filter bank
where Dh and Dv are the horizontal and vertical details,
respectively, and s represents the scale of the transform.
Furthermore ΘWs,k can be expressed as
ΘW =
{
α(k) if Dh,k > 0
pi − α(k) if Dh,k < 0
(4)
where
α(k) = tan−1
(
Dv,s
Dh,s
)
(5)
The vector ~n(k) points to the direction normal to the edge
surface as
~n(k) = [cos(ΘW ), sin(ΘW )] (6)
An edge point is the point p at some scale s such that
WTs,k is locally maximum at k = p and k = p + ε~n(k)
for |ε| small enough. These points are known as wavelet
transform modulus maxima, and are shift invariant through
the wavelet transform. For further details, reader is kindly
referred to [8].
III. CORRESPONDENCE ESTIMATION
In the light of aforementioned background, we propose
a novel wavelets and multiwavelets analysis based stereo
correspondence estimation algorithm. Following the already
established multiresolution based coarse to fine search strat-
egy, the matching process of the proposed algorithm is
categorized into two major steps. First part of the algo-
rithm defines the correspondence estimation at the coarsest
transformation level, whereas second part defines the iter-
ative matching process from finer to finest transformation
level. Correspondence estimation at the coarsest level is
the most important part of the proposed algorithm due to
its hierarchical nature. Correspondence estimation at finer
levels depends on the outcomes of coarser level matching.
Estimation at finer levels use local search methodology
searching only at locations where correspondences have
already been established in the coarser level search.
The matching process starts with wavelet decomposition
up to level N , usually taken within the range of [4 5]
depending on the size of the image. To minimize the effect
of illuminative variations that could exist in between the
perspective views, wavelets and multiwavelets scale normal-
ization is performed as:
NWs,k =
Ws,k,i
|As,k| ∀ i ∈ {h, v, d} (7)
where {h, v, d} represents horizontal, vertical and diag-
onal details, respectively, s represents the scale of decom-
position, k represents the kth coefficient and A represents
the approximation space. The benefit of wavelets and mul-
tiwavelets scale normalization is two fold. Firstly, it nor-
malizes the variations in coefficients, at each transformation
level, either introduced due to illuminative variations or by
filters gain. Secondly, if the wavelets and multiwavelets
filters are perfectly orthogonal, the features in the detail
space become more prominent.
1) Similarity Measure: Similarity measure is performed
for initial estimation of the disparity map using normalized
correlation [42] measure enforced with multi-window ap-
proach [9], [45], [46] as:
NC(x, y) = NCW0(x, y) +
nW /2∑
i=1
NCWi(x, y) (8)
Where nW represents the number of surrounding windows
without considering W0. The second summation term in (8)
represent the summation of best nW /2 windows out of nW .
An average of the correlation scores from these windows is
taken to keep the score normalized i.e. within the range of
[0 1].
2) Probabilistic Weighting: Wavelets and multiwavelets
transformation using Mallat’s filter-bank [8] produces r2
spaces for each bank, as shown in Figure 1 by A,Dh, Dv
and Dd. Where r is the multiplicity of filters, which is
one in case of wavelets, i.e. r = 1 and r > 1 in case
of multiwavelets. To introduce the contribution, comprehen-
sively, from all r2 search spaces, created by the filter bank,
probabilistic weighting for the correlation measure (8) is
introduced. It is the probability of selection of any coefficient
as a corresponding point from any of the search space out
of r2 spaces as:
Pc(Ci) = nCi/r
2 where 1 ≤ nCi ≤ r2 (9)
where nCi is the number of times a coefficient Ci is
selected and r is the multiplicity of multi-filter coefficients
[7], [19]. It is obvious from expression (9) that the Pc(Ci)
lies between the range of [1/r2 1] is given the name of
probability of occurrence. More specifically, if jth candidate
Cj is selected r2/2 times out of r2 search spaces then
Pc(Cj) = 1/2 = 0.5.
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The correlation score in expression (8) is then weighted
with Pc(Ci) as
CSCi = Pc(Ci)
∑
nCi
NCCi(x, d) ∀ nCi∈Z : nCi≤r2 (10)
CSCi in above expression (10) is defined as candidate
strength. It defines the potential of the corresponding co-
efficient to be considered for further processing and in the
selection process of other potential and ambiguous candi-
dates.
3) Geometric Refinement: As there are r2 search spaces,
there is a possibility of selection of different coefficients
from different search spaces, which is usually referred as
ambiguity. To address the issue of ambiguity, a simple
geometric topological refinement is used in order to extract
the optimal corresponding coefficients out of the pool of
ambiguous ones. For this purpose, the geometric orientation
of the ambiguous coefficients with reference to the coef-
ficients with unit probability, i.e. Pc = 1 (9) is checked.
The pairs having the closest geometric topology are selected
as optimal correspondences. Three geometric features that
are relative distance difference (RDD), absolute distance
difference (ADD) and relative slope difference (RSD) of the
lines joining the coefficients were selected and calculated
to check the geometric orientational similarity. The reason
of selecting these geometric features for addressing the
problem of ambiguity is there invariance through many
geometric transformations, such as Projective, Affine, Matric
and Euclidean [10]. The geometric measurement is then
weighted with the correlation score to keep the previous
achievements of the candidates in the consideration as
Gci = CSCi (e
−dACi + e−dRCi + e−dSCi ) (11)
This term is defines geometric refinement score highlight-
ing the strength of established correspondence. Correspond-
ing pair with maximum geometric refinement score will be
selected as optimal match.
Table I
WAVELET AND MULTIWAVELET BASIS WITH FILTER SPECIFICATIONS
Basis r [Cs, Cw] Ap Orthogonality Shape
Haar [12] 1 [2 , 2] 1 o s
D-4 [13] 1 [4 , 4] 2 o as
D-8 [14], [41] 1 [8 , 8] 4 o as
BI9 [15] 1 [9 , 7] 4 bo s
BI7 [15] 1 [7 , 9] 4 bo s
BI5 [15] 1 [5 , 3] 2 bo s
BI3 [15] 1 [3 , 5] 2 bo s
GHM [16] 2 [4 , 4] 2 o s
CL [17] 2 [3 , 3] 2 o s
SA4 [15] 2 [4 , 4] 1 o s
BIH52S [15] 2 [5 , 3] 2 bo s
BIH32S [15] 2 [3 , 5] 4 bo s
MW1 [7] 3 [6 , 6] 2 o s
MW2 [18] 3 [6 , 6] 3 o as
MW3 [18] 3 [8 , 8] 3 o s
MW4 [18] 3 [6 , 6] 3 o as
4) Scale Interpolation: The matching process at the
coarsest level ends up with a number of matching pairs,
which are required to be interpolated to the finer level. The
constellation relation between the coefficients at coarser and
finer levels can be visualized by taking the decimation of
factor 2 into consideration. The interpolation process can be
better visualized as in Figure 2, where green pixels represent
the finer level pixels. After the matches are interpolated to
the finer level, correlation process is performed only for
the locations having their corresponding pairs at the coarser
level.
Due to the assumption that images are rectified, corre-
lation is performed only horizontally. The disparity from
coarser disparity dc to finer disparity dF is updated as
dF = dL + 2dc (12)
where dL is the local disparity obtained within the inter-
polated area. This process is repeated till we have reached to
the finest resolution which in fact is the resolution of input
image.
IV. EFFECT OF DIFFERENT WAVELET AND
MULTI-WAVELET BASES
Using proposed algorithm, seventeen different wavelet
and multi-wavelet bases are chosen to address the influence
of different basis on the quality of the correspondence
estimation. Wavelets and multiwavelets bases are selected
encompassing the variety of different properties such as
orthogonality and bi-orthogonality, approximation orders,
symmetry and different multiplicities.
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The wavelets and multiwavelets basis used in the pro-
cess are shown in Table I with relevant parameters. The
parameters are multiplicity of the filters, number of scaling
and wavelet coefficients, approximation order, orthogonality
and shape of the scaling function. The parameters o and
bo, in the orthogonality column represents the orthogonal
and bi-orthogonal respectively where as s and as, related to
the shape, represents symmetric and asymmetric filters. It is
obvious from the Table I that scalar wavelets possess unit
multiplicity, i.e. one filters for each scaling function and
wavelet. The coefficients related to all wavelet and multi-
wavelet bases presented can be found in [47].
Statistics are collected using root mean squared error
and percentage of bad estimated disparities to perform
the qualitative analysis of the disparity maps produced.
Estimated disparity maps are compared with the ground truth
disparity maps and two statistics are calculated which are
Root Mean Square error (R) and percentage of bad disparity
values (B). The expression used for the calculation of these
statistics are taken from [5] as
R =
√
1
N
∑
x, y
|dE(x, y)− dG(x, y)2| (13)
and
B =
1
N
∑
(x,y)
|dE(x, y) − dG(x, y)|2 > ξ (14)
where dE and dG are the estimated and ground truth
disparity maps, N is the total number of pixels in an image
whereas ξ represents the disparity error tolerance (DET)
and is usually taken as 1. In other words any difference
greater than 1 between ground truth disparity maps and the
estimated disparity is considered as bad disparity value. First
of these statistics are given in Table II related to the images
MAP and VENUS.
Looking at the Tables II to IV and Figures 3 to 4, a
clear pattern of higher performance of multi-wavelets bases
can be observed except in case of Sawtooth image where
D4 (Daubechies 4-coefficient) has performed best. It could
be due to the fact that multiwavelets bases simultaneously
possess features, like short support, orthogonality, symmetry
and vanishing moments [43], [19], which is not possible in
the scalar wavelets case [19], [44].
Within multiwavelets bases, it is hard to define a clear
pattern between the performance and the relevant influential
properties. In case of Map and Venus images, MW2 and
MW4 has performed best possessing similar properties of or-
thogonality, asymmetric and approximation order. Whereas,
in case of Teddy and Cones, BIH52S and CL, respec-
tively has performed well possessing different properties
than MW2 and MW4. It is hard to draw some conclusive
argument that could provide evidence of the bases properties
Table II
PERFORMANCE OF ALGORITHM IN TERMS OF R, B AND TIME RELATED
TO IMAGES Map AND Venus
Image MAP Image VENUS
Size 216 × 284 Size 383 × 434
Max Disparity 30 Max Disparity 20
Basis R B R B
HAAR 0.2469 0.1603 0.0880 0.0281
D4 0.3151 0.1654 0.1082 0.0395
D8 0.3295 0.1983 0.0938 0.0322
BI9 0.5189 0.3991 0.0885 0.0252
BI7 0.3016 0.1707 0.1053 0.0399
BI5 0.5063 0.3781 0.0892 0.0258
BI3 0.3256 0.1786 0.0972 0.0310
GHM 0.3641 0.2232 0.1045 0.0373
CL 0.2267 0.0811 0.0879 0.0254
SA4 0.2343 0.0883 0.0961 0.0301
BIH52S 0.1912 0.1132 0.0852 0.0234
BIH32S 0.2389 0.0943 0.0998 0.0319
BIH54N 0.2132 0.0987 0.0860 0.0240
MW1 0.2132 0.1524 0.1076 0.0378
MW2 0.1662 0.0754 0.0851 0.0231
MW3 0.4728 0.3395 0.2230 0.1830
MW4 0.1662 0.0754 0.0851 0.0231
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Table III
PERFORMANCE OF ALGORITHM IN TERMS OF R, B AND TIME TAKEN
BY THE ALGORITHM RELATED TO THE IMAGES Sawtooth AND Bull
Image SAWTOOTH Image BULL
Size 380 × 434 Size 381 × 433
Max Disparity 20 Max Disparity 20
Basis R B R B
HAAR 0.1163 0.0434 0.1452 0.1497
D4 0.1099 0.0381 0.1646 0.0934
D8 0.1147 0.0425 0.2264 0.1572
BI9 0.2401 0.1982 0.2197 0.1496
BI7 0.2024 0.1519 0.2393 0.1702
BI5 0.2413 0.1994 0.1033 0.0294
BI3 0.1276 0.0495 0.2258 0.1563
GHM 0.1960 0.1472 0.2273 0.1587
CL 0.1856 0.1396 0.1011 0.1452
SA4 0.1556 0.0957 0.2135 0.1443
BIH52S 0.2313 0.1898 0.2163 0.1469
BIH32S 0.1891 0.1414 0.2162 0.1456
BIH54N 0.1868 0.1398 0.2173 0.1464
MW1 0.2889 0.2408 0.2204 0.1497
MW2 0.2317 0.1900 0.2201 0.0289
MW3 0.2179 0.1768 0.2278 0.1594
MW4 0.2317 0.1900 0.2201 0.0289
that could lead to higher performance while estimating stereo
correspondences.
V. DISPARITY ESTIMATION
In addition to root mean squared error (R) and percentage
of bad estimated disparities (B), visual performance of the
estimated disparity maps in comparison with the ground
truth is also presented. The disparities presented in Figures 5
and 6 are in the ascending order of visual complexity. An
error image is shown which is simply the absolute difference
between the ground truth and the estimated disparity maps
and can simply be expressed as
E = |dG(x, y)− dE(x, y)| ∀ x ∈ X,Z , y ∈ Y,Z (15)
Where X , Y are the dimensions of the images.
A detailed representation of the estimated disparity related
to Map image is shown in Figure 5. Figure 5(c) shows the
estimated disparity map with occlusion. Occlusion map is
extracted explicitly as shown in Figure 5(f). Finally an error
map E as in (15) for disparity map and occlusion is shown
in Figure 5(g) and Figure 5(h), respectively.
Furthermore, Sawtooth and Venus images are taken from
[20] as shown in Figure 6. As it can be seen in Figure 6 the
edges of the discontinuities are extracted to high accuracy.
Table IV
PERFORMANCE OF ALGORITHM IN TERMS OF R, B AND TIME TAKEN
BY THE ALGORITHM RELATED TO THE IMAGES Teddy AND Cones
Image TEDDY Image CONES
Size 375 × 450 Size 375 × 450
Max Disparity 50 Max Disparity 50
Basis R B R B
HAAR 0.1548 0.1029 0.1863 0.1276
D4 0.1632 0.0987 0.1828 0.1195
D8 0.1685 0.1026 0.1877 0.1251
BI9 0.1580 0.0997 0.1636 0.1083
BI7 0.1625 0.0983 0.1937 0.1343
BI5 0.1520 0.0971 0.1496 0.0923
BI3 0.1571 0.0945 0.1958 0.1350
GHM 0.1555 0.0928 0.1710 0.1046
CL 0.1696 0.1083 0.1210 0.0439
SA4 0.1707 0.1093 0.1821 0.1304
BIH52S 0.1245 0.0419 0.1547 0.0915
BIH32S 0.1561 0.0887 0.1623 0.1041
BIH54N 0.1704 0.1084 0.1439 0.0856
MW1 0.1770 0.1181 0.2110 0.1505
MW2 0.1638 0.0992 0.1731 0.1178
MW3 0.01370 0.0534 0.1817 0.1329
MW4 0.1638 0.0992 0.1731 0.1178
VI. CONCLUSION
The developed vision system consists of a new proposed
robust algorithm. The proposed algorithm uses the stereo
vision capabilities and multi-resolution analysis to estimate
disparity maps and the concerned 3D depths. Furthermore,
it uses multiwavelets theory that is a newer way of scale
space representation of the signals and considered as fun-
damental as Fourier and a better alternative. The proposed
algorithm uses the well-known technique of coarse-to-fine
matching to address the problem of stereo correspondence.
The translation invariant multiwavelets transform modulus
maxima (WTMM) are used as matching features. To keep
the whole matching process consistent and resistant to errors
an optimized selection criterion strength of the candidate is
developed. The strength of the candidate involves the con-
tribution of probabilistic weighted normalized correlation,
symbolic tagging and geometric refinement. Probabilistic
weighting involves the contribution of more than one search
spaces, whereas symbolic tagging helps to keep the track
of the most significant and consistent candidates throughout
the process. Furthermore, geometric refinement addresses
the problem of geometric distortion between the perspective
views. The geometric features used in the geometric refine-
ment procedure are carefully chosen to be invariant through
many geometric transformations, such as affine, metric, Eu-
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Figure 5. a: Right image of the Map stereo pair, b: Ground truth disparity
map, c: Estimated disparity map with occlusion, d: Estimated disparity
map after interpolation, e: Occlusion from ground truth disparity map, f:
Estimated occlusion, g: Disparity error, h: Occlusion error
clidean and projective. Moreover, beside that comprehensive
selection criterion the whole matching process is constrained
to uniqueness, continuity and smoothness.
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