The role of morphological structure in the mental lexicon has been much debated, with respect to both the composition of lexical entries and the process by which sensory information is matched to these internal representations (for reviews, see Butterworth, 1983; Feldman, 1995; Henderson, 1985; Marslen-Wilson, Tyler, Waksler, & Older, 1994; McQueen & Cutler, in press; Sandra, 1994; Taft, 1991) . The basic question addressed is how morphological relations among words are relevant in the perception and production of language.
1992; Schreuder & Baayen, 1994; Schriefers, Friederici, & Graetz, 1992; Zwitserlood, 1994) . The present research investigates the representation of inflectional morphological relationships and the role of such representations in recognition. A major issue addressed is whether regularly inflected words in English are listed in the lexicon as morphologically complex forms or whether only uninflected base forms are listed, with morphologically complex forms derived by rule.
Traditionally, morphologically complex words include inflected and derived words (Matthews, 1974) . Derivational processes, however, are not fully productive-they generally cannot be applied to every lexical item. In order to make the strongest claims in favor of or against decomposed lexical entries, a fully productive paradigm such as inflectional morphology must be examined. The study of inflectional morphological processes may provide stronger evidence to test hypotheses concerning the morphological organization of the lexicon.
Consider an inflectional process such as the past tense marking of verbs in English. The inflectional system of English displays a highly productive regular process (e.g., walk-walked, kick-kicked) and also a small number of frequently occurring irregular forms (e.g., eat-ate, singsang) . This inflectional paradigm has provided the basis for debate on morphological relations in the lexicon.
A number of recent studies have examined such inflectional processes. Taft (1979) compared noun and verb stimuli that contrasted either in terms of surface frequency (the actual frequency of the presented form) or total frequency (the summed frequency of all inflectional variants). He found that when stimuli were contrasted in total frequency, although equated in surface frequency, reaction time (RT) differences were obtained. However, in a second experiment, differences were also found when
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stimuli were contrasted in surface frequency, although equated in total frequency. Taken together, these findings seem contradictory, with both total and surface frequency appearing to influence RTs in a lexical decision task. Burani, Salmaso, and Caramazza (1984) replicated the findings of Taft (1979) in Italian. For Italian, both root-morpheme (total) frequency and surface frequency contribute to lexical decision times. Kelliher and Henderson (1990) examined irregularly inflected verbs in English. In their experiment, they compared lexical decision latencies across inflected stimuli that were matched in terms of surface frequency but contrasted in total frequency. They found that, even for irregular, inflected stimuli, surface frequency does not appear to determine response latencies but that latencies for past tense inflected forms seem to vary with the frequency of morphologically related words. Although latency varied with total frequency of occurrence, their manipulation did not allow one to distinguish between total frequency and uninflected present tense (i.e., citation form) frequency, since these parameters were highly correlated in their study.
In a series of experiments examining citation form frequency in Serbo-Croatian, a heavily inflected language, Lukatela and colleagues (Lukatela, Carello, & Turvey, 1987; Lukatela, Gligorijević, Kostić, & Turvey, 1980; Lukatela et al., 1978) reported the shortest lexical decision latencies for the nominative singular form (even when it is not the most frequent form), whereas latencies were undifferentiated among the oblique cases (i.e., members of an inflectional paradigm other than the citation form). However, Katz, Rexer, and Lukatela (1991) found that in English, surface frequency alone could predict response latencies for both citation forms of verbs and inflected (past tense) forms, although, for present participle forms, total frequency of occurrence was a stronger predictor.
Overall, the results from these inflectional morphology experiments are somewhat inconclusive. This is unfortunate since such studies do have important implications for models of lexical access and representation. Often, these studies have examined the inflectional verb paradigm in English or highly inflected noun paradigms cross-linguistically. In both these cases, the systematic matching of frequency in one form often allows a myriad of possible variations in the other forms. Taft (1979) , for example, included both nouns and verbs in determining frequency differences. Consider, for example, Taft's example stimuli sized and raked. Although matched in terms of their past tense frequency, they are also highly similar in terms of their total verb frequency. How they differ is in terms of the contribution of noun frequency, with size having 148 occurrences per million as a noun and rake having only 8 occurrences per million as a noun. Such comparisons contrast not only frequency of uninflected and inflected forms but also grammatical class differences, thus allowing an additional uncontrolled variable. Also, in these experiments, comparisons of uninflected forms used different stimuli than comparisons of inflected forms, allowing stimulus selection to be an additional confounding factor (see Burani et al., 1984 , for a similar criticism). Given the design of these experiments, then, the possibility exists that the differences obtained may be due to idiosyncratic differences in the structure of the stimuli that make up each group.
The goal of the present research was to investigate inflectional morphology in order to understand basic organizational principles of the mental lexicon. Specifically, a major issue addressed by this study is whether morphologically complex words are derived by rule from a single, uninflected lexical entry or whether they are stored and accessed separately, with each morphological variant represented by a distinct lexical entry. The experimental method employed allows for the control of potential problems associated with stimulus selection by utilizing the same stimuli for comparisons of uninflected and inflected forms. The frequency of the uninflected stem, the frequency of the inflectional variants, and total frequency of occurrence were independently varied in order to determine the separate contribution of each of these forms to access processes. It was hypothesized that differences among these experimental conditions should reflect the influence of surface frequency and total frequency in a visual lexical decision word recognition task.
Three experiments were conducted. Experiment 1 examined differences in the processing of nouns and verbs. These data were examined in terms of frequency of occurrence of the inflectional variants. In this way, the contrast between nouns and verbs was used to introduce the relevant morphological issues and to motivate the use of a single grammatical class in subsequent experiments. Experiments 2 and 3 then systematically explored inflectional morphological issues in nouns. Specifically, Experiment 2 manipulated frequency of uninflected and inflected forms, holding total frequency constant, whereas Experiment 3 manipulated frequency of inflected forms and total frequency, holding frequency of uninflected forms constant.
EXPERIMENT 1
In recent years, a variety of factors have been shown to influence word recognition processes. Word frequency (Forster & Chambers, 1973; Rubenstein, Lewis, & Rubenstein, 1971; Stanners, Jastrzembski, & Westbrook, 1975; Whaley, 1978) and associative relatedness (Fischler & Goodman, 1978; Meyer & Schvaneveldt, 1971; Warren, 1977) have been typically characterized as playing an important role in lexical access processes (see Sereno, 1991) . Few studies, however, have controlled for grammatical class membership effects. This situation is puzzling, considering the fact that the grammatical class of a lexical item has been shown to have a marked effect on response latencies in word recognition studies (Bradley, 1978; Kean, 1977; Sereno & Jongman, 1990) . These syntactic class differences are most pronounced in the distinction, expressed most clearly in the neuropsy-chological literature, between function words and content words, suggesting largely distinct recognition procedures for the two word classes (Bradley, 1978; Friederici, 1985; Zurif, 1980) . However, there has been much controversy concerning the exact nature of the distribution of function and content words since there is also a sizable frequency difference that distinguishes these two syntactic classes (Gordon & Caramazza, 1982 .
Outside the area of word recognition, a number of researchers have noted vocabulary class differences within the class of content words. This research has invariably examined the distinction between the syntactic class of nouns and that of verbs (Clark & Clark, 1977; Gentner, 1981 Gentner, , 1982 Hockett, 1968; Sapir, 1944) . Sereno and Jongman (1995) , for example, reported systematic acoustic differences (duration, amplitude, and fundamental frequency) between grammatically ambiguous words (such as answer or design), contingent upon their production as a noun or verb. Moreover, a number of neuropsychological studies have reported the selective dysfunction of the categories of noun and verb (Caramazza & Hillis, 1991; Miceli, Silveri, Villa, & Caramazza, 1984; Zingeser & Berndt, 1988) . Given this history, the noun-verb distinction seems to be a natural choice as a basic variable that may affect response latencies in word recognition studies.
To investigate these differences, a lexical decision experiment was conducted in which pure nouns (words used only as nouns) and pure verbs (words used only as verbs) were compared. Unlike the function-content contrast, the distribution of nouns and verbs in English is not nearly as frequency skewed (Gentner, 1981) . The goal of the present experiment was to determine if grammatical class membership had any systematic effect on processing time in a lexical decision task.
Method
Subjects. Twenty-four students attending Brown University were paid for their participation in the experiment. All were native speakers of English with normal or corrected-to-normal visual acuity.
Materials. Forty-eight words were selected from the Brown corpus (Francis & Kučera, 1982) and 48 nonwords were constructed (Appendix A). For the word stimuli, 24 were pure nouns (i.e., in the Brown corpus, these stimuli were used only as nouns and had no occurrences as a verb) and 24 were pure verbs (i.e., in the Brown corpus, these stimuli were used only as verbs and had no occurrences as a noun). The noun and verb stimuli were matched for overall frequency of occurrence with a mean frequency per million of 202 (SD ϭ 99) and 202 (SD ϭ 99), respectively. Stimuli were also matched for number of letters (5.4 and 5.5, respectively). In each group, there were 11 monosyllabic and 13 bisyllabic stimuli. For the bisyllabic stimuli, it was difficult to control for stress placement since bisyllabic nouns in English are predominantly stressed on the first syllable and bisyllabic verbs on the second syllable (Kelly & Bock, 1988; Sereno, 1986; Sereno & Jongman, 1995) . For the bisyllabic pure nouns, 12 of 13 were forestressed whereas 12 of 13 bisyllabic verbs were backstressed.
The 48 nonword stimuli were phonotactically acceptable sequences and were matched to the word stimuli in terms of mean number of letters (5.5) and number of syllables (22 monosyllabic and 26 bisyllabic nonwords).
Design and Procedure. All subjects were tested individually. Subjects were instructed to make a lexical decision to each stimulus. For each trial, subjects were to move their index finger from a neutral resting position to one of two equidistantly placed response buttons (labeled "word" and "nonword"). Position of response buttons was counterbalanced across subjects. Subjects were to respond as quickly and accurately as possible. Following instructions, subjects were given a set of 12 practice items to familiarize them with the procedure. The practice items were not used in the test.
Stimulus timing was controlled by an IBM PC/AT running BLISS software (Mertus, 1989) . Stimuli were presented on a Panasonic video monitor (Model TR-930) and appeared in the center of the screen in lowercase letters. Stimuli were presented at a fixed rate, with a stimulus onset asynchrony (SOA) of 2 sec. Each stimulus item remained on the screen until subjects responded. RT was measured from the onset of the stimuli until a response was made. Immediately following a response, the target item disappeared from the screen. This sequence was repeated for every stimulus item. The entire experiment lasted approximately 15 min.
Results
Analyses of variance (ANOVAs) were conducted for subjects (F 1 ) and items (F 2 ) for both the RT and error data. All means presented were taken from the subject analyses. No errors or RTs greater than 2 SD from each subject's mean were included in the analyses. The total number of errors was 48, representing 2.1% of all responses.
A one-way ANOVA with repeated measures revealed a main effect of lexical status [F 1 (1, 23) The significant difference between nouns and verbs may have been the result of differences in stress placement rather than differences in syntactic class per se, since stress location for bisyllabic nouns and verbs was not balanced. To check this possibility, monosyllabic nouns and verbs were compared to bisyllabic nouns and verbs. A two-way ANOVA (stressed syllable ϫ grammatical class) was conducted. There was a main effect for stressed syllable [F 1 (1, 23 ) ϭ 6.43, MS e ϭ 755.74, p ϭ .018; F 2 (1,44) ϭ 4.43, MS e ϭ 515.57, p ϭ .041]. Monosyllabic words (594 msec) were responded to significantly faster than were bisyllabic words (608 msec). As expected, there was also a main effect for grammatical class [F 1 (1, 23 ) ϭ 9.62, MS e ϭ 780.82, p ϭ .005; F 2 (1,44) ϭ 7.95, MS e ϭ 515.57, p ϭ .007]. RTs to nouns (592 msec) were significantly faster than RTs to verbs (610 msec). More importantly, though, there was no significant interaction in either the subject or item analyses (Fs Ͻ 1). As illustrated in Figure 1 , the difference between nouns and verbs for the monosyllabic stimuli was similar to that for the bisyllabic stimuli.
Both subject and item analyses were also conducted for the error data. No significant differences were found either for the word-nonword comparisons or for the noun-verb comparisons.
Discussion
The present results showed systematic processing differences between words differing only in grammatical class membership. Lexical decision latencies to nouns were significantly faster than those to verbs. Moreover, the significant differences between nouns and verbs cannot be ascribed to differences in stress placement between the two grammatical categories. Noun-verb differences for bisyllabic stimuli that show contrasting stress placements were similar to noun-verb differences for the monosyllabic stimuli. Unlike the open-closed class distinction, the vocabulary difference between nouns and verbs cannot be attributed to virtually mutually exclusive frequency distributions.
Noun-verb dissociations have been found in children, normal adults, and brain-damaged populations (see Sereno, Slack, & Jongman, 1996) . A number of possible explanations for the noun-verb differences have been proposed, including, most prominently, semantic differences (e.g., abstract-concrete, relational-referential; see, among others, Behrend, 1990; Gentner, 1978; Graesser, Hopkinson, & Schmid, 1987; Huttenlocher & Lui, 1979) . One important factor that has been less carefully examined is the difference in inflectional structure between nouns and verbs. A potential explanation for the processing differences found in Experiment 1 may be the contrasting inflectional structure of nouns and verbs.
Nouns have singular forms (base forms), and plural and possessive inflectional forms whereas verbs have infinitival forms (base forms) and first-, second-, and third-person forms in both the singular and plural, past tense forms, present participle forms, and past participle forms. Interestingly, the uninflected forms of nouns and verbs drastically differ in terms of their frequency of usage. An analysis of English using data from the Brown corpus (Francis & Kučera, 1982) revealed that the uninflected form of nouns constitutes 73.6% of the total frequency of the noun lemma whereas the uninflected form of verbs constitutes only 29.3% of the total verb lemma (Sereno & Jongman, 1992) . In Experiment 1, the percentage of the base form frequency to total frequency was characteristic of the overall language statistics, with the noun base forms constituting 74% of noun lemmata and verb base forms comprising 34% of verb lemmata.
Subjects in Experiment 1 were presented with the uninflected base form of nouns and verbs. The uninflected form is also the usual presentation of a word in isolation. If the frequencies of these presented forms (i.e., the base forms) of the noun and verb stimuli are compared, a substantial frequency difference is evident. Although the noun and verb stimuli of Experiment 1 were selected and matched on the basis of total frequency of occurrence (both the noun stimuli and the verb stimuli had an average frequency of occurrence of 202 per million), the stimuli contrasted in terms of frequency of uninflected forms. In Experiment 1, the uninflected forms of nouns had an average frequency of occurrence of 150 per million whereas the average verb uninflected form frequency was 69 per million. Given these differences, then, it is possible that subjects' response latencies to nouns were faster than those to verbs because the base frequency of nouns is substantially higher than the base frequency of verbs. The differences in RTs to nouns and verbs found in Experiment 1 may simply be due to differences in inflectional structure between nouns and verbs.
To explicitly test this hypothesis, a set of nouns and verbs, equated on frequency of base form, would have to be selected and compared, showing none of the noun-verb differences of Experiment 1. Unfortunately, such an experiment is not possible in English, given the skewed distribution of noun and verb base form frequencies. However, the possible influence of inflectional structure on processing can be further investigated by selecting a single grammatical class and systematically manipulating frequency of uninflected and inflected forms within that class.
EXPERIMENT 2
A second set of experiments was conducted in order to test whether differences in inflectional structure affect word recognition. The goal of these experiments was to explicitly test whether the frequency of occurrence of individual members of the inflectional paradigm had a systematic effect on response latencies.
In these experiments, only nouns were used. This was primarily because of their unique inflectional character (one uninflected form, one inflected form 1 ), allowing for a simpler examination of base and inflectional variants. The exclusive use of a single grammatical form class also removed possible confounds due to inherent differences between grammatical classes.
Specifically, Experiment 2 examined the separate contribution of base and inflected forms to overall RT. Stimuli were equated in terms of overall frequency of occurrence but contrasted in terms of frequency of base and inflected forms. Two sets of stimuli were compared in Experiment 2. One set of stimuli had relatively higher frequency singular forms and lower frequency plural forms (Condition 1) whereas the other set had relatively higher frequency plural forms and lower frequency singular forms (Condition 2). Total frequency of occurrence was matched between conditions.
The stimuli were presented to subjects either in the uninflected singular form (Experiment 2A) or in the inflected plural form (Experiment 2B). The subjects' task was to make a lexical decision to the stimuli.
If individual frequency of base or inflected forms has little effect on response latencies, there should not be any difference between conditions, since total frequency is matched. If, however, individual frequency of the morphological forms does have an appreciable effect, significant differences should be found between conditions. In the singular, high-frequency singular forms (Condition 1) should be faster than low-frequency singular forms (Condition 2). In the plural, significant differences should also be found between conditions. The direction of this effect is crucial to discovering whether this difference reflects the influence of the base form frequency (Condition 1 faster than Condition 2) or inflected form frequency (Condition 2 faster than Condition 1). The unique inflectional structure of nouns allows for such a direct comparison in the singular and plural using the same stimuli. Since total frequency of occurrence was equated between conditions, the significant differences in RTs can be attributed to the individual frequency contribution of uninflected or inflected forms.
Experiment 2A Method
Subjects. Sixteen students attending Brown University were paid to participate in the experiment. All were native speakers of English with normal or corrected-to-normal visual acuity.
Materials. Twenty-four words were selected from the Brown corpus (Francis & Kučera, 1982) and 24 nonwords were constructed (Appendix B). All word stimuli were pure nouns with no occurrences as a verb in English. The noun stimuli were divided into two contrasting groups: high-base/low-plural form nouns and low-base/high-plural form nouns. These groups of stimuli were matched in terms of total frequency of occurrence, with a frequency of 130 per million (SD ϭ 44) and 129 per million (SD ϭ 44), respectively. However, they contrasted in terms of the relative frequency of their uninflected and inflected forms. For high-base/ low-plural frequency nouns, average frequency of occurrence was 114 per million (SD ϭ 35) for uninflected singular forms and 14 per million (SD ϭ 11) for plural forms. For low-base/high-plural frequency nouns, average frequency of occurrence was 75 per million (SD ϭ 32) for uninflected singular forms and 52 per million (SD ϭ 21) for plural forms. High-base/low-plural form nouns had higher frequency singular forms and lower frequency plural forms (e.g., river-rivers) whereas the low-base/high-plural form nouns had lower frequency singular forms and higher frequency plural forms (e.g., window-windows). All stimuli were bisyllabic and were matched for number of letters (6.5 and 6.3, respectively).
The 24 nonword stimuli were phonotactically acceptable sequences. All were bisyllabic and were matched to the word stimuli in terms of mean number of letters (6.5).
Design and Procedure. The procedure was identical to that described in Experiment 1. The entire experiment lasted approximately 15 min.
Results
ANOVAs were conducted for subjects (F 1 ) and items (F 2 ) for both the RT and error data. All means presented are taken from the subject analyses. No errors or RTs greater than 2 SDs from each subject's mean are included in the analyses. The total number of errors was 11, representing 1.4% of all responses.
A one-way ANOVA revealed a main effect of lexical status, with response latencies to words (627 msec) significantly faster than those to nonwords (662 msec) [F 1 (1, 15) A one-way ANOVA for the word stimuli revealed a significant main effect of condition in the subject analysis [F 1 (1, 15) Both subject and item analyses were also conducted for the error data. No significant differences were found either for the word-nonword comparisons or for the highbase-low-base comparisons.
Experiment 2B

Method
Subjects. Sixteen new students from the same subject pool as that described in Experiment 2A were paid to participate in the experiment.
Materials. The same stimuli as those used in Experiment 2A were used except that all word and nonword stimuli were pluralized by appending the letter s. 2 The same two sets of words were contrasted: the high-base form nouns (which can now be more appropriately labeled "low-plural form nouns") and the low-base form nouns (which can now be more appropriately labeled "high-plural form nouns").
Design and Procedure. The procedure was identical to that described in Experiment 1.
Results
ANOVAs were conducted for subjects (F 1 ) and items (F 2 ) for both the RT and error data. All means presented are taken from the subject analyses. No errors or RTs greater than 2 SDs from each subject's mean are included in the analyses. The total number of errors was 24, representing 3.1% of all responses.
A one-way ANOVA revealed a main effect of lexical status, with response latencies to words (653 msec) significantly faster than those to nonwords (696 msec) [F 1 (1, 15) Both subject and item analyses were also conducted for the error data. No significant differences were found either for the word-nonword comparisons or for the highbase/low-plural-low-base/high-plural comparisons.
Combined Results
A two-way ANOVA (experiment ϫ condition) was also conducted to compare the results of Experiments 2A and 2B. A main effect was found for experiment only in the item analysis [F 1 (1, 30) Subjects' responses to the stimuli of Experiment 2A (627 msec), in which the singular form of the noun was presented, were slightly faster than the RTs to the same stimuli in Experiment 2B (653 msec), in which the plural form of those nouns was presented. In addition, there was no significant main effect of condition across both experiments (Fs Ͻ 1). High-base frequency/low-plural frequency nouns were not facilitated more than were low-base frequency/high-plural frequency nouns across both singular and plural forms.
However, there was a significant experiment ϫ condition interaction in both the subject and item analyses [F 1 (1, 30 ) ϭ 9.92, MS e ϭ 1,362.60, p Ͻ .004; F 2 (1,44) ϭ 7.46, MS e ϭ 1,592.85, p Ͻ .009]. When the stimuli were presented in the singular form, responses to high-base form nouns were faster than those to low-base form nouns and, when these same stimuli were presented in the plural form, the opposite pattern occurred (Figure 2) . That is, in the plural, responses to the high-base form nouns were slower than those to the low-base form nouns. The frequency of the presented form appears to be the main determinant of response latencies.
Discussion
The basic question addressed by Experiment 2 was whether differences in inflectional structure are effective in word recognition processes. In Experiment 2, two sets of nouns were used that were equated in terms of overall frequency of occurrence but that contrasted in terms of the proportion of uninflected to inflected forms. Highbase/low-plural frequency nouns were contrasted to lowbase/high-plural frequency nouns. These stimuli were then presented to subjects in either the singular (Experiment 2A) or the plural (Experiment 2B).
Both Experiments 2A and 2B showed significant processing differences between high-base/low-plural frequency nouns compared with low-base/high-plural frequency nouns. These differences, however, are in opposite directions. When these nouns were presented in the singular (Experiment 2A), a sizable difference was observed, with RTs to high-base/low-plural frequency nouns (615 msec) faster than those to low-base/high-plural frequency nouns (638 msec). When the same stimuli were presented in the plural (Experiment 2B), a sizable difference was also observed except that responses to the high-base/low-plural frequency stimuli (670 msec) were significantly slower than those to the low-base/highplural frequency stimuli (635 msec).
The combined results of Experiments 2A and 2B show a significant interaction. Singular nouns are faster when the proportion of the base form frequency is high than when it is low, whereas plural nouns are faster when the proportion of the plural form frequency is high than when it is low. It seems that the frequency of the presented form substantially influences reaction time. Although the same stimuli were used in the two experiments (uninflected nouns in Experiment 2A and inflected nouns in 2B) and the stimuli were matched for total frequency of occurrence, these data show a significant surface frequency effect. These results suggest that the frequency of each of the regular inflectional variants individually affects response latencies.
EXPERIMENT 3
Experiment 3 assessed the separate contribution of total frequency of occurrence. Since total frequency of occurrence was equated in Experiment 2, its contribution could not be independently evaluated. The goal of Experiment 3 was to gauge the relative importance of total frequency as an independent contributor to overall reaction time. Jongman (1991, 1992) conducted preliminary analyses to investigate the influence of total frequency of occurrence on response latency. In a post hoc analysis of published data (Whaley, 1978) , Sereno and Jongman found that combined frequency seemed to have little effect on RTs to uninflected stimuli. The analyzed Whaley data consisted of RTs for 32 subjects responding to 32 items. All stimuli were presented in the singular, uninflected form. Sereno and Jongman reported no significant differences in reaction time between stimuli that were equated in singular frequency (94 per million and 96 per million, respectively) but that contrasted in total frequency (173 per million and 114 per million, respectively). That is, the high total frequency stimuli (558 msec) were not significantly differ- ent from the low total frequency stimuli (551 msec), suggesting that uninflected base form frequency was the more substantial determinant of response latency.
Experiment 3 was an explicit and systematic evaluation of the contribution of cumulative inflectional frequency on RTs. In Experiment 3, stimuli were equated for frequency of uninflected form and contrasted in terms of total frequency. The stimuli were presented to subjects either in the uninflected singular form (Experiment 3A) or in the inflected plural form (Experiment 3B). Subjects' task was to make a lexical decision to the stimuli.
If total frequency contributes little, as was suggested by the preliminary analysis, no significant differences should be found between conditions in the singular (Condition 1 ϭ Condition 2), since base frequency is equated. In the plural, however, significant differences may be expected to be found between conditions, with responses to high-frequency plural forms (Condition 1) being faster than those to low-frequency plural forms (Condition 2). If, however, total frequency does have a significant contribution to reaction time, then significant differences are expected in both the singular and the plural, with Condition 1 always being faster than Condition 2. Experiments 3A and 3B, then, directly assessed the contribution of total frequency to RT.
Experiment 3A Method
Subjects. Thirty-four students attending Cornell University were paid for their participation in the experiment. All were native speakers of English with normal or corrected-to-normal visual acuity.
Materials. Forty words were selected from the Brown corpus (Francis & Kučera, 1982) and 40 nonwords were constructed (Appendix C). All word stimuli were pure nouns with no occurrences as a verb in English. The noun stimuli were divided into two contrasting groups: equal-base/high-plural nouns and equal-base/lowplural frequency nouns. These groups of stimuli were matched in terms of uninflected (base form) frequency but contrasted in terms of their total frequency of occurrence, so that the equal-base/lowplural form nouns had lower total frequency of occurrence (e.g., desk-desks) whereas the equal-base/high-plural form nouns had higher total frequency of occurrence (e.g., tree-trees).
The equal-base/high-plural nouns and equal-base/low-plural nouns contrasted in terms of total frequency, with a mean frequency per million of 218 (SD ϭ 131) and 106 (SD ϭ 57), respectively. Although these stimuli were matched for frequency of occurrence of uninflected forms, with a mean frequency per million of 93 (SD ϭ 63) and 98 (SD ϭ 55), respectively, the stimuli contrasted in terms of frequency of occurrence of inflected forms, with a mean frequency per million of 121 (SD ϭ 77) and 7 (SD ϭ 4), respectively. Stimuli were matched for mean number of letters (1.6 and 1.7, respectively) and mean number of syllables (5.4 and 5.4, respectively). For each group, one of the bisyllabic stimuli was backstressed and all the other bisyllabic stimuli were forestressed.
The 40 nonword stimuli were phonotactically acceptable sequences and were matched to the word stimuli in terms of mean number of letters (5.3) and mean number of syllables (1.6).
Design and Procedure. All subjects were tested in groups of four. Subjects were instructed to make a lexical decision to each stimulus. Following instructions, subjects were given a set of 12 practice items to familiarize them with the procedure. The practice items were not used in the test.
Stimulus timing was controlled by a Swan 80386 computer and stimuli were presented on a Magnavox video monitor (Model 7BM749). Stimuli in lowercase letters appeared in the center of the screen for 500 msec. Stimuli were presented at a fixed rate, with an SOA of 1.5 sec. Reaction time was measured from the onset of the stimulus until a response was made. The entire experiment lasted approximately 15 min.
Results
ANOVAs were conducted for subjects (F 1 ) and items (F 2 ) for both the RT and error data. All means presented are taken from the subject analyses. No errors or RTs greater than 2 SDs from each subject's mean are included in the analyses. The total number of errors was 172, representing 6.3% of all responses.
A one-way ANOVA revealed a main effect of lexical status, with response latencies to words (559 msec) significantly faster than those to nonwords (607 msec) [F 1 (1, 33) A one-way ANOVA for the word stimuli did not reveal a significant main effect of condition (Fs Ͻ 1). Equal-base/high-plural frequency nouns (560 msec) were not significantly different from equal-base/lowplural frequency nouns (558 msec).
Both subject and item analyses were also conducted for the error data. No significant differences were found for the equal-base/high-plural-equal-base/low-plural comparisons.
Experiment 3B Method
Subjects. Thirty-four new students from the same subject pool as that described in Experiment 3A were paid to participate in the experiment.
Materials. The same stimuli as those used in Experiment 3A were used except that all word and nonword stimuli were pluralized by appending an s. The same two sets of words were contrasted: the equal-base/high-plural form nouns and the equal-base/low-plural form nouns.
Design and Procedure. The procedure was identical to that described in Experiment 3A.
Results
ANOVAs were conducted for subjects (F 1 ) and items (F 2 ) for both the RT and error data. All means presented are taken from the subject analyses. No errors or RTs greater than 2 SDs from each subject's mean are included in the analyses. The total number of errors was 151, representing 5.6% of all responses.
A one-way ANOVA revealed a main effect of lexical status, with response latencies to words (585 msec) significantly faster than those to nonwords (619 msec) [F 1 (1, 33) A one-way ANOVA for the word stimuli revealed a significant main effect of condition for subjects and a strong trend in the item analysis [F 1 (1,33) ϭ 8.50 , MS e ϭ 214.50, p ϭ .006; F 2 (1,38) ϭ 3.38, MS e ϭ 333.45, p ϭ .074]. Subjects responded faster to equal-base/highplural frequency nouns (579 msec) than to equal-base/ low-plural frequency nouns (590 msec).
Combined Analysis
A two-way ANOVA (experiment ϫ condition) was also conducted to compare the results of Experiments 3A and 3B. A significant main effect was found for experiment in the item analysis and a strong trend was observed in the subject analysis [F 1 (1, 66) RTs to the stimuli of Experiment 3A (559 msec), in which the singular nouns were presented, were faster than RTs to the same stimuli in Experiment 3B (585 msec), in which the plural form of those nouns was presented. There was no significant main effect of condition across both experiments [F 1 (1, 66 ) ϭ 2.56, MS e ϭ 258.96, p ϭ .114; F 2 (1,76) ϭ 1.36, MS e ϭ 321.64, p ϭ .248]. RTs to equal-base/high-plural frequency nouns (570 msec) were not faster than those to equal-base/low-plural frequency nouns (574 msec) across both singular and plural forms.
However, there was a significant experiment ϫ condition interaction in the subject analysis, but this effect did not reach significance in the item analysis [F 1 (1, 66 ) ϭ 4.62, MS e ϭ 258.96, p ϭ .035; F 2 (1,76) ϭ 2.20, MS e ϭ 321.64, p ϭ .142]. In general, the two experimental conditions behaved slightly differently depending on whether the items were presented in the singular or plural (Figure 3) . That is, when the stimuli were presented in the singular form, RTs to equal-base/high-plural nouns were similar to those to the equal-base/low-plural nouns, but when these same stimuli were presented in the plural form, RTs to equal-base/high-plural nouns were faster than those to equal-base/low-plural nouns.
Discussion
Experiment 3 examined whether differences in total frequency are effective in word recognition processes. In Experiment 3, two sets of nouns were used, equated in terms of frequency of occurrence of uninflected forms but contrasting in terms of total frequency. Equal-base/highplural frequency nouns were contrasted to equal-base/lowplural frequency nouns. These stimuli were then presented to subjects in either the singular (Experiment 3A) or the plural (Experiment 3B).
Experiment 3a, presenting stimuli in the singular, showed no significant processing differences between equal-base/high-plural frequency nouns (560 msec) compared with equal-base/low-plural frequency nouns (558 msec). However, a significant difference did appear when stimuli were presented in the plural (Experiment 3B), with responses to equal-base/high-plural frequency nouns (579 msec) being faster than those to equal-base/low-plural frequency nouns (590 msec).
The combined results of Experiments 3A and 3B showed a significant interaction. RTs to equal-base/highplural frequency nouns and equal-base/low-plural frequency nouns were different depending on whether they were presented in the singular or plural. For uninflected nouns, there was no difference between equal-base/highplural frequency nouns and equal-base/low-plural frequency nouns. For these stimuli, singular frequency is equated whereas total frequency differences are substantial. This does not seem to be simply a lack of observing an effect, since, in the plural, a significant difference was found for these same stimuli. In this case, the substantial frequency differences in the plural resulted in significant processing differences. It seems that the frequency of the presented form substantially influences RT, regardless of total frequency of occurrence.
The finding that total frequency contributes little to response latencies in uninflected or inflected nouns suggests that the frequency of each of the uninflected and inflected variants individually affects response latencies. Again, there appears to be a substantial surface frequency effect for English nouns that follow a regular pattern of pluralization.
GENERAL DISCUSSION
The present research investigated the organization of lexical representations in memory by systematically varying inflectional morphological structure in English. In a series of lexical decision experiments, the frequency of occurrence of inflectional variants was manipulated so that the individual contribution of uninflected and inflected form frequency as well as the contribution of cumulative frequency could be assessed. Further, only nouns were used as stimuli because variations in inflectional structure can be tightly controlled. In Experiment 1, differences in grammatical class were investigated. The latencies to the uninflected base form of nouns were significantly shorter than those of verbs. An additional analysis indicated this was not due to inherent differences in stress placement between nouns and verbs. We suggest the contrasting inflectional structure of nouns and verbs as a possible explanation for the grammatical category effect. An analysis of English using data from the Brown corpus (Francis & Kučera, 1982) revealed that the uninflected base (citation) forms of nouns and verbs differ greatly in frequency of usage. For English, the uninflected base form of nouns constitutes 73.6% of the total frequency of nouns whereas the uninflected base form of verbs constitutes only 29.3% of total verb frequency (Sereno & Jongman, 1992) . Differences between nouns and verbs found in Experiment 1, therefore, may simply be the result of the differential distribution of word forms belonging to a lemma, with the facilitation of nouns over verbs being attributed to the more substantial contribution of base frequency for nouns. Specifically, the frequency of the presented form of nouns (i.e., their singular or base form) is substantially higher than the frequency of the presented form of verbs (i.e., their infinitival form), thereby resulting in a substantial RT difference between these two different grammatical classes.
Experiments 2 and 3 addressed how differences in inflectional structure affect word recognition processes. Only noun stimuli were used in order to systematically control for unpredictable variations in inflectional structure. In these experiments, frequency of occurrence of the individual forms of an inflectional paradigm was manipulated to precisely establish the locus of the effect. Stimuli were then presented either in the singular or in the plural to determine which form drives response latency.
A set of nouns matched in total frequency but contrasting in the frequency of their uninflected and inflected forms was presented to subjects both in the singular (Experiment 2A) and the plural (Experiment 2B). The results of Experiments 2A and 2B show that the surface frequency of the item that is presented has a strong effect on response latency. In the singular, responses to nouns with high-singular forms are faster than those to nouns with low-singular forms, whereas in the plural, responses to the same nouns with high-singular forms (low-plural forms) are slower than those to nouns with low-singular forms (high-plural forms). For nouns matched in overall frequency of occurrence, there is a strikingly different result depending on whether stimuli are presented in the singular or in the plural. A reversal of the response latencies to high-and low-base form nouns occurs under uninflected and inflected presentations.
Although a highly significant interaction was present, the effect between conditions (high-singular/low-plural forms and low-singular/high-plural forms) appears to have been stronger for inflected forms. It is possible that total frequency of occurrence also plays a contributing role to response latency differences. That is, when stimuli are uninflected, total frequency, which was matched across conditions, may have had a tendency to neutralize the differences.
Experiment 3 investigated this possibility by assessing the separate contribution of total frequency of occurrence. In this experiment, stimuli were equated for frequency of uninflected forms and varied in total frequency (and, therefore, also in frequency of inflected plural forms). The stimuli were presented to subjects both in the singular (Experiment 3A) and in the plural (Experiment 3B). The results of Experiments 3A and 3B also show that surface frequency is a strong determinant of response latency. In the singular, nouns matched in frequency of uninflected forms have comparable RTs, despite substantial differences in overall frequency. However, for the same nouns in the plural, a significant difference between conditions is observed. These RT differences are in accord with the frequency of occurrence difference for these plural stimuli.
In sum, the present series of experiments examined the comprehension of morphological relations by systematically varying uninflected and inflected forms. The results from these RT experiments suggest that the processing of regularly inflected nouns in English (singulars and plurals) behaves according to surface frequency of occurrence.
How do these results compare with previous data? Recall that Taft (1979) in English and Burani et al. (1984) in Italian observed both surface frequency and cumulative frequency effects. However, the methodological structure of these experiments was not ideal. Burani et al. solely tested inflected stimuli and examined only verbs, and although Taft presented both uninflected and inflected stimuli, his comparisons included grammatically ambiguous stimuli (i.e., words used both as nouns and verbs). Thus Taft, for example, contrasted inflected verb stimuli, matching in both inflected and uninflected verb frequency and differing only in noun frequency. Such comparisons introduce an additional variable, grammatical class, and make it difficult to assess the locus of the frequency effects. Moreover, for Taft, stimuli used for comparisons of uninflected forms were different from those used to make the contrasts for inflected forms. This design is not optimal, a concern raised also by Burani et al. In one of their experiments, Burani et al. attempted to control for stimulus structure by contrasting stimuli with the same root morpheme but different surface frequencies. In this specific comparison, the data showed significant surface frequency effects. More recently, Katz et al. (1991) also attempted to control for stimulus selection by contrasting the frequency of stem to inflected forms for the same stimuli. Presenting both uninflected and inflected verb stimuli to subjects, they found that surface frequency seems to be a better predictor of response latencies than total frequency (although the results are somewhat confusing for present participle forms). It should be noted, however, that Katz et al. did not systematically manipulate uninflected, inflected, or total frequency of occurrence for the stimuli but instead regressed RT on log frequency of occurrence to compare stimuli from the same inflectional paradigm. Although these previous experimental findings offer the suggestion of a substantial role for surface frequency in word recognition, they also bring out the need for more strict methodological design.
A unique aspect of the present series of experiments is that the same set of stimuli were tested in the singular and plural, allowing a direct comparison of the contribution of frequency of occurrence of uninflected and inflected forms to reaction time. With this design, stimulus selection cannot be a confounding factor. Furthermore, the present series of experiments makes exclusive use of noun inflectional paradigms. Although most previous research concentrated on verbal morphology, the inflectional structure of verbs is more complex than that of nouns, since, in English, five inflectional verb variants are possible (infinitive, third-person singular, present participle, past tense, and past participle). Finally, in the present experiments, only a single grammatical class of noun was used; that is, these stimuli have no (possibly confounding) occurrences as other parts of speech. Given these three experimental manipulations, differences in reaction time between groups of stimuli cannot be attributed to differences in structure of the stimuli.
Recently, both Marslen-Wilson et al. (1994) and McQueen and Cutler (in press) cited a number of linguistic and psychological factors that may account for the lack of consensus in current research on morphological issues. These include issues of access versus representation, language-specific differences, the effect of modality (auditory vs. visual), and the linguistic characterization of the morphologically complex item. The present series of experiments examining pluralization in English attempted to address these factors by eliminating a number of previously uncontrolled linguistic variables.
The results of experiments examining morphological structure have typically been interpreted in terms of a basic distinction between symbolic, rule-based accounts and network solutions. In general, two contrasting approaches have been delineated-dual-mechanism models and single-mechanism models. Dual-mechanism models posit a dissociation between regular and irregular morphological items (see, e.g., Kim, Pinker, Prince, & Prasada, 1991; Marcus et al., 1992; Pinker & Prince, 1994; Prasada & Pinker, 1993) . In English, there are fully predictable processes that allow a speaker to inflect an unlimited number of nouns (e.g., Chomsky & Halle, 1968; Taft, 1988; Taft & Forster, 1975) . This is illustrated most clearly in the developmental literature by the formation of regular plural forms from uninflected nonwords (e.g., wug-wugs; Berko, 1958) . Under a rulebased approach, predictable morphological information (e.g., add -s, add -ed ) need not be redundantly represented. Rather, there is a fully predictable rule that concatenates the affix to the stem to account for the productivity of the regular forms. Irregular past tense verbs, such as ate or sang, on the other hand, are unpredictable and, therefore, each item must be individually stored. In such dual-mechanism or hybrid models, regular inflectional forms are computed by rule whereas irregular forms are represented independently in an associative network. Two different mechanisms, with possibly distinct anatomical loci, are posited for generating regular and irregular forms (Pinker, 1991) .
Alternatively, connectionist, associationist, or network theories claim that both regular and irregular forms are computed by a single mechanism (e.g., Bybee, 1988 Bybee, , 1995 Daugherty & Seidenberg, 1994; Plunkett & Marchman, 1993; Rumelhart & McClelland, 1986 . In a connectionist model, inputs representing the orthographic or auditory pattern of the stem are linked to outputs representing the orthographic or auditory pattern of the inflected form. A single network handles both the regulars and irregulars. Connectionist accounts suggest that regular forms, like irregulars, can be represented in the same network, and that their productivity is directly related to the number of lexical items displaying that same pattern. In this manner, the network generates regular inflectional patterns while at the same time accounting for patterns within irregular forms.
The present series of word recognition experiments lends initial support to a unitary associative system for processing regular inflected nouns in English. In these experiments, differences in response latencies are predicted by the frequency of the surface form, whether uninflected or inflected. This suggests that morphologically regular nouns in English may not be derived by rule from a single, uninflected lexical entry. Token frequency is relevant in the processing of regular inflected forms. These preliminary results do not support the existence of two separate systems-a regular system that is rulebased and computes inflectional forms by a predictable rule that concatenates a plural suffix with a stem, and an irregular system that independently represents uninflected stems mapped onto irregular inflectional forms. Rather, regular inflectional forms behave similarly to irregular forms, with respect to token frequency. Even for a process as productive as number marking in English, each inflectional form seems to have its own particular frequency, and this frequency plays an important role in lexical processes. The individual members of the regular inflectional paradigm appear to be represented separately, a position more akin to the connectionist or network models of morphological organization.
In the discussion of rule-based versus associationist models of lexical organization, the traditional rationale has been the efficiency in storage capacity-namely, that it is more efficient to derive morphologically complex items by rule, thus minimizing storage in memory for those derived items. But it is also possible to look at the problem in terms of processing efficiency. One could argue that it is more efficient to store every piece of information separately, allowing direct access to all forms, without having to invoke the additional operation of a rule. The present series of experiments suggests that, at least for productive inflectional paradigms involving nouns in English, morphological processing is accomplished by individually representing all morphological variants and depending on efficient processing procedures. Processing procedures are optimal, whereas storage limitations do not appear to be a critical factor.
The present results are compatible with an associative network model of lexical organization for processing regular inflection of nouns in English. Understanding the morphological constraints on lexical representations is crucial to the refinement of psychologically and linguistically valid theories of lexical organization.
