Summary. Edge Sobolev spaces are proposed as a main new tool for the investigation of weakly hyperbolic equations. The well-posedness of the linear and semilinear Cauchy problem in the class of these edge Sobolev spaces is proved. An application to the propagation of singularities for solutions to the semilinear problem is considered.
Introduction
This paper is devoted to the study of weakly hyperbolic Cauchy problems Lu = f(u), u(0, x) = u 0 (x), u t (0, x) = u 1 (x), (1.1)
where
and λ(t) = t l * for some l * ∈ N + = {1, 2, 3, . . . }. The special choice of the exponents of t in (1.3) reflects so-called Levi conditions which are necessary and sufficient for the C ∞ well-posedness of the linear Cauchy problem, see [10] , [14] . As the basic new ingredient, solutions to (1.1), (1.2) are sought in edge Sobolev spaces, a concept which has been initially invented in the analysis of elliptic pseudodifferential equations near edges, see [8] , [18] . 
P t, Λ(t) λ(t) ∂ t , Λ(t)∂
where Λ(t) = t 0 λ(t ) dt and P(t, τ, ξ) is a certain polynomial in τ, ξ of degree µ = 2 with coefficients depending on t smoothly up to t = 0. Operators with such a structure arise in the investigation of edge pseudodifferential problems on manifolds with cuspidal edges, where cusps are described by means of the function λ(t). The singularity of the manifold requires the use of adapted classes of Sobolev spaces, so-called edge Sobolev spaces. The principles of forming these edge Sobolev spaces are expounded in Sect. 2.
A lot of results concerning the well-posedness of the Cauchy problem for weakly hyperbolic operators have been provided over the last decades. Under suitable assumptions on the data, the right-hand side, and the coefficients, the solutions have been proved to belong to the spaces C k ([0, T ], H s (R n )) ( [5] , [12] , [14] , [17] ),
, [4] ), and C k ([0, T ], γ (s) (R n )) ( [3] , [11] ), respectively, where γ (s) (R n ) denotes the Gevrey space of order s. All these function spaces, however, have the disadvantage that their elements have different smoothness with respect to t and x. We do not know any result concerning the weakly hyperbolic Cauchy problem stating that solutions belong to a function space that embeds into the Sobolev spaces H s loc ((0, T ) × R n ), for some s ∈ R, under the assumption that the initial data and the right-hand side themselves belong to appropriate function spaces of the same kind.
We are going to introduce Sobolev spaces H s,δ;λ ((0, T ) × R n ), where s ≥ 0 denotes the Sobolev smoothness and δ ∈ R figures as an additional parameter, in which unique solutions u, v to (1.1), (1.2) exist provided that the initial data belong to suitable Sobolev spaces on R n . These spaces possess the property that for all j ∈ N, j < s − 1/2, β = 1/(l * + 1), leading to a higher regularity at t = 0 if δ > 0. The phenomenon of the loss of regularity was first recognized by Qi [15] for the equation 
, and this is the best possible. The phenomenon of the loss of regularity makes, for example, the investigation of the semilinear problem Lu = f(u) delicate, since the usual iteration approach in standard function spaces, for example, in
The surprising fact, however, is that the iteration approach is applicable if we employ the edge Sobolev spaces H s,δ;λ ((0, T ) × R n ). We will show that the solutions u and v belong to the same edge Sobolev space. A discussion of this result in the case of Qi's operator is given in Example 5.4. In other words, the nonlinearity does not induce an additional loss of regularity. Similar results have been proved in [6] , [7] , where function spaces
have been utilized. Here ϑ = ϑ(t, x, ξ) is a suitably chosen elliptic pseudodifferential symbol of variable order. These spaces generalize the spaces C([0, T ], H s (R n )). In the present article, the spaces B ϑ are replaced by the edge Sobolev spaces H s,δ;λ ((0, T ) × R n ) which admit a more uniform treatment of space and time variables.
A future challenge consists in developing a calculus of pseudodifferential operators of the form (1.7) acting in the spaces H s,δ;λ ((0, T ) × R n ). The primary aim is both to admit operators L that depend on the spatial variable x and to come closer to the interesting branching phenomena arising in the propagation of singularities, as observed for the linear Cauchy problem, for example, in [1] , [2] , [21] . It is known that these branching phenomena crucially depend on the lower-order terms of the operator L, see, for example, Qi's example. The pseudodifferential calculus to be developed has to be organized in part as a calculus of pseudodifferential operators on cuspidal wedges for which, in determining the ellipticity, besides the invertibility of usual principal pseudodifferential symbol σ µ ψ (L) (t, x, τ, ξ) , the invertibility of the so-called principal edge symbol σ µ ∧ (L)(x, ξ) living on T * R n \ 0 and taking values in a certain class of pseudodifferential operators on R + enters. In [6] , the Cauchy problem for operators L with x-dependent coefficients has been treated in the spaces B ϑ . Elements of a calculus of pseudodifferential operators on cuspidal wedges have been developed in [16] , [19] .
The paper is organized as follows. In Sect. 2, we introduce the Sobolev spaces 5 , where we prove uniqueness and local in time existence of the solution u in the same Sobolev space as v. We conclude with an application to the theory of the propagation of mild singularities.
Edge Sobolev spaces
Here we are concerned with the spaces H s,δ;λ ((0, T ) × R n ). Details on the abstract approach to edge Sobolev spaces can be found, for example, in [8] , [18] .
Weighted Sobolev spaces on R +
For s ∈ N, δ ∈ R, the weighted Sobolev space
For general s, δ ∈ R, the space H s,δ (R + ) is defined by interpolation and duality. A norm on the space
Furthermore, the space C
Abstract edge Sobolev spaces
A Hilbert space (E, {κ ν } ν>0 ) with a strongly continuous group action is a Hilbert space E together with a strongly continuous group {κ ν } ν>0 of isomorphisms acting on E. In particular, κ ν κ ν = κ νν for ν, ν > 0 and
For s ∈ R, the abstract edge Sobolev space 
3)
See, for example, [18] .
In applications, the spaces E often consist of functions v = v(t) on R + , where characteristic features of such functions are expressed by prescribing a different behaviour as t → +0 and t → ∞, respectively.
In the following, let ω = ω(t) be a cut-off function close to t = 0, i.e., ω ∈ C ∞ (R + ), supp ω is bounded, and ω(t) = 1 for t close to 0. 
equipped with the norm
, is a Hilbert space.
Proof. By virtue of the open mapping theorem, the spaces
} coincide algebraically and topologically, for any 0 < a 0 < a 1 < ∞. In particular, the space E is independent of the choice of the cut-off function ω, up to the equivalence of norms.
It remains to show completeness of the norm . E . So let {u j } j∈N ⊂ E be a sequence such that ωu
We will also need the following result: 
for some µ ∈ R and some constant C > 0. Then, for each s ∈ R,
continuously, where
The spaces H
Below we will use the group {κ
. Here δ ∈ R is a parameter to be specified later on. 
with continuous embeddings.
with certain constants 0 < c 0 < c 1 depending on a > 0 provided that supp v ⊆ [a, ∞).
Therefore, the norm of the space u ∈ W s R n ; E, {κ
(Use the norm (2.1).) Thus the latter space coincides with the space
, however, is readily seen to be equal to the space {λ(t) 
Proof. We prove (a); (b) is similar.
Since
, we obtain that the space (R + ) is defined to be the space E from Lemma 2.3 with
We summarize results obtained so far. 
continuous embeddings. The spaces in the middle coincide if and only if
Furthermore, the map
Proof. By Lemma 2.9, we may assume that s / ∈ 1/2 + N. Then
where ω is a cut-off function as above. We get
with uniquely determined coefficients
for all j ∈ N, j < s − 1/2. This yields the desired result.
Proposition 2.11. For s ≥ 0, δ ∈ R, we have continuity of the following maps:
Here t l means the operator of multiplication with t l ; similarly for
Proof. These are consequences of Lemma 2.4 and
Another possibility in proving this lemma consists in utilizing the norm (2.7).
Remark 2.12. For s ∈ N, the norm of the space H s,−s;λ (R + × R n ) can be shown to be equivalent to the norm
, where k jl = max{0, −s + j + (l * + 1)l}. Without the additional term u H βs (R n ) , this norm has been used for treating degenerate elliptic operators of type 4 in [13] .
The spaces H
and equip this space, for the time being, with its infimum norm.
Lemma 2.13. For s ∈ N, δ ∈ R, and T > 0, the infimum norm of the space
Proof. First of all, note that the norm .
where ω is a cut-off function as above. Thus, for each u ∈ H s,δ;λ (R + × R n ), the norm (2.7) evaluated for u (0,T )×R n is finite.
Conversely, suppose that, for some u, the norm (2.7) is finite. We choose a measurable family Π ξ :
with some constant C > 0 independent of ξ, i.e., in the indicated norms of the spaces H s (0, T ) and H s (R + ), respectively, the operator norm of Π ξ does not exceed C. To get rid of the possibly unrestricted growth of the factors λ(t) ∓(2δ+2l) as t → ∞, the extension operators Π ξ are constructed in such a way that supp v ⊆ (0,
This completes the proof.
Lemma 2.14. For s, s ≥ 0, δ, δ ∈ R, and T > 0,
if and only if
In particular, for s ≥ βl * , δ ∈ R,
Proof. Necessity. By the embeddings in Proposition 2.8 (a) and the trace theorems in Proposition 2.10, (2.8) forces (2.9) to hold. Sufficiency. Here we treat the case s, s ∈ N. The general case is treated in the appendices. If (2.9) is fulfilled, then
This implies (2.8) with the embedding constant C(δ, δ , T ) for the norms (2.7).
The norm eventually used for the space
For later reference note that the embedding in (2.8) with constant 1 in the case that s ≥ s , s + βδl * ≥ s + βδ l * , and δ ≤ δ remains valid for the norms . s,δ;T .
The linear Cauchy problem
We start our considerations with the linear Cauchy problem
The partial Fourier transformŵ(t, ξ) = F x→ξ w(t, x) solves the following Cauchy problem for a second-order O.D.E. with parameter ξ:
It is clear that a unique solutionŵ to (3.2) exists. Then we may conclude that a solution w to (3.1) exists and belongs to some Sobolev space. The scope of this section is to prove well-posedness for the linear Cauchy problem (3.1) in edge Sobolev spaces.
Introduce the number
and fix A 0 = Q 0 l * /(l * + 1) = βQ 0 l * .
Remark 3.2. (a)
The parameter A 0 describes the loss of regularity. The explicit representations of the solutions for special model operators in [15] and [21] show that the statement of the Theorem becomes false if A < A 0 .
(b) Under the assumption that
From (a) we infer C ∞ well-posedness for the linear Cauchy problem. By interpolation, it suffices to prove Theorem 3.1 when s ∈ N + . In this case, Theorem 3.1 will follow by standard functional-analytic arguments if the following a priori estimate is established: For the proof, we introduce
and split the (t, ξ) space into two zones: the pseudodifferential zone Z pd and the hyperbolic zone Z hyp :
Occasionally, we employ the equivalent description Z pd = {(t, ξ): t ≤ t ξ }, Z hyp = {(t, ξ): t ≥ t ξ }, where t ξ = ξ −β . In terms of the functions v and h from (3.5), the borders of the two zones are given by t = 1.
Estimates in Z pd
We start the proof of Proposition 3.4 with an estimate in Z pd .
Lemma 3.5. Letŵ be the solution to (3.2) and v, h the functions defined in (3.5).

Then, for every s ∈ N + , there is a constant C = C(s) such that
The proof is based on the following lemma the proof of which can be found in the appendix:
. . , a m−1 = a m−1 (t) be smooth functions and suppose that f = f(t) ∈ H s−1 (0, T 0 ) for some s ∈ N + . Then the solution y = y(t) to
,
where the constant C depends only on T 0 and a j C s ([0,T 0 ]) .
Proof of Lemma 3.5. We apply κ (Q) (ξ) −1 to both sides of (3.2) and recall that κ
This equation shows the effect of the group action κ (Q) (ξ) −1 : the parameter ξ ∈ R n has lost almost all of its influence, only terms of the form |ξ|/ ξ or ξ −β are still present.
We easily find that
1 (ξ). An application of Lemma 3.6 concludes the proof.
Estimates in Z hyp
The goal of this subsection is to prove the following estimate:
Lemma 3.7. Letŵ be the solution to (3.2) and v, h be the functions defined by (3.5). Then, for every s ∈ N + , there is a constant C such that
s l=0 ξ 2s ξ β T 1 λ(t) −Q−l ∂ l t v(t, ξ) 2 dt ≤ CT s l=0 ξ 2(s+β/2) |(∂ l t v)(1, ξ)| 2 + CT 2 s−1 l=0 ξ 2(s−1) ξ β T 1 λ(t) −Q−1−l ∂ l t h(t, ξ) 2 dt, provided that ξ β T ≥ 1, i.e., (T, ξ) ∈ Z hyp .
The proof will be given after we have found pointwise estimates ofŵ(t, ξ). We introduce the vector W(t, ξ) = t λ(t)|ξ|ŵ(t, ξ), D tŵ (t, ξ) and obtain the firstorder system
D t W(t, ξ) = A(t, ξ)W(t, ξ) + G(t, ξ),
A(t, ξ) = 0 1 a(t, ξ) −2c(t, ξ) λ(t)|ξ| − i λ (t) λ(t) 0 λ (t) λ(t) b(t, ξ) −c 0 (t) ,
where a(t, ξ), b(t, ξ), c(t, ξ) are given by (3.3) and G(t, ξ) = t (0, −ĝ(t, ξ)). If X(t, t , ξ) denotes the fundamental matrix, i.e.,
D t X(t, t , ξ) = A(t, ξ)X(t, t , ξ), X(t , t , ξ) = I, then W(t, ξ) = X(t, t , ξ)W(t , ξ) + i t t X(t, t , ξ)G(t , ξ)dt . This immediately gives estimates of |W(t, ξ)| if estimates of X(t, t , ξ) have been found. For the investigations of higher-order derivatives D l t W(t, ξ), we define
and observe that
Lemma 3.8. There are some (large) constants c, C > 0 such that
holds for all ξ ∈ R n , where Q 0 ≤ Q is given by (3.4).
Proof. See [7] .
From this and X(t, t , ξ) ≤ exp( t t A(t , ξ) dt ) we obtain X(t, t , ξ) ≤ C(λ(t)/λ(t ))
Q+1 for arbitrary t ξ ≤ t ≤ t ≤ T 0 . Next we derive the following estimate: Lemma 3.9. For (t, ξ) ∈ Z hyp and each l ∈ N,
Proof. This is true for l = 0, compare with (3.8). Now let l ≥ 1 and assume (3.9) for l − 1. From (3.8) and l ≥ 1 it follows that
For the estimate of the integral, we recall that
Then we conclude that
The induction assumption gives
Partial integration shows (3.9).
Let us formulate the statement of Lemma 3.9 in another way:
Proof of Lemma 3.7. From the identities
∂ t (κ (δ) ν f(t)) = ν β κ (δ) ν (∂ t f(t)) and λ(t) α κ (δ) ν f(t) = ν −αβl * κ (δ) ν (λ(t) α f(t)) we obtain λ(t) −Q−l ∂ l t κ (δ) ν f(t) = ν l+A κ (δ) ν λ(t) −Q−l ∂ l t
f(t) . Hence it follows that
s l=0 ξ s−l λ(t ξ ) −Q−l |(∂ l tŵ )(t ξ , ξ)| = s l=0 ξ s+β/2 |(∂ l t v)(1, ξ)|.
Utilizing the identity λ(t)
) and squaring the inequality of Lemma 3.10, we obtain
Integrating over (t ξ , T ) and employing
yield the assertion of Lemma 3.7.
Estimates in edge Sobolev spaces
In this part, we patch the inequalities of Lemmas 3.5 and 3.7 together in order to prove Proposition 3.4.
Proof of Proposition 3.4. The norm w s,Q;T can be written in the equivalent form
A similar representation holds for g s−1,Q+1;T . We set T = min(1, ξ β T ) and make use of Lemma 3.5. Then it follows that
.
By Lemma 3.7, we obtain 10) for all 1 ≤ l ≤ s, and
Summing up (3.10) for l = 1, . . . , s and (3.11) yields
Employing this technique (of picking one term and summing up) a third time, we deduce from Lemma 3.5 that
Finally, Lemma 3.5 shows that
, where we have used ξ −β ≤ T . Taking into account all estimates obtained so far, we find
Multiplying by ξ 2s and integrating the resulting expressions over R n with respect to ξ completes the proof.
The algebra property
In this section, we show first that edge Sobolev spaces H s,δ;λ ((0, T ) × R n ) are algebras under certain conditions on s and δ. Then we easily conclude that superposition operators which are formed by entire functions map these edge Sobolev spaces into themselves. Proposition 4.1. Assume that s + δ ≥ 0. We suppose that s ∈ N and min{s, s + βδl
is an algebra under pointwise multiplication for any 0 < T ≤ T 0 . In other words, we have 
The proof is split into several lemmas and makes heavy use of so-called weight functions. 
Proof. Choose some arbitrary w ∈ L 2 (R n ). By the Cauchy-Schwarz inequality, we have
Applying the Riesz representation theorem concludes the proof.
The following lemma gives a sufficient condition for (4.1):
Lemma 4.5. Suppose that α, β, γ are weight functions. Furthermore, assume that
Proof. For each ξ ∈ R n , we split R n η into three parts:
From this and α(ξ) ≤ α(η), it follows that
Then we obtain
Case 3: η ∈ C(ξ). In this case, we have |ξ| ≤ |ξ −η|+|η| ≤ 2|ξ −η|, consequently,
The proof is complete.
In a certain case, a more precise estimate than that of Lemma 4.4 is required:
, where α is a weight function. If
Proof. We can decompose the term α(ξ)(uv) (ξ) as
and Plancherel's theorem we get
. By the Cauchy-Schwarz inequality, we have
Applying the Riesz representation theorem concludes the proof. Now we present a sufficient condition for (4.2):
Lemma 4.7. Suppose that α = α(ξ) is a weight function with
Proof. For each ξ ∈ R n , we split R n η into four parts:
For the sake of brevity, we introduce the notation
Case 1: η ∈ A(ξ). We have |ξ − η| ≤ 3|η|/2 and |η| ≤ 2|ξ − η|, hence
Case 2: η ∈ B(ξ). By (4.3) we deduce that
and, consequently,
Case 3: η ∈ C(ξ). Applying (4.3) again, we get
Then we obtain δ(ξ, η)
Case 4: η ∈ D(ξ).
Here we have |ξ| ≤ |ξ − η| + |η| ≤ 3|η|, hence
Proceeding as in Case 1 we find δ(ξ, η)
be a family of weight functions depending on the parameter t ∈ [0, T 0 ]. Then we define the norm 
Then there is a constant C 0 (independent of T ) such that
Proof. Obviously,
First we consider the terms with l ≥ 1. Without loss of generality we may assume that k + 1 ≤ l (otherwise we change the roles of k and l − k in the sequel). Due to (4.10), (4.11) we may apply the Lemmas 4.4 and 4.5 in the following way:
We have the embedding W
Then (4.8) yields
Now it remains to consider the term with l = 0. According to Lemmata 4.6 and 4.7, we have
, an argument similar to that of (4.12), and (4.6), and (4.8) imply
Exploiting (4.7) we deduce, in a similar manner, that
The proof is complete. 
It is easy to check that these functions are continuous, increasing in |ξ| (since s + δ ≥ 0) and that ϑ l (t, 2ξ) ≤ Cϑ l (t, ξ) for all (t, ξ) and all l. Hence they are weight functions in the sense of Definition 4.3. The proof is complete provided we show that ϑ 0 , . . . , ϑ s satisfy the conditions (4.5)-(4.11). If δ ≥ 0, then
This proves (4.5), and (4.6) can be considered similarly. We observe that
which yield (4.7) and (4.8). Now we prove (4.9). Fix t, ξ, η. The derivative of the function ϑ 0 (t, ξ + (η − ξ)) : [0, 1] → R + has at most two jumps, say at 1 , 2 with 0 ≤ 1 < 2 ≤ 1. We write
and apply Hadamard's formula to each term on the right. We obtain, for example,
since |ξ − η| ≤ |ξ|/2. Then (4.9) follows. By (4.7) we deduce that
Then (4.10) follows from (4.5) immediately. It remains to show (4.11). Suppose that (t, 2ξ) ∈ Z pd . Then we have
Due to our assumptions, the last exponent is negative. Now assume that (t, ξ) ∈ Z hyp , which is equivalent to t −(l * +1) ≤ ξ . Then a short calculation reveals where we have used (4.6). The remaining case of (t, ξ) ∈ Z pd , (t, 2ξ) ∈ Z hyp can be considered similarly. The proof is complete.
The semilinear Cauchy problem
First we prove a local in time well-posedness result for the semilinear Cauchy problem. 
((0, T ) × R).
We find that the strongest singularities of u coincide with the singularities of v. The latter can be looked up in (1.9) in the case u 1 ≡ 0.
A. Appendix
A.1. End of Proof of Lemma 2.14
The proof that (2.8) is implied by (2.9) is divided into several lemmata. For s ≥ 0, δ ∈ R, we introduce the spaces 
