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Abstract
The existence of classical solutions to the stationary quantum Navier–Stokes equations in one space dimension is studied. The
main idea of the proof is to reformulate the quantum Navier–Stokes equations as the viscous quantum Euler system. The existence
of classical solutions to the stationary viscous quantum Euler system is shown by using an exponential variable transformation
and the Leray–Schauder fixed-point theorem. As a consequence, the existence of classical solutions to the stationary quantum
Navier–Stokes equations can be deduced.
© 2011 Elsevier Masson SAS. All rights reserved.
Résumé
On considère le problème de l’existence des solutions classiques des équations de Navier–Stokes quantiques stationnaires. L’idée
essentielle de la démonstration repose sur une reformulation des équations de Navier–Stokes quantiques comme système d’Euler
visqueux quantique. L’existence des solutions classiques statinnaires du système d’Euler visqueux quantique est établie en utilisant
une transformation exponentielle variable et en appliquant le théorème du point fixe de Leray–Schauder. On en déduit alors les
solutions classiques des équations de Navier–Stokes quantiques stationnaires.
© 2011 Elsevier Masson SAS. All rights reserved.
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1. Introduction and main results
Recently, there has been growing interest in the quantum Navier–Stokes equations [1–7]. The model consists of the
mass conservation equation and a momentum balance equation, including a nonlinear third-order differential operator,
with the quantum Bohm potential, and a density-dependent viscosity, it reads as [1]:
nt + div(nu) = 0, (1.1)
(nu)t + div(nu ⊗ u) + ∇p(n) − 2ε2n∇
(

√
n√
n
)
− nf = 2ν div(nD(u)), (1.2)
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the viscosity constant ν > 0 are physical parameters, the function p(n) = nγ with γ  1 is the pressure, f describes
the external forces, D(u) = 12 (∇u + ∇uT) is the symmetric part of the velocity gradient.
The one-dimensional model of (1.1)–(1.2) with the case ε = ν > 0 has been treated in [2]. In multidimensional case,
the global existence of weak solutions to (1.1)–(1.2) with periodic boundary conditions has been obtained in [1,3,4].
Very recently, the full compressible quantum Navier–Stokes equations which include the energy equation have been
derived, moreover, the energy and entropy dissipations have been computed [5]. We can see the reviews of the quantum
Navier–Stokes equations in [6,7] and the results for the Navier–Stokes equations (1.1)–(1.2) with ε = 0 in [8–13].
The main idea of [1] is to transform the quantum Navier–Stokes equations (1.1)–(1.2) by means of the so-called
effective velocity w = u + ν∇ logn to the viscous quantum Euler equations:
nt + div(nw) = νn, (1.3)
(nw)t + div(nw ⊗ w) + ∇p(n) − 2ε20n∇
(

√
n√
n
)
− nf = ν(nw), (1.4)
where ε20 = ε2 − ν2. Then, by using the Faedo–Galerkin method and weak compactness techniques, the global ex-
istence of weak solutions to (1.3)–(1.4) with ε0 > 0 is shown, from which one deduces the existence of solutions
to (1.1)–(1.2) with ε > ν. Later, the author and Jiang extend the results of [1] to the case ε = ν and ε < ν, respec-
tively [3,4].
In this paper we will investigate the one-dimensional stationary quantum Navier–Stokes equations with the follow-
ing boundary conditions:
(nu)x = 0 in (0,1), (1.5)(
nu2
)
x
+ (p(n))
x
− 2ε2n
(
(
√
n )xx√
n
)
x
− nf = 2ν(nux)x, (1.6)
n(0) = n(0) = 1, nx(0) = nx(1) = 0, u(0) = u0, (1.7)
−2ε2
(
(
√
n )xx√
n
)
x
(0) = −2νu0
(
1
n
(logn)xx
)
(0) + f (0). (1.8)
Let w = u + ν(logn)x , according to [1], the problem (1.5)–(1.8) is equivalent to the problem of stationary viscous
quantum Euler system:
(nw)x = νnxx, in (0,1), (1.9)(
nw2
)
x
+ (p(n))
x
− 2ε20n
(
(
√
n )xx√
n
)
x
− nf = ν(nw)xx, (1.10)
n(0) = n(0) = 1, nx(0) = nx(1) = 0, w(0) = u0, (1.11)
−2ε2
(
(
√
n )xx√
n
)
x
(0) = −2νu0
(
1
n
(logn)xx
)
(0) + f (0). (1.12)
We remark the boundary condition (1.12) at the end of this paper. Our main results are stated as follows:
Theorem 1.1 (Existence for the stationary viscous quantum Euler model). Let p(n) = nγ , γ  1, f ∈ L2(0,1),
0 < u0 < e−
γ+1
2 M
√
ε2γ
2ε2 + 4ν2 , (1.13)
where
M =
√√√√ γ−1e(γ−1)M‖f ‖2L2(0,1)
γ e−(γ−1)M − 2u20e2M(1 + 2ν
2
ε2
)
. (1.14)
Then there exists a classical solution (n,w) ∈ H 4(0,1) × H 3(0,1) to (1.9)–(1.12) such that n(x)  e−M > 0 for
x ∈ (0,1).
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Theorem 1.1, there exists a classical solution (n,u) ∈ H 4(0,1) × H 3(0,1) to (1.5)–(1.8) such that n(x) e−M > 0
for x ∈ (0,1).
2. Proof of the results
We first reformulate the system (1.9)–(1.10) as an elliptic fourth-order equation. In fact, integrating (1.9) and using
the boundary conditions (1.11) we obtain:
nw = νnx + n(0)w(0) = νnx + u0,
which gives
(
nw2
)
x
− ν(nw)xx =
[
(νnx + u0)2
n
]
x
− ν(νnx + u0)xx
= 4ν2[(√n )2x]x − 2ν2[√n(√n )x]xx +
(
u20
n
)
x
+ 2νu0
(
nx
n
)
x
= 2ν2[(√n )x(√n )xx − √n(√n )xxx]+
(
u20
n
)
x
+ 2νu0(logn)xx
= −2ν2n
(
(
√
n )xx√
n
)
x
+
(
u20
n
)
x
+ 2νu0(logn)xx,
and therefore, we can reformulate Eq. (1.10) formally as(
u20
n
)
x
+ (p(n))
x
− 2ε2
(
(
√
n )xx√
n
)
x
− nf = −2νu0(logn)xx, (2.1)
where we have used ε20 = ε2 − ν2.
When we divide (2.1) by n and differentiate with respect to x, this equation is formally equivalent to
−2ε2
(
(
√
n )xx√
n
)
xx
+
(
(p(n))x
n
)
x
= u20
(
nx
n3
)
x
− 2νu0
(
1
n
(logn)xx
)
x
+ fx. (2.2)
Introducing the new variable n = em and observing that(
(
√
n )xx√
n
)
xx
=
[
1
n
(√
n(
√
n )xxx − (√n )x(√n )xx
)]
x
=
[
1
n
(
(
√
n )xx
√
n − (√n )2x
)
x
]
x
=
{
1
n
[
n(log
√
n )xx
]
x
}
x
= 1
2
{
1
n
[
n(logn)xx
]
x
}
x
= 1
2
[
e−m
(
emmxx
)
x
]
x
= 1
2
(
mxx + m
2
x
2
)
xx
, (2.3)
we can write (2.2) as
−ε2
(
mxx + m
2
x
2
)
xx
+ [(p(em))
x
e−m
]
x
= u20
(
e−2mmx
)
x
− 2νu0
(
e−mmxx
)
x
+ fx. (2.4)
Eq. (2.4) has to be solved in the interval (0,1) with the boundary conditions,
m(0) = m(1) = 0, mx(0) = mx(1) = 0, (2.5)
−ε2mxxx(0) = −2νu0mxx(0) + f (0). (2.6)
It is easy to prove that the problems (1.9)–(1.12) and (2.4)–(2.6) are equivalent for classical solutions if n > 0
in (0,1). Indeed, we have already shown that a classical solution to (1.9)–(1.12) with n > 0 in (0,1) provides via
m = logn a classical solution to (2.4)–(2.6). Conversely, let m be a classical solution to (2.4)–(2.6). Setting n = em
524 J. Dong / J. Math. Pures Appl. 96 (2011) 521–526gives n > 0 in (0,1), Eq. (2.2) and the boundary conditions (1.11)–(1.12) hold. Then (2.1) can be deduced from (2.2)
after integration and multiplication by n. Finally, setting ε20 = ε2 − ν2 and performing conversely to the process at the
beginning of Section 2, we can get (1.9)–(1.10). We solve the problem (2.4)–(2.6) in the following.
As usual, we call m ∈ H 20 (0,1) a weak solution of (2.4)–(2.6) if for all ψ ∈ H 20 (0,1) it holds
−ε2
1∫
0
(
mxx + m
2
x
2
)
ψxx dx − γ
1∫
0
e(γ−1)mmxψx dx
= −u20
1∫
0
e−2mmxψx dx + 2νu0
1∫
0
e−mmxxψx dx −
1∫
0
fψx dx, (2.7)
where we have used p(n) = nγ , γ  1. We consider the following truncated problem:
ε2
1∫
0
(
mxx + m
2
x
2
)
ψxx dx = −γ
1∫
0
e(γ−1)mMmxψx dx + u20
1∫
0
e−2mMmxψx dx
− 2νu0
1∫
0
e−mMmxxψx dx +
1∫
0
fψx dx, (2.8)
where M > 0 is defined in Theorem 1.1 and mM = min{M,max{−M,m}}. The following lemma is the key a priori
estimate of this paper.
Lemma 2.1. Let m ∈ H 20 (0,1) be a solution of (2.8) and let (1.13) holds for u0. Then
ε2
2
‖mxx‖2L2(0,1) +
[
1
2
γ e−(γ−1)M − u20e2M
(
1 + 2ν
2
ε2
)]
‖mx‖2L2(0,1) 
1
2
γ−1e(γ−1)M‖f ‖2
L2(0,1). (2.9)
In particular, it follows ‖m‖L∞(0,1) M .
Proof. We use ψ = m as a test function in (2.8) to obtain
ε2
1∫
0
(
m2xx +
1
2
m2xmxx
)
dx = −γ
1∫
0
e(γ−1)mMm2x dx + u20
1∫
0
e−2mMm2x dx
− 2νu0
1∫
0
e−mMmxxmx dx +
1∫
0
fmx dx
= I1 + I2 + I3 + I4. (2.10)
We estimate the right-hand side of (2.10) term by term.
I1 −γ e−(γ−1)M
1∫
0
m2x dx, I2  u20e2M
1∫
0
m2x dx.
By Young’s inequality,
I3  2νu0eM
1∫
0
|mx | · |mxx |dx  ε
2
2
1∫
0
m2xx dx +
2ν2u20e
2M
ε2
1∫
0
m2x dx,
I4 
1
2
γ e−(γ−1)M
1∫
m2x dx +
1
2
γ−1e(γ−1)M
1∫
f 2 dx.0 0
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1∫
0
m2xmxx dx =
1
3
1∫
0
(
m3x
)
x
dx = 0
vanishes due to (2.5), we conclude that (2.10) can be estimated as
ε2
2
‖mxx‖2L2(0,1) +
[
1
2
γ e−(γ−1)M − u20e2M
(
1 + 2ν
2
ε2
)]
‖mx‖2L2(0,1) 
1
2
γ−1e(γ−1)M‖f ‖2
L2(0,1).
Since 12γ e
−(γ−1)M − u20e2M(1 + 2ν
2
ε2
) > 0 due to (1.13), from the Poincaré–Sobolev estimate, we obtain:
‖m‖L∞(0,1)  ‖mx‖L2(0,1) 
√√√√ γ−1e(γ−1)M‖f ‖2L2(0,1)
γ e−(γ−1)M − 2u20e2M(1 + 2ν
2
ε2
)
,
where M is defined in (1.14). This proves the lemma. 
In the following we use the Leray–Schauder fixed-point theorem to prove the existence of a solution to the
problem (2.7).
Lemma 2.2. Under the assumptions of Lemma 2.1, there exists a solution m ∈ H 20 (0,1) of (2.7).
Proof. We consider the following linear problem for given l ∈ H 10 (0,1) with test functions ψ ∈ H 20 (0,1):
−ε2
1∫
0
mxxψxx dx − σε
2
2
1∫
0
l2xψxx dx − σγ
1∫
0
e(γ−1)l lxψx dx
= −σu20
1∫
0
e−2l lxψx dx − 2σνu0
1∫
0
lx
(
e−lψx
)
x
dx −
1∫
0
fψx dx, (2.11)
where σ ∈ [0,1]. We define the bilinear form
a(m,ψ) = ε2
1∫
0
mxxψxx dx,
and the linear functional
F(ψ) = −σε
2
2
1∫
0
l2xψxx dx − σγ
1∫
0
e(γ−1)l lxψx dx
+ σu20
1∫
0
e−2l lxψx dx + 2σνu0
1∫
0
lx
(
e−lψx
)
x
dx +
1∫
0
fψx dx.
Since the bilinear form a(m,ψ) is continuous and coercive on H 20 (0,1)×H 20 (0,1) and the linear functional F(ψ) is
continuous on H 20 (0,1), we can apply the Lax–Milgram theorem to obtain the existence of a solution m ∈ H 20 (0,1)
of (2.11). Thus, the operator
S :H 10 (0,1) × [0,1] → H 10 (0,1), (l, σ ) 	→ m
is well defined. Moreover, it is continuous and compact since the embedding H 20 (0,1) ↪→ H 10 (0,1) is compact. Fur-
thermore, S(l,0) = 0. Following the steps of the proof of Lemma 2.1, we can show that ‖m‖H 2(0,1)  const. for all0
526 J. Dong / J. Math. Pures Appl. 96 (2011) 521–526(m,σ ) ∈ H 10 (0,1) × [0,1] satisfying S(m,σ) = m. Therefore, the existence of a fixed point m with S(m,1) = m
follows from the Leray–Schauder fixed-point theorem. This fixed point is a solution of (2.8) and also of (2.7) since
‖m‖L∞(0,1) M . 
With Lemma 2.2 at hand, we can obtain the existence of a solution to (2.4)–(2.6).
Theorem 2.1. Under the assumptions of Lemma 2.1, there exists a solution m ∈ H 4(0,1) of (2.4)–(2.6).
Proof. Let m be a weak solution of (2.7) or (2.4)–(2.6). Since m ∈ H 2(0,1), it holds m2x ∈ H 10 (0,1) and
(e−mmxx)x ∈ H−1(0,1). Then, from (2.4), we infer mxxxx ∈ H−1(0,1). Hence, there exists l ∈ L2(0,1) such that
lx = mxxxx . This implies mxxx = l + const. ∈ L2(0,1) and, by (2.4), mxxxx ∈ L2(0,1). This allows us to conclude
that m ∈ H 4(0,1). 
Proof of Theorem 1.1. Since m ∈ H 4(0,1), ‖m‖L∞(0,1)  M and n = em, we have n ∈ H 4(0,1) and
n(x)  e−M > 0 for x ∈ (0,1). The equivalence of the problem (1.9)–(1.12) and (2.4)–(2.6) provides the existence
of a classical solution (n,w) to (1.9)–(1.12) by Theorem 2.1. The regularity of w ∈ H 3(0,1) follows from (1.9) and
n ∈ H 4(0,1). This proves Theorem 1.1. 
Remark 2.1. From the proof of this paper, we can see that we don’t need to assume ε > ν, this is different from [1].
Remark 2.2. The boundary condition (1.12) can also be written as
−2ε2
(
(
√
n )xx√
n
)
x
(0) = −4νu0
(
1
n
(log
√
n )xx
)
(0) + f (0)
= −4νu0 (
√
n )xx√
n
(0) + f (0) (2.12)
due to the boundary condition n(0) = 1, nx(0) = 0 of (1.11). (2.12) can be interpreted as a Robin boundary condition
for the Bohm potential (
√
n )xx√
n
at x = 0.
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