Introduction
The dominant aerodynamic source of noise in wind turbines is turbulent boundary-layer trailing-edge noise TBL-TE (Oerlemans et al. 2007 ). This is caused by the scattering of turbulent pressure fluctuations convecting across a sharp trailing edge, creating acoustic waves with intensity The dataset of this research is available at https ://doi.org/10.4121/ uuid:46879 b06-bbf5-49ed-9c83-5d286 c3371 df. 1 3 71 Page 2 of 17 scaling with the 5th power of the free-stream Mach number (Howe 1978) .
It has been proven that this noise source can be significantly mitigated by retrofitting the trailing edge with a sawtooth-like profile, known as trailing-edge serration (Howe 1991b) . This noise reduction strategy mitigates the coherent scattering of the acoustic waves. However, the accurate modelling of the aerodynamic wavenumber-frequency spectrum and of the acoustic scattering, necessary for the far-field analytical models, is still an ongoing subject after the important works of Howe (1978 Howe ( , 1991a . Analytical predictions still depart from measurements, as reported by Gruber et al. (2011) , although most recent analytical models proposed by Lyu et al. (2016) and Ayton (2018) seem to better account for the differences between predicted and measured far-field noise. Despite the above, significant discrepancies are still found (Sanjosé et al. 2019) .
One of the main reasons for these discrepancies is that these models are based on the frozen turbulence assumption, i.e. the hypothesis that the boundary layer remains unaffected while convecting over the trailing edge. As a matter of fact, this approach uses the wavenumber spectrum model from Chase (1987) or, following the work of Roger and Moreau (2005) , uses a semi-analytical model for the wall pressure spectrum beneath a turbulent boundary layer (Hwang et al. 2009 ) and the one of Corcos (Corcos 1964) for the spanwise correlation length. However, experimental work from Moreau and Doolan (2013) and Ragni et al. (2019) have shown that the frozen turbulence assumption does not hold over the serration as the statistical flow features (i.e., integral length scales and convective velocity) vary along the serrated trailing edge.
To support the development of more generally valid analytical models, a full characterization of the spatio-temporal behaviour of surface pressure fluctuations over trailing-edge serrations is needed. Numerical simulations have greatly contributed to their assessment, computing the unsteady pressure data over trailing-edge serrations (Jones and Sandberg 2012; Avallone et al. 2018 ) and assessing the analytical predictions for the far-field measured spectrum (Sanjosé et al. 2019 ). However, numerical simulations need support from detailed experimental investigations with high spatio-temporal requirements for benchmarking. To date, several experimental investigations have been performed with surface pressure transducers (Chong and Vathylakis 2015; Sanders et al. 2018) and time-resolved tomographic Particle Image Velocimetry (PIV) (Avallone et al. 2016) . The former allows to locally measuring the surface pressure fluctuations, with a high temporal resolution, at the cost of perturbing the flow field when small thickness serrations are considered. On the other hand, tomographic PIV is non-intrusive and offers the advantage of spatially dense measurements, but the temporal resolution of the measurements is somewhat lower (typically up to 5 kHz).
For aeroacoustics purposes, measurements of surface pressure fluctuations and their spatial and temporal correlation can be retrieved from PIV data using high-speed three-dimensional time-resolved experiments, also termed 4D-PIV. The conventional analysis for PIV experiments is based on cross-correlation such as in planar and tomographic PIV (Raffel et al. 2018) . Recent studies have shown that individual particle tracking over multiple exposures yields a more accurate estimation of velocity and acceleration. The latter type of analysis is referred to as Lagrangian Particle Tracking (LPT). The Shake-The-Box algorithm is a frequently used implementation of LPT data analysis as reported by (Schanz et al. 2016) .
Following the work done by Ghaemi et al. (2012) and Pröbsting et al. (2015) , spectra of surface pressure fluctuations obtained from PIV measurements were compared with reference surface pressure transducers, yielding a favourable agreement. A more recent study from Ragni et al. (2019) along a serrated trailing edge compared time-resolved tomographic PIV with Lattice-Boltzmann numerical simulations, indicating a good agreement also on the turbulent flow properties. However, the use of timeresolved tomographic PIV to perform surface pressure reconstruction remained restricted to measurement volumes in the order of 10 cm 3 and turbulent flow regimes with Reynolds number Re ∼ 2000 . Increasing further the Reynolds number is necessary to bring these techniques in the range of industrial applications ( Re ∼ 10,000 and with nonzero pressure gradient) and a significant upscaling step for the measurement volume is necessary.
The use of Helium-Filled Soap Bubbles (HFSB, Bosbach et al. 2009 ) and the introduction of accurate and efficient 3D Lagrangian Particle Tracking (3D-LPT, Schanz et al. 2016 ) for aerodynamics has partially overcome the spatial limitation, given the intense light scattering of HFSB tracers. 4D-PIV measurements were extended to domains in the order of 1000 cm 3 . Schanz et al. (2018) have demonstrated a significant upscale of the technique for wall turbulence studies in an atmospheric turbulent boundary layer, achieving meter range measurement volume.
The application of the technique for aeroacoustics requires solving a number of unknowns: the intrinsic spatial resolution of the measurements based on HFSB tracing and the required dynamic range of instantaneous velocity, vorticity and pressure field reconstruction. One of the fundamental steps to be clarified is the accuracy of the pressure fluctuations measurements from HFSB particle tracks. For this purpose, data assimilation of the sparsely distributed tracers is required, as it was demonstrated that conventional cross-correlation analysis would not achieve the requirements of spatial resolution. An assimilation technique, based on the vortex-in-cell method (VIC+, Schneiders and Scarano 2016) , has proven the ability to resolve a wider range of scales for the velocity fluctuations.
The pressure field reconstruction is then based on the solution of the Poisson problem as described in several studies from the literature (see the review from Van Oudheusden 2013).
Previous works, attempting to describe the spatio-temporal evolution of surface pressure fluctuations by means of 4D-PIV, have resulted in the compromise between spatial resolution, overall spatial range, and measurement accuracy. For instance, Pröbsting et al. (2013) reported a lower limit for the spanwise coherence of pressure fluctuations, based on both spatial resolution and the measurement intrinsic noise. It is not known whether the increased measurement dynamic range of LPT and the prospected reconstruction resolution of VIC+ data assimilation allow solving the above compromise when using more sparse HFSB tracers.
The present work explores the application of 4D-PIV to aeroacoustics using HFSB as tracers. For this purpose, the methodology is first assessed against the direct measurements of surface pressure transducers over a turbulent boundary layer. Afterward, the same method is applied to describe the spatio-temporal behaviour of the pressure fluctuations over trailing-edge serrations at Re = 4900 . The focus is put on the role of the turbulent structures responsible for trailing-edge noise generation and the possible aerodynamic effects of the trailing-edge serrations over such structures. The article is structured as follows: a description of the wind tunnel facility, the wind tunnel model, measurement equipment, and data analysis methodology is given in Sect. 2; the validation of the technique using the measurements of the turbulent boundary layer developed over a flat plate is discussed in Sect. 3; the description of the measured flow over the serrated trailing edge and the analysis of the unsteady pressure field are reported in Sect. 4.
Methodology

Wind tunnel, model and flow conditions
Experiments are conducted in the low-speed open jet wind tunnel (W-Tunnel) of the Aerospace Engineering laboratories at TU Delft. The tunnel features a contraction ratio of 9:1 with a cross-section at the exit of 40 × 40 cm 2 . Free-stream velocity is set to 10 m/s. The free-stream turbulence intensity is approximately 0.5%.
A 1.1 m chord and 20 mm thick flat plate model is installed vertically along the entire span of the wind-tunnel test section (Fig. 1a ). The plate thickness reduces smoothly to 1 mm at the trailing edge by an 8° symmetrical wedge. The trailing edge is realized in transparent Plexiglas, allowing optical access through it. The serration is 60 mm long (2 h) and 50 mm wide (λ), resulting in a serration angle of 67° ( 2h∕ = 1.2 ). This geometry (Fig. 1b) is representative of a trailing-edge serration for high Reynolds number applications.
Following Gruber et al. (2011) , serrations offering a large noise reduction scale with the boundary-layer thickness. For the selected serration dimensions, the thickness of a turbulent boundary layer naturally transitioning and developing over a flat plate would be too small. For this reason, boundary-layer transition to turbulence is forced by employing five rows of obstacles with 10 mm height and 20 mm spacing in both the streamwise and spanwise directions. The first row of turbulators is placed 30 mm from the plate leading edge to generate a fully turbulent boundary layer at the measurement region. This arrangement follows the work of Rodríguez-López et al. (2016) who demonstrated that a thicker boundary layer can be obtained with no significant alterations to its aerodynamic properties.
Measurements are taken at two locations: a first region located 800 mm downstream of the leading edge (D1 in Fig. 1b ), while a second region encompasses the serrated trailing edge (D2 in Fig. 1b ). Measurements in the first region are conducted to validate the measurement technique and to infer the resolvable scales of the reconstructed surface pressure. In this region, 4D-PIV data are compared with pitot measurements and wall-mounted microphone transducers, following a similar procedure as reported by Pröbsting et al. (2013) . Measurements in the second region are carried out to quantify surface pressure fluctuations over serrations; data are analysed following the approach suggested by Avallone et al. (2016) .
Measurement apparatus
The HFSB seeder consists of 200 bubble generators installed on 10 rakes aligned vertically and covering a cross-section of 1 m height and 0.5 m width. The seeder is placed in the wind-tunnel settling chamber, past the turbulence screens; the seeded stream-tube contracts to approximately 40 × 20 cm 2 in the test section. The HFSB tracers are, within 10% deviation, neutrally buoyant and have a diameter of approximately 400 μm. The estimated time response of the tracers is about 20 μs . The measured tracer concentration is illustrated in Fig. 2 . Approximately, 6-8 tracers/cm 3 are present in the boundary layer above the plate. The concentration drops rapidly approaching the wall to less than 2 mm distance, similar to what was reported by Faleiros et al. (2018) . The number of particles detected on the opposite side of the plate is significantly lower upstream of the trailing edge, due to the limited optical transmission across the Plexiglas interface. Past the edge, tracers are detected in a higher number, although the concentration upstream of the plate remains not symmetrical as the seeded stream was positioned to favour the measurements above the plate.
Illumination is provided by a Quantronix Darwin Duo Nd:YLF laser (2 × 25 mJ at 1 kHz). The laser light propagates tangentially to the plate surface and is reflected back by a plane mirror to enhance uniformity of illumination and Fig. 2 Illustrative view of the spatial concentration of detected particle tracks for the turbulent boundary-layer measurement (left D1) and the trailing-edge serration measurement upstream and downstream from the trailing edge (D2) reduce shadow regions close to the surface. Three CMOS cameras (Photron FastCam SA1, 1 Mpx at 5400 fps) subtend an arc of approximately 40° (see Fig. 1a ). The cameras are equipped with Nikon objectives of 60 mm focal length at aperture f # = 16 . The field of view is approximately 10 × 10 cm 2 , yielding a three-dimensional measurement domain of 9 × 6 × 5 cm 3 and 10 × 10 × 7 cm 3 for the boundary layer (D1) and trailing edge (D2), respectively. The image-to-object calibration is performed with a target plate and residual errors are corrected to within 0.1 px applying the 3D selfcalibration algorithm (Wieneke 2008) . Illumination and imaging are synchronized with a LaVision programmable timing unit (PTU 9) controlled with the DaVis 8 software.
Three Sonion 8010T microphones are installed below the wall through a pinhole arrangement to provide direct measurement of the surface pressure fluctuations. The pinhole diameter is 1 mm, while the cavity below is 0.2 mm high and has a diameter of 2.6 mm, resulting in a Helmholtz resonance frequency of 4.6 kHz. The microphones are spaced by 10 mm along the span to measure the spanwise correlation length (M1, 2 and 3 in Fig. 1b ). Calibration is performed by synchronously recording a white noise played by a far-field speaker with the Sonion microphones and a reference LinearX M51 microphone. In turn, the LinearX transducer is previously calibrated with a G.R.A.S. 42AC pistonphone. The sensitivity is estimated by comparing the RMS values of the installed microphones to the reference one, both band-pass filtered from 100 to 4000 Hz (flat response region of the Sonion microphones). Acquisition is carried out with a NI 9234 board with 24 bits ADCs and built-in anti-aliasing and AC filters. Synchronous microphone measurements are taken with a sampling frequency of 25,600 Hz for 10 s. Camera clock and triggering signals are recorded along with the microphones for the time alignment of the time series.
4D-PIV data processing
Several steps are necessary to obtain the three-dimensional velocity and pressure fields from the particle images. The motion of the particles is recorded in time-resolved mode and the image sequence is analysed to infer the trajectories of the HFSB tracers. Subsequently, the dense velocity field is reconstructed and finally, the instantaneous pressure field is evaluated and compared with the wall-mounted sensors. The process is schematically illustrated in Fig. 3 along with the methodologies used at each step, which are further described in the remainder.
Lagrangian particle tracking
The LPT technique is performed using the STB algorithm (Schanz et al. 2016) implemented in DaVis 8. Tracks with a minimum number of 9 exposures are considered as valid. The particle concentration and the main parameters of the measurement and data processing are summarized in Table 1 . Based on the results of Schneiders and Scarano (2016) , a concentration of 500 particles/δ 3 is sufficient to accurately capture the turbulent velocity fluctuations in the boundary layer. The analysed data are taken from the upper side of the wind tunnel model ( y > 0 ), where the particle concentration is more homogeneously distributed. The lower side is only used in the near wake (Fig. 2) .
Dense velocity field reconstruction
The velocity field is obtained from the discrete particle tracks using the VIC+ algorithm (Schneiders and Scarano 2016) . It is based on the minimization of the cost function J = J u + 2 J Du for the solution of the vorticity equation in a gridded data domain. J u and J Du are, respectively, the residual sum of squares (RSS) of the velocity and velocity material derivative errors estimated at the particle location.
The VIC+ reconstruction yields data on a Cartesian grid with a spacing of Δx = 1.5 mm ( Table 1) . The spacing is based on the grid discretization criterion of 1∕4C −1∕3 , where C is the mean particle concentration. At the solid wall, no-slip boundary condition is imposed for the boundarylayer case. In the wake of the trailing edge, no boundary condition is imposed.
The reconstructed data close to the outer domain boundaries (edge of the boundary layer and in-and out-flow surfaces) suffers from increased oscillations caused by the lower particle concentration. The latter typically decays within five grid points towards the interior of the computational domain. The data domain used for pressure evaluation is, therefore, a sub-domain with respect to that analysed with VIC+. The criterion for cropping is based on the analysis of the divergence error (mass conservation principle). The components of the velocity divergence in a scatter plot are shown in Fig. 4 , where the term with larger uncertainty ( u∕ x ) is presented on the horizontal axis. The data dispersion decreases rapidly as one moves from the frontier of the domain towards its interior. Based on the data, the domain volume is cropped by approximately 10% at its borders to avoid the spurious oscillations in the pressure reconstruction scheme, as also suggested in Schneiders and Scarano (2016) . Data in the selected sub-domain fall inside the blue (turbulent boundary layer) and red (trailing-edge serrations) areas in the graphs, where the error is below 0.002% of the overall mass flow within the measurement region.
With this PIV technique, the maximum resolvable frequency of the velocity fluctuations that can be resolved is given by Eq. (1). The equation relates the frequency with the convective mean velocity ( u c ) and the minimum resolvable length scale ( min ). The latter is estimated both with the inter-particle distance ( C −1∕3 ) and with the correlation length of the Gaussian radial basis function interpolator used ( min = √ 2 aΔx ), where a = 1.1 . Resulting cut-off frequencies are estimated in f LPT = 1300 Hz and f VIC = 1900 Hz, respectively.
Pressure from PIV and related parameters
Pressure fluctuations are obtained by the reconstruction technique introduced by Gurka et al. (1999) . The integration procedure follows more closely the work of Ghaemi et al. (2012) : the Poisson Eq.
(2), in which the viscous term is neglected, is solved numerically by an implicit second-order finite difference method using a lower-upper (LU) factorization to solve the sparse linear system.
(1) f max = u c min . Neumann boundary conditions are applied to in-flow, out-flow and lateral boundaries as well as at the solid wall. Dirichlet condition, based on Bernoulli equation with the instantaneous velocity field (Eq. (3)), is applied at the edge of the boundary layer. Boundary surfaces where Neuman and Dirichlet boundary conditions apply are denoted by dashed and solid lines in Fig. 1b, respectively . In the equation, p ∞ and U ∞ refer to the free-stream pressure and velocity. The source term is obtained directly from the velocity material derivative. The particle trajectory is modelled through a polynomial regression of order 2 in a centred stencil of 5 time steps ( n = 2 ). The values chosen demonstrated convergence for the pressure spectrum measured.
The correlation length ( l z ) and the convection velocity ( u c ) are relevant quantities for the analysis of the sound source (Amiet 1976) . Both are derived from the pressure field. The first is calculated in Eq. (4), where f , z ′ is the coherence function between the reference position and the point separated in spanwise direction by z ′ at a given frequency f . A Gaussian curve fit ( 2 z � = e (z � ∕l) 2 ) of the measured coherence curve with z ′ is used to estimate the spanwise correlation length. Based on Eq. (4) and the fitting parameter l , l z is given by √ ∕2l.
The estimation of the convection velocity is carried out following Romano (1995) , where the variation in frequency of the phase shift ( ) along the streamwise direction is used, Eq. (5). The derivative in the equation is estimated with a linear fit from the cross-spectrum phase, obtained from the Welch's method:
To avoid the influence of the spatial stencil size on the estimation of the correlation length and the wavenumberfrequency spectra along the serration, a stencil of only 8 points (12 mm) is used, corresponding to less than 20% of the serration width.
The analysis of the turbulent structures most relevant to the pressure fluctuations is attempted by performing conditional averaging, following the work of Ghaemi and Scarano (2013) . Averages are obtained for a condition of (2)
minimum pressure, following Eq. (6), where Ĉ denotes the conditional average and ⟨C⟩ the averaging operator of a function C.
Analysis of experimental uncertainties
The uncertainty in the velocimetry measurements with 3D-LPT is due to particle displacement estimation error. This error, for the case of HFSB, is given by the distance between the two glare points ( d g ) within the same bubble, estimated as
is the bubble diameter. The uncertainty in the measurement of particle location affects the estimation of the displacement. The regularization of the particle tracks reduces the displacement uncertainty depending on the chosen stencil size (N), as suggested in Lynch and Scarano (2013) . Accordingly, the resulting random error in the measurement of the instantaneous velocity u is calculated as in Eq. (7). For an average bubble diameter of 400 μm, considering an average stencil size of 11 time steps and a displacement random error ( x ) equal to d g , the resulting random error in the velocity fluctuations is 0.04 m/s (0.4%U ∞ ).
Uncertainty in the reconstructed instantaneous pressure field depends on the error made in the estimation of the source term, i.e. the truncation of the Lagrangian derivatives Du,trunc and the random errors in the measurement of the material derivative Du,PIV (Violato et al. 2011; Ghaemi et al. 2012) . The uncertainty in the estimation of the pressure p can be evaluated using the linear error propagation procedure according to Eq. (8) (Ragni et al. 2019 ). The latter does not consider errors from the integration procedure, considered here minor in comparison to the Lagrangian derivative estimation and the velocity uncertainty.
From the experimental data, the truncation error is approximately 44 m/s 2 , and the error in the estimation of the material derivative is 56 m/s 2 . This yields an uncertainty in the instantaneous pressure of 0.3 Pa (0.5% of the flow dynamic pressure). Table 2 compares the uncertainties from the current experiment with other measurements performed with tomographic PIV. As expected, u is significantly reduced with the LPT approach even at a lower image resolution. Conversely, p is larger because of the dependency of the integration scheme on the grid spacing in Eq. (8).
Turbulent boundary-layer measurements
Measurements of the statistical properties of the turbulent boundary layer over the flat plate are carried out for assessing a-posteriori the fidelity of the measurement technique. Velocimetry results obtained from 4D-PIV are plotted against pitot probe measurements and compared with the law-of-the-wall model (Fig. 5a) . The Spalding and logarithmic fit are obtained using the constants = 0.41 and C + = 5 , following the procedure proposed in Clauser (1956) . Pitot data are corrected following Bailey et al. (2013) . Results show a good agreement for the mean boundary layer with some departures at the lower and upper boundaries. The latter may be ascribed to the lower particle concentration in the measurements. The characteristic shape factor H = 1.4 and the fitting shown in Fig. 5(a) indicate a fully developed turbulent boundary layer with zero pressure gradient. Figure 5b depicts the Reynolds stresses measured with 4D-PIV. Values are in agreement with those reported by Rodríguez-López et al. (2016) under similar Reynolds conditions. Table 3 shows the boundary-layer integral parameters obtained from the measurements. 99 is estimated from the boundary-layer profile and is used as limit for the integral boundary-layer parameters, performed with a trapezoidal rule integration. Uncertainties are estimated based on the 4D-PIV technique errors. Friction velocity uncertainty is given by the quality of the logarithmic fit. The measurement of turbulent pressure fluctuations and their spatio-temporal correlation is initially assessed comparing the time history of the surface pressure fluctuations with the wall-mounted reference microphones.
A statistically relevant comparison is made using the cross-correlation coefficient as well as the frequency spectrum. The pressure time history is illustrated in Fig. 6a for the centre microphone (M2), where a fair agreement is found between the two datasets. Correlation between the three microphones and the 4D-PIV measurements (Fig. 6c) is maximum at null time delay and is estimated in about 0.6. Similar correlation values were found in previous investigation where pressure time signals reconstructed from PIV were compared with surface pressure data (Ghaemi et al. 2012; Pröbsting et al. 2013) . Disagreements in the time series are attributed to three factors: the acoustic noise from a non-acoustically treated facility; the experimental uncertainty of both measurement techniques; and the extrapolation of the pressure calculated within the flow field to the microphone location. The latter is especially important in the present context, where HFSB tracers are significantly sparser near the wall.
Spectra obtained from the two datasets (Fig. 6b) show good agreement in the range of Strouhal numbers based on the displacement thickness between 0.2 ≤ St * ≤ 1.0 (frequency range between 200 and 1000 Hz), i.e. within the universal ( 0.2 < St * < 0.5 ) and inner scale ranges ( St * > 0.5 ) (Hwang et al. 2009 ). At higher frequencies, the PIV-based pressure spectrum underestimates the amplitude of the fluctuations, indicating that the smaller structures For this reason, the following analyses are restricted at frequencies smaller than f LPT . In the same figure, the pressure spectra from two analytical models (Chase-Howe model; Howe 1998, and Goody model; Goody 2008 ) are compared with the experimental data. An agreement is observed for St * < 1.0 , which is expected since the Chase-Howe model is valid in the universal range and does not account for the effect of viscous terms introduced by smaller structures. The model from Goody (2008) improves the predictions to the inner scales, with the agreement maintained up to the limit given by f LPT .
The convective velocity, estimated using Eq. (5), is 0.78U ∞ (Fig. 7a ). Noise in high frequency range along with the smaller size of the eddies affect the fit, thus creating a phase loss in the measurements for St * > 0.25 . This is also observed at the wavenumber-frequency spectrum (Fig. 7b) , where the curve connecting the local maxima, i.e. the convective ridge, becomes horizontal at high frequency, indicating the contamination of the data by the noise. higher deviation in the low coherence region, where the sensitivity to noise is higher. In Fig. 8b , the correlation length from Eq. (4) is compared with the Corcos and Efimtsov models, with the latter based on the values from Palumbo (2012) . The results are similar to the ones of Pröbsting et al. (2015) with similar discrepancies between the analytical models and the measurements. Similar to the previous study, the correlation length can be measured up to St * = 0.4 . This limit is set by the mean inter-particle distance ( C −1∕3 ). An instantaneous flow visualization of the velocity field through iso-surface of the Q-criterion for vortex identification is demonstrated in Fig. 9a, b . In the same figure, slices representing the instantaneous pressure field are also presented. In the picture, high-pressure fluctuations are seen underneath the hairpin head (H), similarly to what was found by Ghaemi and Scarano (2013) . The sweep (S) and the ejection (E) regions are represented by iso-surfaces in blue and red, respectively. Conditional averaging performed using a positive fluctuation of amplitude equal to the maximum root mean square (Fig. 9c, d) highlights the same structures observed in the single time step shown. The conditional position on the high side of the inner boundary-layer region is used to enforce the large structures only. Underneath the hairpin head, high-pressure fluctuations are again observed. Alongside, low-pressure is seen to be induced downstream from the hairpin location, similar to the observations from Ghaemi and Scarano (2013) . The latter also pointed to the presence of low-pressure fluctuations at the hairpin legs, as also observed in Fig. 9c . The coherence between pressure and each of the velocity components close to the wall is shown in Fig. 10b . The diagram depicts two different Strouhal number regions. For St * < 0.2 , pressure fluctuations are seen to correlate better with the streamwise velocity. On the other hand, fluctuations in the universal range ( 0.2 < St * < 0.5 ) follow the wall-normal velocity component, as also found by Johansson et al. (2006) .
This section has shown that the LPT with HSFB is able to capture the spatio-temporal correlation of the surface pressure fluctuations within the predicted frequency limit. In the following, the approach is extended to a more complex flow field, i.e. the flow over a trailing-edge serration.
Trailing-edge serration measurements
The same procedure adopted in Sect. 3 is used for the analysis of the flow over the serrated trailing edge. Figure 11 compares the mean and Reynolds stresses profiles taken along the serration edge with detail in the region of higher velocity fluctuations ( y∕ * ≤ 2).
The mean streamwise flow velocity, calculated using free slip condition with VIC+, shows a slight increase in the velocity close to the wall in the most downstream direction. The Reynolds stresses along the edge (Fig. 11b ) reduce in the streamwise direction particularly close to the wall. The development of the flow in the wake reduces the high shear observed near the wall, consequently bringing u ′ u ′ values closer to the levels in the outer layer. Wall-normal shear ( v ′ v ′ ) and the u ′ v ′ component also reduce in the along the edge, similar to what was found by Avallone et al. (2018) .
Detailed insights into the flow features induced by the trailing-edge serrations are given by the mean flow contours in the x-z plane at y∕ * = 2 (Fig. 12) . The flow over the serrations is slightly slower along the serration surface with respect to the wake region between teeth (Fig. 12a ). Even at zero-degree angle of attack, the flow tends to seep into the empty space between serrations (downward motion) as evidenced by the negative mean wall-normal velocity component near the edge shown in Fig. 12b . As a consequence, the flow exhibits an outward motion, visible from the spanwise velocity component shown in Fig. 12c and from the mean flow direction in the x-z plane (Fig. 12d ). This effect is attributed to the three-dimensional shear layer that promotes the formation of streamwise elongated structures in the empty space between serrations. The flow features detected in this experiment are very similar to the ones found in previous studies and they confirm that the technique captures the relevant physics induced by the presence of the serrations. After having assessed that the relevant flow physics is well captured, the pressure field can be studied. The reconstructed pressure spectra at three positions along the serration edge are shown in Fig. 13a . Similar to the velocity fluctuations, the pressure is seen to be almost unaltered along the trailing-edge serration. Figure 13b reveals a minor increase of the pressure fluctuations amplitude at higher frequencies at the centre of the serration ( 0.2 < x∕2h < 0.8 ) and at mid-frequencies at its tip ( x∕2h = 1.0 ). Fluctuations are only decreased at very low frequencies ( St * < 0.4 ) in the center of the serration. The differences between spectra are more clearly shown in Fig. 14 where Δ pp , the difference between the spectra at a given streamwise location along the edge and the one at x∕2h = 0 , is plotted. This clearly shows that the major differences are found in the range 0.2 < x∕2h < 0.8 , i.e. the region where the downward and sideward motions are dominant. The findings indicate how the effectiveness of the trailing-edge add-ons is influenced by the wake development along the trailingedge gap, in opposite to the frozen turbulence assumption. Increased levels of the large structures will affect the performance of the trailing-edge serration close to the tip of the serration while small structures will degrade the performance along the centre of the serration. Gruber et al. (2011) also observed a decrease in the velocity fluctuations at low frequencies and an increase at higher frequencies along the wake region. Chong and Vathylakis (2015) also pointed to higher fluctuations along the tip of the serrations at lower frequencies and around the centre of the serration for higher frequencies. . 16 Correlation length variation along the serration edge. Axes limits are given by the average inter-particle distance and resolved frequency is attributed to the deflection of the larger structures in the spanwise direction. At higher frequencies, a small increase in the structure length is captured at the very edge of the serration. This is possibly caused by the formation of additional structures over the edge and follows the level increase observed in the spectrum.
Conclusions
Large-scale time-resolved 3D-PIV measurements were carried out using Lagrangian particle tracking and helium-filled soap bubbles as flow tracers. VIC+ was used to reconstruct a dense velocity field and the pressure field was obtained by solving the Poisson equation. Measurements with a Pitot tube and with surface microphones were presented as validation for the technique, demonstrating the capability of the latter to correctly retrieve the flow information within a volume in the order of 10 3 cm 3 .
Spectral analyses of the pressure fluctuations were possible up to St * = 1.3 , while spatial-temporal correlation measurements are accurate up to St * = 0.4 . The limitations suggest that constraints are still imposed over the particle density necessary to capture smaller structures and not related to the spatial discretization of the field reconstruction. Comparisons have shown that the technique applied is capable of correctly predict the boundary-layer flow above the viscous sublayer within the uncertainties expected.
The same technique is then extended to a serrated trailing-edge case, where the flow in both sides of the model is assessed through a thin Plexiglas wall. Result points out to a mild but consistent influence of the trailing-edge serrations over the flow features, similar to the wide serration experiment from Moreau and Doolan (2013) . Overall, Figure 15 shows the predicted wavenumber-frequency spectrum along the serration edge. This indicates the strong similarities with the measurements obtained for the boundary layer over the flat plate ( Fig. 7b ). An absolute maximum is measured at St * = 0.1 and the convection velocity is 0.78U ∞ . For Strouhal numbers higher than 0.2, noise dominates as shown by the flattening of the convective ridge. Along the serrations, milder changes are observed in the spectrum, confirming the small modification of the flow from the root to the tip, and implying no significant variation in the mean convection velocity of the structures over the serrations.
Finally, the spanwise correlation length of the surface pressure fluctuations is shown in Fig. 16 . A small increase of l z is observed along the serration with larger correlation length in the low frequency range, in agreement with previous studies (Avallone et al. 2016) . The observed behaviour measurements of the pressure fluctuations around the serration edges point to the correct description of the flow with the measurement technique applied. The development of the wake around the serration gap is captured and seen to influence the edge pressure spectrum at mid-to-high frequencies.
Variations of the correlation length are also observed close to the tip. It is found that the spanwise correlation length increases in the low-frequency range as also reported in the literature.
This study proves that the adopted techniques are suitable for aeroacoustics studies of large serrations at higher Reynolds numbers, correctly retrieving the spatial and temporal correlation of the surface pressure fluctuations.
