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  Security can only be as strong as the weakest link. In this world of cryptography, 
it is now well established, that the weakest link lies in the implementation of cryptographic 
algorithms. This project deals with RSA algorithm implementation with and without Chinese 
Remainder Theorem and also using Variable Radix number System. In practice, RSA public 
exponents are chosen to be small which makes encryption and signature verification reasonably 
fast. Private exponents however should never be small for obvious security reasons. This makes 
decryption slow. One way to speed things up is to split things up, calculate modulo p and 
modulo q using Chinese Remainder Theorem. For smart cards which usually have limited 
computing power, this is a very important and useful technique. This project aims at 
implementing RSA algorithm using Chinese Remainder Theorem as well as to devise a 
modification using which it would be still harder to decrypt a given encrypted message by 
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   Cryptography, defined as the science and study of secret writing concerns the ways in which 
communications and data can be encoded to prevent disclosure of their contents through 
eavesdropping or message interception, using codes, ciphers and other methods, so that only 
certain people can see the real message.  
      Security often requires that data be kept safe from unauthorized access. And the best line of 
defence is physical security (placing the machine to be protected behind physical walls). 
However, physical security is not always an option, due to cost and/or efficiency considerations. 
Instead, most computers are interconnected with each other openly, thereby exposing them 
and the communication channels that they use. With regards to confidentiality, cryptography is 
used to encrypt data residing on storage devices or travelling through communication channels 
to ensure that any illegal access is not successful. Also, cryptography is used to secure the 
process of authenticating different parties attempting any function on the system. Since a party 
wishing be granted a certain functionality on the system must present something that proves 
that they indeed who they say they are. That something is sometimes known as credentials and 
additional measures must be taken to ensure that these credentials are only used by their 
rightful owner. The most classic and obvious credential are passwords. Passwords are 
encrypted to protect against illegal usage.  
      Authorization is a layer built on top of authentication in the sense that the party is 
authenticated by presenting the credentials required (passwords, smart cards ... etc.). After the 
credentials are accepted the authorization process is started to ensure that the requesting 
party has the permissions to perform the functions needed.  
 
      Data integrity and Non-Repudiation are achieved by means of digital signature, a method 
that includes performing cryptography among other things.  
 
      Cryptography can essentially be classified into two types, the symmetric and asymmetric 
type. With a secret or symmetric key algorithm, the key is a shared secret between two 
communicating parties. Encryption and decryption both use the same key. The Data Encryption 
Standard (DES) and the Advanced Encryption Standard (AES) are examples of symmetric key 
algorithms.  
       With a public key (PKA) or asymmetric key algorithm, a pair of keys is used. One of the keys, 
the private key, is kept secret and not shared with anyone. The other key, the public key, is not 
secret and can be shared with anyone. When data is encrypted by one of the keys, it can only 
be decrypted and recovered by using the other key. The two keys are mathematically related, 
but it is virtually impossible to derive the private key from the public key. The RSA algorithm is 
an example of a public key algorithm.                                                                                                     
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2.1   Introduction  
 
A number of mathematical concepts from number theory are essential in the design of 
cryptographic algorithms. This chapter provides an overview of the concepts along with the 
proofs of the theorems used in these algorithms. The various theorems have been elucidated 
which are further applied in RSA algorithm in our plan of work. 
 
2.2   Modular Arithmetic  
 
Modular arithmetic is a system of arithmetic for integers, where numbers wrap around after 
they reach a certain value - the modulus. Given any positive integer n and any nonnegative 
integer a, if we divide a by n, we get an integer quotient q and an integer remainder r that obey 
the following relationship:                              
 where x is the largest integer less than or equal 
to x. The remainder r is often referred to as a residue. If a is an integer and n is a positive 
integer, we define a mod n to be the remainder when a is divided by n. The integer n is called 
the modulus. Thus, for any integer a, we can always write:  
     
 
 hence 12 mod 7 = 5;         -12 mod 7 = 2  
 
Two integers a and b are said to be congruent modulo n, if (a mod n) = (b mod n). This is written 
as a ≡b (mod n), for example 73 ≡4 (mod 23). 
  
Properties of Modular Arithmetic for Integers  
 
Property  Expression  
Commutative 
laws  
(w + x) mod n = (x + w) mod n (w × x) mod n = (x × w) mod n  
Associative laws  [(w + x) + y] mod n = [w + (x + y)] mod n [(w × x) × y] mod n = [w × (x × y)] 
mod n  
Distributive laws  [w × (x + y)] mod n = [(w × x) + (w × y)] mod n [w + (x × y)] mod n = [(w + x) × 
(w + y)] mod n  
Identities  (0 + w) mod n = w mod n (1 + w) mod n = w mod n  
 Additive inverse  
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 For each w Є Zn, there exists a z such that w + z ≡0 mod n 
 
2.3   Euclidean Algorithm 
  
Euclidean algorithm is a simple procedure for determining the greatest common divisor of two 
positive integers. Nonzero b is defined to be a divisor of a if a = mb for some m, where a, b, and 
m are integers. We will use the notation gcd (a, b) to mean the greatest common divisor of a 
and b. The positive integer c is said to be the greatest common divisor of a and b if c is a divisor 
of a and of b and any divisor of a and b is a divisor of c.  
 
An equivalent definition is the following: gcd(a, b) = max[k, such that k|a and k|b]. 
Because we require that the greatest common divisor be positive, gcd (a, b) = gcd (|a|, |b|). 
Also, because all nonzero integers divide 0, we have gcd(a, 0) = |a|.  
 
We stated that two integers a and b are relatively prime if their only common positive integer 
factor is 1. This is equivalent to saying that a and b are relatively prime if gcd (a,b)= 1.  
 
The Euclidean algorithm is based on the following theorem: For any nonnegative integer a and 
any positive integer b, gcd (a,b) = gcd(b, a mod b)  
 
2.4   Prime Numbers  
 
A central concern of number theory is the study of prime numbers. Indeed, whole books have 
been written on the subject. An integer p > 1 is a prime number if and only if its only divisors 
are ± 1 and ±p. Prime numbers play a critical role in number theory and in the cryptographic 
techniques discussed later. If P is the set of all prime numbers, then any positive integer a can 
be written uniquely in the following form:     
          
                        
The right-hand side is the product over all possible prime numbers p; for any particular value of 
a, most of the exponents will be 0. 
 It is easy to determine the greatest common divisor of two positive integers if we express each 
integer as the product of primes.  
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Example:  300 = 22 x 31 x 52  
 
                  18 = 21 x 32  
 
                  Gcd (18,300) = 21 x 31 x 50 = 6  
 
For many cryptographic algorithms, it is necessary to select one or more very large prime 
numbers at random. Thus we are faced with the task of determining whether a given large 
number is prime. There is no simple yet efficient means of accomplishing this task.  
Miller-Rabin Algorithm yields a number that is not necessarily a prime. However, the algorithm 
can yield a number that is almost certainly a prime. It is based on the conclusion that if n is 
prime, then either the first element in the list of residues, or remainders, (aq, a2q,..., a2k-1q, a2kq) 
modulo n equals 1, or some element in the list equals (n-1); otherwise n is composite (i.e., not a 
prime). On the other hand, if the condition is met, that does not necessarily mean that n is 
prime. For example, if n = 2047 = 23 x 89, then n-1 = 2 x 1023. Computing, 21023 mod 2047 = 1, 
so that 2047 meets the condition but is not prime.  
 
 
2.5    Fermat’s And Euler’s Theorems  
 
Two theorems that play important roles in public-key cryptography are Fermat's theorem and 
Euler's theorem. Fermat's theorem states the following: If p is prime and a is a positive integer 
not divisible by p, then   
Before presenting Euler's theorem, we need to introduce an important quantity in number 
theory, referred to as Euler's totient function and written φ (n), defined as the number of 
positive integers less than n and relatively prime to n. By convention, φ (1) = 1.  
 
Example: φ (37) =36 and φ (35). = 24 for a prime number p, φ (p) = p-1  
 
Now suppose that we have two prime numbers p and q, with p not equal q. Then it can be 
show that for n = pq, φ (n) = φ (pq) = φ (p) x φ (q) = (p-1) x (q-1)  
 





   
 
 
2.6   The Chinese Remainder Theorem  
 
In essence the Chinese remainder theorem (CRT) says it is possible to reconstruct integers in a 
certain range from their residues modulo a set of pair wise relatively prime moduli.  
  
The integers 0 through 9 in  , can be reconstructed from their two residues modulo 2 and 5 
(the relatively prime factors of 10). Say the known residues of a decimal digit x mod 2 =0 and x 
mod 5 = 3. Therefore, x is an even integer in Z10 whose remainder, on division by 5, is 3. The 
unique solution is x = 8.  
 
One of the useful features of the Chinese remainder theorem is that it provides a way to 
manipulate (potentially very large) numbers mod M in terms of tuples of smaller numbers. This 
can be useful when M is 150 digits or more. However, note that it is necessary to know 
beforehand the factorization of M.  
 
Theorem 1. Let m and n be integers with gcd (m, n) =1, M=mn and let b and c be any integers. 
Then the simultaneous congruences 
 
  
have exactly one solution with 0≤x≤M. 
Proof: We begin by solving the congruences  The solution consists of all 
numbers of the form x= my + b. We substitute this into second congruence, which yields 
     
We are given that gcd (m, n) =1, so the linear congruence Theorem tells us that there is exactly 
one solution  with . Then the solution to the original is given by 
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  and this will be the only solution  with , since there is 
only one  between 0 and n, and we multiplied by m to get . This completes the proof. 
Examples: 
1.  Suppose we want to solve    
As stated in the proof, we write the solutions of the first congruence in the form of x=11y + 8 
and substitute it into the second congruence, which yields  which is 
equal to  and equal to  Then we divide both 
sides of the congruences by 11 and we get , now we can find the solution to 
the first congruence, x=11y+8 = 11(3) + 8= 41. 
Finally we want to check whether our answer is accurate, so substitute 41 for x and see that 
 
2. Now, suppose that we want to solve three simultaneous congruences: 
 
We write the solutions to the first congruence as x= 3y+2 and substitute it into the second and 
get  which is equivalent to  and equal 
to . If we divide by 3 we get that y  which can be rewritten as 
 
3.  Now if we substitute the solutions to the first congruence into the third, we get  
 , which is equivalent to 3(5z + 3)  when substituting y. 
Evaluating, we get that  which is equal to  When we 
divide by 15 we get . 
When substituting we get that x=3y+2 =3[5(6) +3] + 2=101. 
Finally to check our solution of x, we noted that 
 
An alternative way to solve these congruences is the following: 
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Using the theorem, we get that M=(3)(5)(7)=105. Let , , and  now let 
,  and . The integers  are found by the congruence 
   , 
Thus we have  and  so =-
1, =1, and =1 are possible values and  
 X= (35)(-1)(2) + (21)(1)(1) + (15)(1)(3) = -4(mod 105) = 101. 
Thus, this leads us to define x as 
 
Remarks: Notice that in the congruences   ,  is the multiplicative 
inverse of   . 
Extension of the Theorem to polynomials 
When trying to extend the definition of the Chinese Remainder Theorem to polynomials we 
presented a problem of the following kind: 
Example 1. 
Assume you have a polynomial that when it is divided by (x-1) you get remainder 3, when it is 
divided by (x-2) you get remainder 2 and when it is divided by (x-3), you get remainder -1. 
Find such a polynomial? 
Using the theorem, we get g(x) = (x-1)(x-2)(x-3). Notice that P(x) can be a polynomial of degree 
at most 3.   
Let , , and . Now let   
, . The polynomials (degree 0 in this particular 
case) are found by the congruence  
                                           , 
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We now have ( , 
( , and ( . So 
, , and  are possible values and P=(x-2)(x-3)(1/2)(3) + (x-1)(x-3)(-1)(2) 
+(x-1)(x-2)(1/2)(-1)= - + 2x + 2. 
Thus notice the theorem could be extended to polynomials as long as the moduli  are 
relatively prime to each other. 
Theorem 2.  Let  denote r prime polynomials of degree p (p ) 
that are relatively prime in pairs, and let  denote any r prime polynomials of 
degrees at most p-1. Then the system of congruences  
 g(x), where 
 
 
Theorem .  Let  denote r prime polynomials of degree p (p ) 
that are relatively prime in pairs, and let  denote any r prime polynomials of 
degrees at most p-1. Then the system of congruences  
 g(x), where 
 
Proof: Let g(x) denoted the polynomial obtained by multiplying together all the , since 
 is a monic polynomial of degree one we can write it as (x- ), where  is one of the x- 
coordinates of our points. For each point ( ), we can write the expression , 
for which  is just  and  is algorithm for finding . We now have our familiar 
 in the form of   for 
polynomials. A note of remarkable importance is the fact that the algorithm for P(x) is the 
familiar Lagrange Interpolation Formula found in Numerical Analysis.  
















3.1 Applications of Chinese Remainder Theorem 
   The conventional Chinese remainder theorem (CRT) is to determine a single integer from its 
remainders from a set of modulos. It has tremendous applications in various areas, such as 
cryptography and digital signal processing. 
 
    The Chinese Remainder Theorem (CRT) allows for an efficient implementation of the RSA 
algorithm. The theorem is as follows. Given input, m, raise it to the e-th (or d-th) power modulo 
p and modulo q. The intermediate results are then combined through multiplication and 
addition with some predefined constants to compute the final result (the modular 
exponentiation to N). This approach is often used for implementing RSA in embedded systems. 
It requires four times less execution time and smaller amount of memory for intermediate 
results, since modular exponentiation is performed on half the bit size of N. 
 
     The two most important considerations when designing Residue Number Systems are the 
choices of the moduli sets and the conversion from the residue to the weighted binary system. 
A new general conversion algorithm has been applied to the recently proposed conjugate 
moduli sets, which results in a more efficient design for the residue to binary conversion of the 
given moduli sets. This more efficient design for the converter will make the conjugate moduli 
sets more attractive compared to other moduli sets. The result also demonstrates the 
effectiveness of the New Chinese Remainder Theorems. 
 
    CRT has various generalizations. A different generalization of CRT has been recently proposed 
in, where (instead of a single integer in CRT) multiple integers need to be determined from (not 
a sequence of remainders but) a sequence of sets, residue sets, of remainders. A residue set 
consists of the remainders of multiple integers modulo a modulus integer, and the residue set is 
not ordered, i.e., the correspondence between the elements in the residue set and the multiple 
integers is not specified. The generalized CRT was motivated from the determination of 
multiple frequencies in a super positioned signal of multiple sinusoids from its multiple under 
sampled waveforms. This has applications in a sensor network, where multiple sensors have 
low power and low transmission rates, and their sampling rates may be low and much lower 
than the Nyquist rate of a signal of interest in the field. The generalized CRT has been used in 
synthetic aperture radar (SAR) imaging of moving targets and polynomial phase signal 
detection. It has been found that the error rates of multiple frequencies are significantly 
reduced with the proposed algorithm considering residue errors compared to the one without  
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Considering residue set errors. This algorithm finds application in a sensor network with low 
sampling rates. 
     Chinese Remainder Theorem has been used for hundreds of years and has been applied to 
many domains such as integers and polynomials as explained in last chapter. It can also be 
modified to design proxy signatures. 
 
3.2   Hill Cipher and its Applications: 
      In classical cryptography, the Hill cipher is a polygraphic substitution cipher based on linear 
algebra. Invented by Lester S. Hill in 1929, it was the first polygraphic cipher in which it was 
practical (though barely) to operate on more than three symbols at once. The key size is the 
binary logarithm of the number of possible keys. There are matrices of dimension n × n. 
Thus or about 4.7n2 is an upper bound on the key size of the Hill cipher using n × n 
matrices. This is only an upper bound because not every matrix is invertible and thus usable as 
a key. The number of invertible matrices can be computed via the Chinese Remainder Theorem. 
i.e., a matrix is invertible modulo 26 if and only if it is invertible both modulo 2 and modulo 13. 
The number of invertible n × n matrices modulo 2 is equal to the order of the general linear 
group GL (n, Z2). In the improved version of the Hill cipher, a randomly generated non-singular 
matrix is used as an encryption key, and the inverse of the matrix is used as the decryption key. 
The weakness of Hill cipher is that the matrix may be revealed under the known-plaintext 
attack. But in this new version, a plaintext message first is partitioned into some suitable length 
of blocks and each block b concatenates with a random string r and a special controlled symbol 
c as r||c||b. The new string is converted to a vector and the components of the vector are the 
positive integers. To overcome the drawbacks of the Hill cipher, a more secure number system 
with different bases and an enforced transformation of the enciphering matrix are provided. 
     Matrix cryptosystems, like Hill cipher, are resistant to frequency analysis. The key is a non-
singular matrix, for example 3×3 matrix K. A modular non-singular key-matrix for matrix ciphers 
can be generated and these results are applied to cryptography and computer security. For 
Example, a mutual authentication protocol based on Hamiltonian cycle in directed weight 




















4.1 PUBLIC KEY ENCRYPTION 
 
4.1.1   Introduction: 
 
 Public-Key Algorithms are symmetric, that is to say the key that is used to encrypt the message 
is different from the key used to decrypt the message. The encryption key, known as the Public 
key is used to encrypt a message, but the message can only be decoded by the person that has 
the decryption key, known as the private key.  
 
This type of encryption has a number of advantages over traditional symmetric Ciphers. It 
means that the recipient can make their public key widely available- anyone wanting to send 
them a message uses the algorithm and the recipient's public key to do so. An eavesdropper 
may have both the algorithm and the public key, but will still not be able to decrypt the 
message. Only the recipient, with the private key can decrypt the message.  
 
Advantage of public-key algorithm is that they are more computationally intensive than 
symmetric algorithms, and therefore encryption and decryption take longer. This may not be 
significant for a short text message, but certainly is for bulk data encryption. 
 
 
 4.2 The Basic Principle:  
 
In order to decrypt a message, Bob (the recipient) has to know the key. However, it may be 
difficult for Alice (the sender) to tell Bob what the key is. If they simply agree on a key bye-mail 
for example, Eve could be listening in on their e-mail conversation and thus also learn what the 
key is. Public key cryptography was invented to solve this problem. 
  
When using public-key cryptography, Alice and Bob both have their own key pairs. A key pair 
consists of a public key and a private-key. If the public-key is used to encrypt something, then it 
can be decrypted only using the private-key. And similarly, if the private-key is used to encrypt 
something, then it can be decrypted only using the public-key. It is not possible to figure out 
what the private-key is given only the public-key, or vice versa.  
 
This makes it possible for Alice and Bob to simply send their public keys to one another, even if 
the channel they are using to do so is insecure. It is no problem that Eve now gets a copy of the 
public keys. If Alice wants to send a secret message to Bob, she encrypts the message using  
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Bob's public key. Bob then takes his private key to decrypt the message. Since Eve does not 
have a copy of Bob's private key, she cannot decrypt the message. Of course this means that 
Bob has to carefully guard his private key. With public key cryptography it is thus possible for 
two people who have never met to securely exchange messages. Figure below illustrates the 








4.3   Public Key Issues: 
 
Advantage and Disadvantage of Public-Key Cryptography Compared with Secret-Key 
Cryptography: 
 
 1. The primary advantage of public-key cryptography is increased security and 
convenience. Private keys never need to transmitted or revealed to anyone. In a secret-key 
system, by contrast, the secret keys must be transmitted (either manually or through a 
communication channel), and there may be a chance that an enemy can discover the secret 
keys during their transmission.  
  
 2. Another major advantage of public-key systems is that they can provide a method for 
digital signatures. Authentication via secret-key systems requires the sharing of some secret 
and sometimes requires trust of a third party as well. As a result, a sender can repudiate a 
previously authenticated message by claiming that the shared secret was somehow 
compromised by one of the parties sharing the secret. For example, the Kerberos secret-key 
authentication system involves a central database that keeps copies of the secret keys of all 
users; an attack on the database would allow widespread forgery. Public-key authentication, on 
the other hand, prevents this type of repudiation; each user has sole responsibility for 
protecting his or her private key. This property of public-key authentication is often called non-
repudiation.  
 
 3. A disadvantage of using public-key cryptography for encryption is speed; there are 
popular secret-key encryption methods that are significantly faster than any currently available 
public-key encryption method. Nevertheless, public-key cryptography can be used with secret-
key cryptography to get the best of both worlds. For encryption, the best solution is to combine 
public- and secret-key systems in order to get both the security advantages of public-key 
systems and the speed advantages of secret-key systems. The public-key system can be used to 
encrypt a secret key, which is used to encrypt the bulk of a file or message. Such a protocol is 
called a digital envelope.  
 
 4. Public-key cryptography may be vulnerable to impersonation, however, even if users' 
private keys are not available. A successful attack on a certification authority will allow an 
adversary to impersonate whomever the adversary chooses to by using a public-key certificate 




 5. In some situations, public-key cryptography is not necessary and secret-key 
cryptography alone is sufficient. This includes environments where secure secret key 
agreement can take place, for example by users meeting in private. It also includes 
environments where a single authority knows and manages all the keys (e.g., a closed banking 
system) Since the authority knows everyone's keys already, there is not much advantage for 
some to be "public" and others "private" Also, public-key cryptography is usually not necessary 
in a single-user environment. For example, if you want to keep your personal files encrypted, 
you can do so with any secret-key encryption algorithm using, say, your personal password as 
the secret key. In general, public-key cryptography is best suited for an open multi-user 
environment.  
 
 6. Public-key cryptography is not meant to replace secret-key cryptography, but rather 
to supplement it, to make it more secure. The first use of public-key techniques was for secure 
key exchange in an otherwise secret-key system; this is still one of its primary functions. Secret-
key cryptography remains extremely important and is the subject of ongoing study and 
research. Some secret-key cryptosystems are discussed in the sections on Block Cipher and 
Stream Cipher.  
  
 
4.4   The RSA Algorithm: 
 
 The RSA cryptosystem, named after its inventors R. Rivest, A. Shamir, and L. Adleman, is the 
most widely used public key Cryptosystem. It may be used to provide both secrecy and digital 
signatures and its security is based on the intractability of the integer factorization. The RSA 
scheme is a block cipher in which the plaintext and cipher text are integers between 0 and n 1 
for some n. A typical size for n is 1024 bits, or 309 decimal digits. That is, n is less than 21024.  
 
4.4a Description of the Algorithm  
 
The scheme makes use of an expression with exponentials. Plaintext is encrypted in blocks, with 
each block having a binary value less than some number n. That is, the block size must be less 
than or equal to log2 (n); in practice, the block size is i bits, where 2
i < n <2i+1. Encryption and 
decryption are of the following form, for some plaintext block M and cipher text block C:  
 
 C = Me mod n 
 
 M = Cd mod n = (Me)d mod n = Med mod n  
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Both sender and receiver must know the value of n. The sender knows the value of e, and only 
the receiver knows the value of d. Thus, this is a public-key encryption algorithm with a public 
key of PU = {e, n} and a private key of PU = {d, n}. For this algorithm to be satisfactory for 
public-key encryption, the following requirements must be met: 
  
 1. It is possible to find values of e, d, n such that Med mod n = M for all M < n.  
 2. It is relatively easy to calculate mod Me mod n and Cd for all values of M < n.  
 3. It is infeasible to determine d given e and n.  
 
We need to find a relationship of the form Med mod n = M. 
 
The preceding relationship holds if e and d are multiplicative inverses modulo φ( n), where φ(n) 
is the Euler totient function. For p, q prime, φ (pq) = (p-1) (q-1) The relationship between e and 
d can be expressed as  
 
This is equivalent to saying  
 
ed 1 mod φ(n)     and     d  e1mod φ(n)  
That is, e and d are multiplicative inverses mod φ (n).According to the rules of modular 
arithmetic, this is true only if d (and therefore e) is relatively prime to φ(n). Equivalently, gcd (φ 







4.4b Exponentiation in Modular Arithmetic:  
 
Both encryption and decryption in RSA involve raising an integer to an integer power, mod n. If 
the exponentiation is done over the integers and then reduced modulo n, the intermediate 
values would be gargantuan, we can make use of a property of modular arithmetic: [(a mod n) x  
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(b mod n)] mod n = (a x b) mod n Thus, we can reduce intermediate results modulo n. This 
makes the calculation practical.  
Another consideration is the efficiency of exponentiation, because with RSA we are dealing 
with potentially large exponents. To see how efficiency might be increased, consider that we 
wish to compute x16. A straightforward approach requires 15 multiplications: However, we can 
achieve the same final result with only four multiplications if we repeatedly take the square of 
each partial result, successively forming x2, x4, x8, x16. As another example, suppose we wish to 
calculate x11 mod n for some integers x and n. Observe that x11 = x1+2+8 = (x)(x2)(x8). In this case 
we compute x mod n, x2 mod n, x4 mod n, and x8 mod n and then calculate [(x mod n) x (x2 mod 
n) x (x8 mod n) mod n. 
 
4.4c Efficient Operation Using the Public Key  
  
To speed up the operation of the RSA algorithm using the public key, a specific choice of e is 
usually made. The most common choice is 65537 (216 -1); two other popular choices are 3 and 
17. Each of these choices has only two 1 bits and so the number of multiplications required to 
perform exponentiation is minimized. However, with a very small public key, such as e = 3, RSA 
becomes vulnerable to a simple attack. It is required that during key generation the user selects 
a value of e that is relatively prime to φ (n). Thus, for example, if a user has preselected e = 
65537 and then generated primes p and q, it may turn out that gcd(φ(n),e) is not equal to 1, 
Thus, the user must reject any value of p or q that is not congruent to 1 (mod 65537).  
 
4.4d Key Generation  
 
Before the application of the public-key cryptosystem, each participant must generate a pair of 
keys. This involves the following tasks:  
 1) Determining two prime numbers, p and q  
 2)Selecting either e or d and calculating the other  
 
First, consider the selection of p and q. Because the value of n = pq will be known to any 
potential adversary, to prevent the discovery of p and q by exhaustive methods, these primes 
must be chosen from a sufficiently large set (i.e., p and q must be large numbers). On the other 
hand, the method used for finding large primes must be reasonably efficient.  
 
In summary, the procedure for picking a prime number is as follows.  
 Pick an odd integer n at random (e.g., using a pseudorandom number generator).  
 Pick an integer a < n at random.  
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 Perform the probabilistic primality test, such as Miller-Rabin, with a as a parameter. If n 
fails the test, reject the value n and go to step 1.  
 If n has passed a sufficient number of tests, accept n; otherwise, go to step 2.  
 
This is a somewhat tedious procedure. However, remember that this process is performed 
relatively infrequently: only when a new pair (PU, PR) is needed.  
 
Having determined prime numbers p and q, the process of key generation is completed by 
selecting a value of e and calculating d or, alternatively, selecting a value of d and calculating e. 
Assuming the former, then we need to select an e such that gcd( φ(n), e) = 1 and then calculate 
d  e1(mod φ(n)). Fortunately, there is a single algorithm that will, at the same time, calculate 
the greatest common divisor of two integers and, if the gcd is 1, determine the inverse of one 
of the integers modulo the other. The algorithm is referred to as the extended Euclid's 
algorithm Thus, the procedure is to generate a series of random numbers, testing each against 




4.5  RSA using Chinese Remainder Theorem 
 
The complexity of the RSA decryption M =  mod N depends directly on the size of D and N. 
The decryption exponent D specifies the numbers of modular multiplications necessary to 
perform the exponentiation, and the modulus N determines the size of the intermediate 
results. A way of reducing the size of both D and N is to take advantage of properties stated by 
the Chinese Remainder Theorem (CRT) and Fermat’s Little Theorem. 
 
 Mathematical background 
 
In the following, some basic facts and conclusions of the CRT are summarized. This 
mathematical background knowledge is of elementary importance for the efficient realization 
of RSA decryption. 
Theorem 1 (Chinese Remainder Theorem) Let the numbers   be positive integers 
which are relatively prime in pair, i.e.  =1 when  Furthermore, let 
  and let be integers. 




  . 
  . 
  . 
  
has a simultaneous solution x to all of the congruences, and any two solutions are congruent to 
one another modulo n. Furthermore there exists exactly one solution x between 0 and n-1. The 
unique solution x of the simultaneous congruences satisfying   can be calculated as 
 
 
where  and  for  i = 1, 2, …, k. 
This method is termed as Gauss’s algorithm. 
 
Corollary 1.1 If the integers n1, n2,…, nk are pairwise relatively prime and n = n1n2…nk, then for 
all integers a, b it is always valid that a ≡ b mod n if and only 
if a ≡ b mod  for each i = 1, 2,…,k. As a consequence of the CRT, any positive integer a < n can 
be uniquely represented as a k-tuple * a1, a2,…., ak + and vice versa, whereby ai denotes the 
residue a mod ni for each i = 1, 2,…., k. The conversion of a into the residue system defined by 
n1, n2,…, nk is simply done 
by modular reductions a mod ni. Conversion back from residue representation to “standard 
notation” is somewhat more difficult. 
 
Theorem 2 (Fermat’s Little Theorem) Let p be a prime any integer a not divisible by p satisfies 
. 
Fermat’s little theorem is very useful for calculating the multiplicative inverse of an integer a 
because  
 
Corollary 2.1 If an integer a is not divisible by p and if n ≡ m mod p - 1, then . 
Collorally (2.1) states that when working modulo a prime p, the exponents can be reduced 





4.6  RSA decryption using the CRT 
 
Since P and Q are primes, any messageM < N = PQ is uniquely represented by the tuple 
[  ], where  = M mod P and = M mod Q. Therefore, it is 
also possible to obtain M by computation of ;  and recombining them according to 
equation (6), rather than the usual computation of M = CD mod N. By using the corollary (2.1), 
the size of the exponent can be scaled down: 
 = M mod P = (  mod N) mod P =  mod P (since N = PQ) 
=  mod (P-1) mod P =  mod P with = D mod (P - 1) 
Furthermore, it is easily observed that the ciphertext C can be reduced modulo P before 
computing  , so the lengths of all operands are scaled down by half. With the quantities = 
C mod P and  = C mod Q, as well 
as  = D mod (P - 1) and = D mod (Q - 1), we get the following equations for : 
= mod P and  =  
 
The recombination of and  to get M can be done according to equation (6). For the 
special case of k = 2, n1 = P, n2 = Q and n = N = PQ, we get 
r1 = N=P = Q and r2 = N=Q = P. Moreover, equation (6) can be simplified by using Fermat’s little 
theorem: 
M = ( Q(Q^-1 mod P) + P(P^-1 mod Q))mod N 
     = ( Q(Q^P-2 mod P) + P(P^Q-2 mod Q))mod N  
     = ( (Q^P-1 mod N) + (P^Q-1 mod N)) mod N 
The last equality comes from the fact that a (b mod c) = (ab) mod (ac) for any nonnegative 
integers a; b; c. Note that the coefficients mod N and  mod N are constant and can 
be precomputed, thereby the effort for the recombination of  and  is reduced to two 
multiplications, one addition and one reduction modulo N. When assuming that the exponents 
P = D mod (P - 1) and  = D mod (Q - 1), as well as the constants which are needed for the 
recombination  = Q^(P-1) mod N and = P^(Q-1) mod N have been precomputed, the CRT 
based RSA decryption can take place according to the following steps : 
1. Calculate  = C mod P and  = C mod Q. 
2. Calculate the exponentiations  =  mod P and  =  mod Q 
3. Calculate the coefficients  =  mod N and  =  mod N. 
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4. Calculate M =   + .  If M >= N then calculate M=M-N. 
 
4.6a  Algorithm for RSA using CRT: 
1. Input the plain text (or message M). 
2. Generate two random prime numbers (co-prime to each other) p and q. 
3. Generate another set of random co- primes r and s. 
4. Compute n1=p*q. 
5. Compute n2=r*s. 
6. Compute ф1 = (p-1)(q-1). 
7. Compute ф2 = (r-1)(s-1). 
8. Choose e1 such that  1<e1< ф1 
9. Choose e2 such that 1<e2< ф2 
10. Compute d1 =e1^-1 mod n1 
11. Compute d2=e2^-1 mod n2 
12. Compute t1=M mod n1 
13. Compute t2=M mod n2 
14. Compute y1= t1^ e1 mod n1 
15. Compute y2=t2^e2 mod n2 
16. Compute a1= e1^-1 mod ф1 
17. Compute a2= e2^-1 mod ф2 
18. Compute b1= y1^a1 mod n1 
19. Compute b2= y2^a2 mod n2 
20. Compute f1=n2^-1 mod n1 
21. Compute f2=n1^-1 mod n2 
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22. Compute decoded text:=(b1*n2*f1 + b2*n1*f2) mod (n1*n2) 
 
23.  The decoded text is printed  
 
4.6b Algorithm for RSA using Variable Radix Number System: 
1. Generate two random prime numbers (co-prime to each other) p and q. 
2. Generate another set of random co- primes r and s. 
3. Input the plain text M such that M<p*q. 
4. Compute n2=r*s. 
5. Compute ф2 = (r-1)(s-1). 
6. Choose e2 such that 1<e2< ф2 
7. Compute d2=e2^-1 mod n2 
8. Compute x0=m mod p 
9. Compute x1=floor(m/p) 
10. Compute encrypted y0=(x0^e2) mod n2 
11. Compute encrypted y1=(x1^e2) mod n2 
12. Compute x0=(y0^d2) mod n2 
13. Compute x1=(y1^d2) mod n2 
14. Compute decrypted message M =x1*p +x0 
15. Print decrypted output. 
4.7  SOFTWARE USED:  MAPLE WITH MATLAB 
What is MAPLE? 
MAPLE is essential technical computing software for today’s engineers, mathematicians and 
scientists. Whether one needs to design sheets or produce sophisticated high fidelity simulation  
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models, MAPLE’s world leading computation engine offers the breadth and depth to handle 
every type of mathematics. 
MAPLE TOOLBOX for MATLAB:- 
The MAPLE toolbox for MATLAB offers a technical computing solution that is lightly integrated 
with MATLAB, providing direct access to all commands, variables and functions of each product 
which working in either environment. This toolbox is available separately. 
MAPLE and the symbolic Math Toolbox:- 
The MAPLE engine is no longer included with the symbolic Math Toolbox and the extended 
Symbolic Math Toolbox from the Mathworks. However, it can be configured to call out an 
existing MAPLE installation, and MAPLE will perform the calculation, and MAPLE will perform 
the calculations and returns the results to MATLAB. 
MATLAB to MAPLE code translation:- 
The MATLAB to MAPLE code translator helps to convert the existing MATLAB code into MAPLE 
for use in new or expanded projects. It also offers a quick-on-the-fly translation if one is more 
familiar with MATLAB syntax:- 
 Converts and automatically executes MATLAB commands by using the MAPLE 
equivalents. 
 Works with logical commands or MATLAB.m files. 
 Supports basic operations, matrices indexing and matrices constructions. 
 Over 100 MATLAB commands are automatically mapped to their MAPLE equivalents. 
 Collection of translatable commands is user expandable. 
 
MATLAB Code Generation:- 





The MATLAB link lets one to call on MATLAB to perform calculations from the MAPLE 
environment, and returns the results to MAPLE for further analysis. 
4.8   THE RSA CRYPTOSYSTEM with MAPLE 
In this section we show how Maple can be used to encipher and decipher messages using the 
RSA cryptosystem.  
We begin by mentioning several Maple commands that are useful for finding large primes. The 
first command we will mention is the nextprime command, which returns the smallest prime 
larger than an integer input. For example, the following command returns the smallest prime 
larger than 400043344212007458000. 
 
>> nextprime (400043344212007458000); 
400043344212007458013 
 
A similar command is the prevprime command, which returns the largest prime smaller than an 
integer input. For example, the following command returns the largest prime smaller than 
400043344212007458000. 
 
>> prevprime (400043344212007458000); 
400043344212007457977 
 
A final primality command we will mention is the isprime command, which returns true if an 
integer input is prime and false if not. For example, the following commands imply that 
400043344212007457977 is prime while 400043344212007458000 is not. 
 
>> isprime (400043344212007457977); 
True 
 
>> isprime (400043344212007458000); 
False 
We should mention that the nextprime, prevprime, and isprime commands are probabilistic 
routines that employ primality tests. This means that the output returned by Maple is in 
general guaranteed to be correct with extremely high probability, but not absolutely. We now  
 
show how Maple can be used to perform the RSA encipherment and decipherment procedures. 
We begin by finding large primes p and q. 
 
>> p: = nextprime(400043344212007458000); 
p := 400043344212007458013 
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>> q:= nextprime(500030066366269001200); 
q := 500030066366269001203 
 
Next, we define n = pq and m = (p − 1)(q − 1). 
 
>> n := p*q; 
n := 200033699955714283345172521584008468989639 
>> m := (p-1)*(q-1); 
m := 200033699955714283344272448173430192530424 
And we will use the following encryption exponent a. 
 
>> a := 10098768900987679000910003; 
a := 10098768900987679000910003 
 
To verify that this value of a is a valid RSA encryption exponent, we enter the following Maple 
igcd command, which returns the greatest common divisor of the integers a and m. Note that, 
as required, (a, m) = 1. 
>> igcd (a, m); 
1 
We now use the RSA encipherment procedure to encipher the message, “RETURN TO 
HEADQUARTERS”.  
>> message := ‘returntoheadquarters‘; 
message := returntoheadquarters 
 
Next, we convert this message into a list of 2-digit integers and combine these integers into a 
single block. To do this, we have to provide the user written procedure to number, for which 
code is given.  If this procedure is saved as the text file to number in the directory from which 
we are running Maple, then we can include the to number procedure in this Maple session by 
entering the following command. 
 
>> read to_number; 
 
We can then convert message into its numerical equivalent as a single block by entering the 
following command. 
 
>> plaintext := to_number(message); 
plaintext := 1704192017131914070400031620001719041718 
 
 
Because this plaintext integer is smaller than n, we can encipher this message as a single block. 
That is, we can encipher this message by raising plaintext to the power a and reducing modulo 
n. To do this, we enter the following command. (Because this modular exponentiation involves  
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such a large exponent, we use the Maple &^ command instead of just ^ for the exponentiation. 
By using &^, we cause Maple to do the exponentiation in a very efficient way. 
 
>> ciphertext := plaintext &^ a mod n; 
ciphertext := 39705667751051336812284136334817473485289 
 
To decipher this message, we must find a decryption exponent b that satisfies ab = 1 mod m. 
We can do this by entering the following Maple igcdex command. Like the preceding igcd 
command, the following igcdex command returns the greatest common divisor of the integers 
a and m. However, the following igcdex command also takes two additional user defined 
variable inputs, which it leaves as integers b and y that satisfy ab + my = (a,m). Since (a,m) = 1, 
these will be values of b and y that satisfy ab + my = 1 or, equivalently, ab = 1 mod m. Thus, we 
can find a decryption exponent b by entering the following command. 
 
>> igcdex (a, m, ’b’, ’y’); 
1 
To see the decryption exponent b defined by the previous command, and to express this value 
as a positive number less than m, we enter the following command. 
>> b := b mod m; 
b := 54299300950841826990071853678997985400035 
 
Next, by entering the following command we verify that this value of b satisfies ab = 1 mod m. 
>> a*b mod m; 
1 
To recover the plaintext integer, we must only raise ciphertext to the power b and reduce 
modulo n. 
>> plaintext := ciphertext &^ b mod n; 
plaintext := 1704192017131914070400031620001719041718 
To see the original plaintext letters, we must split this single block into a list of 2-digit integers 
and convert these integers back into letters. To do this, we have provided the user-written 
procedure to letter, for which code is given.  
 
>> read to_letter; 
 





A final command we will mention is the ifactor command, which returns the prime factorization 
of an integer input. For example, the following command very quickly returns the prime 
factorization of the 43-digit integer 1118516508138307725195354324934560155358253. 
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>> ifactor (1118516508138307725195354324934560155358253); 
(17)5 (389) (45001200019828331)2 
 
Recall that the security of the RSA cryptosystem is based on the apparent difficulty of factoring 
the value of n. Hence, in order for the RSA system used in this section to be secure, it should be 
very difficult for an intruder to factor the 42-digit value of n used in this section. Although this 
value of n is one digit shorter than the integer used in the preceding command, because the 
prime factors of n are both very large, it will take ifactor much more time to return these prime 
factors. For example, the reader may wish to enter the preceding and following commands to 
see the difference. 
 
>> ifactor (200033699955714283345172521584008468989639); 
 
And recall,  if p and q are both around 100 digits long, then the fastest known factoring 
algorithms, including the one employed by the ifactor command, would in general take millions 
of years to factor n = pq, even when programmed on a computer that can perform millions of 



































5.1  RSA without Chinese Remainder Theorem 
Outputs: 











































































































































The above project was under taken in order to develop better and faster algorithms for 
implementation of RSA system in Cryptography. Various types of Symmetrical and 
Asymmetrical Cryptography methods were studied. The direct form of RSA algorithm was 
implemented using MATLAB. In order to improve the speed of calculations Chinese Remainder 
Theorem was used in order to encrypt and decrypt text message in RSA algorithm. Finally a 
inventive stage of Variable Radix Number System was implemented along with the usual RSA 
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