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Abstract
In this paper, we study one dimensional Markov processes with
spatial delay. Since the seminal work of Feller, we know that virtually
any one dimensional, strong, homogeneous, continuous Markov pro-
cess can be uniquely characterized via its infinitesimal generator and
the generator’s domain of definition. Unlike standard diffusions like
Brownian motion, processes with spatial delay spend positive time at
a single point of space. Interestingly, the set of times that a delay
process spends at its delay point is nowhere dense and forms a positive
measure Cantor set. The domain of definition of the generator has
restrictions involving second derivatives. In this article we provide a
pathwise characterization for processes with delay in terms of an SDE
and an occupation time formula involving the symmetric local time.
This characterization provides an explicit Doob-Meyer decomposition,
demonstrating that such processes are semi-martingales and that all of
stochastic calculus including Itoˆ formula and Girsanov formula applies.
We also establish an occupation time formula linking the time that the
process spends at a delay point with its symmetric local time there. A
physical example of a stochastic dynamical system with delay is lastly
presented and analyzed.
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1 Introduction
In this paper we study continuous strong Markov processes in dimension one
that may have points with reflection, partial reflection (e.g., skew diffusion)
and points with spatial delay (sticky points). Since the seminal work of
Feller [6], see also [13, 8, 14], it is known that, under some minimal regularity
conditions, every one dimensional, continuous, homogeneous strong Markov
process can be uniquely characterized by its infinitesimal generator and the
generator’s domain of definition, and vice versa. The generator and its
domain of definition take a specific form and are usually denoted by DvDu
where v, u are strictly increasing functions, v is right-continuous and u is
continuous, whereas D· is an appropriate differential operator, see Section
4.
The Feller characterization of one-dimensional Markov processes is based
on the so-called scale function and speed measure and includes as special
cases standard Itoˆ diffusions, diffusions with reflection, diffusions that have
asymmetric probabilities of exiting from left or right of a small neighborhood
of a given point (points of partial reflection, e.g., skew diffusion) and it
also includes processes that may have spatial delay at certain points (e.g.,
sticky points). By delay, we mean that the process spends positive time at a
particular point of space (to be made precise below). However, in the general
case, one can describe such Markov processes only through their generator
and no pathwise description exists in the literature (that we are aware of)
so far except for the cases of standard diffusions, diffusions with (partial)
reflection and sticky Brownian motion, see for example [9, 14, 4, 5, 16].
If b : R → R, and σ : R → R are Lipschitz continuous, then it is well
known that the solution to the stochastic differential equation (SDE)
dX(t) = b(X(t))dt + σ(X(t))dW (t), X(0) = x
behaves locally like a Brownian motion. In particular, if
τδ = inf{t > 0 : |X(t) − x| > δ},
then
lim
δ↓0
Px(X(τδ) = x+ δ) = lim
δ↓0
Px(X(τδ) = x− δ) = 1
2
and E(τ δ) = O(δ2) as δ → 0. That is, the solution to any classical SDE will
be equally likely to go left or right, and will spend a quadratic amount of
time in an arbitrarily small neighborhood of any point. A Markov process
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with (partial) reflection (i.e. asymmetry) at the point x will satisfy
lim
δ↓0
Px(X(τδ)) = p+, lim
δ↓0
Px(X(τδ) = −δ) = p− = 1− p+.
If p+ = 1, then the process is totally reflected in the positive direction at x.
A process with α delay at the point x will satisfy
lim
δ↓0
1
δ
Ex(τδ) = α.
This means that delayed processes spend a lot more time in a δ-neighborhood
of x than a classical diffusion would.
Let E = {x1, x2, ...} ⊂ R be a finite or countable set of points (notice
that it may even have accumulation points). Consider a process X(t) that
behaves like dX(t) = b(X(t))dt + σ(X(t))dW (t) away from the set E and
experiences partial reflection with parameters pi+ + p
i
− = 1 and delay with
parameter αi ≥ 0 at the point xi. The reflection and delay can be charac-
terized in terms of the boundary conditions for the infinitesimal generator
of the process,
L f(x) =
1
2
σ2(x)f ′′(x) + b(x)f ′(x)
Dom(L ) =
{
f ∈ C(R) ∩ C2(R \ E) : L f ∈ C(R),
pi+f
′(xi+)− pi−f ′(xi−) = αiL f(xi), xi ∈ E
}
That is, the domain of definition of L consists of functions f which are
are twice continuously differentiable on R \ E. The first derivatives of the
functions may be discontinuous at the points in E, but the first derivatives
must have left and right limits denoted as f ′(xi−) and f ′(xi+) respectively.
Despite that lack of continuity of the first and second derivatives, L f is
continuous. Lastly, such f satisfy the boundary conditions above.
It has been shown by many authors, see for example the survey work by
Lejay [12], that a process with partial reflection, say at the point zero, but
with no delay (i.e., α = 0) solves the SDE
dX(t) = b(X(t))dt + σ(X(t))dW (t) + (p+ − p−)LX(dt, 0),
where LX(t, 0) is the symmetric local time of X at 0 (see Section A for
definition and properties). Notice that when p+ = p− = 1/2, the process
solves a standard SDE.
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With the exception of the recent results on sticky Brownian motion [4],
see also [2], no such pathwise representation is known in the case of one-
dimensional processes that may have spatial delay at certain points. In this
paper, we address this question. We demonstrate that all one-dimensional
diffusions with spatial delay can be written as a time-changed version of a
process with no points of delay. Then, we show that these delayed processes
satisfy a surprisingly simple stochastic differential equation. We derive a
pathwise representation for general one-dimensional Markov processes that
may have points of both partial reflection and of delay, see Theorem 3.2.
This result allows us to better understand the role of delay in the evolution
of the process, the interaction with local times and allow us to develop
stochastic calculus and Meyer-Tanaka formula, see Theorem A.3.
In particular, any process with partial reflection p+ + p− = 1 and delay
α ≥ 0 at the point 0 solves the SDE
dX(t) = b(X(t))1{X(t)6=0}dt+ σ(X(t))1{X(t)6=0}dW (t) + (p+ − p−)LX(dt, 0)
X(0) = x, and
∫ t
0
1{X(s)=0}ds = αL
X(t, 0).
The above representation has many interesting consequences. Unlike
a standard diffusion, a delayed process spends positive time at its delay
points. This is of course related to the so-called slowly reflecting boundary
points, see for example Chapter VII, Section 3 of [14], and to sticky Brow-
nian motion, see [2, 4]. The occupation formula
∫ t
0 1{X(s)=0}ds = αL
X(t, 0)
holds, which characterizes both the occupation time of the process X at
zero and its local time. The fact that the occupation time is positive is
interesting because the set {t > 0 : X(t) = 0} contains no intervals and
is actually nowhere dense. Notice that while the local time for a standard
diffusion is unbounded, the local time of a delayed process is bounded on
finite time intervals (LX(t, 0) ≤ tα). Furthermore, this representation shows
that these delayed processes are semimartingales, and therefore Itoˆ formula
and Girsanov formula for such delayed processes follow immediately from
well-known classical theories, see Lemma 3.5 and Corollary 3.6. Moreover,
in the case of continuous b and σ a more compact formula is available, see
Corollary 3.7.
The rest of the paper is organized as follows. In Section 2 we explain the
problem in more detail and we provide a way to transform a process without
delay to a process with delay. In Section 3, we relate the occupation time and
the local time of diffusion processes with delay and establish the path space
representation as a solution to an SDE. In Section 4 we make connections
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of our results with those of Feller [6] and Volkonskii [18, 19]. In Section 5
we consider a specific physical example, in particular Wiener process with
reflection in narrow tubes, which in the limit as the tube becomes narrower
may converge to a process with delay. We conclude with Appendix A, where
we review some of the properties of symmetric local time, and with Appendix
B where we recall and prove for completeness distributional properties, such
as the characteristic function, of Brownian motion with a delay point of
arbitrary delay.
2 One dimensional diffusion with one point of de-
lay or reflection
In this section we represent processes with delay as time-changed versions of
processes without delay. For simplicity, in this section we consider a process
with only one point of partial reflection or delay whose differential generator
is
L f(x) =
1
2
σ2(x)f ′′(x) + b(x)f ′(x) (2.1)
with domain of definition
Dom(L ) =
{
f ∈ C2(R \ {0}) ∩ C(R) : L f ∈ C(R),
p+f
′(0+)− p−f ′(0−) = αL f(0)
}
(2.2)
Assumption 2.1. In the above equations, b and σ are uniformly Lipschitz
continuous on (0,+∞) and (−∞, 0). Both b and σ may have a jump dis-
continuity at the point x = 0. There exists c > 0 such that σ2(x) ≥ c, and
p+, p−, α ≥ 0 and p+ + p− = 1.
By the classical results of [6], (2.1)-(2.2) define in a unique way a strong
Markov, homogeneous, continuous process X(t). We will build a stochastic
process whose infinitesimal generator is L . First, consider the solution to
the SDE
dY (t) = b(Y (t))dt+ σ(Y (t))dW (t) + (p+ − p−)LY (dt, 0), (2.3)
where LY (t, 0) is the symmetric local time of Y at 0. See Appendix A for
the definition and properties.
Processes like Y satisfying (2.3) have been well studied in the literature,
see for example [7, 12] among others. The process satisfying (2.3) almost
satisfies the boundary conditions (2.2) except that it does not exhibit the α
delay at 0. We build the delay by defining the random time change
r(t) = t+ αLY (t, 0) (2.4)
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and the process
X(t) = Y (r−1(t)) (2.5)
where r−1 is the functional inverse of the strictly increasing function r(t).
Next we characterize the time change r−1(t) in terms of the local time
LX(t, 0).
Lemma 2.2. The time change has the representation
r−1(t) = t− αLX(t, 0). (2.6)
Proof. From the definition of local time, Definition A.1, we have with prob-
ability one
LX(t, 0) = LY (r−1(t), 0).
Due to the fact that r−1(t) is continuous, we get that it is in synchro-
nization with the process Y (t). In other words, Y (t) is constant on time
intervals [r−1(t−), r−1(t)] almost surely. Then, Theorem 3.1 of [11] implies
that for every t ≥ 0, we have with probability one∫ r−1(t)
0
σ(Y (s))dY (s) =
∫ t
0
σ(Y (r−1(s)))dY (r−1(s)) =
∫ t
0
σ(X(s))dX(s).
Notice that by definition
LY (r−1(t), 0) = |Y (r−1(t))| − |Y (0)| −
∫ r−1(t)
0
sign(Y (s))dY (s)
= |X(t)| − |X(0)| −
∫ t
0
sign(X(s))dX(s) = LX(t, 0).
Then from the definition of r in (2.4)
t = r−1(t) + αLY (r−1(t), 0).
The result follows by combining these two last results.
Theorem 2.3. The process X(t) defined in (2.5) is a Markov process with
infinitesimal generator (2.1)-(2.2).
Proof. First, we prove that X is a Markov process. This is a consequence
of the fact that r−1(s) is a stopping time for any s > 0 with respect to the
natural filtration FYT associated with the Markov process Y . Let t, T > 0.
Notice that the set
{r−1(t) ≤ T} = {t ≤ T + αLY (T, 0)} ∈ FYT .
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Therefore, we can define FXt = FYr−1(t). By the strong Markov property for
Y , for any measurable set I ⊂ R, and 0 < s < t,
P(X(t) ∈ I|FXs ) = P(Y (r−1(t)) ∈ I|FYr−1(s))
= P(Y (r−1(t)) ∈ I|Y (r−1(s))) = P(X(t) ∈ I|X(s)).
To prove that the generator of X is given by (2.1)-(2.2), it is enough to
check what happens at x = 0. If X(0) 6= 0, then X behaves locally like
a standard diffusion with generator L and there is no delay until the first
time that X hits 0 because r−1(s) = s (and therefore X(s) = Y (s)). Assume
X(0) = 0 and define the stopping times
τ δX = inf{t > 0 : |X(t)| ≥ δ} and τ δY = inf{t > 0 : |Y (t)| ≥ δ}.
Observe that
τ δX = r(τ
δ
Y )
and
Eτ δX = Eτ
δ
Y + αEL
Y (τ δY , 0) = o(δ) + αδ.
The above line follows from the fact that by Definition A.1 ELY (τ δY , 0) =
E|Y (τ δY )| = δ, and the fact that E(τ δY ) = O(δ2) because Y is a Markov
process without delay.
Now, on the one hand, by Taylor formula, we have for δ sufficiently small
Ef(X(τ δX))−f(0) = f ′(0+)δP(X(τ δX ) = δ)−f ′(0−)δP(X(τ δX ) = −δ)+o(δ).
On the other hand, by Dynkin’s formula, for δ small enough we have
Ef(X(τ δX))− f(0) = E
∫ τδX
0
L f(X(s))ds = αδL f(0) + o(δ).
Comparing the above two formulas, dividing by δ and taking δ ↓ 0, we
conclude that the appropriate boundary condition is
p+f
′(0+)− p−f ′(0−) = αL f(0),
as desired. This concludes the proof given the uniqueness results due to
Feller [6].
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3 Occupation time at a delay point and an SDE
representation of processes with spatial delay
It is well known that the zero set of Brownian motion has zero Lebesgue
measure. That is, for any T > 0,∫ T
0
1{W (s)=0}ds = 0 with probability 1. (3.1)
The zero set of Brownian motion Z0 = {t ≥ 0 :W (t) = 0} is topologically a
Cantor set with probability one. That is, Z0 is a closed nowhere dense set
that is its own boundary. A one-dimensional diffusion with spatial delay,
however, will spend positive time at its delay points. Its occupation time set
is still closed and nowhere dense, but it has positive measure. In this sense,
the set of occupation times at a point of delay is topologically a so-called
generalized Cantor set (see [15] section 2.7).
Theorem 3.1. Consider a diffusion X(t) with only one point of delay
and/or (partial) reflection at 0 whose infinitesimal generator is (2.1) with
boundary conditions (2.2). Assume that σ2(x) ≥ c > 0. For any t > 0, the
occupation time of the process X(t) at its delay point is∫ t
0
1{X(s)=0}ds = αL
X(t, 0).
Proof. By Theorem 2.3, process X(t) can be expressed as a time changed
version of the SDE
dY (t) = b(X(t))dt + σ(Y (t))dW (t) + (p+ − p−)LY (dt, 0)
where r(t) = t + αLY (t, 0) and X(t) = Y (r−1(t)). Because Y (t) has no
points of delay, it spends almost no time at the point 0. Therefore, for any
t > 0, ∫ t
0
1{Y (s)=0}ds = 0.
By substituting r−1(t) for t in the above formula, we observe that∫ r−1(t)
0
1{Y (s)=0}ds = 0. (3.2)
Then, because r−1(t) has finite variation (it is an increasing function), we
can write the left-hand side as the Lebesgue-Steiltjes integral∫ r−1(t)
0
1{Y (s)=0}ds =
∫ t
0
1{X(s)=0}dr
−1(s) (3.3)
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By (2.6), (3.2), and (3.3),∫ t
0
1{X(s)=0}ds−
∫ t
0
1{X(s)=0}αL
X(ds, 0) = 0
and because s 7→ LX(s, 0) only grows when X(s) = 0,∫ t
0
1{X(s)=0}L
X(ds, 0) = αLX(t, 0).
This occupation time formula gives us a simpler representation for the
time change r−1. In (2.6), we showed that a delayed process is a time
changed version of a process with no delay, using the time change r−1(t) =
t − αLX(t, 0). According to Theorem 3.1, this time change can also be
written as
r−1(t) = t−
∫ t
0
1{X(s)=0}ds =
∫ t
0
1{X(s)6=0}ds.
This time change is, therefore, absolutely continuous with respect to the
Lebesgue measure which allows us to write X(t) in terms of a simpler SDE.
Recall that the local time of a process without delay (for example, the
Brownian local time) is not absolutely continuous with respect to Lebesgue
measure.
Theorem 3.2. Let X(t) be the diffusion associated with the infinitesimal
operator (2.1)-(2.2). Then X(t) is a weak solution to the SDE
dX(t) = b(X(t))1{X(t)6=0}dt+σ(X(t))1{X(t)6=0}dW˜ (t)+ (p+− p−)LX(dt, 0).
(3.4)
for some Brownian motion W˜ (t).
Proof. Let Y (t) be the solution to the undelayed process
dY (t) = b(Y (t))dt + σ(Y (t))dW (t) + (p+ − p−)LY (t, 0)
and let r(t) = t+ αLY (t, 0). Then by Theorem 3.1,
r−1(t) = t− αLX(t, 0) =
∫ t
0
1{X(s)6=0}ds.
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From the arguments in Section 2, X(t) := Y (r−1(t)) is a solution to the
martingale problem associated with (2.1)-(2.2). By Theorem 3.1,
dX(t) = b(X(t))1{X(t)6=0}dt+ σ(X(t))dV (t) + (p+ − p−)LX(dt, 0).
In the above equation V (t) = W
(∫ t
0 1{X(s)6=0}ds
)
. To finish the proof, we
define the Brownian motion
W˜ (t) =W
(∫ t
0
1{X(s)6=0}ds
)
+W2
(∫ t
0
1{X(s)=0}ds
)
where W2 is a Brownian motion that is independent of W . In this way,
V (t) =
∫ t
0
1{X(s)6=0}dW˜ (s)
and the conclusion follows.
Remark 3.3. Observe that the solutions to SDE (3.4) are not unique. In
particular, this equation is satisfied by the delayed equation with any delay
parameter α ≥ 0. This SDE is trivially satisfied by the classic undelayed
process (α = 0) because the process spends almost no time at 0. This
equation is also satisfied by the absorbing process Y (t∧τ) where τ = inf{t >
0 : Y (t) = 0}. Despite the lack of uniqueness, (3.4) demonstrates that
delayed Markov processes are semimartingales and gives an explicit form
for their Doob decomposition. All of the classical semimartingale theory
follows including Meyer-Tanaka formula and Girsanov formula.
If we combine Theorems 3.1 and 3.2, then we do have uniqueness as the
following theorem shows.
Theorem 3.4. The SDE and local time pair
dX(t) = b(X(t))1{X(t)6=0}dt+ σ(X(t))1{X(t)6=0}dW (s) + (p+ − p−)LX(dt, 0),
X(0) = x
αLX(t, 0) =
∫ t
0
1{X(s)=0}ds (3.5)
has a solution that is unique in law.
Before proving Theorem 3.4, we prove the following lemma.
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Lemma 3.5. Let X(t) solve (3.5) and let L be given by (2.1). Assume that
f is a function that is twice continuously differentiable on R \ {0}, its first
and second derivatives have left and right limits at 0, and L f is continuous
at 0. Then
f(X(t))− f(x) =
∫ t
0
L f(X(s))ds +
∫ t
0
σ(X(s))1{X(s)6=0}dW (s)
+ (p+f
′(0+)− p−f ′(0−)− αL f(0))LX(t, 0). (3.6)
Proof. We will use the Meyer-Tanaka formula (Theorem A.3). Note that
because f ′(x) has a jump discontinuity at x = 0, and the second derivative
exists everywhere except for x = 0, then the second derivative measure of f
is µ(dx) = f ′′(x)dx + (f ′(0+) − f ′(0−))δ0(dx), where δ0 is the delta Dirac
measure at 0. Therefore, by Corollary A.4,
1
2
∫ ∞
−∞
µ(dy)LX(t, y) =
1
2
∫ t
0
f ′′(X(s))σ2(X(s))1{X(s)6=0}ds
+
1
2
(f ′(0+)− f ′(0−))LX (t, 0).
Then by Theorem A.3,
f(X(t)) − f(x) =
∫ t
0
f ′(X(s))b(X(s))1{X(s)6=0}ds
+
1
2
(p+ − p−)(f ′(0+) + f ′(0−))LX(t, 0) + 1
2
∫ t
0
f ′′(X(s))σ2(X(s))1{X(s)6=0}ds
+
1
2
(f ′(0+)− f ′(0−))LX (t, 0) +
∫ t
0
f ′(X(s))σ(X(s))1{X(s)6=0}dW (s)
=
∫ t
0
L f(X(s))1{X(s)6=0}ds+
∫ t
0
f ′(X(s))σ(X(s))1{X(s)6=0}dW (s)
+
(
p+f
′(0+) − p−f ′(0−)
)
LX(t, 0).
Finally, we use the fact that
∫ t
0 1{X(s)6=0}ds = t − αLX(t, 0) and the conti-
nuity of L f to write
f(X(t))− f(x) =
∫ t
0
L f(X(s))ds +
∫ t
0
σ(X(s))1{X(s)6=0}dW (s)
+
(
p+f
′(0+)− p−f ′(0−)− αL f(0)
)
LX(t, 0).
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Proof of Theorem 3.4. We proved the existence of solutions to (3.5) in The-
orems 3.1 and 3.2. We prove uniqueness in law by first showing that any
solution to (3.5) is a Markov process whose infinitesimal generator is (2.1)
with boundary conditions (2.2). Uniqueness follows from the Hille-Yosida
Theorem, see for example Theorem 1.4.3 in [3]. Let f satisfy the boundary
conditions (2.2). That is, f is continuous and L f is continuous. The first
and second derivatives of f exist and are continuous everywhere except for
maybe at 0, but the first derivative has limits from the right and left at 0.
By Lemma 3.5,
E(f(X(t)))− f(x) = E
∫ t
0
L f(X(s))ds
(p+f
′(0+)− p−f ′(0−)− αL f(0))ELX(t, 0).
We assumed that f satisfied the boundary conditions (2.2) and we can con-
clude that L is indeed the infinitesimal generator of the process X. The
uniqueness of the martingale problem associated to the operator L implies
the uniqueness in law of the solution to (3.5).
We conclude this section by stating some consequences of Theorem 3.4.
Corollary 3.6 (Girsanov’s Theorem). Let φ : R → R. Assume that X(t)
is a solution to (3.5) on a probability space (Ω,F ,P). Let φ be such that Q
defined by
dQ
dP
= e
∫ T
0
φ(X(s))dW (s)− 1
2
∫ T
0
|φ(X(s))|2ds.
is probability measure on (Ω,F). Under this new probability measure,
W˜ (t) =W (t)−
∫ t
0
φ(X(s))ds
is a Wiener process. Furthermore, X(t) solves the equation
dX(t) = (b(X(t)) + σ(X(t))φ(X(t)))1{X(s)6=0}ds+ σ(X(s))1{X(s)6=0}dW˜ (s)
+(p+ − p−)LX(dt, 0),
X(0) = x,
αLX(t, 0) =
∫ t
0 1{X(s)=0}ds.
That is, under the measure Q, X is a solution to the martingale problem
associated to the generator
L˜ f(x) = L f(x) + σ(x)φ(x)f ′(x)
with boundary conditions (2.2).
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If coefficients b and σ are continuous, then alternative, perhaps more
compact, forms are possible as seen in Corollary 3.7.
Corollary 3.7 (SDE representation if b and σ are continuous). If b and σ
are continuous and X(t) solves (3.5), then X(t) is the unique weak solution
of
dX(t) = b(X(t))dt− b(0)αLX (dt, 0) + σ(X(t))dV X(t) + (p+ − p−)LX(dt, 0)
(3.7)
where V X(t) =
∫ t
0 1{X(s)6=0}dW (s) is a martingale with quadratic variation
〈V X〉t = t − αLX(t, 0). For any bounded twice continuously differentiable
function f ,
f(X(t))− f(x) =
∫ t
0
L f(X(s))ds +
∫ t
0
f ′(X(s))σ(X(s))dV X(s)
(p+f
′(0)− p−f ′(0) − αL f(0))LX(t, 0).
Remark 3.8. At this point we remark that (3.5) or (3.7) have unique weak
solutions. One does not expect to have strong solutions or pathwise unique-
ness, see the recent works of [2, 4], as well as the older works of [10] and of
[20, 21, 22] on sticky Brownian motion.
4 Relation to Feller and Volkonskii results
In [6], Feller showed that under minimal regularity conditions, all one-
dimension diffusion generators can be represented in the form DvDu where
v and u are strictly increasing functions. u is continuous and v is allowed to
have jump discontinuities. In addition, Du, Dv are differentiation operators
with respect to u(x) and v(x) respectively, which are defined as follows:
Duf(x) exists if D
+
u f(x) = D
−
u f(x), where the left derivative of f with
respect to u is defined as follows:
D−u f(x) = lim
h↓0
f(x− h)− f(x)
u(x− h)− u(x) provided the limit exists.
The right derivative D+u f(x) is defined similarly. If v is discontinuous at y
then
Dvf(y) = lim
h↓0
f(y + h)− f(y − h)
v(y + h)− v(y − h) .
The DvDu operator along with its domain of definition uniquely charac-
terize the distribution of a one-dimensional Markov process.
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In this section we firstly see how to use Theorem 3.4 to give an SDE
representation for a large class ofDvDu processes. Because the two functions
u, v are strictly increasing, they are both differentiable except at a finite or
countable number of points. Let E = {xi}i≥1 be the set of points of non-
differentiability for u and v. For each xi ∈ E, let
pi+ =
u′(xi−)
u′(xi+) + u′(xi−) , p
i
− =
u′(xi+)
u′(xi+) + u′(xi−) ,
αi =
(v(xi+)− v(xi−))u′(xi+)u′(xi−)
u′(xi+) + u′(xi−) .
The domain of definition of DvDu is
Dom(DvDu) =
{
f ∈ C2(R \E) ∩ C(R) : DvDuf ∈ C(R),
pi+f
′(xi)− pi−f ′(xi−) = αiDvDuf(xi), xi ∈ E
}
.
We make the following assumption.
Assumption 4.1. Let us assume that the function u(x) ∈ C2 (R \ E) and
the function v(x) ∈ C1 (R \ E).
Under Assumption 4.1 we define the drift and diffusion functions b and
σ as maps from R \ E → R by
b(x) = − u
′′(x)
(u′(x))2v′(x)
, σ(x) =
√
2
u′(x)v′(x)
(4.1)
Let us assume now that Y solves the SDE
dY (t) = b(Y (t))dt+ σ(Y (t))dt+
∑
xi∈E
(pi+ − pi−)LY (dt, xi).
Define the time change
r(s) = s+
∑
xi∈E
αiL
Y (s, xi)
and let
X(t) = Y (r−1(t)).
Then X(t) is a diffusion process with infinitesimal generator DvDu and
based on Theorem 3.4, X is a weak solution to the SDE, local time pair
dX(t) = b(X(t))1{X(t)6∈E}dt+ σ(X(t))1{X(t)6∈E}dW (t)
+
∑
xi∈E
(
pi+ − pi−
)
LX(dt, xi)
X(t) = x,
αiL
X(t, xi) =
∫ t
0 1{X(s)=xi}ds, xi ∈ E.
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We conclude this section by connecting our results to those of Volkonskii
[18, 19]. It is proven in [18] that any one dimensional, homogeneous, strong
Markov process with infinitesimal generator DvDu can be represented as
X(t) = u−1(W (τ−1(t))).
where W (t) is a one-dimensional Brownian motion. The time change τ(t) is
defined as the limit of
τn(t) =
∫ t
0
dvn
du
(u−1(W (s)))ds
where vn is a sequence of differentiable functions with respect to u and
vn ⇀ v weakly. In order to connect this result to Theorem 2.3, we rewrite
τ(t) as a composition of two time changes. Recall that v(t) is an increasing
function and let Vd be the set of points of discontinuity of v (these are all
the possible points where the process can have delay). Define v˜ to be the
continuous function
v˜(x) =

v˜(0) = v(0)
v˜(x) = v(x) +
∑
{y∈Vd:x<y≤0}
(v(y+)− v(y−)) if x < 0
v˜(x) = v(x)−∑{y∈Vd:0<y≤x}(v(y+)− v(y−)) if x < 0
That is v˜ is v with all of the jump discontinuities removed. Define
τ˜(t) =
∫ t
0
dv˜
du
(u−1(W (s)))ds
and let
Y (t) = u−1(W (τ˜)). (4.2)
By Feller’s result, we know that there are choices of v˜(x), u(x) such that
the process Y from (4.2) coincides in distribution with that of (2.3). Define
r(t) = t+
∑
z∈Vd
(v(z+) − v(z−))/([u′(z+)]−1 + [u′(z−)]−1)LY (t, z).
The delayed system, X is then given by
X(t) = Y (r−1(t)).
In this case,
τ(t) = r(τ˜(t))
and it follows that
X(t) = Y (r−1(t)) = u−1(W (τ−1(t))),
as desired.
15
5 An example: Wiener process with reflection in
narrow tubes
In this section we present a concrete physical example that gives rise to a
DvDu process with potential delay at a point. Then we use Theorem 3.4 to
represent the stochastic process as a solution to an SDE.
In [17], a Wiener process with instantaneous reflection in narrow tubes
of width ε ≪ 1 around axis x is considered. The tube is assumed to be
(asymptotically) non-smooth in that if V ε(x) denotes the volume of the
cross-section of the tube, then 1εV
ε(x) converges in an appropriate sense
to a non-smooth function as ε ↓ 0. Then, as it is characterized in [17],
depending on the behavior of 1εV
ε(x) as ε ↓ 0, one gets in the limit as ε ↓ 0
a DvDu process. Let us be more specific now.
For each x ∈ R and 0 < ε << 1, let Dεx be a bounded interval in R that
contains 0. Consider the state space Dε = {(x, y) : x ∈ R, y ∈ Dεx} ⊂ R2.
Assume that the boundary ∂Dε of Dε is smooth enough and denote by
γε(x, y) the inward unit normal to ∂Dε. Assume that γε(x, y) is not parallel
to the x-axis.
Denote by V ε(x) the length of the cross-section Dεx of the stripe and
assume that V ε(x) ↓ 0 as ε ↓ 0. In addition, we assume that 1εV ε(x)
converges in an appropriate sense to a non-smooth function, V (x), as ε ↓ 0.
The limiting function can be composed for example by smooth functions,
step functions and also the Dirac delta distribution.
Consider the Wiener process (Xε(t), Y ε(t)) in Dε with instantaneous
normal reflection on the boundary of Dε. Its trajectories can be described
by the stochastic differential equations:
Xε(t) = x+W 1(t) +
∫ t
0
γε1(X
ε(s), Y ε(s))dLε(s)
Y ε(t) = y +W 2(t) +
∫ t
0
γε2(X
ε(s), Y ε(s))dLε(s).
Here W 1(t) and W 2(t) are independent Wiener processes in R and (x, y) is
a point inside Dε; γε1 and γ
ε
2 are both projections of the unit inward normal
vector to ∂Dε on the axis x and y respectively. Furthermore, Lε(t) is the
local time for the process (Xε(t), Y ε(t)) on ∂Dε, i.e. it is a continuous, non-
decreasing process that increases only when (Xε(t), Y ε(t)) ∈ ∂Dε such that
the Lebesgue measure Λ{t > 0 : (Xε(t), Y ε(t)) ∈ ∂Dε} = 0 (eg. see [9]).
As it is shown in [17], if 1εV
ε(x) = V (x), where V (x) is a smooth function
then Xε(t) converges to a standard diffusion process X(t), as ε ↓ 0. In
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particular, for any T > 0
sup
0≤t≤T
Ex|Xε(t)−X(t)|2 → 0 as ε→ 0,
where X(t) is the solution of the stochastic differential equation
X(t) = x+W 1(t) +
∫ t
0
1
2
Vx(X(s))
V (X(s))
ds
and Vx(x) =
dV (x)
dx .
Let us assume now that 1εV
ε(x) converges to a non-smooth function as
ε ↓ 0. Owing to the non smoothness of the limiting function, one cannot
hope to obtain a limit in mean square sense to a standard diffusion process
as before. In particular, as it is proven in [17], the non smoothness of the
limiting function leads to the effect that the limiting diffusion may have
points where the scale function is not differentiable (skew diffusion) and
also points with positive speed measure (points with delay).
Introduce the functions
uε(x) =
∫ x
0
2
ε
V ε(y)
dy and vε(x) =
∫ x
0
V ε(y)
ε
dy.
and assume that the functions
u(x) = lim
ε↓0
uε(x), x ∈ R
v(x) = lim
ε↓0
vε(x), x ∈ R \ {0},
are well defined and the limiting function u(x) is continuous and strictly
increasing whereas the limiting function v(x) is right continuous and strictly
increasing. In general, the function u(x) can have countably many points
where it is not differentiable and the function v(x) can have countably many
points where it is not continuous or not differentiable. However, here we
assume for brevity that the only non smoothness point is x = 0.
Then, we have the following theorem.
Theorem 5.1 (Theorem 1.2 in [17]). Let X be the solution to the martingale
problem for
A = {(f,L f) : f ∈ D(A)} (5.1)
with
L f(x) = DvDuf(x)
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and
Dom(A) = {f : f ∈ Cc(R), with fx, fxx ∈ C(R \ {0}),
[u′(0+)]−1fx(0+)− [u′(0−)]−1fx(0−) = [v(0+) − v(0−)]L f(0)
and L f(0) = lim
x→0+
L f(x) = lim
x→0−
L f(x)}.
Then we have
Xε −→ X weakly in C0T , for any T <∞, as ε ↓ 0,
where C0T is the space of continuous functions in [0, T ].

As proved in Feller [6] the martingale problem for A, (5.1), has a unique
solution X. It is an asymmetric Markov process with delay at the point of
discontinuity 0. In particular, the asymmetry is due to the possibility of
having u′(0+) 6= u′(0−) whereas the delay is because of the possibility of
having v(0+) 6= v(0−). To make the discussion more concrete, let us assume
that V ε(x) can be decomposed as follows
V ε(x) = V ε1 (x) + V
ε
2 (x) + V
ε
3 (x), (5.2)
where the functions V εi (x), for i = 1, 2, 3, satisfy the following conditions:
1. V ε1 (x) = εV1(x), where V1(x) is any smooth, strictly positive function,
2. V ε2 (x) = εV2(
x
δ ), such that V2(
x
δ ) → βχ{x>0} with β ≥ 0, uniformly
for every connected subset of R that is away from an arbitrary small
neighborhood of 0 and weakly within a neighborhood of 0, as ε ↓ 0.
3. V ε3 (x) =
ε
δV3(
x
δ ), such that
1
δV3(
x
δ ) → µδ0(x), in the weak sense as
ε ↓ 0. Here µ is a nonnegative constant and δ0(x) is the Dirac delta
distribution at 0.
Let us define γ = V1(0) and notice that µ =
∫∞
−∞ V3(x)dx. Then, com-
bining Theorems 3.4 and 5.1, we get the following Corollary for the situation
just described.
Corollary 5.2. Consider, the set-up of Theorem 5.1, assume Assumption
4.1 and let b(x), σ(x) be given by relations (4.1) via the limiting v(x) and
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u(x) of (5.1) with V ε(x) as in (5.2). Then, the limiting process X(t) can be
equivalently characterized as the weak solution to the SDE
dX(t) = b(X(t))1{X(t)6=0}dt+ 1{X(t)6=0}dW (t) +
β
2γ + β
LX(dt, 0) (5.3)
where
b(x) =
1
2
d
dx
[ln(V1(x))]χ{x≤0} +
1
2
d
dx
[ln(V1(x) + β)]χ{x>0}.
Moreover, p+ =
γ+β
2γ+β , p− =
γ
2γ+β , α =
2µ
2γ+β and for the occupation time we
have the formula ∫ t
0
1{X(s)=0}ds =
2µ
2γ + β
LX(t, 0). (5.4)
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A Symmetric local time
In this section we review for completeness the definition and some of the
properties of symmetric local time. This material is classical, see for example
[14].
Definition A.1. For any semimartingale, X(t), the symmetric local time
of X at y is defined as
LX(t, y) = |X(t)− y| − |x− y| −
∫ t
0
sign(X(s)− y)dX(s).
Another equivalent definition of local time, which helps explain why we
use the word “symmetric,” defines the process in terms of scaled symmetric
occupation times
LX(t, y) = lim
δ↓0
1
2δ
∫ t
0
1[−δ,δ](X(s))d〈X〉s.
The right local time can be defined as
LX(t, y+) = lim
δ↓0
1
δ
∫ t
0
1[0,δ](X(s))d〈X〉s
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and the left local time can be defined as
LX(t, y−) = lim
δ↓0
1
δ
∫ t
0
1[−δ,0](X(s))d〈X〉s.
Theorem A.2 (Properties of symmetric local time). For any y ∈ R,
(i) t 7→ LX(t, y) is an increasing process with probability 1.
(ii) t 7→ LX(t, y) is constant on any interval on which X(t) 6= y.
Next we recall the Meyer-Tanaka formula, which generalized the Itoˆ
formula (see [12]).
Theorem A.3 (Meyer-Tanaka formula). For any function f with left and
right derivatives f ′l and f
′
r and second derivative measure µ,
f(X(t))−f(X(0)) =
∫ t
0
1
2
(f ′l (X(s))+f
′
r(X(s)))dX(s)+
1
2
∫ ∞
−∞
µ(dy)LX(t, y).
Corollary A.4. For any function f ,∫ t
0
f(X(s))d〈X〉s =
∫ ∞
−∞
f(y)LX(t, y)dy.
B Distributional properties of delayed Brownian
motion
In this section we study the properties and the distribution of a delayed
Brownian motion, also known as sticky Brownian motion. For results in
the case α = 1 see [1]. A delayed Brownian motion is a diffusion with
infinitesimal generator
L f(x) =
1
2
f ′′(x)
and boundary conditions
1
2
f ′(0+)− 1
2
f ′(0−) = αL f(0),
for α > 0. This is the simplest example of a Markov process with spatial
delay. We showed in Section 2 that such a process can be expressed as the
time-changed Brownian motion
X(t) =W (r−1(t))
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where r(t) = t+αLW (t, 0) and r−1 = t−αLX(t, 0) is its functional inverse.
We will now characterize the distribution of X(t) for any given t.
First, we recall that for fixed time t, the Brownian local time LW (t, 0)
has the same distribution as M(t) := − infs≤tW (t) ∧ 0. Furthermore, the
distribution of the running maximum is known (see for example [9, 14]).
These results are summarized in the following lemma.
Lemma B.1 (Distribution of Brownian local time). For any t > 0, y > 0,
P
(
LW (t, 0) > y
)
=
√
2√
πt
∫ ∞
y
e−
z2
2t dz.
Then we can characterize the distribution of LX(t, 0). Recall that αLX(t, 0) ≤
t.
Lemma B.2. For any t > 0, 0 ≤ y < t,
P
(
αLX(t, 0) > y
)
= P(αLW (t− y, 0) > y) =
√
2√
π(t− y)
∫ ∞
y/α
e
− z
2
2(t−y)dz.
Proof. This proof follows from the characterizations of r and r−1 (2.4) and
(2.6). First observe that
P(αLX(t, 0) > y) = P(t− αLX(t, 0) < t− y) = P(r−1(t) < t− y).
Then because r is an increasing continuous function, the above expression
equals
= P(t < r(t− y)) = P(t < t− y + αLW (t− y, 0)).
This simplifies to
= P(LW (t− y, 0) > y/α).
The result is then a consequence of Lemma B.1.
We showed in Theorem 3.1 that the occupation time of a delayed Brow-
nian motion can be characterized by∫ t
0
1{X(s)=0}ds = αL
X(t, 0).
In this way, the previous lemma also characterizes the distribution of the
occupation time.
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Lemma B.3 (Expected Occupation Time). The expected occupation time
is ∫ t
0
P (X(s) = 0) ds = E
(
αLX(t, 0)
)
=
√
2√
π
∫ t
0
1√
y
∫ ∞
t−y
α
e
− z
2
2y dzdy. (B.1)
Proof. First, notice that by Theorem 3.1, αLX(t, 0) ≤ t with probability 1.
Therefore,
E
(
αLX(t, 0)
)
=
∫ t
0
P
(
αLX(t, 0) > y
)
dy.
Lemma B.2 implies that
E
(
αLX(t, 0)
)
=
∫ t
0
√
2√
π(t− y)
∫ ∞
y/α
e
− z
2
2(t−y)dzdy.
The result follows by switching the roles of y and (t− y).
We mentioned in Section 3 that delayed processes spend positive time at
their delay point. The next proposition characterizes the probability that
the delayed Brownian process X(t) is at 0. In other words, the distribution
of X contains a point mass at the delay point x = 0.
Proposition B.4. For any t > 0,
P(X(t) = 0) = 2e
2t
α2
(
1− Φ
(
2
√
t
α
))
. (B.2)
where
Φ(x) =
1√
2π
∫ x
−∞
e−
z2
2 dz
is the cumulative distribution function of a standard Gaussian random vari-
able.
Proof. The main observation is that P(X(t) = 0) is the derivative of (B.1).
That is
P(X(t) = 0) =
d
dt
E(αLX(t, 0)) =
√
2√
πt
∫ ∞
0
e−
z2
2t dz−
√
2√
π
∫ t
0
1
α
√
y
e
− (t−y)
2
2α2y dy.
The first integral is equal to 1. To simplify the second integral, we observe
that
1
α
√
2πy
e
−
(t−y)2
2α2y =
d
dy
(
−Φ
(
t− y
α
√
y
)
+ e
2t
α2Φ
(
t+ y
α
√
y
))
.
The result follows.
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Remark B.5. Notice that when t = 0, P(X(0) = 0) = 1 and this agrees with
formula (B.2). Moreover,
lim
α→0
P(X(t) = 0) = 0 and lim
t→+∞
P(X(t) = 0) = 0.
This agrees with what we would expect. As α→ 0, X(t) behaves more and
more like Brownian motion. The long-time limit is a consequence of the fact
that the process is diffusive.
Now that we have calculated P(X(t) = 0), we can characterize the dis-
tribution of X(t).
Proposition B.6. For fixed t > 0, the characteristic function for X(t) is
φ(λ, t) = E
(
eiλX(t)
)
= e−
λ2t
2 − λ2
∫ t
0
e−
λ2
2
(t−s)e
2s
α2
(
1− Φ
(
2
√
s
α
))
ds.
Proof. By Itoˆ formula,
E
(
eiλX(t)
)
= 1− λ
2
2
∫ t
0
E
(
eiλX(s)1{X(s)6=0}
)
ds.
Notice that
E
(
eiλX(s)1{X(s)6=0}
)
= E
(
eiλX(s)
)
− P(X(s) = 0).
Therefore, by (B.2), φ(λ, t) solves the ODE
∂φ
∂t
(λ, t) = −λ
2
2
(
φ(λ, t)− 2e 2tα2
(
1− Φ
(
2
√
t
α
)))
.
The latter implies the statement of the proposition.
One can recover the distribution of X(t) from its characteristic function
φ(λ, t) by Fourier inversion. The measure will have two parts, a point mass
at 0 of weight given by (B.2), and an absolutely continuous part with respect
to Lebesgue measure, described by a density.
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