Abstract-A superresolution signal processing algorithm is used for the identification of wavefronts from the fields scattered from several canonical targets. Particular wave objects that are examined are single and multiple edge diffraction, scattering from flat and curved surfaces, cone diffraction, and creeping waves. The scattering data are computed numerically via the method of moments (MoM) and are processed using a modified matrix-pencil algorithm. General properties of superresolution processing of such data-independent of the particular algorithm used-are assessed through examination of the Cramer-Rao (C-R) bounds for basic scattering scenarios.
I. INTRODUCTION

O
VER the last few decades, significant attention has been placed on the development of algorithms for the extraction of wave objects (observables) from scattering data for the purpose of target identification. Such observables can generally be classified as either a resonance or wavefront, with the two being connected via the wavefront-resonance algorithm [1] . Target resonances were placed on a firm mathematical footing by Baum [2] with his development of the singularity expansion method (SEM), where it was shown that the late-time portion of time-domain scattered fields can be represented as a sum of damped oscillations-characteristic of aspect-independent resonances [2] . Several researchers have developed algorithms for the extraction of target resonances from late-time scattering data; prominent among these techniques are the E-and Kpulse algorithms [3] - [5] , as well as model-based approaches such as Prony's method [6] , [7] and the matrix-pencil method [8] , [9] . Although the aspect independence of target resonances makes them an attractive discriminant, the late-time signature for most realistic targets is usually very weak and heavily corrupted by noise.
As an alternative or companion to resonance-based processing, several authors have recently considered the development of techniques for the extraction of wavefronts from scattering data. Atles [10] has considered a matched-filter approach that is designed to operate on time-domain data directly. However, most authors have concentrated on the development of modelbased algorithms which utilize swept-frequency data. Hurst and Mittra [11] and Walton [12] demonstrated that modelbased processing of frequency-domain data produces temporal resolution-manifested in the form of a time-domain energy Manuscript received August 17, 1995 ; revised August 20, 1996 . This work was supported in part by the Air Force Office of Scientific Research under Grant F49620-93-1-0093 and the Army Research Laboratory, Adelphi, MD.
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Publisher Item Identifier S 0018-926X(97) 02497-6. spectral density-which is better to that which is attainable via Fourier-based techniques. Since then, several authors have applied various model-based ("superresolution") algorithms to this problem [13] , [14] . Most of these studies have concentrated on extracting the time delays between the observer and the various target scattering centers and have, therefore, approximated the scattering centers as point scatterers. This ignores the frequency-dependent character of most scattering centers and overlooks the potential for using said frequency dependence for scattering-center identification (and, hence, for improved target identification). This is an important issue because the timing between scattering centers is usually aspect dependent, but the frequency-dependence of the scattering centers is often aspect independent (as parametrized to first order by the GTD scattering coefficients of canonical targets [15] ). This feature has been exploited in a recent paper by Moghaddar et al. [16] in which they presented a modified MUSIC algorithm for the extraction and identification of wavefronts from swept-frequency scattering data.
Here, we utilize a matrix-pencil superresolution algorithm [9] , similar to that developed by Hua and Sarkar [8] , for the identification of the scattering centers of several canonical targets; in addition to considering single and multiple edge diffractions [11] - [16] , we examine the identification of wavefronts scattered from smooth and curved surfaces, diffracted from cones, and launched from creeping waves. In [16] results were presented for low-noise scenarios; here, we perform a systematic evaluation of wavefront processing as a function of signal-to-noise ratio (SNR). In particular, Cramer-Rao (C-R) lower bounds are used to assess the ultimate accuracy one can expect for wavefront identification as a function of SNR, wavefront type, and temporal separation between consecutive wavefront arrivals. It is important to note that similar C-R bounds have been presented for related problems [17] - [20] ; here, however, we attempt to link the lower bounds to physical mechanism associated with wavefront-parametrized scattering.
Before proceeding, we note that a paper with similar objectives [21] appeared in the literature after submission of this paper. In [21] , several of the objectives of the present paper are addressed. However, as discussed below, there are fundamental differences between [21] and the work presented here.
II. PARAMETRIZATION OF FREQUENCY-DEPENDENT WAVEFRONTS
As is well known, the frequency-domain scattered fields can be expressed as [22] (
0018-926X/97$10.00 © 1997 IEEE where is any component of an orthogonal coordinate system (polarization), is the angular frequency, is the complex and frequency-dependent amplitude of the th scattering center, is the far-field position at which the backscattered fields are observed, is the time delay between the observer and the th target scattering center, and an time dependence is suppressed throughout. In polarimetric-based wavefront processing, one utilizes the timings and differences in , for two or more components of [23] - [25] . Here, we consider a single field component (one ) and use the timings and the frequency dependence of the scattering centers for scatteringcenter identification.
To make the procedure discussed above feasible, several important canonical scattering centers must have unique frequency dependences, independent of aspect and relative polarization (in practical radar scenarios, one will not have access to the angle of incidence or the polarization with respect to the scattering center). Fortunately, several canonical scattering centers do have well-defined frequency dependencies as given by their leading-order geometric theory of diffraction (GTD) scattering coefficient; for example, from the leading-order coefficients for plane wave scattering from an edge, endpoint, cone, and smooth surface, one can conclude that , where for an endpoint or tip, for an edge, and for diffraction from a smooth (relative to wavelength) or flat surface. Unfortunately, the frequency dependence of all wavefronts cannot be so defined; as shown in Section III-C, creeping waves have frequency dependencies which make them less amenable to the above parametrization.
Proceeding with this formulation, we seek to take advantage of the vast literature available for the extraction of damped and undamped exponentials from noisy data [26] , [27] . To this end, following Hurst and Mittra [11] , we approximate (2) where the has been dropped for convenience; the approximation in (2) is generally only valid over a suitably narrow bandwidth, to be discussed further when we consider numerical results. The parameter provides an approximate match between and the exponential model, and is, therefore, used to identify the th wavefront type. After using (2) in (1), discretizing the frequency with sampling rate , and considering additive noise , we have
where is the lowest frequency in the spectrum, is the number of measurable wavefronts, and is the number of frequency samples. Any of a large number of model-based algorithms can be applied to process data of the form in (3) [26] , [27] ; we choose to apply a modified matrix-pencil method [9] similar to that developed by Hua and Sarkar [8] . The model-based algorithm yields estimates for , from which the timing can be found using (3), and it can be readily shown that the estimated frequency dependence can be found from (4) where and are any two frequencies in the spectrum (we use the lowest and highest frequencies).
In [21] , a maximum likelihood (ML) procedure was applied, which circumvented the need to employ the exponential approximation in (2) . However, this procedure has significant difficulties due to the fact that the ML model parameters must be calculated through a painstaking root search [21] , which has well-known problems at local minima [21] , and is dependent on good starting points for the search. In this context, it was found in [21] that one must first use the exponential model in (2) to get good starting points for the ML search. Thus, the work reported here, on the performance of the exponential model in (2) , represents an important complement to [21] .
III. CANONICAL SCATTERING SCENARIOS
In [16] , the potential for wavefront identification from frequency-domain scattering data was demonstrated; however, only a single scattering scenario was considered, and, therefore, the algorithm's accuracy under noisy conditions and for different types of scattering centers was not addressed. To verify the accuracy of the matrix-pencil method for this class of problems, we first examine a scattering problem similar to that considered in [16] . We then consider several other geometries to further characterize the technique's validity for various scattering centers; in all examples, the fields are observed in the far field. Finally, in Section IV, we examine the accuracy of such processing as a function of the relative proximity (in time or space) between consecutive wavefront arrivals, for different values of SNR and different types of wavefronts; in this context the results of the matrix-pencil processing are compared with the C-R lower bound.
Before examining particular examples, we summarize a few general observations. Concerning the selection of the model order [see (3) ], in theory, there are an infinite number of wavefronts; however, it is obvious that only a finite number have sufficient energy to be detected. We have found that the number of "large" singular values in a singular value decomposition (SVD) of the data matrix [8] , [9] yields a good first guess , and we then consider a few values of in the vicinity of ; the results are assumed to be meaningful when they tend to stabilize for model orders around a particular value of . It should be noted that when is selected too small, we typically miss a number of the later wavefronts with minimal energy, and if is selected too large, we obtain additional spurious wavefronts with very small residues relative to those of the true wavefronts.
Finally, the extraction of the wavefront's frequency dependence is based on the assumption that ; this approximation can only be met over a relatively narrow bandwidth. However, the frequency dependence of known scattering centers (edges, corners, cones, etc.) are well catalogued and, therefore, one can select a priori the bandwidth such that the exponential approximation is appropriate for these types of scattering centers. Further, when wideband data is available, the bandwidth can be broken into segments for which the exponential fit is valid, and then the extracted frequency dependence of the wavefront can be ascertained through averaging (or some alternative means).
A. Perfectly Conducting Cube
For plane wave scattering from a perfectly conducting cube, as shown in Fig. 1 , there are two basic waveobjects: single and multiple edge diffraction and, under proper orientation, a specular return off the front face of the target. The frequencydomain plane wave scattering data for this problem was computed numerically using the method of moments (MoM), with pulse-current expansion and point matching [28] ; results are presented for TM polarization (magnetic field along the axis of the two-dimensional (2-D) target). To obtain accurate results for the various wave constituents, it was found that typically 30 pulse functions were required per wavelength; this should be contrasted with the ten expansion functions per wavelength that are usually recommended for radar cross section (RCS) calculations (which are usually less sensitive to errors in the computed currents).
We consider scattering from a square 2-D cube with sides cm using a swept-frequency spectrum from 4-12 GHz , with frequency samples over the spectrum. In Fig. 1 , results are shown for the case in which there is no backscattered specular return seen at the observer, and the results are plotted in the form of a double-sided energy-spectral density (ESD) (5) where superscript denotes complex conjugate. As discussed by Marple [26] , for that are off the unit circle , the double-sided ESD provides better dynamic range than the single-sided ESD. From Fig. 1 , one can clearly see that the ESD has strong peaks as a function of time, and the peaks occur at times for which diffracted wavefronts are expected (identified by arrows); the model order for these calculations was set to . Also shown in Fig. 1 is the parameter from , which describes the extracted frequency dependence of each wavefront (this, from (4), is found from the magnitude of ). Each is assigned to its corresponding time (range) given by , which, from (3), can be extracted from the phase of . For comparison, we have also plotted (dashed) the time-domain waveform obtained via a discrete Fourier transform (DFT) after applying a Hamming window (and zero padding) to the frequency-domain data; this demonstrates the resolving power of the model-based matrixpencil algorithm (the windowed DFT results cannot distinguish the second and third wavefronts). Moreover, one should note that the model-based algorithm also provides the wavefront frequency-dependence , which is not readily found via DFT.
For this noise-free example, we see that the matrix-pencil method accurately extracts the frequency dependence of the first four wavefronts: single-diffraction from edge "a" (marked (1) in Fig. 1,  ) ; single diffraction from edges "b" and "d" (marked (2), ); double diffraction characterized by diffraction from edge "a", propagation along the side of the cube to either edge "b" or "d", and then diffraction from there back to the observer (marked (3), ), as well as the converse; and triple diffraction caused by several simultaneous arrivals of any of the following combinations of consecutive edges (all of which have the same time of arrival):
). To quantify the relative locations of these wavefronts for the bandwidth and number of samples selected, the corresponding angles for the first four wavefronts are 11.46 , 14.01 , 19.30 , and 50.02 .
B. Perfectly Conducting Strip
As a second example, we consider the backscattered fields due to oblique and normal incidence upon a 2-D, infinitesimally thin, perfectly conducting strip; the results are for TM polarization and have been computed via the MoM using pulse expansion and point matching with 30 pulse basis functions per wavelength. In Fig. 2 , we consider the backscattered fields from a strip of width cm, bandwidth 30-40 GHz , and angle of incidence 15 . For this example we are able to accurately identify six wavefronts: two single diffractions with (from edges "a" and "b"), two double diffractions with which arrive almost simultaneously (consecutive edges a-b and b-a), two triple diffractions with (consecutive edges a-b-a and b-a-b), and one quadruple diffraction (consecutive edges a-b-a-b). The timing for the quadruple edge diffraction is excellent, but the extracted frequency dependence is less accurate than for the other wavefronts. For these calculations frequency points were sampled uniformly across the bandwidth and a model order of was used; the angles of the first six wavefronts are 20.9 , 27.1 , 36.0 , 44.9 , 51.1 , and 60 . This figure demonstrates the superior resolution of the model-based ESD relative to that of the Hamming-weighted DFT; moreover, note from the tabulated results that while there are some errors in the extracted frequency dependence , the extracted time of arrivals for the various wavefronts are highly accurate.
The examples in Figs. 1 and 2 were both described entirely by single and multiple edge diffraction. To examine a situation for which more than just edge-diffraction-induced wavefronts are considered, we study next the scattering of a normally incident plane wave by a perfectly conducting strip; for this example, in addition to the edge diffraction, we also have the backscattered specular return. The results are shown in Fig. 3 Fig. 3 , a double-sided transform (5) was utilized to enhance the dynamic range of the ESD; however, as mentioned previously, this presents problems for wavefronts with and explains the anomaly from which the strong specular return (labeled "1", with ) has a smaller peak than the much weaker edge diffractions that have ; this could be mitigated by using a one-sided ESD [26] .
C. Perfectly Conducting Cylinder
As our final 2-D example, we consider plane wave scattering from a perfectly conducting cylinder (magnetic field oriented along the cylinder axis); this is an interesting problem because it allows for the study of creeping waves. From [15, p. 691], creeping-wave propagation an angle around the cylinder is described by , where is the th root (in the complex plane) of , the prime denotes , and is the free-space wavenumber; note that the creeping wave is a dispersive waveobject due to the frequency-dependent character of . Thus, in principle, one cannot define a single time of arrival for all frequencies; however, leaky-wave dispersion is usually relatively weak, and we therefore proceed with the wavefront parametrization of such wave objects.
Creeping waves continuously shed energy as they propagate around the cylinder, and as shown in Fig. 4 , the th contribution at the observer from a particular creeping wave corresponds to propagation an angle for . Thus, for each creeping wave constituent described by , there are an infinite number of circumnavigations, denoted by the index ; neglecting for now the specular term, the scattered fields are of the form (6) where represents the travel time to the observer after the creeping wave is launched from the cylinder.
Clearly, the need to compute the roots of complicates matters considerably; fortunately, however, when and is large, these roots are given to first approximation by the zeros of the appropriate Airy function combinations or their where the first few values of are , and . Using (7) in (6), we have (8) where we have approximated the frequency dependent by its value in the center of the frequency band , and is approximated, as in (2). We see from (8) that the different creeping waves arrive at slightly different times, as distinguished by the real part of . Further, the damping of the th creeping wave is dictated by the imaginary part of and, therefore, only the first few creeping waves (dictated by the size of ) will have sufficient energy to be detected at the observer, and for these, only a few circumnavigations (dictated by ) will have appreciable energy. Thus, each of the infinite sums in (8) can be truncated after only a few terms.
We see from (8) that wavefronts launched from creeping waves are considerably more complicated than those diffracted by localized scattering centers: their extracted frequency dependence [ from (3)] depends on the curvature of the body as well as on the distance over which the creeping wave travels before shedding energy to the observer. A further complication is manifested in the fact that the various creeping waves arrive nearly simultaneously (with temporal separation dictated by the real part of ), straining the resolution capabilities of the superresolution algorithm.
Results are shown in Fig. 5 for plane wave scattering from a perfectly conducting cylinder of radius cm, using a bandwidth from 2.34-2.91 GHz . The specular return was found by the matrix-pencil method to have a frequency dependence with , using a model order of and sample points across the bandwidth. Thus, for this example, the frequency dependence of the specular return yields very little information about the target curvature (relative to a flat plate). However, future studies may want to revisit this issue by considering different ratios of . Concerning the creeping waves, in Fig. 5 there is a strong peak after the specular return; this corresponds to the arrival time of the first creeping waves, while the subsequent creeping waves are too weak to be seen in the ESD. However, the pencil method extracted wavefronts for creeping waves corresponding to , and . More intriguing, at the arrival time corresponding to three wavefronts were extracted by the pencil method, with ranges 119.1 cm, 119.7 cm, and 120.1 cm; for , two wavefronts were extracted, with ranges 358.8 and 360.7 cm; and for , one wavefront was extracted with range 602.5 cm. This is consistent with the understanding that the creeping waves shed energy as they travel around the cylinder, and eventually this energy becomes negligible; the higher order creeping waves, which shed energy more efficiently, become negligible after a shorter propagation distance than the lower order, less radiative creeping waves. One could therefore interpret the extracted wavefronts as representing the energy shed by three creeping waves after propagation a distance , two creeping waves after propagation 3 , and one creeping wave after propagation 5 . This is a potential means of distinguishing localized diffractions (edges, corners, tips, etc.) from creeping waves, but requires further study.
D. Finite Perfectly Conducting Cone
As our final example, we consider plane wave scattering from an finite open-ended cone composed of an infinitesimally thin perfect conductor ( we consider an open-ended cone to avoid complications caused by spurious internal resonances [29] , which can corrupt the frequency-domain data). In our previous examples we have considered single and multiple edge diffractions, corner diffractions, specular returns, and creeping waves; this example allows us to investigate diffraction from a tip, which, from nonuniform GTD, has a diffraction coefficient with frequency dependence. The ESD's extracted from the data via the matrix-pencil method were of the same form as those in Figs. 1-3 , with the modelbased algorithm consistently providing superior resolution to that of the weighted DFT; the numerical scattering data was computed via a body-of-revolution code [30] . For all of our test cases, which were characterized by single and multiple diffraction between the cone tip and the conical-edge termination, the tip was characterized by a frequency dependence with between 0.95 and 1.05 (with no additive noise). The finite cone warrants further study in the future since it is characterized in general by edge diffraction, tip diffraction, and possible leaky-wave excitation. However, here we were simply interested in verifying that one could accurately extract the frequency dependence of the tip, as predicted by GTD.
IV. EFFECTS OF NOISE AND INTERSCATTERING-CENTER PROXIMITY
In Section III, we considered the identification of wavefronts scattered from several canonical targets, which demonstrated the utility of superresolution signal processing for swept-frequency scattering data. Although such demonstrations are useful, they do not address the capability of such processing for noisy data, nor do they determine the temporal separation between wavefronts at which such processing breaks down; there are two mechanisms by which the technique can fail as the temporal separation between scattering centers diminishes: 1) insufficient resolving power of the superresolution algorithm and 2) invalidity of the nonuniform GTD parametrization, i.e., the assumption that the scattering centers are isolated becomes invalid. We attempt to investigate these issues through use of the C-R [17] , [21] lower bound.
A. Consequence of Additive Noise
To limit the scope of the subsequent discussion, we consider scattering data characterized by two wavefronts in additive white Gaussian noise. In particular, the following two examples of consecutive wavefronts are investigated: (edge diffraction)-(edge diffraction) and specular-(edge diffraction); the parameters used for each of these examples are taken from the cases considered in Section III.
(Edge Diffraction)-(Edge Diffraction):
We first consider the data in Fig. 2 and extract the amplitudes of the first two wavefronts (single-edge diffractions) under noise-free conditions. Using these amplitudes and the extracted frequency dependence of each edge diffraction, we synthesize a new waveform (9) where, for the sampling rate and spectrum considered in Fig. 2,   Fig. 7 . As in Fig. 6 , for the first two wavefronts in Fig. 3 (a specular return and an edge diffraction). and represents additive white Gaussian noise. Using (9), we study the ability to identify the first two wavefronts in Fig. 2 as a function of additive-noise power.
The C-R bound [17] gives a lower bound for the variance of any parameter estimated by an unbiased estimator. Using results from [19] , we plot in Fig. 6 the lower bound for the variance of the phase of for the two wavefronts; from [19] , the C-R lower bound for the variance of is the same as that for the variance of , where and are the estimated values of and , respectively. Also plotted in Fig. 6 is the variance of these parameters as found via a Monte Carlo study of the matrix-pencil method (we considered 1000 realizations); results for the Monte Carlo study are only plotted for values of SNR for which an unbiased estimate was found for both wavefronts. For the results presented here the model order was set to . For this example, we can see that the matrix-pencil method achieves a variance close to that of the C-R lower bound for SNR down to approximately 4 dB; this level of proximity (around 2 dB) to the C-R bound is consistent with what has been found by other authors for analogous problems [20] , [25] . The C-R bound gives the lowest possible variance for any estimator, and an estimator which meets this bound is termed "efficient" [17] . The small (but repetitive) discrepancy between the C-R bound and the Monte Carlo estimated variance may indicate that the matrix-pencil method is an inefficient estimator or simply that not enough Monte Carlo simulations were performed. Concerning the former, for some problems there is no efficient estimator (no estimator meets the C-R bound), in which case one is interested in finding a minimum variance unbiased (MVU) estimator [17] . These issues are beyond the scope of this paper and are not pursued further here.
Specular-(Edge Diffraction):
As for the previous example, we extracted the first two wavefronts from Fig. 3 , corresponding to a specular wavefront and an edge diffraction. Using (9), these wavefronts correspond to and . The C-R bounds and the results of the Monte Carlo matrix-pencil studies are shown in Fig. 7 ; for SNR down to approximately 16 dB, the variances calculated via the Monte Carlo study of the matrix-pencil method are within approximately 2 dB of the C-R bound.
By comparing Figs. 6 and 7, we see that the C-R bounds and the accuracy of the matrix pencil method depend strongly on the underlying physics. The SNR is defined with respect to the total signal energy, and, therefore, two wavefronts with comparable excitation strengths have comparable C-R bounds (Fig. 6 ) while wavefronts with disparate excitation strengths (Fig. 7) have disparate C-R bounds. In Fig. 7 , the matrixpencil method no longer yields unbiased estimates for both wavefronts for a total-signal SNR of about 16 dB, while this takes place at about 4-dB SNR for Fig. 6 . This, however, may be misleading. In Fig. 6 , for a total-signal SNR of 4 dB, the relative SNR's of the two wavefronts are 2.7 and 1.8 dB; while in Fig. 7 , for a total-signal SNR of 16 dB, the relative SNR's of the specular and edge returns are 15.94 and 2.7 dB, respectively. Thus, in both cases, it is no longer possible to achieve an unbiased estimate for both wavefronts when the relative SNR of the weaker wavefront approaches 2 dB. C-R bound studies similar to those in Figs. 6 and 7 were performed in [21] as well. However, in [21] a ML scheme was used in which the different wavefront types are represented by a finite set of discrete numbers, one of which is selected to identify a given wavefront (in our algorithm, the wavefront is identified by the continuous variable ). While such a discrete wavefront parametrization improves robustness by enforcing a priori wave information, such a scheme is difficult to parametrize via the C-R bound. Therefore, the C-R bound studies in [21] assumed the wavefront type was known, and the C-R bounds were only plotted quantitatively for the wavefront timing [21] , while some qualitative results were presented for identifying the wavefront type. Although our exponential model in (2) requires a relatively narrow bandwidth (unlike [21] ), the minimum variances of its parameters can be quantified rigorously. This is important because the ML scheme in [21] ultimately depends on the performance of such exponential-model results as starting points for the ML search.
B. Interwavefront Proximity: Estimator Threshold
The C-R bound studies in Figs. 6 and 7 for strip scattering demonstrate the ultimate accuracy (in terms of minimum variance), one can expect for extracting wavefronts for these problems as a function of additive white Gaussian noise, and they allow us to assess the performance of the matrixpencil method with respect to this bound; however, in each of these figures only a single interwavefront separation was considered. Of more relevance for automatic target recognition applications is a measure of how close two wavefronts can be separated temporally as a function of SNR before the resolving power of the superresolution algorithm is inadequate to allow unambiguous target identification. To address this issue, we reconsider the (edge-diffraction)-(edge-diffraction) and specular-(edge-diffraction) problems examined in Section IV-A. Using the same values of and used for Figs. 6 and 7 [see (9)], we adjust the interwavefront separation by varying the relative angle . This allows us to investigate model-based resolution as a function of interwavefront separation, but it assumes that the originally extracted values of and are valid for all separations. Through this latter condition we are assuming that the nonuniform GTD parametrization [15] is valid for all interwavefront separations; obviously, as the interwavefront separation diminishes, one may approach a regime in which uniform GTD is required [15] . This issue is discussed further in Section IV-C.
Our goal is to compute threshold values of SNR, as a function of interwavefront separation, above which an efficient algorithm is expected (statistically) to yield accurate estimates for the scattered wavefronts. We first recognize that the real and imaginary parts of have identical C-R bounds and are uncorrelated [19] . Assuming that each is Gaussian distributed with variance given by the C-R bound (i.e., assuming an efficient estimator), we can readily compute the probability that , denoted . Concentration is placed on the accuracy of the estimated because the wavefronts are identified through use of (recall that we assume the frequency dependence of the wavefronts can be expressed as , and the approximated for the th wavefront is given in (4)). Concerning the estimated time of arrivals, (from Section IV-A) the C-R variance for is times that of ; this is consistent with our observation that for noisy data, the accuracy of is usually significantly better than that for . Thus, it is sufficient to define the accuracy of the estimator in terms of the variance of . To define our threshold, a tolerance is selected such that , which, through the mapping in (4), defines a constant and the condition ; the value of is selected so as to allow unambiguous identification of the th wavefront. Using the SNR-dependence of the C-R bound (which, as discussed above, is used to describe the statistical properties of ), the threshold is defined as the SNR for which , where is a prescribed probability. Thus, in addition to being a function of the underlying physics, the threshold SNR for the th wavefront is a function of the chosen parameters and . It is important to reiterate that our threshold values of SNR are computed under the assumption that the estimator is efficient and the real and imaginary parts of are Gaussian distributed. The subjective quality of and is obviously a drawback of the chosen threshold definition. While alternative definitions have been suggested by other authors [27] , in those cases interest was in using array signal processing to distinguish the angles of arrival from two different targets; thus, the threshold was defined as the SNR at which the angles of arrival coalesced (for our problem, this corresponds to the case for which two wavefronts arrive at the same time). This threshold definition is inappropriate for our problem because the variance in the extracted will degrade to unusable levels well before the arrival times coalesce. The threshold definition in [21] is similar to that used in [27] for array-signal processing applications. Therefore, [21] only addresses what SNR is required to resolve two wavefronts in range, while here we investigate the SNR needed to accurately extract the timing and wavefront type.
(Edge Diffraction)-(Edge Diffraction):
Results are shown in Fig. 8 for the threshold SNR's for two adjacent edge diffractions, using the same values of and as in Fig. 6 ; each wavefront has its own threshold and we plot the larger of the two, therefore, reflecting the SNR for which both wavefronts are extracted within the chosen tolerances and . Results are shown for several values of , with the probability fixed at ; we found that the threshold SNR's were much more sensitive to than to . To place Fig. 8 in physical terms, the two edge diffractions are expected to have (frequency dependence ), and an interval size of 0.1 implies that 95% of the wavefronts will have . As expected, as the interwavefront separation diminishes, the threshold SNR increases. On the other hand, one would anticipate that as the interwavefront separation increases the threshold SNR will decrease, until a separation is reached at which the two wavefronts start to act independently. At separations larger than this point, one would anticipate that the threshold SNR will become constant; for the results in Fig. 8 this wavefront separation is approximately 10 . The results in Fig. 8 demonstrate that high SNR is required to extract the frequency dependences of the wavefronts accurately, even when the wavefronts are relatively well separated temporally (and, therefore, act as though they are isolated). For example, for wavefronts separated by 100 , to obtain (interval size 0.3) with probability 0.95, an SNR of approximately 26 dB is required (this corresponds to approximately 20 dB for the weaker of the two wavefronts). We performed Monte Carlo simulations with the matrix-pencil method for several interwavefront separations, and found that for the values of SNR in Fig. 8 , the variation in was consistent with the prescribed interval sizes (there were, of course, slight discrepancies due to the fact that our algorithm does not meet the C-R bound exactly). Finally, Fig. 6 indicates that for a wavefront separation of 6.2 the matrixpencil method nearly meets the C-R bound for SNR down to approximately 4 dB; Fig. 8 , on the other hand, demonstrates that, for such a pole separation, over 20 dB SNR is required to extract with sufficient accuracy to allow unambiguous wavefront identification. This demonstrates that an algorithm's ability to meet the C-R bound is an incomplete benchmark; for values of SNR below those in Fig. 8 , even if the modelbased algorithm meets the C-R bound, the associated variances on the estimated are too large for accurate wavefront identification.
Recall that the superresolution algorithm actually estimates , and the estimated are determined using (4). We can, therefore, quantify the variation of due to changes in (10) For the parameters, we considered in Fig. 8 (which came from Fig. 2 ), the expression in (10) equals 278, from which a variation implies ; this explains the stringent SNR requirements in Fig. 8 . Fig. 9 shows threshold results for a specular return and an edge diffraction (using the same parameters as in Fig. 7 ), plotted as in Fig. 8 . Recall that for this example, the edge-diffracted wavefront is over 18 dB weaker than the specular return and, therefore, the threshold SNR's (for the total-signal SNR) are considerably larger than those for consecutive edge diffractions (Fig. 8) . We again performed Monte Carlo simulations, and found that for particular values of SNR and interwavefront separation, the variation in the extracted is consistent with the prescribed tolerances. Finally, with regard to the consistency of Figs. 8 and 9 , recall that the weaker wavefront in Fig. 6 had an SNR 5.8 dB smaller than that of the total signal, while in Fig. 7 the weaker wavefront had an SNR 18.7 dB below that of the total signal. As discussed above, the threshold SNR is defined with respect to the weaker of the two wavefronts, explaining the approximately 12-dB difference in the thresholds for relatively large wavefront separations.
Specular-(Edge Diffraction)
C. Interwavefront Proximity: GTD Threshold
In Section IV-A, we examined the C-R bound for two wavefronts as a function of SNR, and compared those results with data computed via the matrix-pencil method. Further, in Section IV-B, we used the C-R bound to define threshold values of SNR, as a function of interwavefront proximity, above which accurate results are anticipated for an efficient estimator. In both of these cases, the wavefronts were described as in (9) under the assumption that the selected values of and were valid for all interwavefront separations. This assumes, therefore, that the scattering can be parametrized in terms Fig. 9 . As in Fig. 8 , for the two wavefronts in Fig. 7 .
of isolated scattering centers (simple nonuniform GTD [15] ). It is well known, however, that the validity of simple GTD becomes tenuous as the separation between scattering centers diminishes, and eventually uniform GTD is required [15] . We next examine the validity of nonuniform GTD as a function of interscattering-center separation.
We re-examine the problem considered in Fig. 2 , scattering of a TM-polarized plane wave incident obliquely on a perfectly conducting infinitesimally thin strip. To assure that any errors in the extracted wavefronts are due to a breakdown of the isolated-scattering-center assumption (and not inadequate resolving power of the superresolution algorithm), we consider an angle of incidence of 70 such that the phase between the first and second diffracted wavefronts is always larger than 2 ( 2 ). Although Fig. 8 considered a different angle of incidence, it indicates that the superresolution algorithm should accurately resolve the first and second edges for under the no-noise conditions considered here; therefore, any errors can be attributed to the inappropriateness of the nonuniform GTD assumption.
Results are shown in Table I for the extracted frequency dependence of the first wavefront as a function of strip width (the frequency spectrum of the computations is kept constant at 30-40 GHz, cm is the center wavelength of the frequency band, and 30-pulse basis functions are used per wavelength). Under the nonuniform GTD assumption, the first edge-diffracted wavefront should have (frequency-dependence ). One can see from Table I that the frequency dependence of the wavefront is relatively insensitive to model order ; further, the assumption that the edges are isolated (nonuniform GTD) breaks down in the vicinity of . For strip widths , the two edges cannot be treated as isolated scattering centers, and a uniform-GTD analysis, which accounts for two closely situated endpoints [15] , is required. It should be pointed out that, although the frequency-dependence fails for , the estimated timing (not shown) is still accurate down to . From the results in Table I, for , any failure to accurately estimate the timing and frequency dependence of the th wavefront, and , is caused by inaccuracies in the superresolution algorithm, and is not due to invalidity of the isolated-scattering-center assumption. In fact, in Table I we concentrated on examining the first wavefront because it was, as discussed above, well separated from any subsequent wavefronts (and, therefore, any errors should not be due to the superresolution algorithm). However, for this example, the arrival times of the second and third wavefronts, for example, have close proximity, thereby pushing the capabilities of the model-based scheme (independent of whether the nonuniform GTD assumption is valid). Finally, the conclusions from Table I can only be applied rigorously to the case of strip scattering, although they may shed light on other scattering scenarios; a careful study requires one to consider each case of interwavefront proximity separately (as a function of wavefront type) to assess the validity of nonuniform GTD.
V. CONCLUSION
A systematic study has been presented for the identification of wavefronts through use of superresolution signal processing; it is well known that such processing affords superior temporal resolution compared to Fourier-based processing and, therefore, emphasis here has been placed on characterizing the accuracy of estimating the wavefront's frequency dependence (for wavefront identification). The particular model-based algorithm used here [9] is a modified version of the algorithm developed first by Hua and Sarkar [8] .
Several canonical scattering problems were analyzed under noise-free conditions. For the case of scattering from perfectly conducting cubes, strips, and cones, the superresolution algorithm accurately estimated the frequency dependence of diffraction from corners, edges, and tips, each of which obviously represents an isolated scattering center. We also considered wavefronts shed by creeping waves. These are far more complicated than isolated (localized) scattering centers, because they interact with a distributed target surface and depend on the target curvature. Further, unlike isolated scattering centers, creeping waves are dispersive: isolated scattering centers have frequency-dependent diffraction coefficients, but each frequency component travels to the observer with the same phase velocity; creeping waves, on the other hand, travel along the surface of the target with a frequency-dependent amplitude and phase velocity. Although the creeping waves do not fit the model as well as isolated scattering centers, they were found to exhibit some interesting properties. In particular, for the example considered, the first three creepingwave circumnavigations were represented, through the modelbased processing, in terms of three, two, and one wavefront, respectively. This is consistent with the fact that the creepingwave attenuation increases with increasing mode order. Thus, one would expect that the number of creeping waves which contribute significantly would decrease as the number of circumnavigations increases. It may be useful to exploit this property to separate isolated (localized) diffraction from creeping waves.
A detailed study has also been performed to examine the robustness of wavefront-based processing. Such a model-based algorithm can fail because: 1) it does not have sufficient resolution to resolve closely spaced multiple wavefronts and/or 2) because the underlying assumptions in the model are invalid. With regard to the latter, the model assumes that the data can be represented in terms of wavefronts scattered from isolated scattering centers, and assumes that each can be described by nonuniform GTD. For the case of backscatter from a perfectly conducting strip, we showed that this assumption is valid for strips down to approximately two wavelengths in width; it is interesting to note that a similar observation was made by Shira and Felsen [31] concerning GTD-based calculation of strip resonances.
Concerning the resolution of model-based processing, we assessed performance through use of the C-R bound, which places lower bounds on the variances of estimated parameters (for any unbiased estimator). We demonstrated that the matrixpencil method was able to come very close to the C-R lower bound down to very low SNR values. However, for most realistic problems, to accurately extract the frequency dependence characteristic of a particular wavefront, the tolerances on the estimated pole magnitude are extremely stringent and, therefore, at low values of SNR, even the C-R lower bound affords too large a variance in to provide unambiguous wavefront identification. Thus, it was shown as a function of interwavefront separation that relatively high SNR is required to accurately extract the wavefront frequency dependence; this, rather than inadequacies of the GTD approximation, appears to be the major limitation in wavefront-based target identification.
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