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Abstract
In this paper, we define an equivariant higher index map from KΓ∗ (X) to K∗(C∗(X)Γ ) if a torsion-
free discrete group Γ acts on a manifold X properly, where C∗(X)Γ is the norm closure of all locally
compact, Γ -invariant operators with finite propagation. When Γ acts on X properly and cocompactly, this
equivariant higher index map coincides with the Baum–Connes map [P. Baum, A. Connes, K-theory for
discrete groups, in: D. Evens, M. Takesaki (Eds.), Operator Algebras and Applications, Cambridge Univ.
Press, Cambridge, 1989, pp. 1–20; P. Baum, A. Connes, N. Higson, Classifying space for proper actions and
K-theory of group C∗-algebras, in: C∗-Algebras: 1943–1993, San Antonio, TX, 1993, in: Contemp. Math.,
vol. 167, Amer. Math. Soc., Providence, RI, 1994, pp. 240–291]. When Γ is trivial, this equivariant higher
index map is the coarse Baum–Connes map [J. Roe, Coarse cohomology and index theory on complete
Riemannian manifolds, Mem. Amer. Math. Soc. 104 (497) (1993); J. Roe, Index Theory, Coarse Geometry,
and the Topology of Manifolds, CBMS Reg. Conf. Ser. Math., vol. 90, Amer. Math. Soc., Providence, RI,
1996]. If X is a simply-connected complete Riemannian manifold with nonpositive sectional curvature and
Γ is a torsion-free discrete group acting on X properly and isometrically, we prove that the equivariant
higher index map is injective.
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Let X be a complete Riemannian manifold and let Γ be a torsion-free discrete group acting
on X properly and isometrically. In this paper, we define an equivariant higher index map
Ind : KΓ∗ (X)→ K∗
(
C∗(X)Γ
)
,
where KΓ∗ (X) is the Γ -equivariant K-homology and C∗(X)Γ is the norm closure of all locally
compact, Γ -invariant operators with finite propagation.
When the Γ action is cocompact, i.e. the quotient space X/Γ is compact, C∗(X)Γ is Morita
equivalent to C∗r (Γ ), the reduced group C∗-algebra of Γ . By a result of Roe [7] our index map
is the Baum–Connes map introduced in [1,2]. This index map is related to the Baum–Connes
conjecture in [2]. When Γ is trivial, our equivariant higher index map is the coarse Baum–
Connes map introduced by Roe (cf. [5,6]). Therefore our index map is a generalization of the
Baum–Connes maps in these two cases.
In this paper, we prove the following theorem.
Theorem 1. If X is a simply-connected complete Riemannian manifold with nonpositive sec-
tional curvature and Γ is a torsion-free discrete group acting on X properly and isometrically,
then the equivariant higher index map
Ind :KΓ∗ (X) →K∗
(
C∗(X)Γ
)
is injective.
When the Γ action is cocompact, K∗(C∗(X)Γ ) ∼= K∗(C∗r (Γ )), this theorem has been proved
by Kasparov in [8] which implies the Novikov conjecture on the homotopy invariance of higher
signature. When Γ is trivial, the index map is proved to be an isomorphism by Higson, Roe [3]
and Yu [10,11] for simply-connected complete Riemannian manifolds with nonpositive sectional
curvature.
In Sections 2 and 3, we define the equivariant higher index map and the equivariant local
index map. We prove that the equivariant local index map is an isomorphism. In Section 4, we
introduce the twisted Roe algebras and twisted localization algebras. They will play a key role in
the proof of the main theorem. In Section 5, we compute the K-theory of twisted Roe algebras
and twisted localization algebras and prove that the evaluation map induces an isomorphism
from the K-group of the twisted localization algebra to the K-group of the twisted Roe algebra.
In Section 6, we define the Bott maps and prove that the Bott map between the K-theory of the
localization algebra and the K-theory of the twisted localization algebra is an isomorphism. In
Section 7, we prove the main theorem.
2. The equivariant higher index map
In this section, we will define the equivariant higher index map. Let X be a complete Rieman-
nian manifold and let Γ be a torsion-free discrete group acting on X properly and isometrically,
where the Γ action on X is proper in the sense that the map
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(x,γ ) (γ x, x)
is proper, i.e. the preimage of a compact set is compact. Γ acts on X isometrically if d(γ x, γy)=
d(x, y) for all γ ∈ Γ and x, y ∈X. In this case, we call X a proper Γ -space. Since Γ is torsion-
free, the properness of the Γ action implies that the Γ action is free.
Definition 2. An X-module is a Hilbert space H equipped with an ∗-homomorphism φ :
C0(X) → L(H) of C∗-algebras. If H is Z/2Z-graded, we require that φ(f ) is of degree 0 for
all f ∈ C0(X). An X-module H is called adequate if φ(C0(X))H = H and there is no nonzero
element in C0(X) acting on H as a compact operator. In this paper, we denote φ(f )v by f v for
all v ∈H .
Definition 3. Let X be a proper Γ -space. For γ ∈ Γ and f ∈ C0(X), we define γ (f ) ∈ C0(X)
as
γ (f )(x) = f (γ−1(x))
for x ∈X.
Definition 4. Let H be an X-module. We say that H is a covariant X-module if it is equipped
with a unitary action ρ of Γ , i.e. ρ : Γ → U(H) is a group homomorphism from Γ to the set
of all unitary elements in L(H), compatible with the action of Γ on X, in the sense that for all
v ∈ H , f ∈ C0(X) and γ ∈ Γ
(
γ (f )
)
(v) = ρ(γ )(f (ρ(γ )∗(v))).
For γ ∈ Γ and T ∈ L(H), we define γ (T ) ∈ L(H) as
γ (T )(v) = ρ(γ )Tρ(γ )∗(v)
for v ∈ L(H). In this paper, we assume that all X-modules are adequate and covariant.
Definition 5. (See [8].) KΓi (X)= KKΓi (C0(X),C) for i = 0,1.
To be more precise:
(1) a cycle for KΓ0 (X) is a triple (HX,φ,F ), where HX is a Z/2Z-graded covariant X-
module and F is a self-adjoint operator acting on HX of degree 1 such that φ(f )(F 2 − I ),
φ(f )(γ (F )− F) and [F,φ(f )] are compact for all f ∈ C0(X) and γ ∈ Γ ;
(2) a cycle for KΓ1 (X) is a triple (HX,φ,F ), where HX is a covariant X-module and F is a
self-adjoint operator acting on HX such that φ(f )(F 2 − I ), φ(f )(γ (F )−F) and [F,φ(f )]
are compact for all f ∈ C0(X) and γ ∈ Γ .
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(1) The support of a bounded linear operator T : HX → HX is the complement of the set of
points (m,m′) ∈ X ×X for which there exist f and f ′ in C0(X) such that
f ′Tf = 0, f (m) = 0 and f ′(m′) = 0.
(2) A bounded operator T : HX →HX has finite propagation if
sup
{
d(m,m′): (m,m′) ∈ supp(T )}< ∞.
(3) A bounded operator T : HX → HX is locally compact if the operators gT and T g are com-
pact for all g ∈ C0(X).
(4) A bounded operator T : HX →HX is Γ -invariant if γ (T ) = T for all γ ∈ Γ .
Definition 7. The equivariant Roe algebra C∗(X)Γ is the operator norm closure of the ∗-algebra
of all locally compact and Γ -invariant operators with finite propagation in L(HX).
Lemma 8. The Roe algebra C∗(X)Γ does not depend on the choice of the X-module HX .
The proof is similar to Lemma 6.2 in [10].
To define the equivariant higher index map, we need to make locally almost Γ -invariant op-
erators in KΓ0 (X) to be Γ -invariant by a Γ -averaging process.
Lemma 9. Let X be a metric space and Γ be a torsion-free discrete group acting on X properly.
If (HX,φ,F ) is a cycle for KΓ1 (X), then there exists another operator F ′ ∈ L(HX) such that
[
(HX,φ,F )
]= [(HX,φ,F ′)] ∈KΓ1 (X)
and
γ (F ′) = F ′ for all γ ∈ Γ.
The same result is also true for cycles for KΓ0 (X).
Proof. We only prove it for cycles for KΓ1 (X). The proof for cycles for K
Γ
0 (X) is similar. Since
the Γ action on X is proper and Γ is torsion-free, we can find a cover {Ui}i∈I of X such that Ui
is Γ -equivariantly diffeomorphic to Γ × Oi , where Oi is an open subset of some vector space
and ({γ1}×Oi)∩ ({γ2}×Oi) = ∅ for γ1, γ2 ∈ Γ and γ1 = γ2. To simplify notations, we identify
Ui with Γ ×Oi . Let {φi}i∈I be the partition of unity subordinate to the cover {Ui}i∈I . Let
F ′′ =
∑
φ
1
2
i Fφ
1
2
i =
∑
F ′′i ,i∈I i∈I
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1
2
i Fφ
1
2
i for i ∈ I and
∑
i∈I F ′′i converges in strong operator topology. For all f ∈
Cc(X),
f (F − F ′′) = f
(∑
i∈I
φ
1
2
i
(
φ
1
2
i F − Fφ
1
2
i
))
is a finite sum and therefore compact. Hence (HX,φ,F ) and (HX,φ,F ′′) represent the same
element in KΓ1 (X).
Choose χi,γ ∈ C0(X) such that χi,γ (x) = 1 when x ∈ {γ } × Oi and χi,γ (x) = 0 when x /∈
{γ } ×Oi for γ ∈ Γ and i ∈ I . Let
Gi,γ = χi,γ F ′′i χi,γ
for γ ∈ Γ and i ∈ I . Then for all f ∈ C0(X)
f
(
F ′′i −
∑
γ∈Γ
Gi,γ
)
is compact, where the infinite sum converges in strong topology. For any f ∈ Cc(X),
f
(∑
γ∈Γ
(
Gi,γ − γ (Gi,e)
))= f
(∑
γ∈Γ
χi,γ F
′′
i χi,γ − γχi,eF ′′i χi,eγ−1
)
=
∑
γ∈Γ
χi,γ
(
f
(
F ′′i − γ
(
F ′′i
)))
χi,γ
is a finite sum and therefore compact. Let F ′i =
∑
γ∈Γ γ (Gi,e) and F ′ =
∑
i∈I F ′i , then
f (F ′ − F ′′) is compact for all f ∈ C0(X), therefore [(HX,φ,F ′)] = [(HX,φ,F ′′)] ∈ KΓ1 (X)
and γ (F ′) = F ′ for all γ ∈ Γ . 
Now let us define the equivariant higher index map. Based on Lemma 9, let (HX,φ,F ) be a
cycle for KΓ0 (X) such that F is Γ -invariant and has finite propagation. If we have the decom-
position F = ( 0 V
U 0
)
, then U is a multiplier of C∗(X)Γ in the multiplier algebra M(C∗(X)Γ )
and U is a unitary modulo C∗(X)Γ and ∂(U) ∈ K0(C∗(X)Γ ), where ∂ is the boundary map:
K1(M(C∗(X)Γ )/C∗(X)Γ ) → K0(C∗(X)Γ ). ∂(U) depends only on the class [(HX,φ,F )] in
KΓ0 (X). Similarly, if (HX,φ,F ) is a cycle for K
Γ
1 (X) such that F is Γ -invariant and has fi-
nite propagation. Then F is a multiplier of C∗(X)Γ and I+F2 is a projection modulo C∗(X)Γ .
Hence ∂[ I+F2 ] ∈ K1(C∗(X)Γ ), where ∂ is the boundary map: K0(M(C∗(X)Γ )/C∗(X)Γ ) →
K1(C∗(X)Γ ). ∂[ I+F2 ] depends only on the class [(HX,φ,F )] in KΓ1 (X).
Definition 10.
(1) Let [(HX,φ,F )] ∈ KΓ0 (X) such that F is Γ -invariant, self-adjoint and has finite propaga-
tion. If F = ( 0 V
U 0
)
, define
Ind :KΓ (X) → K0
(
C∗(X)Γ
)
0
L. Shan / Journal of Functional Analysis 255 (2008) 1480–1496 1485by Ind([(HX,φ,F )]) = ∂(U), called the Γ -index of [(HX,φ,F )] in K0(C∗(X)Γ ).
(2) Let [(HX,φ,F )] ∈ KΓ1 (X) such that F is Γ -invariant, self-adjoint and has finite propaga-
tion. Define
Ind :KΓ1 (X) →K1
(
C∗(X)Γ
)
by Ind([(HX,φ,F )]) = ∂[ I+F2 ], called the Γ -index of [(HX,φ,F )] in K1(C∗(X)Γ ).
3. Local index theorem
In this section, we construct the associated localization algebra C∗L(X)Γ , define the local Γ -
index map
IndL :KΓ∗ (X) →K∗
(
C∗L(X)Γ
)
and prove the local index theorem.
Definition 11. The localization algebra C∗L(X)Γ is the norm-closure of the algebra of all uni-
formly bounded and uniformly norm-continuous functions f : [0,∞) → C∗(X)Γ such that
sup
{
d(m,m′): (m,m′) ∈ supp(f (t))}→ 0
as t → ∞.
Let us define the associated local Γ -index map. For each positive integer n, let {Un,i}i be a
locally finite and Γ -invariant open cover for X such that diameter(Un,i) < 1n for all i. Let {φn,i}i
be a continuous partition of unity subordinate to {Un,i}i . Let [(HX,φ,F )] ∈ KΓ0 (X). Define a
family of operators F(t) (t ∈ [0,∞)) acting on HX by
F(t) =
∑
i
((
1 − (t − n))φ 12n,iFφ
1
2
n,i + (t − n)φ
1
2
n+1,iFφ
1
2
n+1,i
)
for all t ∈ [n,n+ 1], where the infinite sum converges in strong topology. Notice that the propa-
gation of (F (t)) → 0 as t → ∞.
Definition 12.
(1) Let (HX,φ,F ) be a cycle for KΓ0 (X) such that F is Γ -invariant, self-adjoint and has finite
propagation. Define F(t) as above and assume that F(t) = ( 0 V (t)
U(t) 0
)
. The local index map
IndL :KΓ0 (X) →K0
(
C∗L(X)Γ
)
is defined by IndL([(HX,φ,F )]) = [∂(U(t))], called the local Γ -index of [(HX,φ,F )] in
K0(C∗(X)Γ ).L
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propagation. Define F(t) as above. The local index map
IndL :KΓ1 (X)→ K1
(
C∗L(X)Γ
)
is defined by IndL([(HX,φ,F )]) = [∂( I+F(t)2 )], called the local Γ -index of [(HX,φ,F )] in
K1(C
∗
L(X)
Γ ).
Next we will use Mayer–Vietoris argument to show that the local Γ -index is an isomorphism.
Since Γ acts on X properly, X is covered by sets of the form Γ ×F U , where U is F -equivariantly
contractible and F is a finite subgroup of Γ ([2]). The existence of Mayer–Vietoris sequence for
localization algebras without group action has been proved in [11] and [4]. Then the existence of
Mayer–Vietoris sequence for localization algebras with a proper group action follows from those
two results.
Theorem 13. Let X be a metric space and let Γ be a torsion-free discrete group acting on X
properly and isometrically. If X1 and X2 are two Γ -invariant open subspaces of X endowed
with the subspace metric and are proper Γ -spaces such that X = X1 ∪ X2 and A = X1 ∩ X2,
then we have the following six term exact sequence:
K0(C∗L(A)Γ ) −−−−→ K0(C∗L(X1)Γ )⊕K0(C∗L(X2)Γ ) −−−−→ K0(C∗L(X)Γ )⏐⏐ ⏐⏐
K1(C
∗
L(X)
Γ ) ←−−−− K1(C∗L(X1)Γ )⊕K1(C∗L(X2)Γ ) ←−−−− K1(C∗L(A)Γ ) .
The proof of this requires a couple of lemmas.
Definition 14. (See [4].) Let U be a Γ -invariant open subspace of a Γ -space X and let
HX be an X-module. Denote by C∗(U ;X)Γ the norm closure of the set of all locally com-
pact, finite propagation and Γ -invariant operators T on HX whose support is contained in
{x ∈ X | d(x,U) < R} × {x ∈ X | d(x,U) < R}, for some R > 0 (depending on T ). Denote by
C∗L(U ;X)Γ the norm closure of the algebra of all uniformly bounded and uniformly continuous
functions f : [0,∞) → C∗(U ;X)Γ such that
sup
{
d(m,m′): (m,m′) ∈ supp(f (t))}→ 0
as t → ∞.
Lemma 15. (See [4].) Let HY1 and HY2 be adequate Y1 and Y2-modules and let F : Y1 → Y2 be
a Γ -invariant coarse map. The exists a Γ -invariant isometry V :HY1 → HY2 such that for some
R > 0,
supp(V ) ⊂ {(y1, y2) ∈ Y1 × Y2 ∣∣ d(F(y1), y2)R}.
Clearly C∗L(U ;X)Γ is a closed two-sided ideal in C∗L(X)Γ . If V :HU → HX is a Γ -invariant
isometry associated to the inclusion morphism U → X as in the previous lemma, then the range
of the map Ad(V ) : C∗(U)Γ → C∗(X)Γ lies within C∗(U ;X)Γ .L L L
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Ad(V ) :K∗
(
C∗L(U)Γ
)→K∗(C∗L(U ;X)Γ )
is an isomorphism.
Proof of Theorem 13. Observe that C∗L(X1;X)Γ and C∗L(X2;X)Γ are ideals of C∗L(X)Γ and
C∗L(X1;X)Γ + C∗L(X2;X)Γ = C∗L(X)Γ . The theorem follows from Lemma 16 and the Mayer–
Vietoris sequence [4, p. 90]. 
Theorem 17. IndL :KΓ∗ (X)→ K∗(C∗L(X)Γ ) is an isomorphism.
Proof. The required isomorphism may be shown by Mayer–Vietoris argument, based on the fact
that X is covered by sets of the form Γ ×U , where U is contractible. Let P be a one-point set.
Note that P is homotopic to U . By Mayer–Vietoris sequence and the five lemma it suffices to
show that for a single such space Γ ×U the map
IndL :KΓ∗ (Γ ×U) →K∗
(
C∗L(Γ ×U)Γ
)
is an isomorphism. For this, it suffices to show that
IndL :KΓ∗ (Γ × P) →K∗
(
C∗L(Γ × P)Γ
)
is an isomorphism. Both sides are isomorphic to the K-theory of compact operators, therefore it
is an isomorphism. 
4. Twisted Roe algebras and twisted localization algebras
In this section, we define certain twisted Roe algebras and twisted localization algebras. In
the case of coarse embedding into Hilbert space, these algebras are introduced by Yu in [12].
Assume that X is a proper Γ -space. Let X × R be the metric space with the product metric.
Define the Γ action by
γ (x, r) = (γ x, r)
for γ ∈ Γ and (x, r) ∈ X × R. Note that this Γ action is proper and isometric.
Lemma 18.
Ki
(
C∗(X × R)Γ )∼= Ki+1(C∗(X)Γ )
for i = 0,1.
By the six-term exact sequence, we only need to show that Ki(C∗(X×R+)Γ ) = 0 for i = 0,1.
This proof is the same as the proof when Γ is trivial.
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KΓi (X × R)
Ind−−−−→ Ki(C∗(X × R)Γ )
∼=
⏐⏐ ⏐⏐∼=
KΓi+1(X)
Ind−−−−→ Ki+1(C∗(X)Γ )
for i = 0,1.
This is the naturality of the index map.
Based on these two lemmas we only prove Theorem 1 for even-dimensional manifold X. Let
A= C0(X,Cliff(T X)). Choose a countable dense subset X′ of X such that X′ is Γ -invariant.
Let C∗alg(X,A)ΓX′ be the set of all functions T on X′ ×X′ such that
(1) T (x, y) ∈A⊗K for all x, y ∈ X′, where K is the algebra of compact operators;
(2) ∃L> 0 such that T (x, y) = 0 if d(x, y) > L for all x, y ∈X;
(3) ∃r > 0 such that support (T (x, y)) ⊂ B(x, r) for all x, y ∈X;
(4) γ (T )= T for all γ ∈ Γ , where γ (T )(x, y) = γ (T (γ−1(x), γ−1(y)));
(5) ∃M > 0 and N > 0 such that ‖T (x, y)‖  M for all x, y ∈ X′, and for each y ∈ X′,
#{x: T (x, y) = 0}N , #{x: T (y, x) = 0}N .
We define a product structure on C∗alg(X,A)ΓX′ by
(T1T2)(x, y) =
∑
z∈X′
T1(x, z)T2(z, y).
Let
E =
{∑
x∈X′
ax[x]: ax ∈A⊗K,
∑
x∈X′
a∗xax < ∞
}
.
E is a Hilbert module over A⊗K:
〈 ∑
x∈X′
ax[x],
∑
x∈X′
bx[x]
〉
=
∑
x∈X′
a∗xbx,
(∑
x∈X′
ax[x]
)
a =
∑
x∈X′
axa[x]
for all a ∈A⊗K and ∑x∈X′ ax[x] ∈ E.
C∗alg(X,A)ΓX′ acts on E by
T
(∑
′
ax[x]
)
=
∑
′
(∑
′
T (y, x)ax
)
[y],x∈X y∈X x∈X
L. Shan / Journal of Functional Analysis 255 (2008) 1480–1496 1489where T ∈ C∗alg(X,A)ΓX′ and
∑
x∈X′ ax[x] ∈ E. T is a module homomorphism which has an
adjoint module homomorphism.
Definition 20. C∗(X,A)Γ is the operator norm closure of C∗alg(X,A)ΓX′ in B(E), the C∗-algebra
of all module homomorphisms from E to E for which there is an adjoint module homomorphism.
Remark 21. (See [12].) The twisted equivariant Roe algebra C∗(X,A)Γ does not depend on the
choice of X′.
Let C∗L,alg(X,A)ΓX′ be the set of all uniformly continuous and uniformly bounded functions
g : [0,∞) → C∗alg(X,A)ΓX′ such that
(1) ∃ a bounded function r(t) : R+ → R+ such that limt→∞ r(t) = 0 and if d(x, y) > r(t),
g(t)(x, y) = 0 for all x, y ∈X;
(2) ∃R > 0 such that supp(g(t)(x, y)) ⊂ B(x,R) for all x, y ∈X and t ∈ [0,∞).
Definition 22. C∗L(X,A)Γ is the operator norm closure of C∗L,alg(X,A)ΓX′ , where C∗L,alg(X,A)ΓX′
is endowed with the norm:
‖g‖ = sup
t∈[0,∞)
∥∥g(t)∥∥
B(E)
.
5. K-theory of twisted Roe algebras and twisted localization algebras
In this section, we compute the K-theory of twisted Roe algebras and twisted localization
algebras.
Definition 23.
(1) The support of an element T in C∗alg(X,A)ΓX′ is defined to be
{
(x, y,u) ∈X′ ×X′ ×X: u ∈ supp(T (x, y))};
(2) The support of an element g in C∗L,alg(X,A)ΓX′ is defined to be
⋃
t∈[0,∞)
supp
(
g(t)
)
.
Let O be a subset of X. Define C∗alg(X,A)ΓO to be the subalgebra of C∗alg(X,A)ΓX′ consisting
of all elements whose supports are contained in X′ × X′ × O . Define C∗(X,A)ΓO to be the
norm closure of C∗alg(X,A)ΓO . We can similarly define C∗L(X,A)ΓO . Let C∗L,0(X,A)ΓO be the C∗-
subalgebra of C∗L(X,A)ΓO consisting of elements g satisfying g(0) = 0.
Lemma 24. If O is Γ invariant and cocompact, then
e∗ :K∗
(
C∗L(X,A)ΓO
)→K∗(C∗(X,A)ΓO)
is an isomorphism.
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0 → C∗L,0(X,A)ΓO → C∗L(X,A)ΓO → C∗(X,A)ΓO → 0.
Hence it is enough to show
K∗
(
C∗L,0(X,A)ΓO
)= 0.
Let AO be the subset of A consisting of elements f satisfying that supp(f ) ⊆ O and supp(f ) is
compact. For all R > 0, let
O(R) = {x ∈X: ∃z ∈ O such that d(z, x) < R}.
Since O is cocompact, we have
C∗(X,A)ΓO = lim
R→∞AO ⊗C
∗(O(R))Γ .
Clearly O(R) is cocompact, then
C∗(X,A)ΓO = lim
R→∞AO ⊗C
∗
r (Γ )⊗K=AO ⊗C∗r (Γ )⊗K.
Hence C∗L,0(X,A)ΓO is the set of g : [0,∞) →AO ⊗C∗r (Γ )⊗K satisfying that g(0) = 0, and g
is uniformly continuous and uniformly bounded.
We prove that
K1
(
C∗L,0(X,A)ΓO
)= 0.
Clearly C∗L,0(X,A)ΓO is stable. Therefore any element in K1(C∗L,0(X,A)ΓO) can be represented
by a unitary u in (C∗L,0(X,A)ΓO)+.
For each s ∈ [0,∞), we define
us(t) =
{
I if 0 t  s;
u(t − s) if s  t < ∞.
Consider
w(s) =
( ∞⊕
k=0
uk ⊕ I
)(
I ⊕
( ∞⊕
k=1
u−1k−s
)
⊕ I
)
,
where s ∈ [0,∞). Notice that w(s) is an element in (C∗L,0(X,A)ΓO)+ for each s ∈ [0,1]. We have
w(0)= u⊕
( ∞⊕
I
)
⊕ I,k=1
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( ∞⊕
k=0
uk ⊕ I
)(
I ⊕
( ∞⊕
k=1
u−1k−1
)
⊕ I
)
.
w(1) is equivalent to
⊕∞
k=0 I ⊕ I in K1(C∗L,0(X,A)ΓO) by a rotation. Therefore u is equivalent
to the zero element in K1(C∗L,0(X,A)ΓO).
Using suspension, we can also prove that KΓ0 (C
∗
L,0(X,A)ΓO) = 0. 
Theorem 25. e∗ : K∗(C∗L(X,A)Γ ) →K∗(C∗(X,A)Γ ) is an isomorphism.
Proof. We have the exact sequence
0 → C∗L,0(X,A)Γ → C∗L(X,A)Γ → C∗(X,A)Γ → 0.
Therefore it is enough to show that K∗(C∗L,0(X,A)Γ ) = 0. Fix x ∈ X and let Br be the ball
with radius r and centered at x. Let Or the smallest Γ -invariant subset of X containing Br. Then
Or is cocompact and
C∗L,0(X,A)Γ = limr→∞C
∗
L,0(X,A)ΓOr .
From the previous lemma, we know that
K∗
(
C∗L,0(X,A)ΓOr
)= 0.
Hence
K∗
(
C∗L,0(X,A)Γ
)= 0. 
6. The Bott elements and Bott maps
In this section we define the Bott elements and Bott maps. We will define the Bott ele-
ment and Bott map for K0, using suspension we can extend our definition onto K1. Let X be
a simply-connected complete Riemannian manifold with nonpositive sectional curvature and Γ
be a torsion-free discrete group acting on X properly and isometrically. First we define the Bott
element for each x ∈ X. Let x, z ∈ X and σ(t) be the unique geodesic connecting x and z such
that σ(0)= x and σ(1)= z. Let vx(z) = σ ′(1)‖σ ′(1)‖ ∈ TzX. Define fx(z) = φ(z)vx(z) where φ(z) is
a continuous function such that
φ(z) =
{1 if d(x, z) > c,
0 if d(x, z) < 99100c
for some constant c.
Let B = Cb(X,Cliff(T X)) and A= C0(X,Cliff(T X)).
Lemma 26. fx is an invertible element in B/A with an inverse −fx .
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0 →A→ B→ B/A→ 0,
then we have a boundary map
∂ :K1(B/A)→ K0(A).
Let u = [fx] ∈ K1(B/A) and gx = −fx ∈ B be a representative of u−1 ∈K1(B/A). Define
ω =
(
1 fx
0 1
)(
1 0
−gx 1
)(
1 fx
0 1
)(
0 −1
1 0
)
,
βx1 = ω
(
1 0
0 0
)
ω−1 and βx0 =
(
1 0
0 0
)
.
Then βx1 , β
x
0 are both projections in M2(A+) and βx1 − βx0 ∈M2(A). We define
∂
([fx])= [βx1 ]− [βx0 ] ∈ K0(A).
With the constant c in the definition of fx , we can construct “almost flat” Bott element in the
following sense.
Lemma 27. Let X be a simply-connected complete Riemannian manifold with nonpositive sec-
tional curvature and x, y ∈ X. Let fx,βx1 , βx0 and fy,βy1 , βy0 defined as above. Then for all
r,  > 0, there exists c > 0 such that for all z ∈ X,
∥∥βx1 (z)− βy1 (z)∥∥<  if d(x, y) < r,
where c depends only on r and .
Proof. First we prove that it is true for Euclidean spaces. Let x, y, z ∈ Rn, z = x, y and
d(x, y) = r . Let vx(z) and vy(z) be the unit vectors defined as above and let θ denote the angle
formed by vx(z) and vy(z). Let c = 100r . When d(x, z) > c and d(y, z) > c,
∥∥vx(z)− vy(z)∥∥=
√∥∥vx(z)∥∥2 + ∥∥vy(z)∥∥2 − 2∥∥vx(z)∥∥∥∥vy(z)∥∥ cos θ
= √2 − 2 cos θ < .
This is true since θ will decrease to zero when d(x, z) and d(y, z) approach infinity. We just
choose this c to define fx and fy . Clearly we have
∥∥βx1 (z)− βy1 (z)∥∥< .
Now let X be a simply-connected complete Riemannian manifold with nonpositive sectional
curvature and x, y, z ∈ X. Assume that z = x, y and dX(x, y) = r where dX is the Riemannian
metric on X. Let vx(z), vy(z) ∈ TzX defined as above. Let exp : TzX → X be the exponen-
tial map which is a diffeomorphism between TzX and X. Since X is nonpositively curved, by
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And ‖ exp−1(x)‖ = dX(x, z) and ‖ exp−1(y)‖ = dX(y, z) since exp−1(z) = 0. Since TzX is
a Euclidean space, from the first part we know that on TzX we can find c such that when
‖ exp−1(x)‖ > c and ‖ exp−1(y)‖ > c,
∥∥vx(z)− vy(z)∥∥< .
We just use this c to define fx and fy . Similarly we have
∥∥βx1 (z)− βy1 (z)∥∥< . 
To define the Bott maps, we need the following difference construction introduced by Kas-
parov and Yu in [9]. Let A be a unital C∗-algebra and J be a two-sided ideal of A. Let
p,q ∈Mk(A) be two idempotents and p − q ∈Mk(J ). Let
Z(q) =
⎛
⎜⎜⎝
q 0 1 − q 0
1 − q 0 0 q
0 0 q 1 − q
0 1 0 0
⎞
⎟⎟⎠ ,
then Z(q) is invertible and
Z(q)−1 =
⎛
⎜⎜⎝
q 1 − q 0 0
0 0 0 1
1 − q 0 q 0
0 q 1 − q 0
⎞
⎟⎟⎠ .
Let
D0(p, q)= Z(q)−1
⎛
⎜⎜⎝
p 0 0 0
0 1 − q 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠Z(q),
then
D0(p, q) ∈ J+ ⊗M4(C)
and
D0(p, q)−
⎛
⎜⎜⎝
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠ ∈ J ⊗M4(C).
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D(p,q) = [D0(p, q)]−
⎡
⎢⎢⎣
⎛
⎜⎜⎝
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
⎞
⎟⎟⎠
⎤
⎥⎥⎦ ∈K0(J )
and we call D(p,q) the difference of p,q in K0(J ).
Now, let us construct the Bott maps. For any [(k(x, y))x,y∈X′ ] − [pk] ∈ K0(C∗(X)Γ ),
choose (kn(x, y))x,y∈X′ ∈ (C∗alg(X)Γ )+ such that ‖(k(x, y))x,y∈X′ − (kn(x, y))x,y∈X′ ‖ < 1n and
‖((kn(x, y))x,y∈X′)2 − (kn(x, y))x,y∈X′ ‖ < 1n and the propagation of (kn(x, y))x,y∈X′ is r . Here
(k(x, y))x,y∈X′ is considered as an infinite-dimensional matrix and the product is the matrix prod-
uct. Then when n is big enough, there is a constant c in the definition of fx,βx0 , β
x
1 depending
on r and  such that
∥∥((kn(x, y)⊗ βxi )x,y∈X′)2 − (kn(x, y)⊗ βxi )x,y∈X′
∥∥<  for i = 0,1.
For x, z ∈X and γ ∈ Γ , we have
γ
(
β
γ−1x
1
)
(z) = γ (βγ−1x1 (γ−1z))= βx1 (z).
This implies that (kn(x, y)⊗ βx1 )x,y∈X′ is Γ -invariant and
(
kn(x, y)⊗ βx1
)
x,y∈X′ −
(
kn(x, y)⊗ βx0
)
x,y∈X′ ∈ C∗(X,A)Γ .
When  is small enough, (kn(x, y)⊗βx1 )x,y∈X′ and (kn(x, y)⊗βx0 )x,y∈X′ define two idempotents
p1 and p0 by functional calculus. Then we construct the Bott map as follows.
Definition 29. The Bott map
β :K0
(
C∗(X)Γ
)→K0(C∗(X,A)Γ )
is defined by
β
([(
k(x, y)
)
x,y∈X′
]− [pk])= D(p1,p0)
for all [(k(x, y))x,y∈X′ ] − [pk] ∈ K0(C∗(X)Γ ), where p1 and p0 are defined above and
D(p1,p0) is the difference of p1 and p0 defined in Lemma 28.
Using suspension, we have the Bott map
β :K1
(
C∗(X)Γ
)→ K1(C∗(X,A)Γ ).
Similarly we define the Bott map for K-groups of the localization algebras
(βL)∗ :Ki
(
C∗L(X)Γ
)→Ki(C∗L(X,A)Γ ), i = 0,1.
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By the proof of Theorem 13, we can easily see that K∗(C∗L(X,A)Γ ) also has the Mayer–
Vietoris sequence.
Lemma 30. (βL)∗ :K∗(C∗L(X)Γ ) → K∗(C∗L(X,A)Γ ) is an isomorphism.
Proof. This proof is the composition of Mayer–Vietoris argument, the five lemma and Bott peri-
odicity. X is covered by sets of the form Γ ×U , where U is contractible. Let P be the one-point
set. Note that P is homotopic to U . By Mayer–Vietoris argument and the five lemma it suffices
to show that for a single such space Γ ×U the map
(βL)∗ :K∗
(
C∗L(Γ ×U)Γ
)→K∗(C∗L(Γ ×U,A)Γ )
is an isomorphism. For this, it suffices to show that
(βL)∗ : K∗
(
C∗L(Γ × P)Γ
)→ K∗(C∗L(Γ × P,A)Γ )
is an isomorphism. The last map is an isomorphism by the Bott periodicity. 
7. The proof of the main theorem
Theorem 31. Let X be a simply-connected Riemannian manifold with nonpositive sectional cur-
vature and Γ be a torsion-free discrete group acting on X properly and isometrically. Then the
equivariant index map
Ind :KΓ∗ (X) →K∗
(
C∗(X)Γ
)
is injective.
Proof. We have the commuting diagram
K∗(C∗L(X)Γ )
(βL)∗
e∗
K∗(C∗L(X,A)Γ )
e∗
KΓ∗ (X)
IndL
Ind
K∗(C∗(X)Γ )
β∗
K∗(C∗(X,A)Γ ).
From above, we have the isomorphism
e∗ ◦ (βL)∗ ◦ IndL : KΓ∗ (X)→ K∗
(
C∗(X,A)Γ ).
Therefore,
Ind :KΓ∗ (X) →K∗
(
C∗(X)Γ
)
is injective. 
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