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La teoria dei nodi e` una delle branche della geometria che fa piu` appello
all’aspetto visuale e combinatorio: e` sufficiente pensare ai primi tentativi
di tabulazione dei nodi e ai primi lavori nel campo di Reidemeister, Tait,
Alexander, intorno agli anni ’30.
La teoria ha visto un rifiorire di interesse e di risultati a partire dalla prima
meta` degli anni ’80, con la costruzione degli invarianti polinomiali di Jones,
e successivamente del polinomio HOMFLY. Ad oggi ci sono molti invarianti
di nodi, alcuni di chiara interpretazione geometrica, come il polinomio di
Alexander, altri di natura piu` combinatoria, come quello di Jones, alcuni
facili da calcolare, come il numero di p-colorazioni, altri molto difficili da
stimare, come il numero di slacciamento o il crossing number.
In questa “classificazione”, l’omologia di Floer costruita analiticamente
da Ozsva´th e Szabo´ [18] in una serie di articoli pubblicati tra il 2003 e il
2004 rientrava indubbiamente tra quelli difficili da calcolare, e oltretutto con
un’interpretazione geometrica piuttosto oscura: viene da una costruzione piu`
generale per 3-varieta`, che parte da una decomposizione di Heegaard e sfrutta
le tecniche sviluppate da Floer negli anni ’80 per ricavarne vari complessi di
catene le cui omologie sono invarianti; per questo motivo la teoria e` anche
chiamata omologia di Heegaard-Floer.
Questa teoria e` interessante per molti aspetti: da` un algoritmo per calco-
lare il genere (di cui richiamiamo la definizione nel primo capitolo) di un nodo
[19], da` un algoritmo per sapere se un nodo e` fibrato o meno [8, 16], e uno
dei complessi che costruisce, che chiameremo il complesso ridotto, determina
il polinomio di Alexander del nodo. In gergo tecnico, si dice che l’omologia
di Floer e` la categorificazione del polinomio di Alexander, cos`ı come quella
di Khovanov lo e` del polinomio di Jones: questo parallelismo e le proprieta`
descritte sopra (tra le altre) stanno imprimendo una forte spinta alla ricerca
nel settore.
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In due articoli del 2006, Manolescu, Ozsva´th, Sarkar [10] e Wang [24]
hanno scoperto un algoritmo di stampo combinatorio per calcolare questi
invarianti, e successivamente Manolescu e Ozsva´th stessi, in collaborazione
con Szabo´ e Thurston [11] hanno dimostrato che l’invariante per i nodi in
S3 poteva essere costruito in ambito puramente combinatorio a partire dalla
rappresentazione dei nodi come griglie. Nonostante la teoria combinatoria
sia elementare, e complessivamente piu` semplice della sua controparte anali-
tica, il calcolo dell’omologia richiede comunque, anche nelle sue versioni piu`
semplici, l’ausilio di un computer per tutti i casi non banali.
L’aspetto interessante di questo approccio combinatorio e` che ha portato
alla luce invarianti per nodi “con restrizioni”, ovvero per i nodi legendriani
e trasversi nella struttura di contatto standard su S3: si tratta di nodi le
cui tangenze sono vincolate a stare in piani fissati (ma variabili con il punto)
oppure ad esserne sempre trasverse. Questo tipo di strutture e di nodi,
costruiti in una maniera che potrebbe apparire artificiosa, si sono rivelati e si
rivelano utili in topologia in dimensione bassa e in dinamica, ed in particolare
si possono usare per studiare il genere tridimensionale ed il genere slice dei
nodi, oltre alla topologia della varieta` in cui sono immersi e delle varieta`
ottenute da essi per chirurgia.
Questo elaborato e` sostanzialmente bipartito: nel primo capitolo espor-
remo la teoria combinatoria dell’omologia di Floer, senza addentrarci nelle
lunghe e dettagliate dimostrazioni. Introdurremo pero` i vari complessi in
gioco, cioe` C−, Ĉ e C˜ con le rispettive filtrazioni e gli oggetti bigraduati loro
associati CK−, ĈK, C˜K, per studiarne le omologie: quelle dei complessi C−
e CK−, che chiameremo H− e HK−, sono degli Z[U ]-moduli, mentre quelle
di Ĉ e ĈK, che chiameremo Ĥ e ĤK, sono degli Z-moduli. Studieremo in
particolare le simmetrie dell’ultimo complesso (il complesso ridotto), le sue
interazioni con le operazioni sui nodi e il gia` citato legame con il polino-
mio di Alexander, e ne daremo una dimostrazione puramente combinatoria,
seguendo [11].
Il secondo capitolo sara` invece una breve introduzione alla teoria dei nodi
legendriani e trasversi, che sara` la base e la motivazione geometrica per tutto
il seguito; nel terzo capitolo i due ingredienti introdotti finora confluiranno
nella costruzione delle classi legendriane λ± naturalmente associate alla for-
mulazione combinatoria dell’omologia di Floer per i nodi: ne dimostreremo
quindi l’invarianza ed esibiremo coppie di nodi che non sono distinti dagli
invarianti classici ma dai λ±, seguendo la recente letteratura [20]. A partire
dalle costruzioni fatte, nel quarto capitolo descriveremo l’invariante θ per
nodi trasversi e alcuni suoi raffinamenti [15], costruiti sfruttando la tecnolo-
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gia delle successioni spettrali; esibiremo poi coppie di nodi non distinte dagli
invarianti classici ma da θ o dai suoi raffinamenti.
E` nell’ambito delle successioni spettrali che abbiamo trovato un risultato
che permette di ricostruire HK−, con la struttura di Z[U ]-modulo, a partire
da ĤK: esiste un risultato analogo in letteratura [15], ma quello presentato
qui proviene da una successione spettrale che converge alla seconda pagina.
In termini pratici, per ricostruire il modulo e la moltiplicazione per U e` suffi-
ciente calcolare l’omologia di complessi di Z-moduli finitamente generati (piu`
precisamente, delle componenti bigraduate di ĤK) e poi calcolare l’omologia
di quest’altra omologia: si dice che la successione spettrale che costruiremo
converge alla seconda pagina.
Ci sono molte persone che vorrei ringraziare per avermi accompagnato an-
che durante questi cinque anni di universita`, e non provo neppure a nominarle
tutte perche´ certamente ne dimenticherei qualcuna.
Non posso tuttavia non ringraziare il mio relatore, il prof. Lisca, per
la pazienza, la disponibilita` e la perizia dimostrata durante questi mesi. Un
ringraziamento va anche al controrelatore, il dott. Martelli, che mi ha seguito
per la laurea triennale e tuttora si interessa a quello che faccio, ed e` sempre
presente per un ottimo consiglio.
Volevo poi ringraziare tutti quelli che mi hanno aiutato con la parte infor-
matica e con quella tipografica, quelli che mi hanno dato qualche dritta piu`
o meno sostanziosa su diversi argomenti, quelli che hanno sopportato le mie
invasioni dell’aula computer del collegio Timpano. Gli ultimi ringraziamenti
vanno infine alla mia famiglia e ai miei amici, sempre presenti nei momenti
piu` o meno felici.
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Capitolo 1
Omologia di Floer combinatoria
1.1 Nodi
In questa sezione vogliamo dare una breve introduzione alla teoria dei nodi,
senza pretese di essere esaustivi e senza dare dimostrazioni: per i concetti
sviluppati nella tesi, un qualunque testo classico di teoria dei nodi, ad esempio
[9], copre tutti gli argomenti necessari.
Definizione 1.1.1. Un nodo (liscio) e` un embedding di S1 in R3 o in S3. Un
link e` un embedding di un unione disgiunta di S1, ciascuno dei quali si chiama
componente.
Spesso confonderemo un nodo o un link con la sua immagine.
Definizione 1.1.2. Due nodi (o link) K0, K1 si dicono equivalenti se sono
ambientalmente isotopi, cioe` se c’e` un’isotopia φt : R3 → R3 tale che φ0 =
idR3 e φ
1(K0) = K1.
Lo scopo principale della teoria e` la classificazione dei nodi a meno di
questa relazione di equivalenza, e richiede capire come si dimostra che due
nodi sono uguali, se lo sono, o come distinguerli, se sono distinti.
Per il primo obiettivo, dobbiamo in qualche modo rappresentare un no-
do sul piano: il modo classico di rappresentare un nodo K e` tramite un
diagramma nel piano, ovvero una curva chiusa con autointersezioni, in cia-
scuna delle quali e` codificata un’informazione del tipo “sopra-sotto” (vedi
figura 1.1): per ottenere un diagramma e` sufficiente proiettare K su un pia-
no generico, e mantenere l’informazione sull’altezza dei punti incontrati nelle
autointersezioni.
C’e` un’operazione sui nodi, che useremo per questioni tecniche, che si
legge immediatamente sui diagrammi, ed e` la riflessione rispetto al piano di
proiezione: se supponiamo che K sia parametrizzato da γ : S1 → R3 e che
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Figura 1.1: Diagrammi di nodi classici: il nodo banale, il nodo trifoglio e il
nodo figura a 8
la proiezione sul piano (x, y) sia generica, la composizione di γ con la mappa
z 7→ −z parametrizza un nuovo nodo, che indichiamo con m(K).
Definizione 1.1.3. Il nodo m(K) si chiama mirror (mirror topologico, se c’e`
ambiguita`) di K.
In linea teorica, possiamo distinguere due nodi dai loro diagrammi, gra-
zie al classico teorema di Reideimeister: indichiamo con R1, R2, R3 le mos-
se indicate in figura 1.2, e quelle ottenute riflettendo rispetto al piano di
proiezione:
Figura 1.2: Le tre mosse di Reidemeister : da sinistra a destra R1, R2, R3.
Teorema 1.1.4 (Reidemeister). Due link sono isotopi se e solo se i loro
diagrammi differiscono per un numero finito di mosse di tipo R1, R2, R3.
Di tutte le definizioni date esiste una versione orientata, cos`ı come del
teorema di Reidemeister: a livello di diagrammi, orientare un nodo significa
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mettere una freccia su uno degli archi, mentre per orientare link si mette una
freccia su un arco per ogni componente. Le mosse di Reidemeister orientate
sono le tre mosse R1, R2, R3 con le 2,4,8 (rispettivamente) orientazioni pos-
sibili per i vari archi coinvolti, e l’enunciato del teorema di Reidemeister e`
sostanzialmente invariato.
Teorema 1.1.5 (Seifert). Ogni nodo orientato K in R3 borda una superficie
orientabile Σ.
Definizione 1.1.6. La superficie Σ nel teorema precedente si chiama superficie
di Seifert per il nodo. Il minimo dei generi delle superfici di Seifert per un
nodo si chiama genere del nodo, e si indica con g(K).
C’e` poi una versione quadridimensionale del genere: dato un nodo K in
S3 = ∂D4, il genere slice e` il minimo dei generi delle superfici Σ′ propriamente
immerse in D4, cioe` tali che K = ∂Σ = Σ′ ∩ S3, e si indica con g∗(K).
Introduciamo ora l’ultimo invariante di nodi che useremo, cioe` il polino-
mio di Alexander. Come sopra, chiamiamo Σ una superficie di Seifert di
genere g per K, e fissiamo una base per H1(Σ;Z). Consideriamo dei rappre-
sentanti lisci α1, . . . , α2g per le classi di omologia fissate; fissiamo un campo
di vettori N mai nullo in un intorno di Σ e ortogonale a Σ e chiamiamo α+i
il push-off di αi lungo N . Chiamiamo infine M = (lk(αi, α
+
j )) la matrice dei
numeri di allacciamento delle curve date.
Definizione 1.1.7. Il polinomio di Alexander di K e` il polinomio di Laurent
∆A(K; t) = det(tM − t−1MT ).
Completiamo infine le definizioni dei concetti generali di cui abbiamo
parlato dell’introduzione e che hanno stretti legami con l’omologia di Floer:
Definizione 1.1.8. Un nodo K ⊂ S3 si dice fibrato se c’e` un’applicazione
differenziabile pi : S3 \K → S1 senza punti critici e tale che la fibra pi−1(θ)
sia una superficie orientabile connessa senza bordo (ma non compatta) e la
sua chiusura sia una superficie Fx = pi−1(θ) il cui bordo e` K.
1.2 Griglie e nodi
Consideriamo una griglia n×n le cui caselle sono vuote o riempite con unaX o
una O, di modo che in ogni riga ed in ogni colonna ci siano esattamente una X
ed una O; chiamiamo G il dato della griglia e dei simboli; penseremo le griglie
contenute nel piano xy, identificate col quadrato [0, n]×[0, n]; le righe saranno
i rettangoli [i, i+ 1]× [0, n] e le colonne i rettangoli [0, n]× [j, j+ 1]; i simboli
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saranno punti a coordinate semi-intere (ovvero nel centro dei quadratini), e
saranno indicati con X = {X1, . . . , Xn} ed O = {O1, . . . , On}. Il numero n
sara` chiamato l’ordine (o grid number) di G.
A G possiamo associare un link L come in figura 1.3: colleghiamo due
simboli sulla stessa riga e sulla stessa colonna, e ad ogni incrocio la riga oriz-
zontale passa sotto quella verticale. Chiameremo vertici i punti a coordinate
intere del piano (ovvero le intersezioni tra i segmenti verticali ed orizzontali
della griglia), e incroci le intersezioni tra segmenti verticali ed orizzontali del













Figura 1.3: Una griglia di ordine 6, e il nodo (figura a 8) ad essa associato.
Viceversa, dato un link L possiamo costruire una griglia G a lui associa-
ta: possiamo supporre infatti che il link sia un’immersione PL di un’unione
disgiunta di circonferenze. Una proiezione regolare di L da` un diagramma
PL nel piano. A meno di isotopie (e a meno di aggiungere qualche vertice)
possiamo supporre che tutti gli archi di questo diagramma siano verticali
o orizzontali (rispetto a qualche sistema di riferimento nel piano). Resta il
problema degli incroci, ma questo si risolve inserendo al posto di un incrocio
“sbagliato” un quarto di giro intorno a lui, come in figura 1.4.
Figura 1.4: Un modo di “raddrizzare” gli incroci.
In realta`, grazie al fatto che scegliamo due tipi di simboli e non uno solo,
possiamo orientare il link L di modo che l’orientazione dei segmenti verticali
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vada da un punto di X ad un punto di O, ed orientando coerentemente le
righe, nell’unico modo possibile.
Osservazione 1.2.1. Supponiamo di avere un diagramma G, e di permutarne
ciclicamente le righe: il tipo topologico del link (orientato) associato non va-
ria. E’ sufficiente dimostrarlo per la permutazione che sposta la prima riga
in fondo al quadrato. Euristicamente la condizione che i segmenti verticali
passano sempre sopra quelli orizzontali ci garantisce che possiamo far “sci-
volare” il manico individuato dalla prima riga del diagramma sopra tutte le
altre, e portarla in fondo.
Piu` precisamente, consideriamo un link L che si proietti sul diagramma
G, che pensiamo nel piano xy: supponiamo che il segno X1 ed il segno O1
della prima riga abbiano coordinate (i − 1/2, n − 1/2) e (j − 1/2, n − 1/2)
rispettivamente, e che i segni X2 ed O2 abbiano coordinata x = j − 1/2 ed
x = i−1/2 rispettivamente (ovvero che stiano sotto O1 e X1 rispettivamente)
e chiamiamo γ l’arco X2O1X1O2.
Il link L sara` compatto, quindi limitato. Scegliamo un piano orizzontale
Σ di modo che tutto il link stia sotto Σ. Possiamo sollevare G ad un link L′ di
modo che l’arco γ abbia sollevamento contenuto nel piano Σ. Con un’isotopia
supportata in un intorno di Σ possiamo far scivolare questo sollevamento
ad un link L′ per cui l’arco orizzontale di γ ha coordinata y = −1/2, e i
due archi verticali restano verticali ed hanno un estremo fissato: la griglia
corrispondente ad L′ e` la griglia ottenuta permutando ciclicamente le righe
di G.
Lo stesso ragionamento si applica alle permutazioni cicliche delle colonne
di G, e, analizzandolo piu` approfonditamente, si nota che in realta` da` un’i-
sotopia di link orientati : di conseguenza, possiamo pensare a G come una
griglia sul toro, ottenuto identificando tra loro i due bordi verticali e i due
bordi orizzontali: i segmenti di questa griglia toroidale (che continueremo a
chiamare griglia) saranno chiamati circonferenze verticali ed orizzontali.
L’osservazione precedente si puo` pensare in termini di isotopie piane e
mosse di Reidemeister: una questione naturale e` la traduzione in termini di
griglie delle altre mosse di Reidemeister, ovvero se c’e` un modo di modificare
un diagramma senza modificare il tipo topologico del link associato.
Introduciamo allora le seguenti mosse:
C (commutazione): scambiamo due colonne (rispettivamente, due righe)
consecutive di G per cui i due segmenti verticali (risp. orizzontali)
individuati da X e O sono disgiunti oppure uno contenuto nell’altro,
senza vertici in comune;
8
D (destabilizzazione): data una griglia n + 1 × n + 1 con un quadratino
2 × 2 che contiene tre simboli di X e O, rimuoviamo la colonna che
ne contiene 2 e uniamo le due righe adiacenti a formare una sola riga:
otteniamo cos`ı una griglia n× n valida;
S (stabilizzazione): l’inversa della destabilizzazione.
Ci sono otto tipi possibili di stabilizzazioni; possiamo pensare a ciascuna
di esse come al raddoppiamento di una riga e di una colonna, aggiungendo
una X ed una O per formare un “angolo” che occupi un quadratino 2 × 2
della griglia allargata.
Figura 1.5: Una griglia G, una griglia ottenuta da G per una commutazione
(ultime due colonne), e una griglia ottenuta da G per una stabilizzazione (che
coinvolge il quadatino 2× 2 individuato dalla seconda e terza riga e seconda
e terza colonna).
Osservazione 1.2.2. Vedremo per la definizione delle mappe di commutazione
che e` fondamentale l’ipotesi che i due segmenti coinvolti nella mossa di com-
mutazione non abbiano vertici in comune: tuttavia, a livello di diagrammi,
possiamo commutare anche due segmenti le cui proiezioni abbiano un vertice
in comune; supponiamo di voler scambiare due colonne sotto questa condi-
zione: possiamo prima commutare il segmento orizzontale di lunghezza 1 che
le collega fino a raggiungere l’altro estremo di uno dei due segmenti (che a
questo punto avra` a sua volta lunghezza 1) e destabilizzare quel quadrato
2× 2, stabilizzarlo simmetricamente, e ricommutare all’indietro.
Teorema 1.2.3 ([2]; [3], Proposizione 4). Due griglie toroidali rappresentano
lo stesso (tipo topologico di) link (orientato) se e solo se sono connesse da
un numero finito delle mosse C, S e D.
Per la dimostrazione, rimandiamo agli articoli originali; nel seguito, que-
sto teorema sara` utilizzato per legare tra loro proprieta` topologiche di nodi
e proprieta` combinatorie delle relative griglie.
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1.3 Il linguaggio algebrico
La terminologia utilizzata e` simile alla terminologia dell’algebra omologica.
Fissiamo (Λ,≤) gruppo abeliano parzialmente ordinato ed un anello com-
mutativo con unita` R: un R-modulo M si dice Λ-graduato se M =
⊕
λ∈ΛMλ,
dove gli Mλ sono R-sottomoduli; una Λ-gradazione di un anello polino-
miale S = R[U1, . . . , Un] e` una funzione g : {1, . . . , n} → Λ≥0. Definen-
do Sλ = 〈Ud11 · · · · · Udnn |
∑
g(di) = λ〉, abbiamo una Λ-gradazione di S,
S '⊕λ∈Λ Sλ, che inoltre soddisfa A ⊂ S0 e UiSλ ⊂ Sλ+g(i). Un omomorfi-
smo φ : M → N di R-moduli Λ-graduati si dice graduato se esiste δ ∈ Λ tale
che per ogni λ ∈ Λ si abbia φ(Mλ) ⊂ Nλ+δ; δ e` il grado della mappa φ.
Una famiglia di sottomoduli {Mλ}λ∈Λ di un modulo M , indicizzata da un
insieme parzialmente ordinato (Λ,≤), si dice monotona se per ogni λ ≤ λ′
si ha Mλ ⊂ M ′λ (l’inclusione puo` non essere stretta); supponiamo ora che Λ
ammetta un maggiorante comune per ogni coppia di elementi: la famiglia si
dice definitivamente costante se esiste λ tale che Mλ = M . Ricordiamo che
S e` un anello polinomiale su R con una Λ-gradazione: una Λ-filtrazione F di
un S-modulo M e` allora una famiglia monotona e definitivamente costante
{FλM}λ∈Λ di R-sottomoduli tali che UiFλM ⊂ Fλ−g(i)M . Un omomorfismo
filtrato φ : M → N tra moduli filtrati e` un omomorfismo di S-moduli che
preserva la filtrazione, ovvero φ(FλM) ⊂ FλN .
Nel nostro caso, R sara` sempre F2 oppure Z, mentre Λ sara` Z`, con
l’ordine parziale componente per componente, ovvero (ni) ≤ (mi) se e solo
se ni ≤ mi per i = 1, . . . , `.
Un complesso di catene filtrato su S e` un S-modulo Λ-filtrato M con una
gradazione (di R-moduli) M =
⊕
d∈ZMd tale che UiMd ⊂ Md+g(i) per ogni
i ed un S-omomorfismo filtrato ∂, graduato di grado −1, tale che ∂2 = 0,
detto differenziale. Una mappa di catene filtrata (o chain map filtrata) e` un
S-omomorfismo filtrato e graduato φ : M → N di complessi di catene (cioe`
che commuta con i differenziali).
Osservazione 1.3.1. Dimenticandoci per un attimo della filtrazione su M , ci
troviamo in una situazione tipica della topologia algebrica: abbiamo un com-
plesso di catene (M,∂), e ne definiamo l’omologia H∗(M) = ker ∂/ im ∂: que-
st’ultima ha una naturale struttura di modulo graduato, definita daHd(M) =
ker ∂d/ im ∂d+1, dove ∂d = ∂|Md .
Se il complesso e` filtrato, anche i sottomoduli FλM con la restrizione delle
mappe di bordo sono dei complessi di catene, quindi ha senso considerarne




Fissiamo tre mappe di catene filtrate φ, φ1, φ2 : C → D: un’omotopia
filtrata tra φ1 e φ2 e` un omomorfismo filtrato graduato Q : C → D tale che
Q◦∂+∂ ◦Q = φ1−φ2; in tal caso, φ1 e φ2 si dicono filtratamente omotope (o
anche solo omotope, se non c’e` ambiguita`); φ si dice un’equivalenza omotopica
filtrata se esiste ψ : D → C tale che φ ◦ψ e` omotopa a idC e ψ ◦φ e` omotopa
a idD; φ si dice invece quasi-isomorfismo (filtrato) se induce un isomorfismo
(φ∗)λ : H∗(FλC) → H∗(FλD) per ogni λ in Λ. Due complessi di catene
filtrati e graduati C,D si dicono quasi-isomorfi se esiste un terzo complesso
E con due quasi-isomorfismi φ : E → C, ψ : E → D.






dove grλC indica il quoziente FλC/〈FµC|µ < λ〉.
Osservazione 1.3.3. L’oggetto graduato grC e` in realta` un oggetto bigradua-
to, perche´ ha una Z-gradazione proveniente come complesso di catene, ed
una Λ-gradazione proveniente dalla filtrazione. Quando parliamo di bigrada-
zione, metteremo come prima componente la Z-gradazione, e come seconda
componente la Λ-gradazione.






Inoltre un quasi-isomorfismo di complessi φ : C → D induce un isomorfismo
di complessi bigraduati φ∗ : H∗(grC)→ H∗(grD).
1.4 Il complesso di catene (su F2)
In questa sezione associamo ad una griglia toroidale G (che supporremo fis-
sata per tutta la sezione, e di ordine n) un complesso di catene “a meno di
segni”, ovvero su F2.
1.4.1 Il modulo graduato e filtrato
Fissiamo un insieme di indeterminate U1, . . . , Un (ricordiamo che n e` l’ordine
di G, quindi le indeterminate sono in corrispondenza biunivoca con O e X),
e chiamiamo S = F2[U1, . . . , Un].
Chiamiamo S = S(G) l’insieme delle funzioni bigettive tra le circonferenze
verticali e quelle orizzontali, che possiamo pensare geometricamente come
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l’insieme delle n-uple di vertici della griglia tali nessuna circonferenza ne
contenga piu` di uno.
Il complesso C−F2 = C
−
F2(G) associato a G e` l’S-modulo libero su S. Dove
non ci sara` nessuna ambiguita`, ed in particolare in tutta questa sezione,
indicheremo C−F2 con C
−, per alleggerire la notazione.
Su questo complesso definiamo una gradazione ed una filtrazione, tramite
due funzioni, le gradazioni di Alexander e di Maslov.
Dati due insiemi finiti A,B di punti del piano, definiamo I(A,B) come
la cardinalita` delle coppie di punti (a, b) ∈ A × B tali che x(a) < x(b) e
y(a) < y(b), ovvero il numero di coppie (a, b) tali che a e` in basso a sinistra
rispetto a b. Chiamiamo poi J (A,B) = (I(A,B) + I(B,A))/2.
Estendiamo per bilinearita` la funzione J ad una funzione sulle somme
(formali) di sottoinsiemi del piano, e scriveremo J (A) per J (A,A).
Definizione 1.4.1. Definiamo quindi la gradazione di Maslov della griglia
come
M : x 7→ J (x−O) + 1.
A dispetto delle apparenze, la funzione e` ben definita, e non dipende dal
rappresentante planare della griglia toroidale.
Sia ` il numero di componenti del link L associato a G, e denotiamo con
Xi,Oi (per i = 1, . . . , `) l’insieme dei simboli associati all’i-esima componente
di L, e chiamiamo ni la cardinalita` di Xi.
Definizione 1.4.2. Definiamo il filtro di Alexander della griglia come
A : C−(G)→ (1
2
Z)`






− ni − 1
2
.
Anche questa funzione e` ben definita, e non dipende dal rappresentan-
te planare scelto per la griglia toroidale. Inoltre definendo, per λ ∈ Z` il
sottomodulo FλC− come
FλC− = 〈Um11 . . . Umnn x|A(Um11 . . . Umnn x) ≤ λ〉A
otteniamo una Z`-filtrazione nel senso di 1.3: la monotonia della famiglia e`
tautologica; considerando un maggiorante µ per l’insieme {A(x)|x ∈ S} ⊂
Z` e FµC− dimostriamo che la famiglia e` definitivamente costante; inoltre
siccome A(Uix) < A(x) per ogni i otteniamo che l’azione di B rispetta la
filtrazione.
Osservazione 1.4.3. Nel caso dei nodi, ` = 1, quindi la filtrazione di Alexan-
der e` definita da una funzione A a valori interi, che possiamo anche rileggere
come
A : x 7→ 1
2
(J (x−O)− J (x− X)− n+ 1) .
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Estendiamo ora le gradazioni al modulo C−F2 imponendo che la molti-
plicazione per Uj decresca di 2 la gradazione di Maslov, e decresca di 1 la
coordinata corrispondente alla componente del link a cui appartiene Oj nella
gradazione di Alexander.
1.4.2 Il differenziale
Per definire la mappa di bordo ∂−F2 : C
− → C− (dove non ci sara` ambi-
guita`, e in particolare in tutta questa sezione, la indicheremo anche con ∂−),
dobbiamo introdurre qualche nuovo concetto.
Diciamo che un rettangolo r sulla griglia toroidale connette due generatori
x,y ∈ S se questi ultimi coincidono tranne su due circonferenze orizzontali, r
ha come vertici punti di x e y, e se, scelto un rappresentante per la griglia tale
che r sia un rettangolo nel piano, la diagonale crescente di r collega punti di x.
Alternativamente, possiamo dire che r connette x e y se, percorrendo i suoi
lati orizzontali nel verso indotto dall’orientazione di r come sottoinsieme del
toro, partiamo da un vertice di x ed arriviamo ad un vertice di y. Indichiamo
con Rect(x,y) l’insieme dei rettangoli che connettono x e y.
Osservazione 1.4.4. L’insieme Rect(x,y) e` vuoto oppure contiene due ele-
menti.
Ci sono infatti due casi da distinguere:
• se x e y differiscono su tre circonferenze orizzontali, Rect(x,y) = ∅.
• se x e y coincidono tranne su due circonferenze orizzontali, individuano
due rettangoli sul toro; se uno dei lati orizzontali di un rettangolo ha
l’orientazione da x a y, anche il lato orizzontale dell’altro che sta sulla
stessa circonferenza orizzontale ce l’ha, quindi se Rect(x,y) 6= ∅ ha
due elementi.
Un rettangolo r di Rect(x,y) si dice vuoto se Int r ∩ x = ∅ (equiva-
lentemente, se Int r ∩ y = ∅; indichiamo l’insieme dei rettangoli vuoti che
connettono x e y con Rect◦(x,y); definiamo infine Oi(r) = 1 se Oi sta in r,
e 0 altrimenti.
Costruiamo infine l’endomorfismo ∂− nel seguente modo:
∂− : C− → C−







1 . . . U
On(r)
n · y
Proposizione 1.4.5 ([11], Proposizioni 2.7, 2.8). La mappa ∂− e` un diffe-
renziale, preserva la filtrazione di Alexander di C− ed e` una mappa graduata
di grado −1.
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1.5 Il complesso di catene (su Z)
In questa sezione solleveremo il complesso C−F2 ad un complesso C
− a coef-
ficienti in Z: a livello di moduli, C− e` il modulo libero su S, ed e` graduato
e filtrato dalle funzioni A ed M delle definizioni 1.4.1 e 1.4.2. La differenza
sostanziale risiede nella mappa di bordo: cos`ı com’e` definita, ∂−F2 non e` un
differenziale a coefficienti interi: il problema sara` risolto assegnando (in modo
sostanzialmente unico) un segno ad ogni rettangolo di Rect(x,y).
1.5.1 Assegnazioni di segni
Introduciamo una nuova classe di oggetti, che saranno elementi del com-
plesso di catene associato alla decomposizione in celle del toro T 2 data dai
quadratini di lato unitario nel piano.
Definizione 1.5.1. Dati x,y ∈ S, un cammino da x a y e` una curva chiusa
orientata γ fatta di archi di cerchi verticali ed orizzontali i cui angoli sono
punti di x ed y tale che gli archi orizzontali sono orientati da un punto di x ad
uno di y: piu` precisamente, se chiamiamo γα la somma (di catene) dei tratti
orizzontali di γ si ha ∂γα = y−x, dove ∂ e` l’operatore di bordo dell’omologia
singolare e abbiamo interpretato x e y come 0-catene. Chiameremo ∂γα l’α-
bordo di γ. Un dominio da x a y e` una 2-catena il cui bordo e` un cammino
tra x e y: con questa terminologia, un rettangolo in Rect(x,y) e` un dominio
tra x e y. Indichiamo lo spazio dei domini da x a y con pi(x,y). Diremo
infine che un dominio e` un α-ciclo se il suo bordo ha α-bordo nullo.
Dati tre generatori x,y, z ∈ S c’e` una legge di composizione naturale
∗ : pi(x,y)× pi(y, z)→ pi(x, z) data dalla somma di catene.
Un’assegnazione di segni e` una funzione S : ∐x,y∈S Rect◦(x,y) → {±1}
con le seguenti proprieta`:




2 rettangoli distinti tali che r1 ∗ r2 = r′1 ∗ r′2 si abbia
S(r1)S(r2) = −S(r′1)S(r′2);
V: per ogni r1, r2 tali che r1∗r2 e` un anello verticale si ha S(r1)S(r2) = −1;
H: per ogni r1, r2 tali che r1∗r2 e` un anello orizzontale si ha S(r1)S(r2) = 1.
Due assegnazioni di segni S1,S2 si dicono equivalenti se esiste una funzione
f : S → {±1} tale che per ogni x,y ∈ S, per ogni r ∈ Rect◦(x,y) si abbia
S1(r) = f(x)f(y)S2(r).
Proposizione 1.5.2 ([11], Teorema 4.2). Esiste un’assegnazione di segni,
unica a meno di equivalenza.
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La dimostrazione del teorema consiste in un’approfondita analisi delle
casistiche possibili, e si delinea in sei passi:
1. si definisce dapprima un’assegnazione di segni S1c sui rettangoli di
larghezza 1 supportati in un sottoquadrato di lato n− 1;
2. si dimostra che S1c soddisfa una certa proprieta` “universale”;
3. si estende S1c ad un’assegnazione S1 su tutti i rettangoli di larghezza 1;
4. si estende S1 ad una funzione S definita su tutti i rettangoli sul toro,
e che soddisfa Sq e H;
5. si calcola S sui rettangoli supportati nel sottoquadrato iniziale;
6. si dimostra S e` un’assegnazione di segni.
1.5.2 Il differenziale
La definzione del differenziale ricalca quella del differenziale ∂−F2 : fissiamo






S(r)UO1(r)1 . . . UOn(r)n y.
Si dimostrano le seguenti proposizioni:
Proposizione 1.5.3 ([11], Proposizione 4.20). La mappa ∂− e` un differen-
ziale, cioe` ∂− ◦ ∂− = 0. Inoltre, date due assegnazioni di segni S1,S2 e i
due rispettivi differenziali ∂−1 , ∂
−
2 , c’e` un isomorfismo di complessi di catene
graduati filtrati (C−, ∂−1 ) ' (C−, ∂−2 ).
In particolare, grazie a questa proposizione possiamo parlare del com-
plesso (C−, ∂−) associato ad una griglia, senza preoccuparci della scelta
dell’assegnazione di segni.
Proposizione 1.5.4 ([11], Proposizione 4.21). La moltiplicazione per Ui e`
omotopicamente equivalente alla moltiplicazione per Uj se Oi e Oj apparten-
gono alla stessa componente del link associato a G.
Grazie a questa proposizione, in analogia con il caso su F2, l’omologia del
complesso eredita una struttura di Z[U1, . . . , U`]-modulo.
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1.6 Invarianza topologica
Uno dei risultati fondamentali sull’omologia di Heegaard-Floer combinatoria
e` il seguente teorema:
Teorema 1.6.1 ([11], Teorema 1.2). Sia G un diagramma toroidale associato
ad un link orientato L in S3, con ` componenti. Numeriamo gli elementi di
O in modo che O1, . . . , O` appartengano ciascuno ad una diversa componente
di L. Allora il tipo di quasi-isomorfismo del complesso filtrato (C−(G), ∂−)
su R[U1, . . . , U`] e` un invariante di L per R = F2,Z.
Osservazione 1.6.2. Una conseguenza immediata del teorema appena citato
e` il fatto che l’omologia HF−(G) e` un invariante del link associato a G: va
tuttavia sottolineato che non c’e` un isomorfismo canonico tra due diagrammi
che rappresentino lo stesso nodo.
La dimostrazione si basa sul teorema 1.2.3, che la riconduce ad un’analisi
delle casistiche possibili: per ciascuna di queste mosse (nelle sue varianti) si
costruisce un’equivalenza omotopica tra il complesso associato a G e quel-
lo associato a G′, ottenuto da G tramite una delle tre mosse coinvolte nel
teorema.
Osservazione 1.6.3. Sia la gradazione di Maslov sia la mappa di bordo del
complesso C− sono definite nei soli termini di O, quindi l’omologia del com-
plesso (C−(G), ∂−) non e` un oggetto interessante: cambiando le posizioni
degli elementi di X i gruppi H−(G) rimangono invariati; e` sufficiente sce-
gliere le posizioni delle X di modo che rappresentino il diagramma del nodo
banale (ad esempio, una X sotto ogni O), e sfruttando l’invarianza topologica
possiamo fare i calcoli sul diagramma 2 × 2 che rappresenta il nodo banale,
GU . Qui ricaviamo che H
−
R (GU) = R[U ] per R = F2,Z (vedi 1.8).
La posizione delle X (insieme a quella delle O) determina pero` la filtra-
zione di Alexander.
Questa osservazione ci porta a considerare un altro oggetto che si definisce
in maniera naturale da questi dati, ovvero l’oggetto graduato CK− associato
a C− (rispetto alla filtrazione indotta da A), e la sua omologia HK−.
Teorema 1.6.4 ([10]). Il complesso filtrato C−(G) e` quasi isomorfo al com-
plesso CF−(S3) con la filtrazione indotta da K.
In particolare, l’omologia dell’oggetto graduato associato a CF−(S3), che
si indica con HFK−(S3, K), e` isomorfa a HK−(G).
Osservazione 1.6.5. Dall’osservazione 1.6.2, segue immediatamente che l’iso-
morfismo di cui si parla nel teorema non e` canonico.
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L’omologia di Heegaard-Floer e` definita geometricamente, in modo molto
tecnico e difficile da calcolare. Il teorema 1.6.4 si puo` quindi considerare come
una versione elementare della definizione dell’omologia di Heegaard-Floer dei
nodi, mentre il teorema 1.6.1 da` una dimostrazione puramente combinatoria
della sua invarianza topologica.
Inoltre, per il differenziale gr ∂− del complesso graduato c’e` una definizio-
ne semplice, del tutto analoga a quella di ∂−: per semplificare la notazione,
indichiamo con Rect◦X(x,y) l’insieme dei rettangoli vuoti che connettono x







S(r)UO1(r)1 . . . UOn(r)n y.
L’omologia del complesso C− e` difficile da calcolare, e vedremo che non
e` finitamente generata su F2 o su Z: esistono altri complessi associati a
C− che ne´ diminuiscono la complessita` computazionale, le cui omologie sono
comunque oggetti interessanti, e sono i complessi C˜ e Ĉ.
Il complesso Ĉ e` definito come il complesso C−/{Ui = 0}i=1,...,`, dove si
suppone che i primi ` elementi di O appartengano a componenti distinte di
del link associato a G. Indichiamo con ĈK l’oggetto graduato associato e
con ĤK la sua omologia, a cui spesso ci riferiremo come “complesso ridotto”.
Quest’ultima e` finitamente generata come F2 o Z-modulo: basta osservare
che la moltiplicazione per Uj e` zero in omologia per ogni j (grazie a 1.5.4),
e quindi l’omologia e` generata dalle classi dei generatori in S. Ritorneremo
piu` approfonditamente sul complesso ridotto nella prossima sezione.
Nel seguito della sezione, faremo una digressione sulle mappe coinvol-
te nella dimostrazione del teorema 1.6.1, che si rivelera` utile nel prossimo
capitolo: siccome tutte le idee delle costruzioni sono contenute nel caso a
coefficienti in F2, daremo tutto a meno di segni.
Inoltre, nelle dimostrazioni del prossimo capitolo, scopriremo che effetti-
vamente i segni non intervengono in maniera essenziale nelle dimostrazioni,
e possono essere “trattati separatamente”.
1.6.1 Mappe di commutazione
Vogliamo costruire un quasi-isomorfismo di complessi C = C−(G), C ′ =
C−(G′) associati a due diagrammi G,G′ che differiscono per una mossa di
commutazione. Consideriamo solo il caso di una mossa di commutazione di
due righe: la commutazione di due colonne e` simmetrica e del tutto analoga
a questa.
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E` utile deformare i due diagrammi “spostando” i simboli X,O coinvol-
ti nella commutazione sulla stessa riga, e “storcendo” le due circonferenze
che li separano (vedi figura 1.6): questo ci permette di visualizzare G,G′
sovrapposti nello stesso quadrato.
Chiamiamo β, β′ le due circonferenze orizzontali che separano le due righe
commutate nei due diagrammi, e chiamiamo a, b i loro due punti di inter-
sezione (e possiamo supporre che nessuno dei due stia su una circonferenza
non deformata della griglia), come in figura.
Dati x ∈ S,x′ ∈ S′, costruiamo l’insieme Pentββ′(x,x′) in analogia con
Rect: questo insieme e` vuoto a meno che x,x′ non differiscano per esatta-
mente due punti; in questo caso, e` l’insieme dei pentagoni acutangoli con lati
su circonferenze verticali, orizzontali, su β e β′ tali che, con l’orientazione
indotta sul bordo dall’orientazione del toro, partiamo dal punto di x su β,
percorriamo un arco verticale, incontriamo un punto di y, percorriamo un
arco orizzontale fino ad un altro punto di x, poi un arco verticale fino ad un
punto di y e poi arriviamo ad una delle due intersezioni di β con β′. Dicia-
mo che un pentagono e` vuoto, e scriveremo Pent◦ββ′(x,x
′) per l’insieme dei
pentagoni vuoti in Pentββ′(x,x
′), se non contiene altri punti di x (o x′), e
scriveremo Pent◦ββ′;X(x,x
′) per i pentagoni che non contengono neanche punti
di X. Osserviamo che, per definizione, uno dei due punti di intersezione di
β e β′ (che chiamiamo a) e` vertice dei pentagoni di Pentββ′(x,x′), mentre
l’altro (che chiamiamo b) e` vertice dei pentagoni di Pentβ′β(x
′,x).
Figura 1.6: Le due circonferenze orizzontali deformate sono β (tratto conti-
nuo) e β′ (tratteggiata). I pallini neri sono i punti di x, quelli bianchi di x′,
e l’area grigia e` un pentagono in Pent◦ββ′;X(x,x
′).
Estendiamo ora le funzioni Oi a funzioni su Pentββ′(x,x
′), sempre con-
tando se il punto Oi appartiene o meno all’interno del pentagono: Oi(p) e`
quindi 0 se Oi non appartiene a p, e 1 altrimenti.
Definiamo ora la mappa di commutazione:










1 . . . U
On(p)
n · x′.
Si dimostra la seguente proposizione:
18
Proposizione 1.6.6 ([11], Proposizione 3.2). La mappa Φββ′ e` un quasi-
isomorfismo di complessi filtrati graduati.
La mappa Φββ′ induce una mappa gr Φββ′ : grC → grC ′ tra gli oggetti
graduati associati a C,C ′: questa, come nel caso della mappa di bordo, si
descrive esplicitamente:










1 . . . U
On(p)
n · x′.
Grazie alla proposizione appena enunciata, la mappa gr Φββ′ induce un
isomorfismo nell’omologia degli oggetti graduati.
1.6.2 Mappe di stabilizzazione
Supponiamo di avere un diagramma G di ordine n − 1, e un diagramma
stabilizzato G′ di ordine n: per chiarezza, diciamo i simboli che abbiamo
cancellato, destabilizzando da G′ a G, siano Xn, On, e supponiamo anche che
in G′ il simbolo On sia immediatamente sopra Xn e a lato di Xn−1; l’analisi
degli altri casi possibili e` un immediato adattamento di quello che tratteremo.
Come prima, chiamiamo C,C ′ i due complessi associati a G e G′, con
mappe di bordo ∂, ∂′ rispettivamente, e indichiamo con C[Un] il modulo
C⊗Z[U1,...,Un−1]Z[U1, . . . , Un], e chiamiamo M il mapping cylinder della mappa
Un−1 − Un : C[Un] → C[Un]: si tratta del modulo C[Un] ⊕ C[Un] con il
differenziale ∂M definito da:
∂M : (a, b) 7→ (∂a, (Un−1 − Un)a− ∂b).
Dimostreremo che i complessi C,C ′ sono quasi-isomorfi dimostrando che
ciascuno dei due e` quasi-isomorfo a M .
Chiamiamo L = C[Un]⊕0 ed R = 0⊕C[Un]: dotiamo R della gradazione
di Maslov e della filtrazione di Alexander indotte dall’identificazione C[Un] '
R, ed L di quelle indotte da C[Un] ' L entrambe diminuite di 1; infine diamo
a M la gradazione Md = Ld ⊕Rd e della filtrazione FsM = FsL ⊕ FsR: in
questo modo (M,∂M) ha una struttura di Z[U1, . . . , Un]-complesso filtrato e
graduato.
Lemma 1.6.7 ([11], Lemma 3.3). La mappa M → C definita da (a, b) 7→
b˜ = b|Un=Un−1 che associa ad (a, b) l’elemento b˜ ottenuto sostituendo Un−1
all’indeterminata Un in b e` un quasi-isomorfismo.
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Chiamiamo ora On−1 il simbolo nel diagramma G che compare nella stes-
sa colonna di Xn−1, α0 la circonferenza orizzontale che separa Xn da On, β0
quella verticale immediatamente a sinistra di On, e x0 il loro punto d’inter-
sezione. La stabilizzazione di G da` una corrispondenza biunivoca naturale
tra S e l’insieme I ⊂ S′ degli elementi x′ di S′ che contengono x0, e questa
corrispondenza ha grado di Maslov −1 e decresce anche la funzione A di
1. Allo stesso modo, per gli altri tipi di stabilizzazione, individuiamo una
circonferenza verticale ed una orizzontale che caratterizzano la stabilizzazio-
ne: quella orizzontale separa i due simboli aggiunti, e quella verticale e` il
bordo sinistro della colonna che li contiene, se il simbolo X aggiunto sta
sotto il simbolo O, e quello destro altrimenti; il loro punto d’intersezione da`
l’immersione S→ S′.
Definizione 1.6.8. La molteplicita` di Oi in un dominio p (vedi definizione
1.5.1), che indichiamo con Oi(p), e` la molteplicita` locale di p in Oi.
Osserviamo che se p e` un rettangolo, allora p ∈ Rect(x,y), e la moltepli-
cita` Oi(p) coincide con la funzione Oi definita precedentemente.
Definizione 1.6.9. Siano ora x ∈ S′ e y ∈ I ⊂ S′. Un dominio p ∈ pi(x,y)
si dice di tipo L (rispettivamente, di tipo R), ed in tal caso si scrivera` p ∈
piL(x,y) (risp. p ∈ piR(x,y)), se:
• p ha molteplicita` locali non-negative (per ogni 2-cella);
• per ogni punto c di x,y diverso da x0, almeno tre dei quattro quadrati
che hanno per vertice c hanno molteplicita` 0;
• ∂p e` connesso;
• tre dei quattro quadrati che hanno per vertice x0 hanno la stessa mol-
teplicita` k, e il quadrato in basso a sinistra ha molteplicita` k− 1 (risp.
il quadrato in basso a destra ha molteplicita` k + 1).
Poniamo poi che la catena 0 sia di tipo L.
Un elemento di piF (x,y) = piL(x,y)∪piR(x,y) sara` un dominio di tipo F .
Definiamo ora due mappe FL : C ′ → L, FR : C ′ → R sfruttando
implicitamente le identificazioni L ' C[Un], R ' C[Un]:







1 · · · · · UOn−1(p)n−1 · y;







1 · · · · · UOn−1(p)n−1 · y.
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Proposizione 1.6.10 ([11], Proposizione 3.8). La mappa F = (FL, FR) :
C ′ →M ' L⊕R e` un quasi-isomorfismo di complessi di catene filtrati.
La mappa F induce una mappa grF = (grFL, grFR) tra gli oggetti
graduati associati a C ′ ed M , le cui componenti si possono scrivere:







1 · · · · · UOn−1(p)n−1 · y;







1 · · · · · UOn−1(p)n−1 · y,
in cui abbiamo indicato con piLX(x,y) e pi
R
X (x,y) i sottoinsiemi di pi
L(x,y)
e piR(x,y) dei domini p con molteplicita` Xi(p) = 0 per ogni indice i < n.
1.7 Il complesso ridotto
Nella sezione precedente abbiamo introdotto un complesso piu` semplice, ri-
dotto, associato ad una griglia (fissata) G, cioe` Ĉ = Ĉ(G). Supponiamo ora
che G rappresenti un nodo. Abbiamo introdotto questo complesso come quo-
ziente del complesso C− = C−(G), con proiezione pi : C− → Ĉ, ma possiamo
anche vederlo come sottocomplesso tramite l’inclusione
ι : [Um22 . . . U
mn
n · x] 7→ Um22 . . . Umnn · x :
e` facile verificare che pi ◦ ι : Ĉ → Ĉ e` un isomorfismo di complessi filtrati.
Proposizione 1.7.1. Come sottocomplesso di H− = H−(G), Ĥ = Ĥ(G) e`
il nucleo della moltiplicazione per U .
Dimostrazione. Il complesso Ĥ e` un sottocomplesso di H−, perche´ ι∗ e` iniet-
tiva: infatti (pi ◦ ι)∗ = id∗, e quindi ι∗ e` iniettiva (e pi∗ suriettiva). Inol-
tre U1 · Ĉ = 0, nel senso che pi(U1Ĉ) = 0, quindi siccome (·U1)∗ = ·U ,
Ĥ = ker(·U).
Quindi Ĥ e` un invariante del link associato a G; in realta` c’e` un enunciato
piu` preciso:
Teorema 1.7.2 ([11]). Il tipo di quasi-isomorfismo di Ĉ(G) e` un invariante
del link associato a G.
In particolare, l’omologia ĤK(G) dell’oggetto graduato associato e` anco-
ra un invariante di nodi: vedremo che ha molte simmetrie, si comporta bene
rispetto alle operazioni sui nodi, e determina il polinomio di Alexander del
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nodo associato a G. Tutti i risultati enunciati e dimostrati nelle sottosezioni
1 e 3 si estendono al caso dei link (vedi [11]), ma per chiarezza espositiva ci
restringeremo al caso dei nodi.
Abbiamo ritenuto opportuno inserire qui la definizione dell’invariante τ ,
immediatamente dopo l’introduzione dei concetti utili per dimostrarne alcune
proprieta` (seguendo [20]).
1.7.1 Simmetrie
In questa sottosezione ci occuperemo delle relazioni tra l’omologia ĤK di
un nodo orientato K, del nodo con l’orientazione opposta −K e del mir-
ror m(K); l’ultima proposizione riguardera` invece una simmetria interna ad
ĤK stesso: queste proprieta` sono il riflesso delle simmetrie del polinomio di
Alexander, il cui legame con l’omologia ridotta sara` spiegato nella prossima
sottosezione.
D’ora in poi fissiamo un nodo K ed una griglia G di ordine n che lo
rappresenta.
Proposizione 1.7.3. Se G′ e` una griglia che rappresenta il nodo −K, allora
C−(G′) e` quasi-isomorfo a C−(G).
Dimostrazione (su F2). Chiamiamo D la proiezione (non orientata) associa-
ta a G: la riflessione Dy del mirror di D (cioe` la riflessione con gli incroci
scambiati) rispetto all’asse y e` isotopa alla proiezione associata alla griglia
G− ottenuta riflettendo G rispetto alla retta {x = y}, perche´ entrambe le
trasformazioni sono riflessioni e quindi differiscono per una rotazione; inoltre
la rotazione per cui differiscono e` di 90◦, quindi scambia segmenti verticali ed
orizzontali, e quindi conserva le informazioni sugli incroci dei due diagrammi
riflessi. Entrambe rappresentano K come nodo non orientato, perche´ Dy e` la
proiezione sul piano xy del nodo ottenuto ruotando K di 180◦ intorno all’asse
y. Quindi il nodo associato a G− e` isotopo al nodo associato G, ma con l’o-
rientazione invertita: la simmetria rispetto all’asse y conserva l’orientazione
dei segmenti verticali (dalle X alle O), ma nella griglia G− questi segmenti
sono quelli orizzontali, e le orientazioni dei segmenti orizzontali vanno dalle
O alle X.
Se G′ e` un’altra griglia che rappresenta −K, allora C−(G′) e` quasi-
isomorfo a C−(G−), quindi possiamo suppore G′ = G−.
La simmetria rispetto a {x = y} che porta G in G′ induce una bigezione
φ : S → S′ e una bigezione tra i rettangoli che preserva la gradazione,
la filtrazione (perche´ il punto p sta in basso a sinistra rispetto a q se e
solo se il simmetrico di p sta in basso a sinistra del simmetrico di q) e le
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diagonali crescenti, quindi l’isomorfismo C−(G) → C−(G′) che estende φ e`
un quasi-isomorfismo di complessi.
Proposizione 1.7.4. Per ogni grado di Maslov d e livello di Alexander s si
ha
ĤKd(G; s) ' ĤKd−2s(G;−s).
Per dimostrarlo, introduciamo il complesso ausiliario C˜, definito ponendo
U1 = U2 = · · · = Un = 0 nel complesso C−. Il bordo ∂˜ di C˜ conta i rettangoli
vuoti che non contengono ne´ X ne´ O. L’omologia H˜K dell’oggetto graduato
associato a C˜ e` completamente determinata da ĤK:
Proposizione 1.7.5 ([11], Lemma 4.22).
H˜K(G) = ĤK(G)⊗ V ⊗n−1,
dove V e` il modulo bigraduato su due generatori di bigrado (0, 0) e (−1,−1),
e il prodotto tensore e` preso in senso bigraduato.
Dimostrazione (1.7.4). Consideriamo il diagramma G′ ottenuto scambiando
i due insiemi X e O in G: questo e` un diagramma per il nodo −K. Il
complesso C˜K
′
associato a G′ ha gli stessi generatori, lo stesso differenziale
(perche´ in ∂˜ i ruoli di X e O sono simmetrici) ma ha una diversa bigradazione,
che indichiamo con M ′, A′. Per definizione,
M ′ = M − 2A− n+ 1
A′ = −A− n+ 1.
Quindi H˜Kd−2s−n+1(G′;−s − n + 1) ' H˜Kd(G; s): per induzione su d ed s
si conclude, assieme alla proposizione 1.7.5 e al fatto che l’omologia ĤK e`
invariante per inversione di orientazione, che ĤKd(G; s) ' ĤKd−2s(G;−s).
Concludiamo infine con la relazione tra l’omologia del nodo K e quella
del suo mirror m(K).
Proposizione 1.7.6. Chiamiamo Gm una griglia associata al nodo m(K).
Allora per ogni s, d si ha:




Il membro destro dell’ultima equazione e` la coomologia di ĈK, cioe` l’omo-
logia del complesso duale (ĈK
d
(s), δ) = (HomR(ĈKd(s), R), (gr ∂̂)
∗)1, dove
R e` Z o F2 a seconda che consideriamo la teoria a coefficienti interi o quella
a meno di segni. In particolare, nel secondo caso, siccome F2 e` un campo
l’omologia e` isomorfa alla coomologia, quindi come spazi vettoriali abbiamo
anche degli isomorfismi (non canonici)
ĤKd(G; s) ' ĤK2s−d(Gm; s),
ed in particolare le dimensioni delle due componenti bigraduate sono uguali.
Nel primo caso, invece, ovvero a coefficienti in Z, l’omologia determina la
coomologia a meno di torsione: tuttavia il rango di ĤKd(G, s) e` uguale al
rango di ĤK
d
(G; s) per ogni d ed s, quindi otteniamo
rk ĤKd(G; s) = rk ĤK2s−d(Gm; s),
Dimostrazione. La griglia Gm e` combinatorialmente equivalente alla griglia
G′ ottenuta ruotando G di 90◦ in senso orario: se disegniamo la proiezione
del nodo associato a G′ e lo ruotiamo di 90◦ in senso antiorario, questa
va a sovrapporsi alla proiezione del nodo associato a G (cioe` K), ma con gli
incroci scambiati, perche´ la prima rotazione ha scambiato i segmenti verticali
e orizzontali (e quindi ha invertito gli incroci).
Quindi possiamo supporre Gm = G
′: chiamiamo S = S(G),Sm = S(Gm),
e Am,Mm il livello di Alexander e la gradazione di Maslov su Sm. La rotazione
di 90◦ induce due bigezioni ρ : [0, n)2 → [0, n)2 e φ : S → Sm; quet’ultima
associa al generatore {(xi, yi)} il generatore (sul toro) {(yi,−xi)}: vogliamo
capire le relazioni tra Am(φ(x)) e A(x) e tra Mm(φ(x)) e M(x).
Consideriamo, ad esempio, I(ρ(p), φ(x)): se p = (x0, y0) e` un punto di
x, allora I(ρ(p), φ(x)) = x0 − I(p,x), perche´ gli x0 punti di x che stanno
a sinistra di p o stanno sotto p o vengono mandati da ρ in un punto che
sta in basso a sinistra di ρ(p); sommando su tutti i punti di x si ottiene
I(φ(x), φ(x)) = (n− 1)(n− 2)/2− I(x,x). Allo stesso modo, si ricavano le
relazioni
I(φ(O), φ(O)) = (n− 1)(n− 2)/2− I(O,O)
I(φ(X), φ(X)) = (n− 1)(n− 2)/2− I(X,X)
J (φ(x), φ(O)) = (n− 1)(n− 2)/2− J (x,O)
J (φ(x), φ(X)) = (n− 1)(n− 2)/2− J (x,X),
quindi Am(φ(x)) = −A(x) e Mm(φ(x)) = −M(x).
Se ora componiamo φ(x) con la bigezione S′ → (S′)∗ che manda un
generatore x′ nell’elemento della base duale (x′)∗ valutato su x′ fa 1 e su
1Qui indichiamo con l’asterisco in alto la mappa trasposta.
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ogni altro generatore y′ di S′ fa 0, estendendo per linearita` otteniamo un
isomorfismo di complessi ĈK → (ĈK ′)∗.
Infine, sfruttando la simmetria della proposizione 1.7.4, otteniamo la tesi.
1.7.2 L’invariante τ
Dai due complessi C− e Ĉ che abbiamo costruito possiamo ricavare degli
invarianti numerici. Uno in particolare, l’invariante τ di cui parleremo, e`
molto discusso in letteratura [17, 22]: vedremo che e` limitato dal genere del
nodo, dal genere slice, e limita in modo naturale gli invarianti classici dei
rappresentanti legendriani di un nodo fissato. Quest’ultima disuguaglianza,
chiamata disuguaglianza di Thurston-Bennequin, seguira` dalle costruzioni
che faremo nel prossimo capitolo.
Diamo una prima definizione di τ : consideriamo un nodo K e una griglia
G che lo rappresenta. Ricordiamo che su C−(G) abbiamo una filtrazione,
che discende ad una filtrazione F̂ su Ĉ(G).
Definizione 1.7.7. Chiamiamo τ(K) il minimo intero m per cui la mappa
indotta in omologia dall’inclusione ιm : F̂mĈ(G)→ Ĉ(G) e` non banale.
La definizione dipende apparentemente da G, ma l’invarianza topologica
del tipo di quasi-isomorfismo di Ĉ elimina questa dipendenza.
Possiamo dare un’altra definizione di τ (vedi [20]):
Lemma 1.7.8. τ(m(K)) = max
{
A(ξ) | ξ ∈ HFK−(K), Udξ 6= 0∀d}
Prima di passare alla dimostrazione, definiamo una quantita` ausiliaria, τ˜ ,
definita esattamente come τ , solo che a partire dal complesso C˜, che eredita
da C− una filtrazione F˜ .
Definizione 1.7.9. Chiamiamo τ˜(G) il minimo intero m per cui la mappa
indotta in omologia dall’inclusione ι˜m : F˜mC˜(G)→ C˜(G) non e` banale.
Osserviamo che, per il lemma 1.7.5, si ha che τ˜(G) = τ(K)− n+ 1, dove
n e` l’ordine di G: quindi τ˜ non e` un invariante di nodi, ma dipende dalla
griglia G scelta, o piu` precisamente dall’ordine della griglia. Inoltre, nella
dimostrazione, chiamiamo
τ ′(K) = max
{
A(ξ) | ξ ∈ HFK−(K), Udξ 6= 0∀d} :
la tesi diventa quindi τ ′(K) = τ(m(K)).
Dimostrazione del lemma 1.7.8. Costruiamo dei complessi ausiliari, uno Z[U ]-
modulo C ′ con una filtrazione (crescente) F ′s e la famiglia di sottocomplessi
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{C˜≥s} di C˜, con C˜≥s generato dagli elementi di grado di Alexander maggio-
re o uguale ad s. Costruiremo dei moduli C ′(s) associati alla filtrazione, e
isomorfismi di complessi φs : C
′(s)→ C˜≥s, e dimostreremo che la moltiplica-
zione per U in C ′ corrisponde (tramite le φs) all’inclusione dei sottocomplessi
in C˜.
Piu` nel dettaglio, definiamo
C ′ = C− ⊗Z[U1,...,Un] Z[U ],
F ′sC ′ = 〈Umx | A(x)−m ≤ s〉Z
C ′(s) = 〈Umx | A(x)−m = s〉Z,
dove facciamo agire Ui come U per ogni i. Osserviamo che C
′(s) e` isomor-
fo alla componente di grado s dell’oggetto bigraduato associato a C ′ tra-
mite la composizione dell’inclusione C ′(s) ↪→ F ′sC ′ con la proiezione sulla
s-componente dell’oggetto bigraduato. Tramite questo isomorfismo, C ′(s)
eredita un bordo, ed e` quindi un complesso la cui omologia e` l’omologia
dell’oggetto graduato associato a C ′. Come per la proposizione 1.7.5, si
ha che H∗(C ′) = HK−(G) ⊗ V ⊗n−1 (vedi [11], proposizione 4.22 e relativa
dimostrazione), quindi
τ ′(K) = max
{










La mappa φs : C
′(s) → C˜≥s definita come Umx 7→ x e` un isomorfismo di








C ′(s− 1) φs−1 // C˜≥s−1,
dove abbiamo indicato con ι˜s l’inclusione. Un elemento di HK
− e` di U -
torsione se e solo se la sua immagine tramite (φs)∗ e` nulla nel limite diretto
delle omologie dei C˜≥t: quest’ultima e` l’omologia del limite diretto, cioe` di
C˜; chiamiamo jt : C˜≥t → C˜ le inclusioni; ξ ∈ H∗(C ′(s)) non e` di U -torsione
se e solo se l’inclusione (js)∗ : H∗(C˜≥s) → H∗(C˜) non annulla (φs)∗ξ (e in
particolare js non e` banale).
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Ora consideriamo il diagramma G′ per −K ottenuto scambiando le X e
le O: come per la dimostrazione 1.7.4, chiamiamo A′ la funzione che da` la
filtrazione di Alexander per G′, che soddisfa A′(x) = −A(x)− n+ 1. Quindi
C˜, con la filtrazione data dai C˜≥s, ha lo stesso tipo di omotopia filtrato di
C˜(G′) con la filtrazione F˜ (a meno di uno shift della filtrazione), quindi,
poiche´ tensorizzare con V non aumenta nessuno dei due gradi, il massimo
s per cui l’inclusione js e` non banale e` il minimo m per cui l’inclusione ιm
non e` banale: ovvero τ ′(K) = −τ˜(−K) − n + 1 = −τ(−K). Inoltre, per
le relazioni tra ĤK(K) e ĤK(m(K)) della sezione precedente, τ(m(K)) =
−τ(K) e, per le relazioni tra ĤK(K) e ĤK(−K), τ(K) = τ(−K), quindi
τ(m(K)) = τ ′(K).
Concludiamo la sottosezione enunciando due risultati di stampo piu` “to-
pologico” su τ : ricordiamo prima che il genere g(K) di un nodo K e` il minimo
genere di una superficie di Seifert per K, mentre il genere slice g∗(K) e` il
minimo genere di una superficie in D4 che borda K ⊂ S3 = ∂D4.
Teorema 1.7.10 ([18]). Per ogni nodo K, τ(K) ≤ g(K).
Teorema 1.7.11 ([17]). Per ogni nodo K, τ(K) ≤ g∗(K).
1.7.3 Il polinomio di Alexander
Nelle sezioni precedenti abbiamo trattato moduli graduati e filtrati e moduli
bigraduati: da un modulo bigraduato vogliamo ottenere un polinomio:
Definizione 1.7.12. Dati uno Z-complesso bigraduato C =
⊕
d,sCd(s) e un’in-
determinata t, chiamiamo caratteristica di Eulero bigraduata del complesso





L’omologia ridotta ĤK e` legata al polinomio di Alexander dal seguente
teorema:
Teorema 1.7.13. Data una griglia G che rappresenta K,
∆A(K; t) = ±χ(ĤK(G); t).
Prima di dare la dimostrazione, introduciamo una tecnica di calcolo del
polinomio di Alexander, detta calcolo differenziale libero, dovuta a Fox [6, 9].
Dato un nodo K ⊂ S3, chiamiamo X = S3 \ K il suo complementare, e
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consideriamo una presentazione pi1(X) = 〈x1, . . . , xn | r1, . . . , rm〉 del gruppo
del nodo; chiamiamo F il gruppo libero generato da x1, . . . , xn. Osserviamo
che m dev’essere almeno n− 1, perche´ l’abelianizzato di pi1(X) e` H1(X), che
per dualita` di Alexander e` libero su un generatore α; chiamiamo a la mappa
pi1(X)→ H1(X). Lavoriamo nell’anello gruppo Z[F ], definendo una derivata
libera ∂/∂xi rispetto ai generatori xi: questa e` un operatore Z-lineare, definito

















A partire dalla presentazione del gruppo del nodo, costruiamo la matrice
∂ri/∂xj delle derivate libere delle relazioni, e per ogni j sostituiamo t
bj a xj,
dove a(xj) = bjα ∈ H1(X): chiamiamo J la matrice cos`ı ottenuta.
Proposizione 1.7.14. Il polinomio di Alexander genera l’ideale di Z[t, t−1]
generato dai minori n− 1× n− 1 della matrice J .
Data una griglia G di ordine n, costruiamo una presentazione del gruppo
fondamentale del complementare del nodo K associato. Consideriamo n ge-
neratori x1, . . . , xn: pensiamo ad xi come un laccio nel gruppo fondamentale
del complementare del nodo che fa un giro intorno al segmento verticale della
griglia nella i-esima colonna, attraversando il foglio da sopra, a sinistra del
segmento e riemergendone a destra del segmento. Consideriamo poi le parole
r1, . . . , rn−1 formate in questo modo: se il segmento orizzontale con y = n−k
della griglia planare incontra, da sinistra a destra, i generatori xi1 , . . . , xih ,
chiamiamo rk = xi1xi2 . . . xih ; nel gruppo fondamentale, ri corrisponde ad un
laccio che si infila sotto il foglio a sinistra della griglia, la attraversa all’al-
tezza di y = n − k, e riemerge dal foglio a destra della griglia (ed e` quindi
omotopicamente banale). Questo ci dice che il gruppo del nodo si mappa
suriettivamente su 〈xj | ri〉.
Lemma 1.7.15 ([13]). 〈xj | ri〉 e` una presentazione per il gruppo di K.
La presentazione che otteniamo e` piuttosto grande, nonostante abbia il
minimo numero di relazioni possibili rispetto al numero di generatori (ad
esempio, tutti i nodi torali hanno una presentazione con due generatori e
una relazione, mentre nessuno, tranne il nodo banale, ha una griglia di ordine
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minore di 5). Ha pero` alcune proprieta` che semplificano i calcoli: in ciascuna
relazione ogni generatore compare con esponente positivo, e ci compare una
sola volta: di conseguenza la derivata libera ∂ri/∂xj di una relazione ri e`
0 se xj non compare in ri, mentre se ri si scrive come uxjv, la derivata e`
u; inoltre, i valori bj degli esponenti possono essere solo ±1, perche´ ciascun
generatore e` un meridiano per il nodo, e quindi a(xj) genera H1(X) per ogni
j; inoltre il segno dipende solo dall’orientazione del segmento verticale: i
segmenti verticali corrispondenti a xi e xj hanno orientazioni opposte se e
solo se bi e bj sono opposti, e questo determina i segni a meno di un segno ±1
globale, che dipende dalla scelta del generatore α, ed e` comunque ininfluente,
vista (a posteriori) la simmetria del polinomio di Alexander.
Esempio 1.7.16. Consideriamo la griglia del nodo trifoglio in figura: i 5 ge-
neratori x1, . . . , x5 soddisfano le 4 relazioni x3x5, x2x3x4x5, x1x2x4x5, x1x4.







0 0 1 0 x3
0 1 x2 x2x3 x2x3x4
1 x1 0 x1x2 x1x2x4
1 0 0 x1 0
 .
Scegliamo di assegnare il segno +1 a bj se il segmento verticale corrispon-
dente punta verso l’alto, e sostituiamo nella matrice, ottenendo:
J =

0 0 1 0 t
0 1 t 1 t−1
1 t 0 t2 t
1 0 0 t 0
 .
Entrambi i minori sono (a meno di invertibili) t− 1 + t−1, che e` il polinomio
di Alexander del nodo trifoglio.
Passiamo ora a dimostrare la proposizione 1.7.14.
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Dimostrazione (1.7.14). Consideriamo la matrice W = (wij)i,j=1,...,n a coef-
ficienti in Z[t, t−1] definita da mij = tw(n−i,j−1), dove w(x, y) e` l’indice di
avvolgimento della proiezione associata a G intorno al punto (x, y): osser-
viamo che w e` ben definito per tutti i punti considerati, perche´ i punti di X
e O sono a coordinate semi-intere. Possiamo visualizzare M su G, semplice-
mente mettendo su ogni vertice (esclusi quelli della prima riga e dell’ultima
colonna) della griglia l’indice di avvolgimento del nodo intorno a lui2.
Vogliamo dimostrare che il determinante di W e` la caratteristica bigra-
duata di H˜K(G): ci servono due lemmi sul grado di Maslov M e sulla
funzione A che da` la filtrazione di Alexander.
Lemma 1.7.17. La parita` del grado di Maslov di un generatore x e`, a meno
di un segno globale, la parita` della permutazione corrispondente a x.
Dimostrazione. Siccome Sn e` generato dalle trasposizioni (k, k + 1) basta
considerare la differenza M(x)−M(x′) dove x− x′ differiscono solo su due
colonne consecutive, la k-esima e la (k + 1)-esima; chiamiamo xk (risp. x
′
k)
il punto di x (risp. x′) nella k-esima colonna, e xk+1 (risp. x′k+1) quello nella
successiva. O xk si trova in basso a sinistra di xk+1 o x
′
k si trova in basso a
sinistra di x′k+1: in entrambi i casi, |J (x,x)− J (x′,x′)| = 1, perche´ i punti
di x (quelli dalla (k+ 2)-esima in poi) in alto a destra di xk (risp. xk+1) sono
in alto a destra di x′k+1 (risp. x
′
k).
Distinguiamo ora due casi, a seconda che Ok stia nel rettangolo r indi-
viduato nel piano da x e x′ o meno: gli altri Oj vedono lo stesso numero
di punti di x in basso a sinistra. Se Ok sta in r, |J (O,x) − J (O,x′)| = 2,
perche´ in un caso Ok vede un punto di xk (risp. x
′
k) in basso a sinistra, e
xk+1 (risp. x
′
k+1) vede Ok in basso a sinistra, mentre nell’altro nessuno dei
tre punti coinvolti sta in basso a sinistra rispetto ad un altro.
Quindi M(x)−M(x′) e` dispari se x e x′ differiscono per una trasposizione,
quindi, a meno di un segno globale, M(x) ha la stessa parita` di x come
permutazione.
Lemma 1.7.18. La funzione A associa, a meno di un segno e di una trasla-
zione globale, ad un generatore x ∈ S la somma degli indici di avvolgimento
del nodo intorno ai punti di x.
Dimostrazione. Basta dimostrare che per ogni punto p = (x, y) a coordinate
intere I(p,X)−I(p,O) e I(X, p)−I(O, p) sono uguali, e sono uguali all’indice
di avvolgimento del nodo intorno a p; dimostriamo per induzione su I(p,X)+
2Questo spiega la curiosa scelta di definire mij in base all’indice di avvolgimento intorno
al punto (n − i, j − 1) anziche´ rispetto al punto (i, j): tanto piu` che i determinanti delle
due matrici possibili sono uguali, a meno di segni.
30
I(p,O) che la prima differenza e` l’indice di avvolgimento: se non ci sono
simboli in basso a sinistra di p, l’indice di avvolgimento e` 0, perche´ le due
semirette uscenti da p + (δ, δ) verso sinistra e verso il basso separano la
proiezione da p; se passando da p a p′ la quantita` aumenta di 1, o c’e` una X
in piu` o c’e` una O in piu`: nel primo caso l’indice di avvolgimento diminuisce di
1 (perche´ i segmenti corrispondenti girano in senso orario intorno a p′ ma non
intorno a p), nel secondo aumenta di 1, e in entrambi i casi I(p,X)−I(p,O)
cambia della quantita` opposta. Analogamente, si dimostra per induzione su
I(X, p)+I(O, p) che anche I(X, p)−I(O, p) misura l’indice di avvolgimento
della proiezione del nodo intorno a p.
Infine, ricordiamo un lemma di algebra omologica, per cui dato un com-
plesso di catene3 (D, ∂) finitamente generato, allora χ(D) = χ(H(D)). Ap-
plicando il lemma per ciascuna componente graduata C(s) di un complesso
bigraduato C∗(∗), otteniamo che la caratteristica di Eulero bigraduata di C
e` uguale alla caratteristica bigraduata della sua omologia.











La prima uguaglianza e` semplicemente lo sviluppo del determinante, la









ts = χ(C˜K; t) = χ(H˜K; t) :
la prima uguaglianza e` un riordinamento dei termini, la seconda e` la defini-











consideriamo ora la seguente identita` (avendo in mente che vogliamo ottenere












3Qui intendiamo un complesso di catene standard con una gradazione, come in topo-
logia algebrica; la caratteristica di Eulero di questo complesso e` la classica caratteristica
di Eulero, cioe` la somma a segni alterni dei ranghi delle componenti graduate.
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Riordinando i termini nella seconda sommatoria e sostituendo d′ = d−k, s′ =
s − k, riconosciamo a destra la caratteristica di H˜K, mentre la somma a
















detW = (1− t)n−1χ(ĤK; t).
Ora vogliamo dimostrare che detW = ±tk(1−t)n−1∆A(K; t): chiamiamo
W ′ = (w′ij) la matrice ottenuta da W sottraendo ad ogni colonna (esclusa la
prima) di W la colonna precedente. Siccome l’indice di avvolgimento cambia
di un fattore al piu` 1 nel passaggio da (x, y) a (x + 1, y), ogni w′ij non nullo
sara` o della forma th(t − 1), se l’indice di avvolgimento cresce (ovvero se il
segmento verticale e` orientato il basso) o th(1− t−1) se decresce (ovvero se il
segmento verticale punta verso l’alto). Per multilinearita`, possiamo portare
fuori tutti questi fattori (comuni a tutta la colonna), e ottenere un fattore
tk(t− 1)n−1.
La matrice rimanente e` esattamente il minore piu` a sinistra nella matrice
J proveniente dal calcolo di Fox: entrambe contano quanti segmenti verticali
sono orientati verso l’alto (con un fattore t−1) e quanti verso il basso (con
un fattore t) a sinistra di un punto della griglia. Ci serve ora un lemma di
algebra lineare:
Lemma 1.7.19. Due minori di J generano lo stesso ideale in Z[t, t−1].









dove εj e` +1 se il j-esimo segmento verticale e` orientato verso l’alto e −1
altrimenti, mentre gli ωj sono interi definiti dalle relazioni: ωj − ωk = εj per
ogni coppia j < k tale che i due segmenti verticali nelle colonne j e k sono
connessi da un segmento orizzontale e εjεk = −1, e 0 se sono connessi da un
segmento orizzontale ma εjεk = 1.
Gli ωk sono definiti a meno di uno shift globale: siccome K e` un nodo,
partendo dal primo vertice e fissato il primo esponente ω1, gli altri sono de-
terminati dalle relazioni (perche´ ogni vertice, quindi ogni segmento verticale,
e` raggiunto percorrendo il nodo). Inoltre sommando le equazioni con il segno
dei segmenti orizzontali (ovvero sommando ωj−ωk se il segmento orizzontale
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va verso destra, e ωk−ωj altrimenti) contiamo il numero di cambi di direzioni
verticali (con segno), e quindi la somma totale fa 0.
Si verifica poi per induzione sull’indice di riga i che la somma Si fa effetti-
vamente 0: nella prima riga ci sono due indici per cui gli elementi di matrice
corrispondente non sono nulli, e questi sono necessariamente opposti.
Questo conclude la dimostrazione: fissiamo j 6= 1, e chiamiamo D1 e Dj i
minori relativi alla prima e alla j-esima colonna rispettivamente. La j-esima
colonna (j > 1) e` combinazione lineare delle altre colonne: chiamiamo λk =
εjεkt
ωk−ωj i coefficienti di questa combinazione lineare, che sono invertibili.
In particolare, λ1 e` invertibile, e per la multilinearita` del determinante, Dj =
λ1D1, quindi (D1) = (Dj).
Grazie al lemma concludiamo che
±tk(1− t)n−1∆A(K; t) = detW ′ = detW = (1− t)n−1χ(ĤK; t).
1.8 Due esempi
La descrizione combinatoria dell’omologia di Heegaard-Floer che abbiamo
dato da` sostanzialmente un algoritmo per calcolarla: tuttavia la mole di
operazioni e controlli da fare e` tale che neanche per un nodo che abbia una
griglia di ordine 5 (cioe` il nodo trifoglio) si riesce a calcolarla con carta e
penna.
Per una griglia di ordine n, infatti, bisogna considerare tutti i generatori x
(che sono n!), e per ciascuno di questi tutti i generatori y che coincidono con
x tranne che su due colonne (che sono n(n−1)/2 per ogni x). In questo modo,
considerando i rettangoli orientati che collegano x e y, si costruisce la matrice
associata al differenziale (uno qualunque dei differenziali costruiti); di questi
poi, puo` interessare sapere semplicemente il rango, oppure dei rappresentanti
per le varie classi di omologia, a seconda delle necessita`.
Quindi, anche nel caso del nodo trifoglio, bisogna considerare un numero
nell’ordine dei 1200 oggetti. Tra quelli che hanno scritto un algoritmo (in
linguaggio C++) che calcola l’omologia del complesso ridotto ĤK ci sono
Baldwin e Gillam, che in [1] hanno calcolato i ranghi dei gruppi ĤKd(s) per
i nodi (primi, a meno di orientazione e mirror) con crossing number minore
o uguale a 12. Ci sono pero` solo due link rappresentabili con ordini di griglia
minori di 5, e sono il nodo banale (ordine 2) e il link di Hopf (ordine 4):
sviluppiamo il primo esempio.





Ci sono due generatori, ovvero le coppie di punti x = {(0, 0), (1, 1)} e
y = {(0, 1), (1, 0)}, tali che
M(x) = 0 M(y) = −1
A(x) = 0 A(y) = −1 .
Ci sono poi quattro rettangoli che collegano i due generatori, che sono le
quattro celle individuate dalla griglia, chiamiamo r11, r
1
2 i due rettangoli in
Rect◦(x,y) e r21, r
2
2 quelli in Rect
◦(y,x), di modo che ri1 stia nella prima
colonna della griglia per i = 1, 2. Per verifica diretta, S(rij) = (−1)i+1 e`
un’assegnazione di segni per G.
Ne segue che gr ∂−x = 0, ∂−x = y − y = 0, mentre gr ∂−y = ∂−y =
(U1 − U2)x. Di conseguenza ker gr ∂− = ker ∂− = Z[U1, U2]x e im gr ∂− =
im ∂− = (U1 − U2)x, quindi
HK−(GU) ' H−(GU) = (Z[U1, U2]/(U1 − U2))x ' Z[U ][x],
dove le equivalenze sono isomorfismi di moduli (il primo complesso e` bigra-
duato, il secondo e` graduato e filtrato).
Analogamente, gr ∂̂x = ∂̂x = 0 e gr ∂̂y = ∂̂y = U1, quindi
ĤK(GU) ' Ĥ(GU) ' Z.
Per quanto riguarda il link di Hopf (positivo) H, accenniamo i calcoli e ci-
tiamo il risultato ottenuto da [10]. Consideriamo la griglia GH rappresentata
in figura 1.7.
L’idea e` di sfruttare un analogo per i link della proposizione 1.7.5, per cui
H˜K(GH) = ĤK(GH)⊗ V1 ⊗ V2,
dove V1 e` uno spazio vettoriale di dimensione 2 generato da un generatore
in tri-grado4 (0, 0, 0) e (−1, 0,−1), mentre V2 e` generato da un elemento in
trigrado (0, 0, 0) e uno in trigrado (0,−1,−1).









Figura 1.7: La griglia GH per il link di Hopf.
Calcolare l’omologia H˜K e` molto semplice in questo caso, perche` ci sono
solo 8 rettangoli che non contengono ne´ X ne´ O, e a ciascuno di questi rettan-
goli r corrispondono solo due coppie di elementi x,y per cui r ∈ Rect◦(x,y),
quindi il differenziale e` una matrice 24×24 con (a priori solo al piu`, in realta`
esattamente) 16 elementi non nulli.
Svolgendo i conti (che si possono semplificare ulteriormente riducendosi
alle singole componenti bigraduate) otteniamo che H˜K(GH) e` V
⊗2
1 ⊗ V ⊗22
con la bigradazione di Alexander shiftata di (1/2, 1/2), quindi, indicando
con W(s,t,d) una copia dello spazio W in trigrado (s, t, d), abbiamo:
ĤK(GH) = (F2)( 12 , 12 ,0) ⊕ (F2)(− 12 , 12 ,−1) ⊕ (F2)( 12 ,− 12 ,−1) ⊕ (F2)(− 12 ,− 12 ,−2).
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Capitolo 2
Strutture di contatto e nodi
In questo capitolo daremo le definizioni di strutture di contatto su varieta`, e
diremo come i nodi possono interagire con queste strutture.
2.1 Strutture di contatto
Nonostante in questa tesi lavoreremo quasi solo con la struttura di contat-
to standard nello spazio tridimensionale R3 o sulla sfera S3, introduciamo
il concetto generale di struttura di contatto per 3-varieta` (ulteriormente
generalizzabile a varieta` di dimensione dispari).
Intuitivamente, una struttura di contatto e` un modo di associare ad ogni
punto di una 3-varieta` un piano di direzioni tangenti, di modo che “non
si possa seguire tutte queste direzioni vivendo su una superficie immersa”,
ovvero, in termini formali, una struttura di contatto e` una distribuzione di
piani non integrabile.
Definizione 2.1.1. Una forma di contatto su una 3-varieta` M e` una 1-forma α
su M tale che α∧dα 6= 0 in ogni punto. La distribuzione di 2-piani ξ = kerα
e` la struttura di contatto associata ad α, e la coppia (M, ξ) e` una varieta` di
contatto. Un contattomorfismo tra due varieta` di contatto (M, ξ), (M ′, ξ′) e`
un diffeomorfismo ψ : M →M ′ tale che ψ∗(ξ) = ξ′.
Osserviamo innanzitutto che se α e` di contatto allora ξ e` effettivamente
una distribuzione di 2-piani, perche´ in particolare α 6= 0 in ogni punto.
Osservazione 2.1.2. Vogliamo ora chiarire il significato geometrico della de-
finizione appena data: consideriamo due campi di vettori X, Y tangenti a
ξ. Chiaramente, questo e` equivalente a richiedere α(X) = α(Y ) ≡ 0. Il
differenziale dα valutato sulla coppia X, Y vale
dα(X, Y ) = X(α(Y ))− Y (α(X))− α([X, Y ]) = −α([X, Y ]),
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dove [X, Y ] = XY −Y X indica il bracket di campi vettoriali. Per il teorema
di Frobenius, se ξ fosse integrabile, ovvero se fosse (anche solo localmente)
la distribuzione dei piani tangenti ad una superficie immersa, [X, Y ] ∈ ξ:
questo pero` contraddice la condizione di contatto, perche´ per ogni X, Y ∈ ξ,
e per ogni campo di vettori Z si avrebbe α ∧ dα(X, Y, Z) = 0.
Esempio 2.1.3. In R3 con le coordinate x, y, z, consideriamo la forma α =
dz−ydx. Il differenziale dα e` dx∧dy, e α∧dα = dx∧dy∧dz, quindi α e` una
forma di contatto. La struttura di contatto ξstd = kerα si chiama struttura
di contatto standard su R3, e sara` il setting in cui lavoreremo.
Esempio 2.1.4. Consideriamo in C2 con coordinate z = (z1, z2) = (x1 +
iy1, x2 + iy2) la sfera unitaria S
3 = {|z1|2 + |z2|2 = 1}. La moltiplicazione
per i induce un automorfismo Jz di ogni singolo spazio tangente TzC2 tale
che J2z = −1. Chiamiamo ora ξz = TzS3 ∩ Jz(TzS3) lo spazio delle tangenze
complesse a S3.
Si verifica che ξz = TzS
3∩ker(dx1+dx2−dy1−dy2) e che ξ e` una struttura
di contatto su S3, detta la struttura di contatto standard su S3: infatti per
ogni punto p ∈ S3 la struttura (S3\{p}, ξ|S3\{p}) e` contattomorfa a (R3, ξstd).
Definizione 2.1.5. Se α e` di contatto, α ∧ dα e` diversa da 0 in ogni punto,
quindi e` una forma di volume per M , che quindi e` orientabile. Un’orienta-
zione di M induce un’orientazione di ξ: data una base Xp, Yp di ξp, ed un
vettore Zp tale che αp(Zp) > 0, diciamo che (Xp, Yp) e` una base positiva per
ξp se (Xp, Yp, Zp) e` una base positiva per M .
Citiamo un risultato fondamentale (e classico) per le varieta` di contatto:
Teorema 2.1.6 (Teorema di Darboux). Per ogni varieta` di contatto (M, ξ)
e per ogni punto p ∈ M esiste un intorno U di p tale che (U, ξ|U) e` contat-
tomorfa ad un intorno di 0 in R3 con la struttura standard.
Questo teorema e` l’analogo del teorema di Darboux per le varieta` sim-
plettiche, e dice sostanzialmente che nelle varieta` di contatto non esistono
invarianti locali, quindi piu` che parlare di geometria di contatto e` meglio par-
lare di topologia di contatto: infatti una struttura di contatto da` informazioni
sulla topologia della varieta`, a dispetto dell’omogeneita` locale.
2.2 Nodi legendriani e trasversi
Sia (M, ξ) una varieta` di contatto, e K ⊂M un nodo liscio: ci sono due tipi
di comportamento “globale” che puo` avere K rispetto a ξ, cioe` essere sempre
tangente alla distribuzione oppure non esserlo mai.
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Definizione 2.2.1. Il nodo K si dice legendriano se TK ⊂ ξ|M .
Osserviamo che la definizione e` data ignorando le orientazioni, ed in effetti
e` indipendente dall’orientazione che fissiamo su K. Possiamo formulare la
definizione in termini di parametrizzazioni: supponiamo che γ : S1 → M
sia una parametrizzazione regolari di K, allora K e` legendriano se e solo
se α(γ˙) = 0 per una (e quindi per ogni) forma di contatto α relativa a ξ.
Quello che vorremmo richiedere perche´ un nodo sia trasverso e` che α non si
annulli mai sul vettore tangente, ovvero che il nodo incontri trasversalmente
il campo di piani ξ. Scegliamo pero` di dare la definizione in termini di forme e
di parametrizzazioni, per evidenziare le orientazioni, e per semplificare alcuni
enunciati.
Supponiamo allora che M sia orientata, e che ξ sia definita da una forma
di contatto positiva α.
Definizione 2.2.2. Un nodo orientato K si dice trasverso se α(γ˙) > 0 in ogni
punto, per una parametrizzazione regolare γ di K.
Definizione 2.2.3. Due nodi legendriani (rispettivamente trasversi) K0, K1 in
(M, ξ) si dicono legendrianamente isotopi (risp. trasversalmente isotopi) se
esiste Γ : S1× [0, 1]→M isotopia C∞ tale che Γ(S1, 0) = K0, Γ(S1, 1) = K1
e tale che Γ(S1, t) sia un nodo legendriano (risp. trasverso) per ogni t ∈ [0, 1].
Se e` chiaro dal contesto che si sta parlando di isotopia legendriana o
trasversa, ometteremo l’avverbio “legendrianamente” o “trasversalmente”,
dicendo semplicemente che i nodi in questione sono isotopi. Inoltre, le
definizioni date si estendono immediatamente al caso dei link.
Il problema principale della teoria dei nodi lisci o lineari a tratti e` la classi-
ficazione di tali nodi a meno di isotopia: possiamo porci il problema analogo
per i nodi legendriani e trasversi. Avendo piu` struttura, ci aspettiamo di
trovare una varieta` maggiore (e vedremo che effettivamente sara` cos`ı).
Esempio 2.2.4. Nella struttura standard su R3 il nodo K parametrizzato da
λ(t) = (cos t, sen 2t, (−2/3) sen3 t) e` legendriano: infatti il vettore tangente e`
λ˙(t) = (− sen t, 2 cos 2t,−2 sen2 t cos t), e α(λ˙(t)) ≡ 0; il nodo parametrizzato
da τ(t) = (2 cos t, 2 sen t, sen 2t) e` trasverso: τ˙(t) = (−2 sen t, 2 cos t, 2 cos 2t),
e α(σ˙(t)) ≡ 2.
Esempio 2.2.5. Consideriamo una curva olomorfa C : ∆ε → C2 definita su un
intorno ∆ε ⊂ C dell’origine, e supponiamo che l’intersezione L = C ∩ S3 sia
trasversa e chiusa: in questo caso L e` un link in S3, e J(TL) = J(TC∩TS3) =
TC ∩ JTS3. Se TL fosse un sottospazio delle tangenze complesse a S3,
avremmo JTL, TL ⊂ TL = TC∩JTS3∩TS3, che e` un fibrato di dimensione
1, cioe` JTL = TL, assurdo. Questo non puo` accadere in nessun punto,
quindi, per un’opportuna scelta delle orientazioni, L e` un link trasverso.
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Possiamo definire alcune operazioni elementari sui nodi legendriani nella
struttura di contatto standard su R3. Innanzitutto, la proprieta` di esse-
re legendriano e` indipendente dall’orientazione: dato un nodo legendriano
orientato K, il nodo −K e` ancora legendriano.
Osserviamo che la riflessione µ : R3 → R3, µ : (x, y, z) 7→ (x,−y,−z) e`
un contattomorfismo di R3, ξstd, dato che µ∗α = −α, quindi se K e` un nodo
legendriano, µ(K) e` un nodo legendriano.
Definizione 2.2.6. Il nodo µ(K) si chiama mirror legendriano di K.
Osservazione 2.2.7. La riflessione µ e` differenziabilmente isotopa all’identita`,
quindi µ(K) e` isotopo a K come nodo topologico. Non e` invece ovvio che
esistano nodi per cui µ(K) non sia legendrianamente isotopo a K: tali esempi
sono stati trovati da Ng sfruttando l’omologia di Chekanov ([14]).
Prima di passare alle sottosezioni in cui ci occuperemo delle rappresen-
tazioni dei nodi legendriani e dei cosiddetti “invarianti classici”, enuncia-
mo alcuni teoremi sui nodi legendriani e trasversi, per le cui dimostrazioni,
rimandiamo al survey di Etnyre [5].
Teorema 2.2.8. Ogni nodo liscio in (M, ξ) e` C0-approssimabile con nodi
legendriani.
Teorema 2.2.9. Ogni nodo liscio in (M, ξ) e` C0-approssimabile con nodi
trasversi.
Teorema 2.2.10. Due nodi legendriani K0, K1 in (M, ξ) sono legendriana-
mente isotopi se e solo se esiste Φt : M → M isotopia tramite contattomor-
fismi di (M, ξ) tale che Φ0 = idM e Φ
1(K0) = K1.
Dal teorema appena enunciato e da risultati di Eliashberg si ottiene il
seguente corollario:
Teorema 2.2.11 ([5], 2.13). Due nodi K0, K1 in (S
3, ξstd) sono legendria-
namente isotopi se e solo se i loro complementari (Mi, ξstd|Mi) sono contat-
tomorfi.
Vogliamo ora chiederci quale sia la relazione tra nodi legendriani e tra-
sversi: i teoremi di approssimazione danno un punto di contatto tra i due
concetti, ma si tratta di un legame troppo debole, visto che ignora le modifi-
cazioni locali (che vedremo nella prossima sottosezione essere sostanziali) e,
nei passaggi intermedi, ignora completamente la struttura di contatto. Co-
minciamo allora ad associare ad un nodo legendriano quello che si chiama il
push-off trasverso: consideriamo un nodo legendriano K in una varieta` di
contatto (M, ξ), e fissiamo un campo di vettori X trasverso a ξ; esiste una
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forma α su M che definisce ξ e tale che α(X) ≡ 1 (in questo caso si dice che
X e` un campo di vettori di Reeb per α); chiamiamo Φt il flusso integrale di
X. Per t > 0 sufficientemente piccolo (Φt)∗K e` un nodo trasverso.
Definizione 2.2.12. Il nodo (Φt)∗K si dice push-off trasverso di K.
Per t, t′ sufficientemente piccoli due push-off sono trasversalmente isotopi,
quindi, con un lieve abuso di linguaggio, parleremo del push-off di un nodo
legendriano, senza preoccuparci del parametro t.
Consideriamo ora un nodo trasverso T : per risultati di tipo-Moser (vedi
[5]), c’e` un intorno di T contattomorfo al toro solido N = S1 × B2r con la
struttura di contatto ξN = ker(dθ + ρ
2dφ), dove abbiamo parametrizzato
S1 con θ e abbiamo messo le coordinate polari sulla palla aperta di raggio
r, B2r . Per ρ
2
n = 1/n < r la foliazione indotta su ρ = ρn da ξN ha foglie
compatte; possiamo orientare (in modo unico) una di queste foglie di modo
che sia omologa a T in N ; chiamiamo K il nodo costruito in questo modo.
Definizione 2.2.13. Il nodo K e` un’approssimazione legendriana di T .
Osservazione 2.2.14. Osserviamo che, nelle notazioni della definizione, T e`
un push-off di K: e` sufficiente considerare un campo di vettori X che estenda
il campo tangente ai raggi che escono da T verso K in ciascuna fetta B2r di
N .
In questo caso, pero`, non possiamo parlare dell’approssimazione legen-
driana: vedremo nella prossima sottosezione che due approssimazioni legen-
driane dello stesso nodo possono non essere legendrianamente isotope.
2.3 Diagrammi
D’ora in poi, ci restringeremo al caso M = S3 oppure R3, con le orientazioni e
le strutture di contatto standard. Cos`ı come abbiamo rappresentato un nodo
liscio come un diagramma nel piano, vogliamo rappresentare un nodo legen-
driano (o trasverso) come un diagramma: lo faremo usando una proiezione
fissata, che pero` dara` dei diagrammi con caratteristiche particolari.
Definizione 2.3.1. La proiezione frontale p : R3 → R2 e` la proiezione sul
piano (x, z), ovvero pf (x, y, z) = (x, z).
La costruzione si puo` chiaramente estendere ad S3, fissando, per un nodo
K, un punto x 6∈ K ed un contattomorfismo S3 \ {x} → R3.
Consideriamo ora un nodo lagrangiano K e la sua proiezione frontale
pf (K): possiamo supporre che il nodo sia generico, nel senso che la proie-
zione non abbia punti tripli; quello che appare e` simile alla figura 2.1. Nello
specifico, la proiezione frontale non ha tangenze verticali, e al loro posto ha
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delle cuspidi con pendenza orizzontale, e ad ogni incrocio la scelta del seg-
mento che passa sopra o sotto e` vincolata: infatti la pendenza dell’arco e`
dz/dx = y, per la condizione di contatto, quindi la coordinata y di un punto
e` maggiore per il punto corrispondente all’arco di pendenza maggiore. Tut-
tavia, per ottenere l’orientazione standard di R3, l’asse y deve puntare verso
l’interno della pagina, quindi l’arco che passa sotto nel diagramma e` quello
con coordinata y maggiore, quindi quello con pendenza maggiore. Riassu-
mendo, la proiezione frontale di un nodo legendriano ha cuspidi al posto delle
tangenti verticali e ad ogni incrocio l’arco con pendenza maggiore passa sotto
quello con pendenza minore.
Figura 2.1: La proiezione frontale di un nodo (topologicamente) banale, e
quella di un nodo topologicamente equivalente al nodo figura a 8.
Osserviamo ora che ad ogni curva nel piano con cuspidi orizzontali invece
delle tangenze verticali corrisponde un unico sollevamento legendriano, senza
neanche l’informazione sui sovra/sottopassaggi degli archi: per questo motivo
spesso disegneremo i diagrammi di nodi legendriani in proiezione frontale
nascondendo le informazioni sugli incroci.
Osservazione 2.3.2. Se K e` un nodo legendriano, la proiezione frontale del
mirror µ(K) di K e` semplicemente la riflessione rispetto ad una retta oriz-
zontale della proiezione frontale di K.
Vorremmo avere per i nodi legendriani un analogo del teorema di Reide-
meister, che ci dia il legame tra le proiezioni frontali e le isotopie legendriane.
In effetti c’e` una traduzione delle mosse di Reidemeister “classiche” nell’am-
biente legendriano, che chiameremo mosse di Reidemeister legendriane ed
indicheremo con LR1, LR2, LR3, rappresentate nella figura 2.2.
Il teorema successivo e` quello che chiameremo teorema di Reidemeister
legendriano:
Teorema 2.3.3 ([25]). Due nodi legendriani K0, K1 sono legendrianamente
isotopi se e solo se i loro diagrammi in proiezione frontale differiscono per
una successione finita di mosse LR1, LR2, LR3.
C’e` anche una versione orientata del teorema: le mosse di Reidemeister
sono semplicemente le mosse ottenute orientando in tutti i modi possibili
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Figura 2.2: Le tre mosse di Reidemeister legendriane: da sinistra a destra,
LR1, LR2 ed LR3
i segmenti che compaiono; ci sono quindi due scelte per la prima mossa,
quattro per la seconda e otto per la terza. Ci riferiremo tanto alla versione
orientata quanto a quella non orientata parlando di teorema di Reidemei-
ster legendriani, e sara` chiaro dal contesto quale dei due enunciati staremo
usando.
Vediamo ora che succede alle proiezioni frontali di un nodo legendriano K
quando se ne fa il push-off trasverso T : lontano dalle cuspidi il diagramma
di T e` esattamente come quello di K; al posto delle cuspidi ascendenti lisce si
rimuove la singolarita`, ottenendo un arco liscio senza autointersezioni, mentre
al posto delle cuspidi discendenti si crea un cappio come in figura:
Figura 2.3: Il passaggio da una proiezione frontale di un nodo legendriano
a quella del suo push-off : oltre ai due casi rappresentati in figura, bisogna
considerarne anche i simmetrici rispetto all’asse verticale.
Ci sono due operazioni che possiamo fare sulle proiezioni frontali dei nodi
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legendriani, che corrispondono a due isotopie piane per nodi lisci, ma che non
conservano il tipo di isotopia lagrangiana, e che sono rappresentate in figura
2.4:
Figura 2.4: In alto, una stabilizzazione positiva, in basso una stabilizzazione
negativa
Definizione 2.3.4. Le due mosse S+, S− in figura si chiamano stabilizzazio-
ne positiva e stabilizzazione negativa rispettivamente. Diciamo che due nodi
sono (positivamente, negativamente) stabilmente equivalenti se le loro pro-
iezioni frontali differiscono per un numero finito di stabilizzazioni (positive,
negative).
Per concludere la sezione, introduciamo un modo enunciamo un risultato
di Epstein, Fuchs e Meyer [4]:
Teorema 2.3.5. Due approssimazioni legendriane di un nodo trasverso sono
negativamente stabilmente equivalenti.
2.4 Gli invarianti classici
Il teorema 2.3.3 da` uno strumento teorico per dire quando due nodi legendria-
ni sono isotopi; tuttavia, come nel caso liscio, non esistono algoritmi per de-
terminare se due diagrammi sono equivalenti, quindi, in generale, distinguere
due nodi legendriani (trasversi) non e` semplice.
Il primo invariante ovvio e` il tipo topologico del nodo: se due nodi legen-
driani sono legendrianamente isotopi allora sono isotopi anche come nodi lisci.
Se due nodi legendriani non sono isotopi come nodi lisci, quindi, non possono
essere legendrianamente isotopi. Lo stesso discorso si applica chiaramente ai
nodi trasversi.
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Altri invarianti si possono costruire a partire dai diagrammi, dimostrando
l’invarianza per mosse di Reidemeister legendriane.
Definizione 2.4.1. Ad ogni incrocio di una proiezione frontale D di un nodo
legendriano orientato K associamo un segno, secondo la regola della mano
destra (vedi figura 2.5), e chiamiamo la somma di questi segni su tutti gli
incroci il writhe di D, che indichiamo con wr(D).
Figura 2.5: A sinistra un incrocio positivo, a destra un incrocio negativo
Indichiamo poi con c(D), c↑(D), c↓(D) rispettivamente il numero di cu-
spidi, il numero di cuspidi rivolte verso l’alto, e il numero di cuspidi rivolte
verso il basso di D.
Osserviamo che la quantita` 2 wrD − c(D) e` invariante per le tre mosse
LR1, LR2, LR3, e definisce quindi un invariante di nodi:
Definizione 2.4.2. La quantita` tbK = wrD − c(D)/2 si chiama invariante
di Thurston-Bennequin di K.
Consideriamo ora una superficie di Seifert F per K: questa induce una
banalizzazione νK ' S1 × R2 del fibrato normale a K in R3, ottenuta man-
dando una sezione s di TF |K ∩νK di norma euclidea 1 nella sezione costante
e1, e mandando una sezione s
⊥ ortogonale a s e di norma 1 in νK nella sezione
costante e2. Questa banalizzazione e` ben definita a meno di segni. Possiamo
costruire un’altra banalizzazione del fibrato νK, usando come campo di pia-
ni la struttura di contatto ξ: queste due banalizzazioni differiscono per un
twisting number intero intero. Piu` precisamente, questo intero e` l’indice di
avvolgimento della sezione individuata da ξ∩νK rispetto alla banalizzazione
indotta dalla superficie di Seifert, ed e` anche il linking number di K e del
suo push-off lungo la direzione nK , scelta di modo che γ˙, nK sia una base di
ξ per ogni punto di K.
Proposizione 2.4.3. L’invariante di Thurston-Bennequin tbK e` il twisting
number appena calcolato.
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Da questa proposizione risulta evidente che l’invariante tb e` a valori interi;
in realta`, si poteva osservare che il numero di cuspidi destre di un diagramma
e` uguale a quello delle cuspidi sinistre, perche´ percorrendo il diagramma ad
ogni cuspide destra segue una cuspide sinistra e viceversa, quindi c(D) e`
necessariamente pari.
Nello stesso spirito, osserviamo che anche la differenza c↑(D) − c↓(D)
e` invariante per le tre mosse di Reidemeister legendriane orientate, quindi
definisce un invariante:
Definizione 2.4.4. La quantita` r(K) = (c↑(D)− c↓(D))/2 si chiama numero
di rotazione di K.
Consideriamo ora una superficie di Seifert F per K, e la restrizione ξ|F :
siccome F e` una superficie con bordo, si retrae su un grafo, quindi ξ|F si
banalizza. Fissiamo una banalizzazione ξ|F ' F × R2, che si restringe a
ξ|K ' K × R2. Il campo tangente a K e` una sezione di ξ|K , che con le
identificazioni fatte possiamo pensare come una curva chiusa τ in R2 \ {0}.
Proposizione 2.4.5. L’indice di avvolgimento di τ intorno a 0 e` il numero
di rotazione di K.
Anche qui, risulta che il numero di rotazione r e` un intero per ogni nodo,
cosa che comunque potevamo dedurre dal fatto che c↑(D) + c↓(D) = c(D),
che e` pari, quindi anche c↑(D)− c↓(D) lo e`.
Osservazione 2.4.6. Se chiamiamo K+, K− due nodi ottenuti per stabiliz-
zazione positiva e negativa rispettivamente di un nodo lagrangiano K, os-
serviamo che il tipo topologico di K e` lo stesso di quello di K±. Invece si
ha che r(K±) = r(K) ± 1, mentre tbK± = tbK − 1: quindi sia il numero
di rotazione sia l’invariante di Thurston-Bennequin distinguono tra un nodo
legendriano e le sue stabilizzazioni.
I tre invarianti appena definiti, cioe` il tipo topologico, l’invariante di
Thurston-Bennequin e l’indice di rotazione sono i tre cosiddetti invarianti
classici di nodi legendriani. Nel seguito dimostreremo che questi tre invarianti
da soli non distinguono tutte le coppie di nodi legendrianamente non isotopi,
costruendo degli invarianti piu` fini.
Se invece K e` un nodo trasverso, possiamo definire il seguente invariante:
Definizione 2.4.7. Il numero di auto-allacciamento (self-linking number) di
K e` la quantita` slK = wrD, dove D e` una proiezione frontale di K.
L’invarianza del numero di auto-allacciamento segue dalla sua interpre-
tazione geometrica: consideriamo una superficie di Seifert F per K, e un
campo di vettori v non nullo in ξ|F (che esiste per la banalita` di ξ|F ).
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Proposizione 2.4.8. Il numero di auto-allacciamento slK e` il numero di
allacciamento lk(K,K ′), dove K ′ e` un nodo ottenuto spingendo K lungo v.
Esempio 2.4.9. Riprendiamo le proiezioni frontali dei diagrammi in figura
2.1: il nodo a sinistra e` topologicamente banale, ha invariante di Thurston-
Bennequin −1 e numero di rotazione 0 (per qualunque orientazione); il nodo
a destra, invece, e` topologicamente un nodo a figura a 8, il suo diagramma
ha writhe −2, e per una delle due orientazioni ha tre cuspidi ascendenti ed
una discendente, quindi ha invariante tb pari a −4, e numero di rotazione 1
(per l’orientazione fissata, −1 per l’orientazione opposta).
Consideriamo ora il nodo trasverso dell’esempio 2.2.4, che era parame-
trizzato da τ(t) = (2 cos t, 2 sen t, sen 2t): la sua proiezione frontale appare
come in figura, e ha writhe −1, quindi il nodo ha auto-allacciamento −1.
Concludiamo la sezione citando la relazione tra gli invarianti classici di un
nodo legendriano K e quelli del suo push-off trasverso T : il tipo topologico
del nodo resta chiaramente invariato, mentre possiamo dimostrare la seguente
proposizione:
Proposizione 2.4.10. slT = tbK − r(K).
Dimostrazione. L’auto-allacciamento di T e` il writhe della sua proiezione
frontale: quest’ultima e` ottenuta dalla proiezione frontale D di K aggiun-
gendo un incrocio per ogni cuspide discendente, quindi
slT = wrDK + c
↓(D) = wrD− c(D)/2− (c↑(D)− c↓(D))/2 = tb(K)−r(K).
In particolare, siccome sia tb sia r diminuiscono di 1 per stabilizzazioni
negative, l’auto-allacciamento del push-off trasverso non risente della stabi-
lizzazione negativa del nodo di partenza, cosa che sapevamo gia` per il teorema




3.1 Griglie e nodi legendriani
Consideriamo un nodo legendriano orientato K e la sua proiezione frontale:
quest’ultima e` un diagramma nel piano senza tangenze verticali e con incroci
tali che il segmento che passa sopra e` quello con pendenza minore. Possiamo
modificare il diagramma tramite isotopie di modo che, al di fuori di intorni
fissati delle cuspidi, gli archi abbiano pendenza±1 e sostituire intorni di punti
a pendenza orizzontale con angoli retti. Possiamo inoltre supporre che non
ci siano terne di vertici allineati: piu` precisamente, possiamo supporre che ci
siano n strisce di pendenza +1 ed n di pendenza −1 che coprono le cuspidi,
tale che ciascuna striscia ne contenga esattamente due. Se ruotiamo di 45◦
in senso antiorario il diagramma e specchiamo il nodo1, possiamo costruire
in modo naturale una griglia (planare) di ordine n che rappresenta (nel senso
del primo capitolo) il tipo topologico del mirror topologico di K, associando
ad ogni cuspide ed ad ogni tangenza orizzontale una X o una O, a seconda
dell’orientazione del segmento contenuto nella striscia.
Questa costruzione e` chiaramente invertibile: data una grigliaG, costruia-
mo il diagramma associato, lo ruotiamo di 45◦ in senso orario, lo specchiamo
e deformiamo ogni angolo “orizzontale” in una cuspide ed ogni angolo “ver-
ticale” in un punto di pendenza orizzontale (vedi figura 3.1): otteniamo cos`ı
la proiezione frontale di un link lagrangiano orientato, del tipo topologico del
mirror del nodo topologico associato a G.
Osserviamo ora che, come nel caso gia` trattato, permutazioni cicliche
delle righe o delle colonne non cambiano la classe di isotopia lagrangiana
1Ruotando in senso orario anziche´ antiorario avremmo ottenuto in modo naturale
una griglia, senza bisogno di fare il mirror del diagramma ottenuto: seguiamo qui la
convenzione di [20], che mette alla luce delle connessioni con l’invariante τ del primo
capitolo.
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Figura 3.1: Il comportamento degli angoli nel passaggio da una griglia a una
proiezione frontale.
del link cos`ı costruito: si puo` costruire sostanzialmente la stessa isotopia
(con qualche adattamento) dell’osservazione 1.2.1 tra il link associato alla
griglia G e alla griglia G′ ottenuta permutandone le righe. Possiamo quindi
parlare di link associati a griglie toroidali e di griglie toroidali associate a link
anche nel caso legendriano: per questo motivo, come nel capitolo precedente,
parleremo indifferentemente della griglia o del nodo associato.
Il problema naturale e` ora la traduzione delle mosse di Reidemeister
legendriane nell’ambito delle griglie.
Introduciamo un po’ di notazione: diciamo che le due destabilizzazioni
in figura 3.2 sono di tipo X:SE e di tipo X:NW, mentre le loro inverse si
diranno stabilizzazioni di tipo X:SE e X:NW rispettivamente. Analogamen-
te, definiamo le stabilizzazioni di tipo X:SW, X:NE e quelle di tipo O, in
base al simbolo che compare due volte nel quadratino 2×2 in cui costruiamo
l’angolo, e in base a quale di questi quattro quadratini rimane vuoto.
Figura 3.2: Una stabilizzazione di tipo X:SE e una di tipo X:NW : in en-
trambi i casi compaiono due simboli X nel quadratino 2 × 2 interessato, e
il quadratino vuoto sta in basso a destra (sud-est) nel primo caso, in alto a
sinistra (nord-ovest) nel secondo.
Proposizione 3.1.1. Due link legendriani L1,L2 sono legendrianamente iso-
topi se e solo se le griglie associate sono collegate da una sequenza finita di
commutazioni e stabilizzazioni/destabilizzazioni di tipo X:NW e X:SE.
Prima di dimostrare la proposizione, vogliamo ridurre il numero di mosse
sui diagrammi; piu` precisamente:
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Lemma 3.1.2. (i) Una stabilizzazione di tipo O:SE (rispettivamente, di
tipo O:NE, O:NW , O:SW ) e` equivalente ad una stabilizzazione di tipo
X:NW (rispettivamente, X:SW , X:SE, X:NE) a meno di commuta-
zioni sul toro.
(ii) Una permutazione ciclica corrisponde ad una successione di mosse di
commutazione e di stabilizzazioni e destabilizzazioni del tipo X:NW ,
X:SE, O:NW e O:SE nel piano.
Dimostrazione del lemma. (i) Trattiamo il primo dei quattro casi, essendo
tutti molto simili: a meno di rinumerare, possiamo supporre che i sim-
boli che aggiungiamo siano X1 e O1, con X1 aggiunto immediatamente
sopra O2 e O1 immediatamente a destra di X1. A meno di permutazio-
ni delle colonne, possiamo anche supporre che O2 si trovi sotto X2. A
questo punto, possiamo fare mosse di commutazione coinvolgono la riga
di O1, fino alla riga di X2. La griglia che otteniamo e` allora ottenuta
con una stabilizzazione di tipo X:NE dalla griglia originale.
(ii) A meno di cambiare orientazione al diagramma (ovvero scambiare le
X e le O), possiamo supporre di voler spostare la prima riga al fondo
della griglia, e possiamo supporre che il simbolo a sinistra nella prima
riga sia X1 e quello a destra sia O2; chiamiamo poi X2 il simbolo nella
stessa colonna di O2 e O1 quello nella stessa colonna di X1. Dopo
una stabilizzazione di tipo X:NW in X2, il segmento orizzontale di
lunghezza 1 puo` essere commutato al fondo del diagramma: in questo
modo abbiamo un segmento verticale che attraversa tutta la griglia,
da O2 in giu`; questo segmento puo` essere commutato verso sinistra
fino a raggiungere la colonna immediatamente a destra di X1; a questo
punto, abbiamo un segmento di lunghezza 1 orizzontale che puo` essere
commutato verso il basso fino a raggiungere O1, e una destabilizzazione
di tipo O:SE porta ad una griglia ottenuta dalla griglia originale per
una permutazione ciclica (in cui il ruolo dei due simboli X1 e O2 e`
giocato dai simboli aggiunti con la prima stabilizzazione).
Dimostrazione della proposizione. Grazie al lemma, possiamo lavorare sul
quadrato anziche´ sul toro.
Dimostrare che le mosse sulla griglia corrispondono a mosse Reidemester
legendriane e` molto semplice: rappresentiamo in figura qualche esempio.
La freccia interessante e` l’inversa: cos`ı come abbiamo “raddrizzato” una
proiezione frontale per adattarla ad una griglia, modifichiamo un’isotopia
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Figura 3.3: Le prime quattro mosse sono i quattro casi di stabilizzazioni di
tipo SE, e corrispondono ad isotopie piane o alla prima mossa di Reidemeister
legendriana. L’ultima mossa e` una commutazione (nel caso in cui i due
segmenti coinvolti siano uno contenuto nell’altro), e corrisponde alla seconda
mossa di Reidemeister legendriana.
legendriana per adattarla alle mosse della griglia. Data un’isotopia Φ possia-
mo modificarla in modo che le pendenze dei segmenti durante tutta l’isotopia
siano limitate da 1 + ε e che ci siano dei tempi, che chiameremo intermedi,
0 = t0 < s0 < t1 < s1 · · · < tN < sN = 12 tali che le proiezioni frontali
ai tempi sk e tk+1 differiscano per un’isotopia piana, e che quelle ai tempi
tk e sk+1 differiscano per una sola mossa di Reidemeister legendriana, e che
l’isotopia tra i due tempi sia supportata in due strisce di pendenza ±1 per le
mosse LR1, LR2 e in tre strisce per la mossa LR3.
E` sufficiente dimostrare che tra due intermedi le griglie approssimanti
differiscono per commutazioni e (de)stabilizzazioni ammesse.
Tra il tempo sk e il tempo tk+1 e due proiezioni differiscono per un’isoto-
pia piana senza creazione di tangenze verticali: possiamo allora supporre che
l’isotopia sia supportata3 in al piu` due strisce, ed e` facile verificare che possia-
mo ottenere un’isotopia di questo tipo solo con commutazioni (per cui i due
segmenti verticali/orizzontali sono disgiunti) e (de)stabilizzazioni ammesse.
2Possiamo scegliere t0 = 0 e sN = 1 perche´ le griglie sono costruite a meno di isotopia
3Ricordiamo che supporto di un’isotopia e` la chiusura del complementare dei punti fissi.
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Tra il tempo tk ed il tempo sk, invece, si opera una mossa di Reidemeister:
e` sufficiente caratterizzare tali mosse, quando hanno supporto “piccolo”, dal
punto di vista delle griglie: LR1 corrisponde allora ad una (de)stabilizzazione
di tipo X:SE o X:NW, LR2 seconda ad una commutazione (con i segmenti
coinvolti sono uno contenuto nell’altro), la terza ad una successione delle due
mosse.
Svolgiamo esplicitamente quest’ultimo caso, a titolo di esempio: suppo-
niamo che tra le proiezioni ai tempi t0 e s0 ci sia una mossa di tipo LR3; le
griglie G,H che approssimano le proiezioni ai due tempi sono come in figura
(perche´ l’isotopia tra i due tempi e` supportata in due colonne, e a meno di
isotopie piane/stabilizzazioni nel diagramma possiamo decidere come orien-
tare gli estremi dei tre segmenti coinvolti): E` chiaro allora che le due mosse
Figura 3.4: Uno dei casi possibili della terza mossa di Reidemeister legen-
driana “discretizzata”: la doppia freccia a destra evidenzia quali sono le due
righe che commutano.
differiscono per una commutazione ed una destabilizzazione.
Concludiamo la sezione con un paio di osservazioni sulle relazioni tra
le possibili simmetrizzazioni di un nodo, ovvero il mirror e il cambio di
orientazione, e le griglie associate, riassunte nella seguente proposizione:
Proposizione 3.1.3. Osserviamo infine che a simmetrie delle griglie corri-
spondono operazioni sui nodi. Se abbiamo K link associato a G, allora:
(i) la simmetria di G rispetto all’origine e` associata a µ(K);
(ii) la simmetria rispetto alla retta y = x e` associata a −µ(K);
(iii) la simmetria rispetto alla retta y = −x e` associata a −K.
Dimostrazione. La (i) segue dalla (ii) e dalla (iii), visto che la composizione
delle due riflessioni da` la riflessione rispetto all’origine.
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(ii) La simmetria rispetto alla diagonale y = x del quadrato corrisponde,
nella proiezione frontale diK, alla riflessione rispetto all’asse orizzontale
come diagramma non orientato. Come diagramma orientato, pero`,
l’orientazione viene invertita, perche´ i segmenti orizzontali diventano
verticali, e le orientazioni indotte dai diagrammi sono opposte. Quindi
la riflessione rispetto alla diagonale y = x corrisponde a −µ(K).
(iii) Osserviamo che la struttura di contatto standard su R3 e` contattomorfa
alla struttura di contatto indotta dalla forma αsym = ker dz − (xdy −
ydx)/2 tramite l’applicazione
φ : (x, y, z) 7→ (x, y, z + xy/2).
La forma αsym e` simmetrica per rotazioni intorno all’asse z, e φ com-
muta con la riflessione ρz rispetto all’asse z, quindi ne deduciamo che il
nodo K e` isotopo al nodo che ha come proiezione frontale la riflessione
della proiezione di K rispetto all’asse z.
Tornando ai diagrammi, e rifacendoci al punto (ii), la riflessione ri-
spetto a y = −x corrisponde ad una simmetria rispetto all’asse z in
proiezione frontale composta con l’inversione dell’orientazione, quindi
corrisponde semplicemente ad invertire l’orientazione di K.
3.2 Gli invarianti λ
Vogliamo definire due cicli nel complesso CK− (cioe` l’oggetto graduato grC−)
associato ad una griglia G, che chiameremo z+(G) e z−(G), che sono in-
varianti di nodi legendriani. In aggiunta, questi invarianti hanno bigrado
espresso in funzione degli invarianti classici, e si comportano bene rispetto
alle stabilizzazioni dei nodi legendriani.
Nello specifico, dimostreremo il seguente teorema:
Teorema 3.2.1. Se G, G′ sono griglie associate a nodi legendriani isotopi,
allora c’e` un quasi-isomorfismo di complessi Φ : CK−(G) → CK−(G′) tale
che Φ(z±(G)) = z±(G′).
Quindi le classi λ±(G) = [z±(G)] sono invarianti di nodi legendrianamente
isotopi. Saremmo tentati di definire un invariante legendriano direttamente
da questi λ±(G): il problema e` che questi oggetti appartengono ad oggetti
HK−(G) isomorfi (in maniera non canonica, vedi l’osservazione 1.6.2), ma
distinti. Per dare una definizione precisa, ci serve qualche dettaglio tecnico.
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Definizione 3.2.2. Fissiamo una sottocategoria F di R-moduli, che sia piccola
nel senso che i suoi oggetti siano un insieme; diciamo che due coppie (Mi,mi),
con mi ∈ Mi ∈ F , (i = 1, 2) sono equivalenti se esiste una freccia φ : M1 →
M2 invertibile in F tale che φ(m1) = m2. Indichiamo con [M,m] la classe di
equivalenza di (M,m) rispetto a questa relazione: osserviamo che possiamo
quozientare F per questa relazione d’equivalenza, visto che e` una categoria
piccola.
Nel nostro caso R sara` F2[U1, . . . , U`] oppure Z[U1, . . . , U`], a seconda che
lavoriamo a meno di segni o con i segni, e F sara` la famiglia delle omologie
HK−(G) associate alle griglie G (che e` effettivamente un insieme, oltretutto
numerabile), e le frecce in F saranno le mappe indotte dalle mosse di Rei-
demeister legendriane e gli automorfismi dati dalla moltiplicazione per −14.
Il teorema appena enunciato e la sua dimostrazione ci permettono allora di
dare la seguente definizione:
Definizione 3.2.3. Gli invarianti legendriani λ±(K) di un nodo legendriano
K sono definiti da
λ±(K) = [HK−(G), λ±(G)].
Osservazione 3.2.4. Avremmo potuto dare una definizione piu` debole de-
gli invarianti: la categorie F di R-moduli graduati che consideriamo e` ben
lontana dall’essere una sottocategoria piena della categoria degli R-moduli
graduati (che sarebbe la categoria in cui le frecce sono tutti gli omomorfismi
R-lineari graduati). Infatti la F che consideriamo ha come uniche frecce iso-
morfismi, e le sue “componenti connesse” sono in corrispondenza biunivoca
con le classi di isotopia dei nodi legendriani.
Il teorema 3.2.1 ci dice allora che se consideriamo un nodo legendriano
K, e prendiamo un rappresentante (HK−(G), [x]) per l’invariante λ±(K) di
un nodo legendriano K, allora [x] = λ±(G).
Gli invarianti λ±(G) delle griglie si comportano bene rispetto alle opera-
zioni che possiamo fare sui nodi legendriani, nel senso del seguente teorema:
Teorema 3.2.5. Siano G,G1, G2 griglie associate ad un nodo legendriano
~K, al nodo µ(~K) e al nodo −~K rispettivamente. Allora ci sono isomorfismi
Φi : CK
−(G)→ CK−(Gi) tali che Φi(z±(G)) = z∓(Gi).
Dimostreremo infine che le classi cos`ı definite non sono banali, nel senso
del seguente teorema:
Teorema 3.2.6. Per ogni nodo legendriano K le classi λ+(K), λ−(K) non
sono di U-torsione.
4La moltiplicazione per −1 compare per motivi tecnici, che saranno spiegati
nell’osservazione 3.3.1
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Osservazione 3.2.7. Ricordiamo che λ±(K) non sono elementi di un modulo
fissato, quindi l’essere o meno di torsione non e` una proprieta` a priori ben
definita: quello che possiamo chiederci e` se λ±(G) e` di torsione per qualche
griglia G (o, equivalentemente, per ogni griglia G) associata a K.
Allo stesso modo, ogni proprieta` invariante per isomorfismi passa dalle
coppie (HK−(G), λ±(G)) alle loro classi di equivalenza λ±(KG).
Nella ultima sezione di questo capitolo, dimostreremo che questi inva-
rianti sono non-banali anche in un senso piu` profondo, cioe` che distinguono
effettivamente nodi e link che gli invarianti classici non distinguono.
Intanto deduciamo dall’ultimo teorema le due disuguaglianze di Benne-
quin e Bennequin slice:
Teorema 3.2.8 (Disuguaglianza di Bennequin, [18]). Se K e` un nodo legen-
driano, allora
tbK + |r(K)| ≤ 2g(K)− 1.
Teorema 3.2.9 (Disuguaglianza di Bennequin slice, [17]). Se K e` un nodo
legendriano, allora
tbK + |r(K)| ≤ 2g∗(K)− 1.
Dimostrazione. Viste le 1.7.10 e 1.7.11, e` sufficiente dimostrare che tbK +
|r(K)| ≤ 2τ(K)− 1 (disuguaglianza gia` dimostrata in [21]), dove K e` il tipo
topologico di K.
Ma entrambe le disuguaglianze tbK ± r(K) ≤ 2τ(K) − 1 seguono dal
fatto che τ(K) e` il massimo dei gradi di Alexander degli elementi non di U -
torsione in HK−(m(K)), e dal fatto che λ±(K) ∈ HK−(m(K)) e A(λ±) =
(tbK ± r(K) + 1)/2.
I cicli (su F2)
Per il momento ci restringiamo al caso dei nodi e al campo F2. Fissia-
mo un diagramma G associato ad un nodo legendriano ~K: dove possibile
sopprimeremo G dalle notazioni (ad esempio, usando S per S(G)).




) = {Xi ± (12 , 12)}:
in altre parole, x+ e` la permutazione associata ai vertici in alto a destra dei
quadratini col simbolo X, mentre x− e` quella associata ai vertici in basso a
sinistra degli stessi quadratini.
Definizione 3.2.10. Definiamo i cicli z± = x±.
Lemma 3.2.11. I due generatori x+ e x− sono cicli per il complesso CK−.
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Dimostrazione. Prendiamo y ∈ S ed un rettangolo r ∈ Rect(x+,y) (risp. in
Rect(x−,y)). Chiamiamo x1 l’angolo in alto a destra (risp. basso a sinistra)
di r: per definizione di x+ (risp. x−), c’e` un elemento di X in r, quindi
r 6∈ Rect◦X(x±,y), quindi y non compare nella somma gr ∂x±.
Quindi x± sono cicli per l’oggetto graduato CK−.
Osservazione 3.2.12. Il lemma appena dimostrato vale anche per i link, con
la stessa dimostrazione.
I seguenti due lemmi ci dicono in quali gradi si trovano i due cicli.
Lemma 3.2.13. Si ha M(x±) = 2A(x±).




(J (x± −O)− J (x± − X)− n+ 1) .
Nel caso di x−, utilizzando per il toro il dominio fondamentale [0, n) ×
[0, n), abbiamo le identita`:
J (x−) = J (X) = I(X,x−);
I(x−,X) = I(X,X) + n .
Nel caso di x+, usando come dominio fondamentale (0, n]× (0, n] (ovvero
togliamo i due lati in basso e a sinistra, anziche´ quelli in alto e a destra),
abbiamo le identita`:
J (x+) = J (X) = I(x+,X);
I(X,x+) = I(X,X) + n .
Da questo si ricava J (x±−X) = −n, e sostituendo otteniamo la tesi.
Possiamo ricavare esplicitamente, in funzione del diagramma, i gradi
M(x±) e A(x±); adattiamo ora la notazione del primo capitolo alle griglie,
chiamando c↑(G) (rispettivamente c↓(G)) il numero di cuspidi orientate verso
l’alto (risp. verso il basso) sul diagramma D associato a G.
Lemma 3.2.14. Se K e` il nodo rappresentato da G, si ha:
M(x+) = −wr(G)− c↓(G) + 1
M(x−) = −wr(G)− c↑(G) + 1
In particolare, M(x±) = ±r(K)− tb(K) + 1.
55
Dimostrazione. Osserviamo che la seconda parte della tesi segue immedia-
tamente dalle due identita` della prima parte, insieme con il calcolo degli
invarianti della sezione 2.4. Dimostriamo quindi le due equazioni.
Numeriamo gli elementi di X ed O di modo che Xi ed Oi stiano sulla
stessa colonna per ogni i, e cominciamo calcolando M(x+). Fissiamo un
indice i, e chiamiamo xi il punto Xi + (1/2, 1/2) in alto a destra di Xi.
Chiamiamo A ⊂ (0, n]×(0, n] la colonna contenente Xi (aperta a sinistra, per
cui xi ∈ A, ma xi− (1, 0) non gli appartiene), B la colonna contenente Oi, C
la striscia compresa tra A e B (eventualmente C = ∅), e D il complementare
di A ∪ B ∪ C (eventualmente vuoto); infine chiamiamo Ki il segmento che
connette Xi con Oi. Chiamiamo wri la somma dei segni degli incroci su Ki,
e c↓i il numero di cuspidi orientate verso il basso su Ki.
Vogliamo dimostrare che
J ({xi} − {Oi},x+ −O) = −wri−c↓i .
Da questo segue immediatamente la tesi, sommando su i.
Spezziamo adesso il calcolo in tre addendi:
J ({xi} − {Oi},x+ −O) = J ({xi} − {Oi}, (x+ −O) ∩ (A ∪B))+
+J ({xi} − {Oi}, (x+ −O) ∩ C) + J ({xi} − {Oi}, (x+ −O) ∩D).
Se Oj appartiene a D anche xj appartiene a D (perche´ D e` chiuso a
destra), e
J ({xi}, {Oj}) = J ({Oi}, {Oj}); J ({xi}, {xj}) = J ({Oi}, {xj}) :
quindi J ({xi} − {Oi}, (x+ −O) ∩D) = 0.
Supponiamo che Oj ∈ C, e chiamiamo k l’indice per cui Xk sta sulla
stessa colonna di Oj (e quindi anche Xk ∈ C): se il segmento che li collega
non interseca Ki,
J ({Oi}, {xk}) = J ({Oi}, {Oj}); J ({xi}, {xk}) = J ({xi}, {Oj}).
Se invece il segmento verticale interseca Ki, si ha un contributo +1/2 da
ciascun addendo per ogni incrocio negativo, e−1/2 per ogni incrocio positivo,
quindi
J ({xi} − {Oi}, (x+ −O) ∩ C) = −wri .
Il primo addendo si calcola suddividendo negli otto casi possibili, a se-
conda che Xi sia a sinistra o destra di Oi, che Xj sia sopra o sotto Oi, che
Ok sia sopra o sotto Xi (vedi figura 3.5):
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Figura 3.5: I casi possibili nel conteggio delle cuspidi.
L’analisi per x− procede allo stesso modo, spezzando la somma in tre
somme, ciascuna corrispondente ai tre sottoinsiemi della griglia (aperti a
destra e chiusi a sinistra, questa volta), e ricavando per il primo addendo
l’identita`
J ({xi} − {Oi}, (x+ −O) ∩ (A ∪B)) = −c↓i .
I cicli (su Z)
I cicli z± saranno definiti come ±x±: i segni saranno determinati sfruttando
delle proprieta` di un nuovo complesso, H !, che adesso introduciamo. Restano
comunque validi i calcoli svolti per i cicli a coefficienti x±, nel senso che
moltiplicare per ±1 non modifica ne´ il valore di M ne´ il valore di A, quindi
sappiamo che
M(z±) = M(x±) = ±r(K)− tb(K) + 1;
A(z±) = M(z±)/2 =
±r(K)− tb(K) + 1
2
.
Chiamiamo R = Z[U1, . . . , Un], e R! = Z[U1, U−11 , . . . , Un, U−1n ] l’anello
dei polinomi di Laurent in n indeterminate.
Denotiamo con C ! il complesso CK−⊗RR! ottenuto estendendo gli scalari,
e con H ! la sua omologia, che ha una struttura naturale di Z[U,U−1]-modulo.
Proposizione 3.2.15. L’omologia H ! e` isomorfa a Z[U,U−1], ed e` generata
come Z[U,U−1]-modulo da [x+] o da [x−].
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La dimostrazione della proposizione si trova nella prossima sezione: os-
serviamo che ha come corollario il teorema 3.2.6, e che ci permette di dare
la seguente definizione:
Definizione 3.2.16. Definiamo z+ = x+ e z− = (−1)εx−, con ε definito da
[x−] = (−1)εUk[x+];
Infatti le unita` dell’anello dei polinomi di Laurent a coefficienti interi sono
tutti e soli gli elementi ±Ud al variare di d intero. Osserviamo che l’intero k
e` pari alla meta` della differenza M(x+)−M(x−), ed e` quindi r(K).
3.3 Dimostrazioni dei risultati principali
Per dimostrare i teoremi 3.2.1 e 3.2.5 la strategia sara` quella di ignorare i
segni, ovvero dimostrarli per i complessi C−F2 , e poi verificare che la scelta dei
segni nella definizione 3.2.16 e` quella che estende i risultati al complesso C−.
Per dimostrare l’invarianza delle classi λ± sfrutteremo la proposizione
3.1.1: e` sufficiente quindi dimostrare che ci sono quasi-isomorfismi di com-
plessi che portano i cicli z± nei cicli corrispondenti dei diagrammi modificati
con una commutazione o una (de)stabilizzazione.
Dimostrazione (3.2.1, su F2). Dimostriamo prima l’invarianza dei cicli z±
per una mossa di commutazione, poi per una mossa di stabilizzazione: chia-
miamo z± = z±(G) e z′± = z±(G′).
Siano quindi G,G′ due diagrammi che differiscono per una mossa di
commutazione, e mettiamoci nella notazione della sezione 1.6.1: vogliamo
dimostrare che gr Φββ′(z
±) = z′± (ricordiamo che stiamo lavorando con il
complesso graduato CK−).
Esaminiamo il caso z+: prendiamo allora x′ ∈ S′ ed un pentagono
p ∈ Pent◦ββ′(z+,x′), che supporremo avere un vertice in a; per comodita`
supponiamo che tutto il rettangolo sia contenuto nel dominio [0, n)× [0, n).
Percorriamo il bordo del pentagono partendo da a, seguendo l’orientazione
indotta dal toro, e chiamiamo x0 ∈ x′ il primo punto che incontriamo; chia-
miamo poi z0 ∈ z+ il primo punto che incontriamo percorrendo il bordo di p
al contrario, partendo da a. Se x0 e` piu` in basso di z0, il quadrato in basso a
sinistra di z0 e` contenuto in p e contiene una X, quindi p 6∈ Pent◦ββ′;X(z+,x′).
Se invece x0 e` piu` in alto di z0, il punto z1 successivo ad x0 ha un quadrato
con una X in basso a sinistra: di conseguenza il pentagono p non contiene
X se e solo se x′ = z′+, perche´ in caso contrario p conterrebbe tutto il qua-
dratino (in entrambe le griglie) in basso a sinistra di z1. Inoltre il pentagono
p tra z+ e z′+ non contiene nessun punto di O, quindi gr Φββ′(z+) = z′+.
Il caso z− e` del tutto analogo.
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Siano ora G un diagramma e G′ una sua stabilizzazione, e ci mettiamo
nelle notazioni della sezione 1.6.2, analizzando il caso di una stabilizzazione
X:SE : in G′ il simbolo On sta immediatamente sopra Xn e immediatamente a
sinistra di Xn−1, la circonferenza che separa Xn da On e` α0 e la circonferenza
verticale immediatamente a sinistra di On e` β0, e interseca α0 in x0. Anche in
questo caso, trattiamo solo il caso z+; per alleggerire la notazione, chiamiamo
C il complesso associato a G, C ′ quello associato a G′, e indichiamo con
x+ ∈ C, x′+ ∈ C ′ i cicli legendriani.
Consideriamo l’elemento x+ come elemento diR, tramite l’inclusione C =
〈I〉Z[U1,...,Un−1] e le identificazioni I ' S e C[U1] ' R: vogliamo dimostrare
che grFL(x′+) = 0 e che c’e` un unico addendo non nullo in grFR(x′+).
Consideriamo y ∈ I e un dominio p in piFX (x′+,y). Siccome x0 6∈ x′+
ma x0 ∈ y, il dominio deve avere nell’α-bordo gli addendi x+n − x0, dove
indichiamo con x+n il punto Xn+(1/2, 1/2) ∈ x′+; per motivi di orientazione,
il dominio p e` di tipo R, quindi grFL(x′+) = 0. Consideriamo ora un angolo
in alto a destra di p, che e` l’angolo in alto a destra di una cella eij del toro:
il quadrato eij deve contenere un segno X, diciamo Xk, perche´ il suo angolo
in alto a destra e` anche un punto di x′+; ma la molteplicita` Xk(p) e` nulla
se k 6= n, per definizione della mappa grFR, quindi Xk = Xn, quindi p e`
un rettangolo, perche´ ha un solo vertice in alto a destra, e ha larghezza 1,
perche´ ne conosciamo due vertici orizzontali consecutivi, che distano 1 (x0 e
x+n ): inoltre sappiamo che un altro vertice e` un punto di x
′+ che sta su β0,
quindi abbiamo un unico dominio p ed un unico generatore y che danno un
unico addendo in grFR(y). Per verifica diretta, Oi(p) = 0 per ogni i.
Il generatore y, che coincide con x′+ tranne per il punto x0 ed un altro
vertice, nell’inclusione S ' I ⊂ S′ corrisponde esattamente al generatore x+,
perche´ ogni vertice y ∈ y \ {x0} e` vertice in alto a destra di un rettangolo
che contiene una X (diversa da Xn), quindi nell’identificazione S ' I y
corrisponde a x+; ricordando le indentificazioni fatte, F (x′+) = x+.
Per dedurre le proprieta` relative alle simmetrie dei nodi legendriani, ci
appoggeremo invece alla proposizione 3.1.3.
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Dimostrazione (3.2.5, su F2). E` facile dimostrare che il mirror legendriano
scambia i ruoli x+ ed x−: la simmetria centrale del piano induce un auto-
morfismo del toro che porta l’insieme di punti x±(G) nell’insieme dei punti
x∓(G1). Inoltre tale mappa preserva i rettangoli e ne manda le diagonali
crescenti in diagonali crescenti: quindi commuta con i differenziali, ed induce
l’isomorfismo Φ1 cercato.
Allo stesso modo, la mappa indotta dalla riflessione (x, y) 7→ (−y,−x)
rispetto alla retta y = −x commuta con i differenziali (perche´ porta rettangoli
in rettangoli e diagonali crescenti in diagonali crescenti), e porta x±(G) in
x∓(G2): quindi induce l’isomorfismo Φ2.
Ora estendiamo le dimostrazioni dei teoremi di invarianza legendriana e
le proprieta` di simmetria al complesso su Z, appoggiandoci alle dimostrazioni
su F2.
Dimostrazione (3.2.1). Consideriamo due diagrammiG,G′ di nodi legendria-
namente isotopi e un quasi-isomorfismo Ψ : C(G)→ C(G′), associato ad una
successione di mosse di Reidemeister legendriane che porti G in G′. Dalla
dimostrazione del teorema a coefficienti su F2 sappiamo che Ψ(z+) = ±z+
e Ψ(z−) = ±z−, dove le scelte dei segni sono a priori indipendenti. Indi-
chiamo l’immagine delle classi λ± e di λ′± nei complessi H !(G) e H !(G′) con
λ±! ∈ H !(G) e λ′±! ∈ H !(G′) rispettivamente, con ψ = Ψ∗ : H(G) → H(G′)
la mappa indotta in omologia graduata e con ψ! la mappa H !(G)→ H !(G′)







ψ! // H !(G′)
e` un diagramma commutativo di Z[U ]-moduli, quindi o ψ(λ±) = λ′± o
ψ(λ±) = −λ′±: nel primo caso chiamiamo Φ = Ψ, nel secondo Φ = −Ψ
(che e` ancora un isomorfismo di Z[U ]-moduli), e otteniamo che Φ porta i
cicli legendriani nei cicli legendriani: quindi i cicli z± sono invarianti.
Dimostrazione (3.2.5). Consideriamo le mappe ψi = (Ψi)∗ : H(G)→ H(Gi)
indotte in omologia dai quasi-isomorfismi Ψi, ottenuti nella dimostrazione
su F2; le mappe ψ!i : H !(G) → H !(Gi) indotte da ψi sono isomorfismi di
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φ!i // H !(Gi)
commutano come diagrammi di Z[U ]-moduli, quindi, come nella dimostrazio-
ne precedente, o Ψi(z
±) = z∓i o Ψi(z
±) = −z∓i , quindi definendo Φi = Ψi nel
primo caso, Φi = −Ψi nel secondo, abbiamo che Φi e` un quasi-isomorfismo
che porta z± in z∓.
Osservazione 3.3.1. La scelta del segno Φi = ±Ψi che facciamo nell’ultima
parte della dimostrazione spiega la comparsa, nella definizione 3.2.3 e nella
discussione appena precedente, della mappa −1, che non ha immediatamente
a che fare con la natura legendriana delle costruzioni.
Concludiamo dimostrando la proposizione 3.2.15, che ci ha permesso di
sollevare il complesso su F2 ad un complesso su Z.
Dimostrazione (3.2.15). La dimostrazione si basa sull’idea che H !(G) non di-
pende dall’insieme O, nel senso che se G,G′ sono due diagrammi con X = X′,
allora H !(G) = H !(G′): sapendo questo, e` facile scegliere G′ che rappresen-
ta il nodo banale, e svolgere i conti su un diagramma di ordine 2 che lo
rappresenta, sfruttando il teorema 3.2.1 d’invarianza delle classi λ±.
Piu` nel dettaglio, definiamo un isomorfismo di Z[U,U−1]-moduli Φ :
C !(G)→ C !(G′), dove facciamo agire U come moltiplicazione per U1.
Fissiamo un elemento x ∈ S = S(G) = S(G′), e poniamo Φ([x]) =
[x]′ ∈ C !(G′), dove abbiamo indicato con [x] l’elemento x⊗ 1 ∈ C !(G) e con
[x]′ l’elemento x ⊗ 1 ∈ C !(G′). Al variare di m2, . . . ,mn ∈ Z e di y ∈ S, gli
elementi Um22 . . . U
mn
n [y] formano una base di C
!(G) come Z[U1, U−11 ]-modulo:
per definire Φ, diamo l’immagine degli elementi di questa base.
Ricordiamo che la griglia G da` una decomposizione in celle del toro:
chiamiamo ei,j la cella che si mappa sul quadrato [i−1, i]× [j−1, j] per ogni
1 ≤ i, j ≤ n.
Lemma 3.3.2. (i) Lo spazio degli α-cicli (vedi 1.5.1) e` generato come Z-
modulo dalle colonne
∑
l eh,l e dalle righe
∑
h eh,l.
(ii) Per ogni elemento y in S e per ogni m2, . . . ,mn interi esiste un unico
dominio φ ∈ pi(x,y) tale che Xi(φ) = 0, Oj(φ) = mj per ogni i e per
ogni j ≥ 2.
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Dimostrazione del lemma. (i) Consideriamo una 2-catena ψ =
∑
ai,jei,j.
La condizione di α-ciclo coincide con la condizione ai,j−ai,j+1+ai+1,j+1−
ai+1,j = 0 (geometricamente, e` la condizione di annullamento del coef-
ficiente del vertice in alto a destra della cella ei,j). Allora le quantita`
c′i+1 = ai+1,k−ai,k e r′j+1 = ak,j+1−ak,j sono indipendenti da k, e quin-
di ben definite. Definiamo c1 = 0, ci+1 = ci + c
′
i+1 e r1 = a1,1, rj+1 =
rj + r
′






















(ii) Osserviamo che lo spazio dei domini pi(x,y) e` un traslato dello spazio
degli α-cicli: dati due domini φ, φ′ ∈ pi(x,y), la differenza φ′ − φ e`
un α-ciclo; viceversa, dati un α-ciclo ψ e un dominio φ ∈ pi(x,y), la
somma φ + ψ e` ancora un dominio di pi(x,y). Per additivita` della
molteplicita`, e` quindi sufficiente dimostrare che per ogni k esiste un
unico α-ciclo ψk tale che Xi(ψk) = 0 e Oj(ψk) = 0 per ogni j ≥ 2
diverso da k, e Ok(ψk) = 1. Senza perdita di generalita`, possiamo
supporre che seguendo l’orientazione del nodo incontriamo gli Xi in
ordine crescente dell’indice i, e che il simbolo di O nella stessa colonna
di Xi sia Oi (qui stiamo usando che il punto Ok appartiene alla stessa
componente connessa di Oi, nel link associato a G); indichiamo con
r(p) la riga (nel senso di 2-catena) contenente il punto p, e con c(p) la
colonna corrispondente.








che e` un α-ciclo per il punto (i), e soddisfa le condizioni.
Per l’unicita`, e` sufficiente dimostrare che l’unico α-ciclo ψ che soddisfa
Xi(ψ) = Oj(ψ) = 0 per ogni i e j ≥ 2 e` la 2-catena nulla. Per il







rj−1r(Oj), da cui, al variare di 1 ≤ i ≤ n e di 2 ≤ j ≤ n, ricaviamo
le 2n− 1 equazioni: {
ci + ri = 0
cj + rj−1 = 0.
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E` immediato verificare che le uniche soluzioni sono ci = c, rj = −c al
variare di c ∈ Z: ciascuna soluzione corrisponde alla catena∑ c·c(Xi)−∑





1≤k,l≤n ek,l, da cui ψ = 0.
Definiamo allora Φ(Um22 · · ·Umnn [y]) = UO
′
2(φ)
2 · · ·UO
′
n(φ)
n [y]′, dove φ e` il
dominio del punto (ii) del lemma: questa mappa e` una bigezione tra la base
fissata di C !(G) e la base {Um22 . . . Umnn [y]′} di C !(G′), quindi e` un isomorfismo
di Z[U,U−1]-moduli, dove U agisce come U1; siccome gli endomorfismi ∂ di
C e C ′ sono R-lineari, i bordi ∂! indotti su C !(G) e su C !(G′) sono R!-lineari,
quindi Φ∂! = ∂!Φ (come d’uso in algebra omologica, stiamo usando lo stesso
simbolo per indicare bordi di complessi diversi, ove questo non crei eccessiva
confusione).
Scegliendo Oi = Xi − (0, 1) per ogni i, otteniamo il nodo banale per
stabilizzazioni e commutazioni successive, e ciascuna di queste operazioni
preserva le catene x±. D’altro canto, svolgendo i calcoli sul diagramma GU
di ordine 2 per il nodo banale, otteniamo che H !(GU) = Z[U,U−1], generato
sia da λ+ sia da λ−.
3.4 Esempi





























Figura 3.6: Le griglie G1, G2 associate ai nodi K1 e K2.
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Proposizione 3.4.1. I nodi K1 e K2 hanno gli stessi invarianti classici.
Dimostrazione. Una successione di mosse di Reidemeister (sui diagrammi
classici) che porta K2 in K1 e` disegnata in figura 3.7:
Figura 3.7: Il primo nodo e` K2. In ciascun passaggio, modifichiamo il dia-
gramma solo nelle zone tratteggiate. Dal primo al secondo diagramma si
passa applicando due volte R2; dal secondo al terzo si applica due volte R3;
dal terzo al quarto si applicano R2 ed R3; dal quarto al quinto si applicano
R1 e R2.
Calcoliamo ora i numeri di Thurston-Bennequin e di rotazione per K1 e
K2: il numero di Thurston-Bennequin di un nodo e` la quantita` wrD−c(D)/2,
dove D e` un diagramma che lo rappresenti; in una griglia dobbiamo contare
gli incroci con segno ed il numero di angoli in alto a destra e in basso a sinistra
(che ruotando diventano le cuspidi); inoltre ricordiamo che il diagramma
ottenuto ruotando una griglia e` il mirror del nodo da considerare, quindi il
writhe del diagramma e` l’opposto del writhe del diagramma associato alla
griglia.
Nel caso del primo nodo, wrG1 = −5, c(G1) = 8, quindi:
tbK1 = −(−5)− 8/2 = 1.
Analogamente, facendo il conto per il secondo nodo,
tbK2 = 1.
Il numero di rotazione, invece, si calcola dal diagramma contando le O
che sono vertici in alto a destra, sommando il numero delle X che sono vertici
in basso a sinistra, e sottraendo il numero delle X che sono vertici in alto a
destra e delle O che sono vertici in basso a sinistra. Guardando il disegno,
otteniamo:
r(K1) = r(K2) = 0.
Quindi gli invarianti classici non distinguono tra K1 e K2. Tuttavia non
sono legendrianamente isotopi, e li possiamo distinguere guardando ai loro
invarianti λ±.
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Proposizione 3.4.2. Non esiste nessun quasi-isomorfismo Φ : CK−(G1)→
CK−(G2) tale che, detta φ : HK−(G1) → HK−(G2) la mappa indotta in
omologia, φ(λ±(G1)) = λ±(G2).
In particolare, abbiamo il seguente corollario:
Corollario 3.4.3. I due nodi legendriani K1 e K2 non sono isotopi.
Dimostrazione. Dalla proposizione 3.4.2 deduciamo che λ+(K1) 6= λ+(K2) o
λ−(K1) 6= λ+(K2).
Dimostrazione (3.4.2). Invece di considerare la teoria a coefficienti interi,





Osserviamo che Rect◦X(x, z
±
1 ) e` vuoto per ogni generatore x ∈ S: basta
controllare che per ogni coppia di α-circonferenze ciascuno dei due rettangoli
orientati che individuano contengono un punto di X o un punto di O; si tratta
di una banale verifica, che non facciamo. A livello di omologia, questo ci dice
non solo che ne´ z+1 , ne´ z
−
1 e` un bordo (cosa che gia` sapevamo, per il teorema
3.2.6), ma anche che nessuna combinazione lineare (neppure a coefficienti in














dove ay,i e` una somma di termini indicizzata a sua volta su Rect
◦
X(xi,y): per
quanto detto sopra, Rect◦X(xi, z
±
1 ) contiene solo rettangoli che contengono
elementi di O, quindi la somma az±1 ,i sara` una somma di elementi nell’ideale
(U1, . . . , Un); per ragioni di grado (sia di Maslov, sia di Alexander), tale
somma deve contenere solo termini di grado 0, quindi a± = 0.
Esibiamo invece un generatore y¯ per G2 tale che ∂
−y¯ = z+ + z−: Anche
Figura 3.8: Il generatore y¯.
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in questo caso, la verifica che ∂−y¯ = z+ + z− e` semplice e meccanica.
Veniamo invece alle conclusioni: nel primo caso, abbiamo che λ+(G1) e
λ−(G1) sono due elementi distinti di H1, mentre nel secondo λ+(G2) e λ−(G2)
sono la stessa classe, perche´ z+2 e z
−
2 sono cobordanti. Se K1 e K2 fossero
legendrianamente isotopi, ci sarebbe un isomorfismo φ : H1 → H2 che porta




4.1 Griglie e nodi trasversi
Uno dei punti cruciali della costruzione degli invarianti legendriani e` stato
capire quali erano gli effetti delle mosse di Reidemeister sui diagrammi di no-
di legendriani, ed in particolare la caratterizzazione completa delle mosse di
Reidemeister legendriane sulle griglie. Il punto di partenza della costruzione
dell’invariante trasverso e`, in maniera del tutto analoga, la caratterizzazio-
ne delle mosse trasverse sulle griglie. E` conveniente pensare ad un nodo
trasverso T in termini delle sue approssimazioni legendriane, per cui ad un
nodo trasverso T associamo una griglia associata ad una sua approssimazione
fissata L.
Osservazione 4.1.1. Siano G una griglia e L il link legendriano associato.
Una stabilizzazione di tipo X:SW nella griglia corrisponde ad una stabiliz-
zazione negativa del link L; analogamente, ad una stabilizzazione di tipo
X:NEcorrisponde una stabilizzazione positiva di L.
Grazie a questa osservazione, possiamo dedurre la seguente:
Proposizione 4.1.2. Due link trasversi T1, T2 sono trasversalmente isoto-
pi se e solo se due griglie che li rappresentano possono essere collegate da
una sequenza finita di commutazioni e stabilizzazioni/destabilizzazioni di tipo
X:NW, X:SE, X:SW.
Dimostrazione. Supponiamo che T1, T2 siano trasversalmente isotopi. Consi-
deriamo due griglie G1, G2 associate a due loro approssimazioni legendriane
L1,L2. Un’isotopia Φt che porti T1 in T2 si solleva ad un’isotopia ambiente
(tramite contattomorfismi) Φ˜t, che quindi porta L1 in una seconda approssi-
mazione legendriana L′2 di T2: il teorema 2.3.5 ci garantisce che queste due
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approssimazioni differiscono per un numero finito di stabilizzazioni negative.
Unendo l’osservazione precedente e il teorema 3.1.1, otteniamo una freccia.
La freccia inversa e` facile, e sfrutta ancora i teoremi 3.1.1 e 2.3.5, per cui
due griglie che differiscono per le mosse dell’enunciato rappresentano nodi
legendriani equivalenti a meno di stabilizzazioni negative, che corrispondono
ad approssimazioni legendriane dello stesso nodo.
Notiamo che dall’osservazione e dal teorema 1.2.3 possiamo dedurre il
seguente teorema:
Teorema 4.1.3 (Fuchs, Tabachnikov [7]). Due nodi legendriani sono isotopi
come nodi lisci se e solo se sono stabilmente equivalenti.
4.2 L’invariante θ
Torniamo alla descrizione combinatoria dei nodi e agli invarianti legendriani,
il seguente teorema sara` la chiave per definire gli invarianti trasversi:
Teorema 4.2.1. Siano G,G+, G− griglie associate ad un nodo legendriano
orientato K, ad una sua stabilizzazione positiva e ad una negativa rispetti-
vamente. Allora ci sono isomorfismi Φ± : CK−(G) → CK−(G±) tali che,
dette φ± le mappe indotte in omologia,{





U · φ−(λ−(G)) = λ−(G−),
dove U agisce come moltiplicazione per U1.
Prima di dare la dimostrazione, esaminiamone le conseguenze:
Corollario 4.2.2. Date G,G′ griglie associate ad un nodo trasverso T esiste
un isomorfismo φ : HK−(G)→ HK−(G′) tale che φ(λ+(G)) = λ+(G′).
Dimostrazione del corollario. Per definizione, G e G′ sono due griglie associa-
te a due approssimazioni legendriane K,K′ di T ; K e K′ sono negativamente
stabilmente equivalenti, cioe` differiscono per un’isotopia e delle stabilizza-
zioni/destabilizzazioni negative. Dal teorema 2.3.5, per induzione c’e` un
isomorfismo φ : HK−(G)→ HK−(G′) tale che φ(λ+(G)) = λ+(G′).
A questo punto, saremmo tentati di definire un “invariante trasverso”
di un nodo trasverso T come l’invariante legendriano λ+ di una qualche
approssimazione legendriana T : come nel passaggio che abbiamo dovuto fare
dagli invarianti legendriani delle griglie a quelli dei nodi, dobbiamo introdurre
un tecnicismo.
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Rifacendoci alla definizione 3.2.2, consideriamo ora la categoria Ft i cui
oggetti sono ancora le omologie graduate HK−(G) al variare delle griglie
G, e le cui frecce sono gli isomorfismi di R-moduli graduati indotte dalle
mosse di Reidemeister trasverse sulle griglie e le mappe −1 (moltiplicazione
per −1); mantenendo la stessa notazione, indichiamo con [M,m] la classe
di equivalenza della coppia (M,m), omettendo la categoria Ft per allegge-
rire la scrittura. Il corollario e la sua dimostrazione ci permettono allora di
introdurre un invariante per i nodi trasversi:
Definizione 4.2.3. L’invariante trasverso θ(T ) di un nodo trasverso T e`
definito da
θ(T ) = [HK−(G), λ+(G)],
dove G e` una griglia associata ad un’approssimazione legendriana di G.
Sempre rifacendoci alla sezione 3.2, osserviamo che le due categorie Ft e
F hanno gli stessi oggetti, ma la prima ha piu` frecce, quindi la relazione per
cui quozientiamo e` piu` grande: in pratica, possiamo considerare l’invariante
θ(T ) come l’invariante λ+(L) associato ad una sua approssimazione legen-
driana, ulteriormente quozientato per le relazioni date dalle mappe indotte
da stabilizzazioni negative; detto in maniera piu` informale e piu` geometrica,
θ non distingue tra gliglie che differiscono per stabilizzazioni negative.
Dimostrazione (4.2.1). Supponiamo di aver stabilizzato la griglia G aggiun-
gendo X1, O1, con una stabilizzazione del tipo X:NEper ottenere la griglia
G+, e una di tipo X:SW per ottenere G−; e` sufficiente dimostrare che, det-
te Ψ± : CK−(G) → CK−(G±) le mappe indotte, allora U1 · Ψ+(x+(G)) =
x+(G+), Ψ+(x
−(G)) = x−(G+), Ψ−(x+(G)) = x+(G−) e U1 · Ψ−(x−(G)) =
x−(G−). Cominciamo analizzando il complesso su F2.
Come nella dimostrazione dell’invarianza per stabilizzazioni in 3.2.1, si
tratta di contare i domini di tipo F che partono da x+ o x− e non intersecano
X: si verifica che gli unici generatori delle griglie stabilizzate che possono
comparire nella somma sono esattamente i cicli legendriani di G+, G−, e la
mappa indotta verifica esattamente le richieste fatte.








ψ!± // H !(G±)
in cui stiamo indicando con H(G) = HK−(G) e con H !(G) l’omologia
del complesso graduato associato a C−(G) ⊗ Z[U2, U−12 , . . . , Un, U−1n ]: so-
no diagrammi commutativi di Z[U ] moduli, quindi o ψ−(z+(G)) = z+(G−) e
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U · ψ−(z−(G)) = z−(G−), oppure ψ−(z+(G)) = −z+(G−) e U · ψ−(z−(G)) =
−z−(G−) (analogamente per ψ+). Chiamando Φ− = Ψ− nel primo caso,
Φ− = −Ψ− nel secondo, otteniamo la tesi.
4.3 Successioni spettrali
Finora abbiamo lavorato principalmente con il complesso graduato CK− as-
sociato a C−, e con la sua omologia HK−: questo ha semplificato i calcoli e
le dimostrazioni, e prodotto comunque risultati interessanti. Tuttavia, ine-
vitabilmente c’e` stata una perdita di informazione: per recuperare almeno
in parte questa informazione, e` utile introdurre altro linguaggio dall’alge-
bra omologica, e sfruttare la tecnologia delle successioni spettrali. Per le
dimostrazioni rimandiamo al testo di McCleary [12].
Fissiamo un modulo R.
Definizione 4.3.1. Una successione spettrale (omologica) E e` una succes-
sione {Er}r∈N di R-moduli bigraduati Erp,q, le pagine di E, con dei diffe-
renziali R-lineari δr : Er → Er tali che δr(Erp,q) ⊂ Erp−r,q+r−1 e tali che
Er = H∗(Er−1, δr). Diremo che Erp,q e` la componente di bigrado spettrale
(p, q) della r-esima pagina di E. Una mappa φ tra successioni spettrali e`
una successione di mappe di moduli bigraduati φrp,qE
r
p,q → Erp+d,p+d′ tali che
(φr)∗ = φr+1; φ si dira` di bigrado spettrale (d, d′).
I complessi filtrati sono un ambito naturale in cui sorgono le successioni
spettrali: il caso generale e` leggermente piu` delicato da definire, quindi mette-
remo delle condizione aggiuntive per semplificare la costruzione (e comunque
sara` sufficiente per i complessi con cui lavoreremo). Supponiamo allora che
R sia un anello ad ideali principali, e consideriamo un complesso Z-filtrato
(C,F , ∂) con le ipotesi aggiuntive che i quozienti CGd(p) = FpCd/Fp−1Cd
siano R-moduli liberi e che
⋂
pFpC = 0. Indichiamo qui con l’aggiunta
di una G il complesso graduato associato ad un complesso filtrato, per cui
CG =
⊕
d,pCGd(p), e CG(p) e` il complesso
⊕
dCGd(p) (che e` un complesso
con il bordo graduato); chiameremo d il grado omologico e p il grado della
filtrazione o livello della filtrazione. Questa semplificazione ci permette di co-
struire delle inverse destre jp,d per le proiezioni FpCd → CGd(p). La mappa
j =
⊕
jp,d : CG→ C e` allora un isomorfismo di R-moduli1.
1Qui stiamo usando in maniera chiave l’ipotesi che la filtrazione sia limitata, altrimenti
a priori la mappa j potrebbe non essere un isomorfismo, ma mancare qualche oggetto: se
consideriamo come C il prodotto diretto di Z copie di R, tutte in grado 0 con proiezioni pit,
e la filtrazione FsC =
⋂
t≤s kerpit, allora l’elemento che si proietta su 1 in ogni proiezione
non appartiene all’immagine della mappa j
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Tramite j possiamo identificare i due moduli, e recuperare informazioni
che “scompaiono” passando all’oggetto graduato: piu` precisamente, dato un
elemento x di C di grado d e appartenente al sottomodulo FsC, possiamo





per qualche (univocamente determinati) yt,d−1 ∈ CGd−1(t). In particolare,
∂ induce una successione di mappe ∂k in CG, che definiamo su ciascuna
componente bigraduata CGd(p) come




osserviamo che la mappa ∂k ha per definizione grado omologico −1 e grado
della filtrazione −k, ovvero ha bigrado spettrale (−k,−k− 1). La mappa ∂0
ha grado della filtrazione 0, ed e` un oggetto gia` noto: il differenziale graduato
gr ∂.
Cominciamo definendo la prima pagina della successione spettrale come
E1p,q = Hp+q(CG(p), ∂0).
Consideriamo ora la mappa ∂1 ed un elemento x ∈ ker ∂0: dall’equazione




e dall’osservazione che ciascun addendo nella somma al terzo membro abbassa
il grado della filtrazione di almeno 2, otteniamo che ∂0∂1x = 0, cioe` ∂1 porta
∂0-cicli in ∂0-cicli, ed induce una mappa δ
1 = (∂1)∗ in omologia di bigrado





A sua volta, la mappa ∂2 induce una mappa δ
2 nella seconda pagina della




e chiamiamo δr = [∂r].
Data ora una mappa graduata e filtrata2 di complessi di catene φ :
(C,F , ∂) → (C ′,F ′, ∂′), questa induce una mappa di successioni spettrali
{φr} : E → E ′ dalla successione E associata a C a E ′, associata a C ′.
2in un senso piu` largo rispetto a quello della sezione 1.3: ammettiamo anche uno shift
uniforme delle filtrazioni
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Vogliamo trovare un comportamento “asintotico” nella successione spet-
trale, e usarlo per studiare l’omologia di C. Il fatto che ∂r induca una mappa
in Er si puo` tradurre nel seguente modo: chiamiamo Z0 = ker ∂0, B
0 = ker ∂1.
im δ1 ⊂ ker δ1 ⊂ E1 = Z0/B0 sono due sottomoduli; chiamiamo B1, Z1 ri-
spettivamente le loro immagini inverse tramite la proiezione, che soddisfano
B0 ⊂ B1 ⊂ Z1 ⊂ Z0. Iterando il ragionamento, otteniamo due catene di
sottomoduli
B0 ⊂ B1 ⊂ . . . Bn ⊂ · · · ⊂ Zn ⊂ · · · ⊂ Z1 ⊂ Z0.
Definiamo allora B∞ =
⋃
Bn e Z∞ =
⋂
Zn, ed E∞ = Z∞/B∞.
Definizione 4.3.2. Diciamo che la successione spettraleE associata a (C,F , ∂)
converge a (C,F , ∂) (o alla sua omologia H(C, ∂), o, se non c’e` ambiguita`,
semplicemente converge) se
E∞p,q = FpHp+q(C, ∂)/Fp−1Hp+q(C, ∂).
L’uguaglianza nella definizione ha senso: basta osservare che stiamo fa-
cendo due quozienti tra sottomoduli di C e CG che abbiamo identificato
tramite j.
Consideriamo ora due complessi graduati filtrati (C,F , ∂), (C ′,F ′, ∂′) ed
una mappa graduata filtrata φ : C → C ′, che per semplicita` supponiamo di
bigrado (0, 0). Supponiamo che le due successioni spettrali E,E ′ associate e
C,C ′ rispettivamente convergano. φ induce una mappa φ∗ : H(C)→ H(C ′),
una mappa {φr} (per r ≥ 1 e r = ∞) tra le due successioni spettrali E,E ′
associate ai due complessi, e per ogni p, q interi una mappa che denotiamo
φp,q : FpHp+q(C)/Fp−1Hp+q(C)→ F ′pHp+q(C ′)/F ′p−1Hp+q(C ′).
Definizione 4.3.3. Nelle ipotesi fatte e con le notazioni introdotte, diciamo
che φ converge se φp,q = φ
∞
p,q.
Osservazione 4.3.4. Quante informazioni riusciamo ad ottenere su H(C, ∂)
da HGq(C, p) = FpHp+q(C, ∂)/Fp−1Hp+q(C, ∂)? In generale possiamo dire
poco, ma in tre casi particolari (ciascuno sottocaso del successivo) queste
informazioni parziali sono sufficienti a determinare l’omologia del complesso
e la filtrazione che ne viene indotta:
1. se R e` un campo;
2. se R e` un anello a ideali principali e i moduli HGq(C, p) sono liberi;
3. se i moduli HGq(C, p) sono R-moduli proiettivi.
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In ciascuno dei tre casi, le proiezioni FpHp+q(C, ∂)→ HGq(C, p) hanno un in-
versa destra, e FpH(C, ∂) e` la somma diretta delle immagini degli HGq(C, p)
al variare di q.
Teorema 4.3.5 ([12], Teorema 3.2). Nelle ipotesi fatte su (C,F , ∂), la suc-
cessione spettrale E associata al complesso filtrato converge a H(C, ∂).
Notiamo che c’e` un caso ovvio in cui la successione spettrale converge,
ed e` quando le mappe δk sono definitivamente nulle (in k, eventualmente a
bigrado spettrale fissato): in tal caso, per definizione esiste un indice M per
cui δkp,q e` 0 per k ≥M , e in tal caso Z∞p,q = Zk+1p,q = Zkp,q = ZMp,q, e B∞p,q = BMp,q.
Inoltre, nelle ipotesi del teorema, se φ : C → C ′ e` una mappa di com-
plessi filtrata e di grado 0, allora la mappa {φr} : E → E ′ associata tra le










dove abbiamo indicato con φ∗ la mappa indotta da φ tra le omologie degli
oggetti graduati associati a C e C ′.
Possiamo (e ci servira`) considerare un caso leggermente piu` generale, che
si riconduce facilmente al precedente: se la mappa φ ha grado d′ e soddisfa
φ(Fp)Cq ⊂ Fp+dCq+d′ , allora induce una mappa di successioni spettrali di









In questo modo, in realta`, abbiamo definito un funtore dalla catego-
ria degli R-moduli graduati filtrati alla categoria delle successioni spettra-
li: in particolare, se φ era un quasi-isomorfismo, allora la mappa φ∞ e` un
isomorfismo.
4.4 Applicazioni all’omologia di Floer
Specializziamo ora i risultati della sottosezione precedente al caso che ci in-
teressa, cioe` ai complessi C− e Ĉ; nel nostro caso R sara` F2 o Z: useremo
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comunque la lettera R, distinguendo solo se necessario i due casi, ed in parti-
colare useremo le formule per i bordi a coefficienti interi (che sono comunque
valide su F2). Fissiamo allora una griglia G di ordine n che rappresenti
un nodo K, con un’assegnazione di segni S, e costruiamo C− = C−R (G) e
Ĉ = ĈR(G): vedremo Ĉ come quoziente (con proiezione pi) o come sotto-
modulo (con immersione ι̂) a seconda di quale punto di vista si presenti piu`
comodo; la mappa ∂̂ puo` essere vista come pi ◦ ∂− ◦ ι̂ (se lo vediamo come
quoziente) o come ι̂ ◦ pi ◦ ∂− (se lo vediamo come sottomodulo).
Per comodita` di notazione, indicheremo con m una n-upla (m1, . . . ,mn)
di naturali; data una tale n-upla, chiamiamo m∗ la n-upla (0,m2, . . . ,mn),
e indichiamo con |m| la somma m1 + · · · + mn. Infine, indichiamo con Um
il prodotto Um11 · · · · · Umnn ; se r e` un dominio, chiamiamo X(r),O(r) le due
n-uple (X1(r), . . . , Xn(r) e (O1(r), . . . , On(r)) delle molteplicita`: in questo







Osserviamo innanzitutto che i quozienti CK−(s) = FsC−/Fs−1C− sono
liberi per ogni p, e piu` precisamente le classi x +Fs−1C− al variare di x ∈ S
con A(x) = s formano una R-base di CK−(s); inoltre la filtrazione F indotta
da A soddisfa
⋂FsC− = 0, quindi possiamo applicare tutti i risultati ottenuti
nella sezione precedente a C−. Ma entrambe le proprieta` sono stabili per
passaggio a sottomodulo3, quindi possiamo anche applicare gli stessi risultati
a Ĉ. Abbiamo quindi dimostrato il seguente teorema:
Teorema 4.4.1. Siano G1, G2 due griglie associate a nodi isotopi. Per
i = 1, 2 costruiamo i complessi C−i = C
−(Gi) e Ĉi = Ĉ(Gi) = pii(C−i ) e
chiamiamo E−i ed Êi le successioni spettrali associate.
(i) La successione spettrale E−i converge a C
−
i ; la successione spettrale Êi
converge a Ĉi.
(ii) Ci sono mappe di successioni spettrali φ− : E−1 → E−2 e φ̂ : Ê1 → Ê2
che convergono ad isomorfismi.











3La prima perche´ R e` un PID, quindi sottomodulo di un R-modulo libero e` libero.
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In realta` la convergenza al punto (i) si puo` ricavare in maniera piu` diretta:
siccome per ogni elemento di S (che e` un insieme finito) la mappa di bordo ha
un numero finito di termini, ed e` estesa per Ui-linearita` (e la moltiplicazione
per Ui e` omogenea), esiste un massimo shift µ per cui ogni termine che
compare nella somma ∂−x avra` grado di Alexander maggiore o uguale a
A(x)− µ, per cui ∂−k e` 0 per ogni k > µ. Possiamo addirittura stimare µ in
modo abbastanza fine.
Dobbiamo pero` alleggerire un po’ la notazione: usando l’identificazione
x → [x] ∈ CKM(x)(A(x)) in entrambe le direzioni, scriveremo le mappe dei






















come gia` fatto nella sezione sul polinomio di Alexander, basta osservare che
ogni rettangolo vuoto tra due generatori x,y la differenza A(x)−A(y) conta
esattamente la differenza fra il numero di X e il numero di O nel rettangolo.
Per ovvi motivi, |X(r)| ≤ n per ogni rettangolo r, ma in realta` per ogni
rettangolo vuoto r si puo` migliorare la stima a |X(r)| ≤ (n−1)/2: se cos`ı non
fosse, r occuperebbe almeno a = b(n − 1)/2c + 1 righe e a colonne; i punti
di x nelle colonne occupate da r sono, escludendo i vertici di r stesso, a− 1,
e possono occupare n− a− 1 righe, cioe` a− 1 < n− a− 1, contraddizione.
Quindi µ ≤ b(n− 1)/2c.
Nel seguito della sezione applicheremo le costruzioni fatte agli invarianti
trasversi, ricavando dei raffinamenti dell’invariante trasverso proprio grazie
alle successioni spettrali. Torneremo poi sull’argomento, nell’ambito piu` ge-
nerale della teoria dei nodi, nell’ultima sezione, dove esporremo il risultato
originale, che ora possiamo enunciare approssimativamente come “esiste una
successione spettrale che parte da componenti bigraduate in ĤK, converge
alla seconda pagina e determina una componente di Alexander di HK−”.
75
4.4.1 Altri invarianti trasversi
Le successioni spettrali associate ai complessi C−, Ĉ ci permettono di co-
struire invarianti piu` fini dell’invariante θ:
Proposizione 4.4.2. Dato K nodo trasverso, δ1(θ(K)) e` un invariante di
isotopia trasversa di K.
Come al solito, quando diciamo che δ1(θ(K)) e` invariante, lo intendiamo
nel senso della definizioni 3.2.2, cioe` a meno di isomorfismi indotti da mos-
se della griglia che corrispondono ad isotopie trasverse: piu` precisamente,
δ1(θ(K)) = [HK−(G), δ1(λ+(G)].
Dimostrazione. Grazie al teorema 4.4.1, ad una successione di mosse che col-
lega due griglie G1, G2 che rappresentano (due approssimazioni legendriane
di) K e` associata una mappa φ− : E−1 → E−2 dalla successione spettrale
associata a G1 a quella associata a G2. In particolare, la prima pagina di
ciascuna di queste due successioni spettrali e` l’omologia graduata HK− del-







Per la definizione 3.2.2, δ1(θ(K)) e` invariante.
Osservazione 4.4.3. In realta`, adattando la dimostrazione di 4.4.2, otteniamo
che per ogni k l’elemento δk(θ(K)) e` un invariante trasverso: abbiamo quindi
un intera famiglia di oggetti invarianti. D’altro canto, il k-esimo di questi
invarianti e` un’elemento della k-esima pagina Ek della successione spettrale
associata ad HK−, e quindi e` molto laborioso da calcolare.
Tutta la discussione relativa a θ e ai δk(θ) si specializza, tramite la mappa
pi∗ : E− → Ê indotta tra le successioni spettrali da pi : C− → Ĉ, per cui
riusciamo a definire in modo automatico degli invarianti θ̂ e δ̂k(θ̂), spesso piu`
facili da calcolare, che poi useremo di fatto per distinguere nodi con gli stessi
invarianti classici ma non trasversalmente isotopi.
4.5 Esempi
Seguendo [15], presenteremo quattro coppie di nodi trasversi che gli invarianti
non distinguono, ma che sono distinti da θ̂ o da δ1(θ̂). I calcoli dietro queste
dimostrazioni sono pero` molto laboriosi, e sono quindi stati dati in pasto ad
un computer.
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L’algoritmo dice solamente se un certo generatore fissato (nel nostro caso
x+) e` un bordo nel complesso graduato a coefficienti in F2, restringendosi alle
uniche componenti interessate dalla mappa di bordo, ovvero la componente
bigraduata del generatore e quella di bigrado shiftato di +1 nella componente
di Maslov. Inoltre, e` possibile restringersi allo studio del complesso bigradua-
to C˜K: lavorare a meno di segni permette di trattare l’oggetto come un grafo
orientato, mentre lavorare nel complesso piu` piccolo abbrevia notevolmente
i tempi e semplifica il codice.
θ̂ e` effettivo










































Figura 4.1: Le griglie G1 e G2
Chiamiamo poi K′1,K′2 i due nodi legendriani rappresentati dalle griglie
G′1, G
′
2 in figura 4.2:
Proposizione 4.5.1. (i) I due nodi K1,K2 e i loro push-off trasversi T1, T2
hanno gli stessi invarianti classici.
(ii) I due nodi K′1,K′2 e i loro push-off trasversi T ′1 , T ′2 hanno gli stessi
invarianti classici.
Dimostrazione. In entrambi i casi, e` chiaramente sufficiente dimostrare la
parte legendriana della proposizione, visto che gli invarianti classici del push-
off trasverso di un nodo legendriano sono determinati dagli invarianti classici

















































Figura 4.2: Le griglie G′1 e G
′
2
(i) Facciamo riferifemento alla figura 4.3, che mostra le proiezioni fron-
tali e mette in evidenza l’unica porzione di piano in cui le proiezioni
differiscono: in entrambi i rettangoli tratteggiati, a meno di isotopia,
si trova la stessa treccia su tre fili (rappresentata in figura), quindi i
due nodi sono topologicamente isotopi (per di piu`, tramite un’isotopia
che e` l’identita` al di fuori della controimmagine del rettangolo). Per la
precisione, i due nodi associati alle griglie sono entrambi di tipo 10132,
mentre K1 e K2 sono di tipo m(10132).
Calcoliamo ora gli invarianti numerici: esaminando i due diagrammi,
otteniamo
c↑(G1) = 6 = c↑(G2)
c↓(G1) = 6 = c↓(G2)
c(G1) = 12 = c(G2)
wrG1 = 7 = wrG2
Da cui tbK1 = tbK2 = −1 e r(K1) = r(K2) = 0, quindi i due nodi
hanno gli stessi invarianti classici.
(ii) La situazione in cui ci troviamo e` esattamente analoga a quella del
punto (i): in figura 4.4 sono rappresentate le due proiezioni frontali
associate a G′1 e G
′
2, che differiscono solo nel rettangolo tratteggiato.
Anche qui, topologicamente le due zone evidenziate sono la stessa trec-
cia su tre fili (la stessa del punto (i), oltretutto), quindi i due nodi
associati alle due griglie sono topologicamente isotopi di tipo 12n200, e
i nodi K′1 e K′2 sono dei tipo m(12n200).
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Figura 4.3: Le proiezioni frontali di K1 e K2: i riquadri tratteggiati racchiu-
dono le uniche zone in cui i due diagrammi differiscono; a destra, la treccia
su tre fili che rappresenta quello che succede topologicamente in entrambi i
riquadri.
Figura 4.4: Le proiezioni frontali di K′1 e K′2: i riquadri tratteggiati
racchiudono le uniche zone in cui i due diagrammi differiscono.
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Calcoliamo ora gli invarianti numerici: esaminando i diagrammi, otte-
niamo
c↑(G1) = 8 = c↑(G2)
c↓(G1) = 8 = c↓(G2)
c(G1) = 16 = c(G2)
wrG1 = 9 = wrG2
Da cui tbK1 = tbK2 = −1 e r(K1) = r(K2) = 0, quindi i due nodi
hanno gli stessi invarianti classici.
Tuttavia, possiamo dimostrare che
Proposizione 4.5.2. (i) Ne´ K1 e K2 ne´ i loro push-off sono trasversal-
mente isotopi.
(ii) Ne´ K′1 e K′2 ne´ i loro push-off sono trasversalmente isotopi.
La dimostrazione e` semplicemente la verifica, eseguita al computer, che
x+1 e x
′+
1 sono cicli nei complessi Ĉ(G1), Ĉ(G
′
1) rispettivamente, mentre x
+
2
e x′+2 non sono cicli nei complessi Ĉ(G2), Ĉ(G
′
2): questo ci dice che θ̂(T1) e
θ̂(T ′1 ) sono nulli, mentre θ̂(T2) e θ̂(T ′2 ) non lo sono, ovvero le coppie T1, T2 e
T ′1 , T ′2 sono distinte dall’invariante θ̂.
δ1(θ̂) e` effettivo
Chiamiamo K1,K2 i nodi legendriani rappresentati dalle griglie G1, G2 in
figura 4.5, e K′1,K′2 i nodi rappresentati dalle griglie G′1, G′2 in figura 4.6:
Proposizione 4.5.3. (i) I due nodi K1,K2 e i loro push-off trasversi T1, T2
hanno gli stessi invarianti classici, e ne´ θ̂(K1) ne´ θ̂(K2) si annullano.
(ii) I due nodi K′1,K′2 e i loro push-off trasversi T ′1 , T ′2 hanno gli stessi
invarianti classici, e ne´ θ̂(K′1) ne´ θ̂(K′2) si annullano.
Dimostrazione. (i) La prima parte e` una verifica identica a quelle della
sottosezione precedente: entrambi i nodi sono di tipo m(10140), e con-
tando le cuspidi e gli incroci con segno, otteniamo gli invarianti classici
numerici tb(K1) = tb(K2) = −1 e r(K1) = r(K2) = 0. Per la seconda
parte, il computer ci dice che ne´ [x+1 ] ne´ [x
+






































Figura 4.5: Le due griglie G1 e G2 e le proiezioni frontali di K1 e K2: anche
qui i riquadri tratteggiati racchiudono le uniche zone in cui i due diagrammi
differiscono.
(ii) Anche in questo caso i due nodi sono isotopi come nodi lisci (entrambi
di tipo 12n582), e i loro invarianti classici sono tb(K′i) = −1 e r(K′i) = 0.
Come nel primo punto, per dimostrare che θ̂ non si annulla ne´ per K′1 e
K′2 sfruttiamo il computer, che ci dice che ne´ [x+1 ] ne´ [x+2 ] sono δ1-cicli.
Si ha pero` anche la seguente proposizione:
Proposizione 4.5.4. (i) K1 e K2 non sono trasversalmente isotopi.
(ii) K′1 e K′2 non sono trasversalmente isotopi.
Anche in questo caso, la verifica e` stata eseguita al computer: con un
piccolo adattamento dell’algoritmo precedente, si e` verificato che [x+1 ] e [x
′+
1 ]
sono bordi (ovvero sono elementi dell’immagine di [δ1]), mentre [x+2 ] e [x
′+
2 ]
non lo sono. Quindi δ1(θ̂(T1)) e δ1(θ̂(T ′1 )) sono nulli, mentre δ1(θ̂(T2)) e














































Figura 4.6: Le due griglie G′1 e G
′
2 e le proiezioni frontali di K′1 e K′2: anche
qui i riquadri tratteggiati racchiudono le uniche zone in cui i due diagrammi
differiscono.
4.6 Euristica
Concludiamo il capitolo dando qualche spiegazione sugli esempi della sezione
precedente, e piu` in generale quali famiglie di nodi possono essere usate per
trovare altri esempi.
Definizione 4.6.1 (vedi anche [23]). Un nodo si dice sottile se l’omologia
ĤK(G) di una sua griglia e` supportata su una retta M = A+ δ per un certo
δ, cioe` se d− s 6= δ allora ĤKd(G; s) = 0.
Se un nodo e` sottile, e` facile caratterizzare l’omologia graduata HK− a
coefficienti su F2 del suo mirror in bigradi M = 2A:
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Lemma 4.6.2. Se K e` un nodo sottile, allora HK−2∗(m(K), ∗) e` una somma
diretta di una copia di Z[U ] e di un addendo diretto di U-torsione, ed e`
generata da elementi di bigrado A = τ(K),M = 2τ(K).
Dimostrazione. Per chiarezza, chiamiamo τ = τ(K), e fissiamo una griglia G
per K ed una Gm per m(K); osserviamo anche che la proprieta` che vogliamo
dimostrare e` invariante per isomorfismo, quindi possiamo lavorare con le
omologie combinatorie, fissando due isomorfismi HK−(m(K))↔ HK−(Gm)
e Ĥ(K)↔ Ĥ(G).
Nella dimostrazione del lemma 1.7.8 abbiamo associato ad una classe
ζ in HK−(m(K), s) ' HK−(Gm, s) una classe, che ora chiamiamo ζ̂, in
Ĥ(K) ' H(Ĉ(G)) e che proviene dal livello τ della filtrazione F̂τ Ĉ(G), con
la proprieta` che ζ e` di U -torsione se e solo se ζ̂ e` zero.
Consideriamo ora λ+(G) ∈ HK−(G) = HK−(m(K)): chiamiamo η un
elemento di gradazione (di Alexander o di Maslov, e` indifferente) massimale
tale che esista una potenza Ud di U per cui Udη = λ+(G). Per il teorema
4.2.1 questo η e` ben definito, e non dipende dalla griglia scelta; inoltre, per
il teorema 3.2.6 non e` di U -torsione, di conseguenza, per il lemma 1.7.8,
A(η) ≤ τ ′(m(K)) = τ .
Chiamiamo ora ξ un elemento che realizzi il massimo nella definizione di
τ ′, ovvero un elemento non di U -torsione in HK−(m(K)) di grado di Ale-
xander massimale: sia ξ̂ sia η̂ sono non nulli in Ĥ(K), quindi, siccome Ĥ(K)
e` F2, ξ̂ = η̂, cioe` ξ− η e` di U -torsione. Vogliamo dimostrare che ξ e η stanno
nella stessa componente bigraduata: se per assurdo avessero bigradi distinti,
per ogni k, Ukξ e Ukη sarebbero elementi non nulli di componenti bigraduate
distinte (perche´ U shifta il bigrado di −1 nella componente di Alexander e
di −2 in quella di Maslov) ed in particolare linearmente indipendenti. Di
conseguenza, A(ξ) = τ , M(ξ) = 2τ .
Consideriamo allora Z[U ]ξ, e un elemento non nullo ζ ∈ HK−2s(m(K), s)
per qualche s intero: esiste uno ζ di grado (Maslov o Alexander) massimale
tale che ζ = Udζ, e l’elemento corrispondente a ζ in ĤK(K) e` non nullo grazie
alla 1.7.1, perche´ non e` nell’immagine della mappa ·U . Quindi appartiene
all’unica componente bigraduata non nulla di ĤK(K) che sta sulla retta
M = 2A, cioe` ζ ∈ HK−2τ (m(K), τ).
Ma, per quanto detto prima su η e ξ, ζ − ξ e` di U -torsione: concludendo,
HK−2∗(m(K), ∗) e` una somma diretta di uno Z[U ]-modulo libero di rango 1
(generato, ad esempio, da ξ) e di un complementare di U -torsione, generato
dalle differenze ξ−ζ al variare di ζ non di U -torsione in HK−2τ (m(K), τ).
Nella sezione precedente abbiamo distinto nodi trasversi sfruttando l’an-
nullarsi di θ̂ per certi rappresentanti della classe di m(K) e il non-annullarsi
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dello stesso invariante per altri: dal lemma precedente deduciamo che non
possiamo andare a cercare questi esempi nella classe dei nodi sottili.
Proposizione 4.6.3. Se K e` un nodo trasverso di tipo K e K e` sottile, θ̂(K)
non si annulla se e solo se slK = 2τ(K)− 1.
In effetti, se il nodo K e` sottile, anche m(K) lo e` (per le simmetrie di
ĤK), e l’annullamento o meno di θ̂(K) e` determinato dal numero di auto-
allacciamento, quindi non dice nulla di piu` degli invarianti classici.
Dimostrazione. Chiamiamo τ = τ(K). Se K e` sottile, per il lemma prece-
dente, l’unica parte di HK−2∗(m(K), ∗) che non e` contenuta nell’immagine
della moltiplicazione per U e` la componente bigraduata HK−2τ (m(K), τ).
L’invariante θ(K) ∈ HK−(m(K)) non e` di U -torsione vive nella com-
ponente di bigrado (A,M) = ((slK + 1)/2, slK + 1), quindi innanzitut-
to slK ≤ 2τ − 1, e se slK < 2τ − 1, allora θ(K) = Udζ per un certo
ζ ∈ HK−frm−etau(m(K), τ), quindi θ̂(K) = 0.
Viceversa, se θ̂(K) = 0, allora θ̂(K) = Uζ ′ per un certo ζ ′ che non e` di
U -torsione e grado di Alexander maggiore di A(θ(K)), cioe` (slK + 1)/2 <
A(ζ ′) ≤ τ , da cui la tesi.
Tornando agli esempi che abbiamo presentato, rifacendoci ai calcoli di
Baldwin e Gillam [1], abbiamo che il nodo 10132 non e` sottile, piu` precisa-
mente il complesso ridotto ĤK e` supportato su due diagonali con M−A = 0
oppure M − A = 1, e qui ne riportiamo le dimensioni delle componenti











In questa sezione giocheremo con qualche complesso e varie filtrazioni, alla
ricerca del recupero di una grossa fetta d’informazione che finora non ab-
biamo trovato (ne´ cercato): la struttura di R[U ]-modulo di HK−(G), cioe`
dell’omologia dell’oggetto graduato CK−(G) associato a C−(G) rispetto alla
filtrazione di Alexander.
Nello specifico, “batteremo” la successione spettrale E− costruita pre-
cedentemente, costruendo una nuova successione spettrale che nella prima
pagina ha componenti bigraduate ĤKd(s) e converge alla seconda pagina
e permette di recuperare la struttura di R[U ]-modulo del complesso HK−.
D’ora in poi fisseremo una griglia G di ordine n, e per alleggerire la notazione
sopprimeremo G da tutte le formule, e indicheremo con R l’anello F2 o Z,
sempre attenendoci alle convenzioni adottate lungo tutta la sezione4.
Riassumendo, CK−d (s) (rispettivamente ĈKd(s)) sara` la componente di
bigrado Alexander-Maslov (s, d) nell’oggetto graduato CK− = CK−(G) (ri-
sp. ĈK = ĈK(G)); scriveremo poi HK−d (s) (rispettivamente ĤKd(s))





d (s) (risp. ĈK(s)) di grado di Maslov s di CK
− (risp.
di ĈK). Indicativamente, i nomi degli indici ne suggeriranno l’utilizzo, per
cui s, t saranno riservati a gradazioni/filtrazioni (in generale saranno valori
della funzione A), d alla gradazione di Maslov, r sara` il numero della pagina
di una successione spettrale, e p, q saranno le componenti di qualche bigrado
spettrale. Useremo inoltre le stesse notazioni della sezione 4.4 riguardo alle
n-uple di interi.
Proposizione 4.7.1. Per ogni s esiste una filtrazione su CK−(s) tale che
la successione spettrale associata Eˇ(s) e` supportata nei livelli della filtrazione
p ≤ −s e in questo semipiano soddisfa (Eˇ(s))1
p,q
= ĤKq−p−2s(−p); inoltre
Eˇ(s) converge a HK−(s) alla seconda pagina (cioe` (Eˇ(s))2 = (Eˇ(s))∞).
Inoltre per ogni s c’e` una mappa di successioni spettrali Eˇ(s) → Eˇ(s−1)
di bigrado spettrale (−1,−1) che converge alla moltiplicazione per U , ·U :
HK−(s)→ HK−(s− 1).
Dimostrazione. Cominciamo considerando il complesso Ĉ ⊂ C−: oltre alla
proiezione naturale Π0 : C
− → Ĉ che valuta U1 = 0, abbiamo una proiezione
Π1 : C
− → Ĉ che valuta U1 = 1. Allo stesso modo, l’inclusione ĈK ⊂ CK−
ha due inverse sinistre: pi0, cioe` la valutazione U1 = 0, e pi1, la valutazione
U1 = 1. Le mappe Π1 e pi1 non sono pero` ne´ mappe filtrate ne´ graduate, e con
4La presenza dell’assegnazione di segni S non modifica il bordo nel complesso su F2.
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i differenziali ∂−, ∂̂ (o i loro graduati) non sono neanche mappe di complessi,
perche´ non commutano coi differenziali.
Possiamo tuttavia sfruttare pi1 per trasferire informazioni da CK
− a ĈK
con la seguente costruzione. Su ĈK c’e` il differenziale ∂̂0 = gr ∂̂, che (tramite















e osserviamo che possiamo scrivere
∂̂0 + ∂ˇ1 = ∂ˇ = pi1 ◦ gr ∂−,








In realta`, la condizione O1(r) ≥ 1 nella somma si traduce nell’uguaglianza
O1(r) = 1, perche´ la molteplicita` di un punto in un rettangolo e` 0 oppure
1. Per definizione, la mappa ∂̂0 e` un operatore su ciascuna componente
bigraduata (col bigrado di Alexander-Maslov): ci chiediamo ora quale sia il
comportamento della mappa ∂ˇ1 rispetto a questa bigradazione.
Lemma 4.7.2. La mappa ∂ˇ1 ha bigrado Alexander-Maslov (1, 1).
Dimostrazione. Sappiamo che gr ∂− ha grado di Alexander 0 (perche´ e` la
mappa graduata) e di Maslov −1, quindi sappiamo che per ogni addendo
UO(r)y che compare nella somma si ha
A(y)− |O(r)| = A(UO(r)y) = A(x),
M(y)− 2|O(r)| = M(UO(r)y) = M(x)− 1,
da cui ricaviamo che per ogni addendo UO
∗(r)y nella definizione di ∂ˇ1:
A(y)− |O(r)| = A(y)− |O(r)|+ 1 = A(x) + 1,
M(y)− 2|O∗(r)| = M(y)− 2|O(r)|+ 2 = M(x) + 1,
ovvero ∂ˇ1 ha bigrado Alexander-Maslov (1, 1).
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Il nostro obiettivo e` ora costruire un nuovo complesso filtrato (Cˇ, Fˇ , ∂ˇ) il
cui modulo Cˇ sia isomorfo a ĈK, e tale che i sottomoduli FˇsCˇ contengano
informazioni su HK−(s).
Chiamiamo allora Cˇ = ĈK, e definiamo la filtrazione Fˇ come
FˇtCˇ = 〈Um∗x|A(x)− |m∗| ≥ −t〉R :
possiamo pensare questa filtrazione come complementare alla filtrazione F̂ ,
nel senso che per ogni s si ha Cˇ ' FˇsCˇ⊕F̂−s−1ĈK. Il segno −t che compare
nella definizione serve ad avere una successione decrescente di moduli, come
per le filtrazioni F− e F̂ : questa filtrazione non e` una filtrazione definitiva-
mente costante nel senso della sezione 1.3, ma questo non creera` problemi ne´
a livello di definizioni ne´ a livello di successioni spettrali.
Osserviamo che ciascuna componente CˇK(s) = FˇsCˇ/Fˇs−1Cˇ e` per defini-
zione isomorfa a ĈK(s), ed in particolare e` R-libera; come per l’isomorfismo
ĈK ↔ Ĉ, possiamo quindi identificare CˇK con Cˇ (come R-moduli), e d’ora
in poi lo faremo implicitamente. Rispetto a questa filtrazione, la mappa ∂ˇ e`
filtrata, e osserviamo che la mappa ∂ˇ0 = gr ∂ˇ e` ∂̂0.
Fissiamo ora un intero s, e chiamiamo
Cˇ(s) = Fˇ−sCˇ ⊂ Cˇ.
Lemma 4.7.3. La mappa pi1 : CK
− → ĈK = Cˇ soddisfa pi1(CK−(s)) =
Cˇ(s). Inoltre pi1|CK−(s) e` un isomorfismo di complessi sull’immagine che
chiamiamo
ψs : (CK
−(s), gr ∂−)→ (Cˇ(s), ∂ˇ|Cˇ(s)).
D’ora in poi ometteremo la restrizione, che in realta` e` una restrizione
anche nel codominio, e scriveremo ∂ˇ anche per ∂ˇ|Cˇ(s) .
Dimostrazione. Consideriamo un elemento Umx ∈ CK−(s): la sua proie-
zione tramite pi1 e` contenuta in Cˇ
(s) (perche´ il grado di Alexander aumenta
valutando U1 = 1), e inoltre per ogni U
m′x di Cˇ(s) esiste un unico m tale
che m∗ = m′ e che Umx abbia grado di Alexander s. Supponiamo ora che
A(Um
′
x) = −t: questo e` equivalente a chiedere Um′x ∈ Fˇt \ Fˇt−1 o, con
le identificazioni fatte, che Um
′
x stia nella componente CˇK(t) dell’oggetto
graduato; allora m soddisfa
A(x)− |m| = s,
A(x)− |m∗| = −t,
cioe`, sottraendo le due equazioni, m1 = −t−s. Abbiamo quindi l’isomorfismo
ψs di R-moduli CK
−(s)→ Cˇ(s), che formalmente si scrive
ψs(U




noi pero` alleggeriremo la notazione, sottointendendo il fatto che gli ele-






Questa notazione rende evidente il fatto che ψs commuta con i due differen-
ziali, perche´ ∂ˇ e` definita proprio a partire dalla valutazione U1 = 1, quindi
automaticamente ∂ˇ ◦ ψs = ψs ◦ gr ∂−.
Abbiamo finora costruito un modulo Cˇ filtrato da Fˇ con un differenziale ∂ˇ
ed inoltre sappiamo che ciascun sottomodulo della filtrazione Cˇ(s) e` isomorfo
(come modulo con un differenziale) tramite ψ−1s a CK
−(s) per il lemma
4.7.35. Quello che ci manca e` definire una gradazione omologica su Cˇ: la
gradazione di Maslov non e` rispettata da ∂ˇ, nel senso che ∂ˇ non ha grado di
Maslov −1. In realta`, non riusciamo a definire una gradazione su Cˇ, quindi
non possiamo associare, a questo punto, una successione spettrale a Cˇ e
non possiamo far subentrare il meccanismo algebrico sottostante. Possiamo
tuttavia ottenere un risultato (non troppo!) parziale, restringendoci a Cˇ(s),
sfruttando ψs che commuta coi differenziali, che ci permette di definire un
grado omologico Mˇ indotto secondo la formula
Mˇ(ψs(U
mx)) = M(Umx) :
siccome ψs commuta coi due differenziali, definendo
Cˇ
(s)
d = 〈Umx|Mˇ(Umx) = d〉R
abbiamo costruito una gradazione su Cˇ(s) rispetto a cui ∂ˇ ha grado −1.
Inoltre la filtrazione Fˇ su Cˇ da`, per intersezione, una filtrazione
Fˇ (s)t Cˇ(s) = FˇtCˇ ∩ Cˇ(s),
e questa filtrazione e` una filtrazione nel senso della sezione 1.3, perche´ e`
definitivamente costante: Fˇ (s)−s Cˇ(s) = Cˇ(s) per definizione.
Ora vogliamo capire le relazioni tra la funzione M e la funzione Mˇ ,
entrambe definite sui generatori standard di Cˇ(s).
Lemma 4.7.4. La mappa ψ−1s porta la componente ĈKd−2s−2t(−t) ⊂ Cˇ(s)
nella componente CK−d (s).
5Osserviamo tuttavia che la filtrazione Fˇ (s) non ha nulla a che vedere con F , tanto piu`
che CK−(s) non e` un complesso filtrato.
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grado di Alexander −t, allora m1 = −t− s. Di conseguenza,
Mˇ(Um
∗
x) = M(Umx) = M(Um
∗
x)− 2m1 = M(Um∗x) + 2s+ 2t :
di nuovo, identificando l’oggetto bigraduato CˇK
(s)
e Cˇ(s) come R-moduli,
possiamo dire che la componente CˇK
(s)





inoltre, se t > −s, CˇK(s)(t) e` banale, mentre per t ≤ −s, per l’identita`
appena ricavata, CˇK
(s)
d (t) corrisponde alla componente in bigrado Alexander-
Maslov (−t, d− 2s− 2t).
Costruiamo allora la successione spettrale Eˇ(s) associata al complesso






(p), ∂ˇ0) = ĤKq−p−2s(−p).
Consideriamo ora la mappa ∂ˇ1 = ∂ˇ − ∂̂0 = ∂ˇ − ∂ˇ0: abbiamo gia` osservato
nel lemma 4.7.2 che ha bigrado Alexander-Maslov (1, 1), quindi, siccome
∂ˇ1(CˇK
(s)
(t)) ⊂ CˇK(s)(t−1), e` per definizione la seconda mappa nella somma
∂ˇ = ∂ˇ0+∂ˇ1+. . . associata alla decomposizione spettrale di ∂ˇ. Di conseguenza
la somma e` una somma di due soli elementi, cioe` le mappe successive ∂ˇk sono
tutte nulle, quindi la successione spettrale si stabilizza dalla seconda pagina
in poi. Chiamiamo δˇ1 la mappa indotta da ∂ˇ1 nella seconda pagina spettrale,
che vediamo come una collezione di mappe ∂ˇ1 : ĤKd(t) → ĤKd+1(t + 1)









, e quindi la seconda pagina della
successione spettrale determina, a meno di estensioni, l’omologia HK−(s),
che per costruzione e` uguale all’omologia di Cˇ(s): piu` precisamente,






Osserviamo ora che, siccome Fˇ (s)−s Cˇ(s) = Cˇ(s), la successione spettrale e` sup-
portata nei livelli della filtrazione minori di −s, e per questi livelli abbiamo,



































ker(δˇ1 : ĤKd+2t−2s(t)→ ĤKd+2t−2s+1(t+ 1))
im(δˇ1 : ĤKd+2t−2s−1(t− 1)→ ĤKd+2t−2s(t))
.
Vediamo come recuperare l’informazione che abbiamo perso, cioe` la strut-
tura diR[U ]-modulo: e` chiaramente sufficiente recuperare l’informazione con-
tenuta nella mappa ·U : HK− → HK−, e poissiamo restringere la nostra
attenzione a due componenti HK−(s) e HK−(s−1) (una in partenza ed una
in arrivo).








HK−(s− 1)(ψs−1)∗ // (Eˇ(s−1))∞,
in cui la mappa ι∞s e` indotta dall’inclusione ιs : Cˇ
(s) ↪→ Cˇ(s−1).
Dimostrazione. Consideriamo l’azione di U1 vista come mappa dal com-









CK−(s− 1)ψs−1 // Cˇ(s−1),
avendo indicato con ιs l’inclusione Cˇ
(s) = Fˇ−sCˇ ⊂ Fˇ−s+1Cˇ = Cˇ(s−1). Questa
mappa ha bigrado spettrale (−1,−1) e induce una mappa di successioni
spettrali che converge ad una mappa ι∞s che fa commutare il diagramma
nell’enunciato.
Nel caso in cui HK−(s), HK−(s− 1) sono determinati da Eˇ(s), Eˇ(s−1), il
diagramma del lemma determina completamente la moltiplicazione per U in
HK−, mentre se le due omologie sono determinate a meno di torsione, anche
la moltiplicazione per U e` determinata a meno della stessa ambiguita`.
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