This paper studies the main technological challenges of real-time biofeedback in sport. We identified communication and processing as two main possible obstacles for high performance real-time biofeedback systems. We give special attention to the role of high performance computing with some details on possible usage of DataFlow computing paradigm. Motion tracking systems, in connection with the biomechanical biofeedback, help in accelerating motor learning. Requirements about various parameters important in real-time biofeedback applications are discussed. Inertial sensor tracking system accuracy is tested in comparison with a high performance optical tracking system. Special focus is given on feedback loop delays. Real-time sensor signal acquisitions and real-time processing challenges, in connection with biomechanical biofeedback, are presented. Despite the fact that local processing requires less energy consumption than remote processing, many other limitations, most often the insufficient local processing power, can lead to distributed system as the only possible option. A multiuser signal processing in football match is recognised as an example for high performance application that needs high-speed communication and high performance remote computing. DataFlow computing is found as a good choice for real-time biofeedback systems with large data streams.
Introduction
Science, engineering, and cutting edge technology are being increasingly valued in modern sports. They offer new knowledge, expertise, and tools for achieving a competitive advantage. One such example is the use of biomechanical biofeedback systems. In this paper, the word biofeedback denotes a body activity in the sense of physical movement and it is classified as biomechanical biofeedback [1] .
In a biofeedback system a user has attached sensors for measuring body functions and parameters (bio). Sensor signals are transferred to a signal processing device and results are communicated back to the person (feedback) through one of the human senses (i.e., sight, hearing, and touch) [2] . The person tries to act on the received information to change the body motion in the desired way.
One of the most common uses of biomechanical biofeedback is motor learning in sports, recreation, and rehabilitation [3, 4] . The process of learning new movements is based on repetition [1] . Numerous correct executions are required to adequately learn a certain movement. Biofeedback is successful, if the user is able to either correct a movement or abandon its execution given the appropriate biofeedback information.
The primary focus of this paper is the study of real-time biomechanical biofeedback systems that make the concurrent biofeedback feasible. The concurrent biofeedback can reduce the frequency of improper movement executions and speed up the proper movement pattern learning process. Such learning methods are suitable for recreational, professional, and amateur users in the initial stages of the movement learning process [5] . Initially, this process requires additional learning cycles until the user understands the feedback information.
The general architecture of the biomechanical biofeedback system is illustrated in Figure 1 . It includes sensor(s), a processing device, a biofeedback device, and communication channels [6] . Together with the user they form a biofeedback loop.
Sensors are the essential components of the system. The system should be designed to work with one or multiple sensor devices. Sensors represent the capture side of the system and are usually attached to the user's body. They are the source of signals and data used by the processing device. Motion capture systems employ various sensor technologies for motion acquisition. The most common are camera based systems and inertial sensor based systems [5] . Camera based systems can be further divided into two main subcategories: (a) video based systems and (b) marker based systems. The former directly process the video stream captured at various light wavelengths; the latter use passive or active markers for determining their position in space and time. It should be emphasized that inertial sensor based motion tracking systems are generally mobile and have no limitation in covering space. Modern inertial sensors are miniature low power chips integrated into wearable sensor devices.
The processing device receives sensor signals, analyzes them, and, when necessary, generates and sends feedback signals to the biofeedback devices. A processing device is any device capable of performing computation on sensor signals. The computation can be performed in two basic modes: (a) during the movement: this mode requires processing in real time; such operation is denoted as concurrent biofeedback; or (b) after the movement: this mode allows postprocessing; such operation is denoted as terminal biofeedback. The processing device can be located locally, on the user, performing local processing or remotely, away from the user, performing remote processing.
The biofeedback device employs human senses to communicate feedback information to the user. The most commonly used senses are hearing, sight, and touch. For the feedback it is desirable to use the modality with the least cognitive load induced by other activities.
Communication channels enable the communication between the independent biofeedback system devices. Although wireless communication technologies are most commonly used, wired technologies can also be used in practice. With local processing both technologies can be used, and with remote processing only wireless technologies are practical.
The operation of biomechanical biofeedback systems largely depends on parameters of human motion and analysis algorithms. Biomechanical biofeedback is based on sensing body rotation angles, posture orientation, body translation, and body speed. These parameters are generally calculated from raw data that represent measured physical quantities. Important parameters of human motion should therefore be adequately acquired by the chosen capture system (sensors). Sensors of the motion capture system should have (a) sufficiently large dynamic ranges for the measured motion quantity, (b) sufficiently high sampling frequency that covers all frequencies contained in the motion, and (c) sufficiently high accuracy and/or precision. The employed processing devices should have sufficient computational power for the chosen analysis algorithms. While this is generally not critical with terminal biofeedback that uses postprocessing, it is of the outmost importance with concurrent biofeedback that requires real-time processing. In biofeedback systems with real-time processing all computational operations must be completed within one sampling period. When sampling frequencies are high, this demand can be quite restricting, especially for local processing devices attached to the user.
Related Work. Biomechanical biofeedback in sport is particularly useful in motor learning [2] . Recent advances in technology allow development of realistic and complex unimodal or multimodal biofeedback systems with concurrent augmented feedback [2] . Ubiquitous computing, with its synergetic use of sensing, communication, and computing, is quickly entering sport applications [3] . Sports applications are becoming increasingly mobile; the abundance of relatively inexpensive sensors is producing large amounts of data. Consequently information, communication, and computing technologies are becoming increasingly important in sport [3, 5] .
Wireless transmission and storage components are the most power demanding components in sensor signal processing. Consequently, local signal processing is more power efficient than remote signal processing [7] . However, power consumption is not necessarily the only crucial parameter, especially for applications where high processing demands exceed the sensor node local processing power.
The authors in [8] introduce the concept of wireless body area networks (WBAN) for big data medical applications where a constant data flow from various sensors is collected in long periods of time for a very large set of sensor nodes. The total amount of data requires a big data processing framework.
One of the goals of sport application development is a wearable real-time biofeedback system. Wearable sensor devices can improve training due to high mobility, ubiquity, and intelligent feedback offered. Authors in [9] present a wearable platform that provides baseball players with corrective feedback. A comprehensive review of wearable sensing in human body biomechanics, with focus on sensing and analytics, can be found in [10] . Authors present different sensors and list several studies in the fields of pathology, rehabilitation, sport, and others.
In the recent years DataFlow computing paradigm has been rediscovered [11] and successfully applied to many areas of high performance computing (HPC) [12, 13] . It has been shown in many examples that for specific problems DataFlow computing outperforms ControlFlow computing [14] . Such examples include streamed data that have to be processed in real time.
Challenges in Real-Time Biofeedback
Concurrent (real-time) biofeedback can only be incorporated successfully when (a) human reactions are performed in movement, that is, inside the time frame of the executed movement pattern, and (b) the biofeedback system operates in real-time with minimal delay.
An ideal real-time biomechanical biofeedback system is an autonomous, wearable, lightweight system with large enough number of sensors that are able to capture all the important motion parameters. Sensor signals must exhibit high enough sampling frequency and accuracy. Processing is done instantly and the feedback modality must be chosen in a way that it is not interfering with the principal modality of the motion.
Real systems tend to get as close to the ideal system as possible. The main challenges in this effort are often contradictory. For example, under the constraints of technology, the ideals of being wearable and lightweight contradict the ideals of autonomy and processing power because of the battery time.
The first challenge is to achieve the desired accuracy and precision of motion capture. Inaccuracies and errors present in various capture systems limit the usability in certain cases. For example, the use of MEMS accelerometers for position tracking is useless because even a small inaccuracy in sensor readings induces a positional error that is quadratically proportional to the tracking time.
Another challenge is the sampling frequency. Achieving high enough sampling frequency is generally not a problem, but it leads to large amounts of sensor data that needs to be transferred to the processing device and analyzed. Problems that may occur are available bandwidth of the communication channels and the computational power of the processing device. The latter is especially a problem in realtime biofeedback systems. Here it should be noted that higher sampling frequency yields shorter sampling time , thus allowing less time to complete the computation cycle needed for each sensor signal sample.
Communication channel bandwidth, range, and delays are yet another set of potential problems. Low power wearable devices usually have low channel bandwidth and very limited communication range. In packet based technologies the delay is linearly proportional to packet length and inversely proportional to bandwidth. Longer packets and/or lower bandwidth cause higher delays. To increase the communication protocol efficiency more than one signal sample can be included into one data packet. Each additional sample increases the communication delay for one sampling time .
Biomechanical Biofeedback Systems
Biomechanical biofeedback systems can be divided into two basic groups on the grounds of processing device location. We denote a system with local processing as a personal biofeedback system and a system with remote processing as a distributed biofeedback system. The former is presented in Figure 2 and the latter in Figure 3 .
A personal biofeedback system is compact in the sense that all system devices are attached to the user and are in close vicinity of each other; see Figure 2 . Because the distances between devices are short, the communication can be performed through low-latency wireless channels or over wired connections. The primary concern of personal biofeedback systems is the available computational power of the processing device. The personal version is completely autonomous. The user is free to use the system at any time and at any place and is not limited to confined spaces.
In distributed biofeedback system sensor(s) and actuator(s) are attached to the user's body, while the processing device is at a remote location; see Figure 3 . Based on the distance between the user and the processing device, distributed systems are further divided into two subgroups: (a) local and (b) network. In the local subgroup the processing device is located close to the user, for example, just outside the playing field, next to the running track, and at the base of the skiing slope. In the network subgroup the processing device is located somewhere in the network, for example, on a PC in the laboratory or on the server in the cloud.
The primary concern of distributed biofeedback systems is communication channel ranges, bandwidths, and increased feedback loop delays. Distributed versions, especially the network version, have high computational power. With the local version of the system the user might be limited to a confined space if the communication channel technology has short coverage range.
Trade-Off between Local and Remote Processing.
In wearable systems the battery time is often the most limiting factor; hence energy consumption in the biofeedback loop is of the prime concern. When having the possibility of using either a personal or a distributed version of the biofeedback system, one should consider choosing the system with the optimum energy consumption for the given task.
According to [7] sensor devices consume many times more energy for radio transmission and memory storage than for local processing. This means that personal version with local processing could be more favorable option than distributed version with remote processing. In this context of the local processing it is implied that the signal is first (partially) processed inside the sensor device. The results are then communicated to the processing device of the biofeedback system for possible further processing.
Energy-wise local processing at sensor device is very attractive, but there are some limitations that should be considered [7] :
(a) Algorithms developed in widespread software environments such as MATLAB are difficult to port to sensor devices.
(b) Sensor devices use microcontrollers for signal processing. They do not have a floating point unit and floating point operations must be simulated by using fixed point operation. This is slow and induces calculation errors.
(c) Total energy needed for all operations of one cycle could be higher than the energy needed for radio transmission of the raw data of the same cycle.
(d) Data from more than one sensor must be processed by a single algorithm instance.
(e) Computational load of the algorithm could be too high to be handled by the sensor device; that is, the time needed to finish all operations of one cycle is longer than sampling time.
(f) More cooperative users are active in a biofeedback system at the same time.
When one or more of the abovementioned limitations apply, distributed system with remote processing is a better option. The advantages of the distributed biofeedback system are as follows:
(a) The processing device has practically unlimited energy supply, high processing power, and large amounts of memory storage.
(b) The processing is flexible in terms of software environments usage, algorithm changes, algorithm complexity, choice of technology, choice of computing paradigm, and so forth.
(c) It has a central point of sensor data synchronization when more users are simultaneously using a biofeedback system.
(d) High performance computing solutions can be used when the amounts of data and/or computational complexity increases.
The choice of the most appropriate biofeedback system depends on each separate application. In this paper we focus on the distributed version supported by HPC systems.
Delays and Processing Times in the Biofeedback Loop.
Biofeedback loop has two basic modes of operation: (a) concurrent biofeedback where user is receiving the feedback during the movement; this mode requires processing in real time; (b) terminal biofeedback where user is receiving the feedback after the movement; this mode allows postprocessing. The paper focuses on concurrent feedback with real-time processing.
There are two basic points of view on delays in concurrent (real-time) biofeedback systems: (a) user's point of view and (b) system's point of view. The delays in the real-time biofeedback system are illustrated in Figure 4 .
From the user's perspective the feedback delay occurs during the user action (movement execution). In Figure 4 this delay is depicted as biofeedback delay. This is the delay that occurs between the start of the user's action and the time when the user reacts to the feedback signal. The biofeedback delay should be as low as possible. It is heavily dependent on user's reaction delay, which is not under the control of the biofeedback system devices. Biofeedback signals are artificial signals that augment natural human intrinsic feedback [1] . To our knowledge, there has not been any research that studies the time parameters of concurrent biofeedback in connection with human reaction times. For the purpose of this paper we define the maximal feedback delay to be a portion of the reaction delay, for example, one-tenth or one-fifth of the reaction delay; see Figure 4 .
More interesting is the feedback loop delay that consists of system's devices processing delays and communication delays between them. The processing delays of sensors and actuators are considered to be negligibly low comparing to communication delays and processing delay of the processing unit; therefore we consider them to be zero. The feedback loop delay should be a small portion of the human reaction delay, which depends on the modality (visual, auditory, and haptic) used for the feedback. Human reaction time is studied in numerous works. Results of reaction time measurements in [15] [16] [17] [18] [19] show that auditory reaction time (ART) is lower than visual reaction time (VRT). This is true for professional athletes, recreational sportsmen, and sedentary subjects. The shortest reaction times are measured in sprint starts [19] . They can be below 100 ms, but sprint start is a very special case. Generally, trained athletes have ART between 150 ms and 180 ms and VRT between 190 ms and 220 ms. Authors of [18] have measured that the ART of sedentary and regularly exercising medical students is 229 ms and 219 ms, respectively. Similarly, the VRT of both groups is 250 ms and 235 ms, respectively. To cover the great majority of sports we should presume that the reaction time of a trained athlete is around 150 ms.
Communication and processing delays within the feedback loop depend heavily on the parameters of the devices and technologies used. Some of the most important parameters are sensor sampling frequency, processing unit computational power, communication channel throughput, and communication protocol delay. In general the feedback loop delay is the sum of communication delay between the sensor(s) and the processing device 1 , processing delay , communication delay between the processing device and actuator(s) 2 , sensor sampling time , and actuator sampling time :
In general the biofeedback system operates in the cycle that is equal to one of the systems' device sampling time. Sensor sampling time is the most obvious choice.
It should be emphasized that in the real-time operation of the system it is required that the processing time does not exceed the sensor sampling time ≤ .
Capturing of Human Motion
Motion capture systems (MCS) are an important area of research connected to biofeedback systems. The majority of MCS are based upon various optical systems and inertial sensors. Motion is captured through measurement of various physical quantities such as acceleration, velocity, position, angular velocity, rotation angle, power, and energy. Optical systems generally give spatial positions of markers; inertial sensors generally give acceleration (accelerometer) and angular speed (gyroscope). The rest of the physical quantities that are needed by the system are calculated from the measured sensor quantities.
Experimentally we have evaluated two different motion capture systems: (a) MEMS gyroscope based system and (b) passive marker based optical system. We have primarily focused on parameters required by the real-time biofeedback (loop delay and processing cycle) and on the accuracy of body rotations derived from the optical system spatial position measurements and MEMS gyroscope angular velocity measurements.
Optical Motion Capture
System. We used a professional optical motion capture system Qualisys6. This is a highaccuracy tracking system [20] with eight Oqus 3+ high-speed cameras that offers real-time tracking of multiple marker points as well as tracking of predefined rigid bodies. Sampling frequency of the system is up to 1000 Hz. We can obtain the 3D position of each marker every millisecond.
Infrared reflecting markers are attached to the rigid acryl frame, which is at the same time the encasement for the gyroscope. The markers are attached to the frame in a way to form the orthogonal vector basis of the rigid body in gyroscope's -plane.
Inertial Sensors Capture
System. We used the MEMS gyroscope L3G4200D, manufactured by STMicroelectronics [21] . Gyroscope device is fixed into the rigid acryl frame with the attached reflective markers of the optical system.
4.3.
Accuracy. As stated in [22] the measurement noise for a static marker is given by its standard deviation for each individual coordinate: std = 0.018 mm, std = 0.016 mm, and std = 0.029 mm. In view of the given results, we can regard the measurement inaccuracy of the optical tracking system as negligibly small. Inertial sensor accuracy is limited by the precision of self-adhesive reflective marker positioning. The measured positional accuracy of the rigid acryl frame is better than 0.25 mm. Considering the rigid body dimensions and marker distances, this yields the predicted rotation error under 0.5 degrees. The achieved gyroscope rotation measurement accuracy is better than 1 degree. Figure 5 shows the comparison of the body Euler rotation angles measured by both tracking systems. A testing rotation pattern was generated by a smooth hand-driven object rotation sequence in a ten-second time interval. The RMSE in the time interval between 8 s and 18 s for the measured rotation angles for the -axis, -axis, and -axis of the gyroscope are 1.11 deg, 0.81 deg, and 0.99 deg, respectively. Such accuracies are good enough for most biofeedback systems [6] .
Sampling Frequency.
Due to real-time communication speed limitations of Qualisys and inertial sensor device, the above experiments are performed at sampling frequencies of 60 Hz [20, 23] . While such sampling frequency is sufficient for evaluation of motion capture system accuracies, it is too low for capturing movements in sport. With sampling frequency of 60 Hz only movements with maximal frequency component of 30 Hz or less can be captured correctly.
To estimate the required sampling frequencies for capturing human motion in sport, we performed a series of measurements with wearable Shimmer36 inertial sensor device. Shimmer3 allows accelerometer and gyroscope sampling frequencies of up to 2048 Hz. The maximal dynamic ranges of Shimmer3 accelerometer and gyroscope are ±16 g and ±2000 deg/s, respectively.
A set of time and frequency domain signals for a handball free-throw movement is shown in Figure 6 For some other, more dynamic, explosive movements we have measured the frequencies (99%) that exceed 200 Hz, requiring sampling frequency of 500 Hz. All the experiments were performed by the amateurs and it is expected that professional athlete's movements are even more dynamic, requiring higher sampling frequencies, for example, 1000 Hz.
For the purpose of further discussion in this paper we assume that the maximum required sampling frequency of real-time biofeedback systems in sport is 1000 Hz.
Transmission of Captured Motion Data
Motion capture systems can produce large quantities of sensor data that are transmitted through communication channels of a biofeedback system. When real-time transmission is required, the capture system forms a stream of data with data frames that are transmitted at every sampling episode, that is, with the frequency equal to the sampling frequency of sensors.
In Section 3 we distinguish two basic variants of biofeedback systems: personal and distributed. In real-time biofeedback systems two main transmission parameters are important: bit rate and delay. While bit rate depends on the used technology, delay delay depends on signal propagation time prop , frame transmission time tran , and link layer protocol MAC or medium access control protocol (MAC):
At the constant channel bit rate , the transmission delay tran is linearly dependent on the frame length
Propagation time on different transmission media is 3.5 to 5 nanoseconds per meter. It is sufficiently small to be neglected. MAC delays vary considerably with channel load, from a few tens of microseconds to seconds. In lightly to moderately loaded channel MAC delays are below 1 ms. In most cases that leaves the transmission delay as the main delay factor in biofeedback systems.
Personal biofeedback systems can use body sensor network (BSN) technologies that have bit rates from a few tens of kilobits per second up to 10 Mbit/s [7] . Considering the projected sampling frequency of 1000 Hz, that yields the maximal possible frame size in the range of a few tens of bits (a few bytes) for low-speed technologies and up to 10,000 bits (1250 bytes) for the high-speed technologies. The range of BSN is typically a few meters.
Distributed biofeedback systems use various wireless technologies with bit rates from a few hundreds of kbit/s up to few hundreds of Mbit/s [24] . Considering the projected sampling frequency of 1000 Hz, that yields the maximal possible frame size in the range of a few hundreds of bits up to 100,000 bits. The range of considered wireless technologies is between 100 m (WLAN technologies) and a few kilometres (3G/4G mobile technologies). Communication is a problem in real-time biofeedback applications and in high-speed sensing in general. For example, sensor signals shown in Figure 6 are acquired by logging and postprocessing and not by streaming and processing in real-time. Although Shimmer3 sensor device does support streaming, the bit rate of the Bluetooth technology used for the transmission sensor data is not high enough for streaming 9-DoF sensor signal data with sampling frequency of 1024 Hz.
Real-Time Processing of Human Motion
In real-time biofeedback systems the processing device is receiving a stream of data frames with interarrival times that are averagely apart for system's sampling time . To assure real-time operation of the system, all operations on received data frame must be done within one sampling time, before the arrival of the next frame.
The threshold of real-time operation of the processing device depends on many factors: computational power of the processing device, sampling time, amount of data in one streamed frame, number of algorithms to be performed on the data frame, complexity of algorithms, and so forth. It is therefore difficult to set exact thresholds or values for each parameter of the processing device.
Processing is a real problem in real-time biofeedback systems. For example, in Section 4 we present a comparison of optical and inertial sensor based capture systems that are operation in real time. In essence this comparison mimics the operation of a real-time biofeedback system to the point of the processing device. Despite the fact that Qualisys has video frame rates of up to 1000 Hz, the comparison could be done only up to sampling frequencies of 60 Hz. We identified the reason for this limitation in the processing load for the real-time calculation of the 6-DoF orientation that could not be met by laptop processing power. It should be mentioned here that Qualisys by itself already is HPC system. It has 8 cameras with integrated Linux system doing parallel processing of captured video. The results of marker positions are communicated to the central processing device (laptop) for synchronization and further processing.
The Need for HPC in Real-Time Biofeedback
In Section 3 we have studied the trade-offs between the local and remote processing of biofeedback signals. While many examples of biofeedback applications exist that do not require huge amounts of processing, one can easily find examples that require HPC.
One such example is a high performance real-time biofeedback system for a football match. Parameters at the capture side of the system are 22 active players, 3 judges, 10 to 20 inertial sensors per person, 1000 Hz sampling rate, and up to 13-DoF data. The data includes 3D accelerometer readings, 3D gyroscope readings, 3D magnetometer readings, GPS coordinates, and the time stamp. The first three sensors most often produce 16-bit values for each of the three axes, time stamp is 32 or 64 bits long, and GPS coordinates are 64 bits each. We must consider that GPS readings can be obtained only approximately 20 times per second. Taking the lower values of parameters (10 sensors, 32 bits for time stamp) the data rate produced is 44 Mbit/s. Taking the higher values of parameters (20 sensors, 64 bits for time stamp) the data rate produced is 104 Mbit/s.
Both data rate values are calculated under the assumption that all sensor data is sent in binary format. Adding the protocol overhead, that is, for example, 30 bytes for IEEE 802.11 technologies, transmission rates on the communication channel are 104 Mbit/s and 224 Mbit/s, respectively. Such data rates can be handled only by the most recent IEEE 802.11 technologies that promise bit rates in Gbit/s range.
The presented example clearly implies some form of highspeed communication and some form of HPC, especially when complex algorithms and processes are used on them. Algorithms that are regularly performed on streamed sensor signals in biofeedback systems are [25] [26] [27] [28] [29] [30] [31] statistical analysis, temporal signal parameters extraction, correlation, convolution, spectrum analysis, orientation calculation, matrix multiplication, and so forth. Processes include motion tracking, time-frequency analysis, identification, classification, and clustering. Algorithms and processes can be applied in parallel or consecutively, depending on the algorithm flow.
The Role of DataFlow Computing.
In recent years growth rate of data volumes is overpassing the growth rate of available processing power. New data-collecting technologies, among which are various sensing technologies, sensor networks, and Internet of things, are contributing to the data growth. How can we process such amounts of data? DataFlow computing, a new computing paradigm, may offer solutions to many of the arisen problems. It is argued in [32] that the shift from process oriented computing (ControlFlow) to data oriented computing (DataFlow) should be done. This can be achieved by employing DataFlow computing paradigm, DataFlow programming model, and DataFlow computers [14] .
The advantage of DataFlow computers, compared to ControlFlow computers, is the acceleration of the data flows and execution loops for one or more orders of magnitude. Acceleration order depends on the reusability of data within the computational process. This quality is available because of compiling the algorithms and processes below the machine code, down to the gate level [14] . This yields beneficial effects: lower execution time, less energy needed, and smaller equipment size. Many applications have been successfully transferred to the DataFlow computers [11, 12] .
Strong focus of DataFlow computing is on data streams. Predefined data paths are used for streaming data from their source to their destination. The above process represents a directed graph where data flows between the nodes where computing operations are performed. This nature of DataFlow computing allows that large data streams are processed in real time. This is extremely beneficial for processing of data streams generated in sensor networks, or as in our case, large number of sensor devices in a real-time biofeedback system.
DataFlow Computing in Real-Time Biofeedback Systems.
Is the DataFlow computing the HPC of choice for realtime biofeedback systems with large data streams? If we assume that transferring large amounts of sensor data to the processing device is not a problem, then DataFlow computing is very suitable for the task.
It can even be said that DataFlow computing is ideal for real-time sensor data stream processing. We can illustrate this claim on an example. Algorithms in DataFlow computers are programmed in a form of a directed graph where data flows from the inputs of the graph to its outputs. Predefined computational operations on flowing data are performed in graph nodes. In every computational cycle one set of data can be sent to the inputs. This set of data then flows through the directed graph and is being transformed according to the predefined operations in each graph node. After a certain number of cycles that represent the latency or the depth of the DataFlow algorithm, the results turn up at the outputs. After the first result with the latency corresponding to graph depth, the next results turn up at every computational cycle.
When implementing real-time biofeedback systems on a DataFlow processing device, all the sensor data can be simultaneously sent to the inputs of the DataFlow algorithms at each sampling period. After the initial latency that depends on the implemented algorithm, results simultaneously show up on the outputs at each sampling period.
This property of DataFlow computers assures processing in real time. The latency of results is not a problem when it does not represent a big portion of human reaction time. Knowing that DataFlow computers operate at least at frequencies of 200 MHz, even large number of cycles required for the algorithm should not be a problem. For example, if we define that DataFlow algorithm latency should be less than 5 ms, then the depth of the algorithm should not exceed 25,000.
In the recent years a large number of algorithms have been adapted to DataFlow computers. Many of those algorithms that are applicable to streamed sensor data processing in realtime biofeedback systems can be found in [13] . Based on all of the above, we argue that the application of DataFlow computers is extremely beneficial for real-time biofeedback applications with the need for HPC.
Feasibility of High Performance Real-Time Biofeedback.
As viewed from the user's perspective, the feedback delay is the primary parameter defining the concurrency of a biofeedback system. In Section 3 we define that the feedback delay, that is, the sum of all delays of the technical part of the biofeedback system (sensors, processing device, actuator, and communication channels), should not exceed a small portion of the user's reaction delay.
To present an exemplary calculation, let us set the sampling frequency at 1000 Hz and maximal feedback delay at 20% of user's reaction delay. Considering that the reaction time of trained athletes is defined at 150 ms (see Section 3), the maximal feedback delay must be less than or equal to 30 ms. Samples of captured motion are occurring every millisecond; accordingly the processing device must calculate one result every millisecond.
When using the ControlFlow computing the processing device receives a new frame of sensor data every millisecond and it has 1 ms to perform all the calculations, leaving 29 ms for the communication path delays. When using the DataFlow computing the processing device receives a new frame of sensor data every millisecond; then data flows through the algorithm graph that introduces latency according to the graph depth. Results turn up at the output of the processing device every millisecond. When the latency of the algorithm is 10 ms, then 20 ms is left for the communication path delays.
Implementation of high performance real-time biofeedback systems is feasible. The choice of the most appropriate HPC system, ControlFlow or DataFlow, depends on operating conditions of the system, primarily on the available communication path delays.
Examples of HPC Algorithms in Real-Time Biofeedback.
To illustrate the need of HPC and benefits of DataFlow computing in real-time biofeedback systems, we present two examples of computationally demanding algorithms that are used in such systems. To enable the comparison of ControlFlow and DataFlow HPC computing, we chose two computationally intensive algorithms that have already been implemented in both. The algorithms in question are CooleyTuckey FFT algorithm and dense matrix multiplication. x [1] x [2] x [3] x [4] x [5] x [6] x [7] processing time-frequency transformation in engineering:
The computational complexity of (4) is on the order of ( 2 ). Most often the DFT is calculated for real data samples, where only ( /2 − 1) complex transform values and two real values [0] and [ /2] are needed. One of the main reasons for DFT popularity for large signal vectors is the availability of the optimized "fast" DFT algorithm or Fast Fourier Transform (FFT) for its numerical calculation. An optimized FFT algorithm [33] exploits several properties of the root-of-unity complex multiplicative constant (5), also known as "twiddle factor": symmetry, periodicity, and recursion property. The computational complexity of FFT is on the order of ( log ).
The reduction of number of multiplications is done by combining recursion and "divide and conquer" approach, where on each stage, by splitting the sequence, only onehalf of multiplications are needed. FFT algorithm is often illustrated with signal graphs, where each node represents addition and each arrow represents a complex multiplication. Among several known methods, Figure 7 illustrates the 8-point decimation in time FFT algorithm. Input data samples are sorted in the reverse-bit order.
The calculation of FFT is already optimized for the number of operations. The structure from Figure 7 represents a directed graph which is perfectly aligned with the DataFlow computing concept. The authors in [34] 
Dense Matrix Multiplication.
Matrix multiplication is an important operation in many numerical algorithms used in various fields of scientific and engineering computing. Many algorithms for matrix multiplication have been developed for different types of computational systems, from hardware implementation to parallel and distributed systems. A matrix is considered dense when most of its elements are nonzero. A direct (naïve) application of mathematical definition involves a dot product between every row of a matrix against every column of another matrix; see Figure 8 (a). Thus, the multiplication of two × matrices requires the time on the order of ( 3 ):
= ( ) .
Many algorithms for efficient matrix that lower the computational complexity multiplication have been proposed. For example, Coppersmith-Winograd algorithm has the computational complexity on the order of ( 2.37 ). Unfortunately such algorithms have a high constant coefficient hidden by the big notation.
One technique for matrix multiplication is tiling or blocking. It is a divide and conquer technique, where a matrix is broken down into blocks or tiles. Tiles are first multiplied according to the algorithm, followed by the addition of partial results into the final result; see Figure 8 (b) and (6) . While this technique does not improve the asymptotic complexity that stays as ( 3 ), it allows parallelization of the matrix multiplication algorithm.
The comparison of tiled dense matrix multiplication implemented on ControlFlow computer and on DataFlow computer has been done by the authors in [35] . They used a ControlFlow computer with Intel Xeon E5540 CPU with maximal frequency 2. 
Conclusion
Science and advanced technology offer the possibility of gaining the competitive advantage in sports. Real-time biofeedback systems are one such example. To assure the operation in real time, the technical equipment must be capable of realtime signal acquisition and real-time signal processing with low delay within the biofeedback loop. When the feedback delay in the biofeedback loop is a small portion of human reaction delay, the operation of the biofeedback system is transparent, unnoticeable, to the user, concurrent.
Challenges are present in all phases of real-time biomechanical biofeedback systems: at motion capture, at motion data transmission, and at processing. With growing number of biofeedback applications in sport and other areas, their complexity and computational demands will grow as well. Some form of HPC will have to be employed. We suggest that DataFlow computing can be used in many biofeedback applications, when real-time processing is required.
