In this paper, we present a framework for the design of minimal power schedulers that satisfy average packet delay bounds for multiple users in a Gaussian wireless broadcast channel. We completely characterize the achievable region in the multidimensional delay-power space, and present schedulers that achieve the boundary regions. The optimal schedulers minimize the transmission power by jointly allocating rate and power to the different users based on various buffer and channel conditions. Finally, we also present low complexity scheduler designs that have near optimal performance.
Introduction
Scheduling is an important technique in achieving higher throughputs or lower powers in wireless networks [1-3, 6, 10-12] . We showed that in the single user scenario, transmission power can be significantly reduced by increasing packet delays in both fading channels and additive white Gaussian noise (AWGN) channels with bursty input [15, 16] ; this was also independently reported in [4, 7, 13] . In AWGN channels, when the input traffic is bursty, reduction in transmission power with increasing delays was demonstrated by smoothening the input traffic [15] and transmitting nearly constant rate traffic (subject to meeting the delay and buffer constraints). In this sequel, we explore power efficient scheduling for multiple users in a Gaussian broadcast channel with average packet delay constraints.
Consider a system in which packets intended for multiple users arrive at a single transmitter and are stored in separate buffers. A scheduler is defined as a mapping from the vector of buffer states corresponding to the different users, to the vector of instantaneous transmission rates for each user. We investigate scheduling in a class of randomized mappings (defined in Sec. 2) and show that the average delay experienced by the users and the total transmission power using these randomized mappings can be expressed as convex combinations of the average delays and power, respectively, using deterministic mappings. As a consequence we show that the achievable region (defined in Sec. 2) in the multidimensional delay-power space is convex; moreover, we also show that the region is piecewise planar. This achievable region is analogous to the delay limited capacity region in multiple access fading channels that has a polymatroidal structure [9] . We also present average delay bounded multiuser schedulers, that achieve the boundary of the achievable region, i.e., satisfies the different users delay constraints with minimal power consumption. The optimal schedulers, which are computed using a dynamic program, vary the rate and power for each user based on the joint buffer and channel states of all the users.
The complexity of the dynamic program used to calculate optimal schedulers is exponentially high for a system with large number of users and large buffer sizes. We propose a set of low complexity schedulers, which are shown to have near optimal delay-power performance. Finally, we derive a closed form approximation for multiuser powerdelay relationship in a broadcast system. This approximation gives a coarse estimate of the power needed to support a large set of users simultaneously with different delay constraints. The results presented in this paper are useful in system planning, resource allocation and to make call admission control decisions. Even though power optimization is more critical in mobile handsets, minimizing the transmission power at the base station to achieve the desired in-cell performance results in lowering the intercell interference, thereby improving overall system throughput. The power optimization at the transmitter is also useful in other scenarios like ad hoc networks in which mobile nodes could broadcast information to multiple nodes simultaneously.
In this paper, we make some simplifying assumptions to derive the optimal schedulers. We use an i.i.d. arrival model for the source traffic and use average packet delay as a measure of quality of service provided. Although there exists more sophisticated models which represent realistic sources more accurately, we found that the analysis was nontrivial even using these simplified models. Thus, we hope to create a foundation for power efficient broadcast scheduling using these simple models and capture the multiuser effects in an analytical manner. For simplicity, the analysis in this paper is given for AWGN channels using capacity achieving broadcast transmission. However, all the results presented can be extended to Markovian fading channels and TDMA systems in a straightforward manner; see [14] for details.
The remainder of this paper is organized as follows. In Sec. 2, we introduce some basic notation and formalize the scheduling problem of interest. The achievable region is computed and optimal schedulers are presented in Sec. 3. Low complexity scheduler design is considered in Sec. 4 . Finally, we conclude in Sec. 5.
Problem Formulation
We consider a time-slotted system with K flows 1 being transmitted from a single transmitter to K different receivers over a shared wireless downlink channel. The flows are arbitrarily labeled from 1 to K. In the n th time-slot, flow i receives a i,n ∈ {0, 1, 2, . . . , M i } equal size packets at an average rate λ i . Further, the arrival process of each flow, a i,n , is assumed to be independent of other flows, and independent from one time-slot to another. Let 1 × K vector a n = a 1,n a 2,n · · · a K,n . Throughout this paper, we represent vector quantities in boldface. We assume that each flow's packets are stored in a separate buffer of size L i for flow i and the maximum arrivals in any slot, M i , is less than L i . The number of queued packets at the beginning of the n th time-slot in buffer i is denoted by x i,n ; the set of all buffer states are represented by 1 × K vector x n = x 1,n x 2,n · · · x K,n . A schematic of system is given in Fig. 1 . The transmitted signal X n in the n th time-slot is given by
where P i,n is the power used to transmit the data S i,n for user i in the n th time-slot. The data S i,n depends on the number of packets u i,n transmitted for user i and on the channel coding, modulation and waveform used. We propose to use information theoretically optimal coding and modulation to obtain S i,n , which serves two important purposes. First, we can use a closed form relation between amount of data u i,n and the minimum required power P i,n to transmit it reliably (details in Sec. 2.1). Second, it gives us a universal lower bound on power required by any scheduler designed for a specific coding and 1 In this paper, we use the terms users and flows interchangeably. modulation scheme. The total transmit power P n during time-slot n equals K i=1 P i,n and is computed in (6) . Let u n = u 1,n u 2,n · · · u K,n . The buffer update is given by,
The received signal Y i,n at the i th mobile node is given by
where η i,n is the additive white Gaussian noise with zero mean and variance N i > 0. 2 The receiver decodes the data based on Y i,n and its a priori knowledge of the coding scheme. The main objective of our scheduler design is to minimize the expected transmitted power among the class of randomized stationary zero-loss schedulers, Θ (defined in Sec. 2.2). Formally,
where D k,o is the delay bound for the k th user; define 
In Sec. 3, we compute the entire achievable region. In Sec. 2.1 we discuss the power control used and in Sec. 2.2 define some basic properties of the class of schedulers considered.
Multiuser Power Control
In each time-slot, after choosing the number of packets u n to be transmitted, the physical layer encoding selects a power level P i,n and coding for each user to ensure reliable reception. A coding and power control scheme is reliable if the received packets can be decoded with exceedingly small errors. Instead of relying on any specific coding scheme, we use code-independent information theoretic bounds giving us a simple closed form expression for power control. Though the information theoretic bounds rely on asymptotic analysis, state of the art coding schemes (like LDPC and Turbo codes) closely follow the predicted performance trends. Lastly, all the results in this section assume that each packet is reasonably long.
Note that the length of the time-slot is fixed in our system model. Thus, if the scheduler chooses more packets for transmission in any time-slot, the rate of transmission has to be proportionally scaled. Given a set of rates R = (R 1,n , R 2,n , . . . , R K,n ) that needs to be transmitted in a time-slot, the required power using optimal broadcast coding satisfies the following set of inequalities [8] ,
where W represents the channel bandwidth and F = S Ts represents the normalization factor required to convert from the number of packets to rate (in bits per second) and depends on the time period of each time-slot T s and size of each packet S. The minimum total power required (denoted by P bc ) is thus given by
For simplicity, we assume F = 1 in the remainder of the paper.
The main observation from this section is that the total transmit power for each user depends exponentially on the number of packets u n transmitted in a time-slot. Although based on an asymptotic analysis, any practical low-error multirate transmission scheme will have similar exponential relationship between power and information rate. This nonlinear (convex) relationship is the fundamental reason why delay can be traded for power even for single flow case without channel variations [13, 16] . The gains of scheduling without channel time-variations are also present in the multiple flow case as shown in the subsequent sections.
Admissible Schedulers
A scheduler α is a mapping from the buffer state x n to the number of packets scheduled for transmission u n , α : x n → u n . If the mapping α is deterministic, i.e., the scheduler transmits the same number of packets for a given buffer state, then it is labeled as deterministic scheduler. We denote by W the set of all deterministic schedulers.
In contrast, a scheduler is randomized if the mapping α is probabilistic, α : p(u n |x n ). A scheduler is considered stationary if the mapping is independent of time index n. The randomization of the scheduler serves an important purpose. If limited to the class of deterministic schedulers, the number of possible schedulers is finite and thus the set of achievable delay vectors D o is finite. Thus, not all delay tuples can be achieved with equality using only deterministic schedulers. Since randomized schedulers subsume the class of deterministic schedulers, they always require less or equal power than their deterministic counterparts, and permit achieving arbitrary delay vector D o if at all possible.
Denote by Ω the set of all possible states of the buffer,
, where x i n is a particular value (state) of x n . The cardinality of the set Ω is |Ω| = K k=1 (L k + 1). For any given scheduler α denote by C i,j the probability of transition from state x j ∈ Ω to x i ∈ Ω (the time index n is suppressed since the schedulers are assumed to be stationary). Denote the stationary probability of being in state x i by s i . From the assumed stationarity of the schedulers, it follows that Cs = s,
where
Given a particular scheduler α, we can compute the resulting delays and required transmission power as follows. The average delay D k for user k can be computed using Little's formula [5] and is given by
where x i k is the number of packets in the k th buffer when buffer state equals x i . The total average transmission power is given by
where p(u|x i ) is the probability of transmitting u packets in state x i .
overflows can be prevented because the maximum burst size of the input traffic is assumed to be known. Formally,
A scheduler is considered zero-loss if it does not drop any packets, does not allow buffer overflow and uses adequate power to ensure that receivers can decode packets with arbitrarily small probability of error. Using the power as given by (6) ensures that all transmitted packets are transmitted with arbitrarily small probability of error. Note that the proposed formulation seeks the power-minimizing scheduler within the class Θ, but in power-constrained systems, the resultant scheduler may require more power than available. Thus, the case where more than available power is needed implies the power-delay pair is not implementable, thereby providing a method for admission control, rate throttling or relaxing delay guarantees. The following theorem characterizes the set Θ. 
Proof: See Appendix A.1.
Optimal Schedulers
In the previous section, we defined the multiuser power control used and introduced the class of schedulers of interest. In this section we characterize the achievable region in the (K + 1) dimensional delay-power space in Theorems 2 and 3. We then compute optimal schedulers in the class Θ.
Definition 2 (Convex combination of schedulers)
When scheduler α equals the convex combination of 2 schedulers, say α ≡ ηα A + (1 − η)α B , 0 ≤ η ≤ 1, it means that the number of packets u transmitted in each state x i using scheduler α equals the number of packets transmitted in state x i using scheduler α A with probability η and the number of packets transmitted in the same state x i using scheduler α B with probability 1 − η.
In Theorem 2, we prove that the average power and delays for an arbitrary zero loss randomized scheduler can be obtained as the convex combination of the power and delays of zero loss deterministic schedulers.
Theorem 2 (Characterization of delay and power)
Consider a set of K queues with finite buffer sizes L k and K independent input processes with no more than M k packet arrivals in one time-slot. For any randomized scheduler α ∈ Θ, there exists non-negative η i with
where γ i is a zero loss deterministic scheduler and
represents the average delay of user k and P avg (α) represents the total average power using scheduler α.
Proof: See Appendix A.2. In Theorem 3, we prove a converse to Theorem 2, that there exists a scheduler whose delays and power are the convex combination of the delays and powers of any two deterministic zero loss schedulers. 
Theorem 3 (Converse to Theorem 2) Let
Proof: The proof follows from time-sharing arguments and is given in Appendix A.3.
It should be emphasized that the convex span of W ∩ Θ is larger than Θ (some schedulers in convex span can be non-zero loss). Given that the randomized scheduler performance can be obtained by appropriate linear combination of deterministic schedulers, the delay-power region can be characterized as follows.
Corollary 1 (Characterization of delay-power region)
The boundary of the achievable region in the (K + 1) dimensional delay-power space is piecewise planar with the vertices achieved by deterministic schedulers.
Proof : The total number of deterministic zero loss schedulers is finite, and the delay-power performance of all randomized zero outage schedulers is given by a convex combination of delay-power of deterministic zero loss schedulers. Hence the corollary follows.
To find the achievable delay-power region, we use a dynamic programming technique commonly known as Value Iteration Algorithm (VIA) [17] . The details of the VIA are given in Appendix A.4. The delay bound D o is reduced monotonically (one element at a time, in any order) and the minimal power deterministic policy is found for each D o . Thus, instead of solving (4), we are required to solve the following optimization problem,
The convex hull of the resulting (D o , P † (D o )) pairs gives the delay-power region, using Theorem 2 and Corollary 1. An example of an optimal scheduler obtained using VIA is given in Example 1.
The scheduler is specified by the following two matrices representing the mappings x n → u 1 and x n → u 2 . The number of packets transmitted from queue 1 (or 2) when x 1,n = i and x 2,n = j is given by the (i + 1)
st row and (j + 1)
st column of matrix u 1 (or u 2 ). 
The achievable delay-power region is given in Fig. 2 and explained in Sec. 4.2.
Low complexity scheduling
When there are large number of users in the system and their buffer sizes are large, the number of possible states in the VIA increases exponentially and finding the optimal scheduler becomes computationally intensive. Further, in situations where the optimal scheduler is adapted over time (say when arrival distributions are measured in real time) the implementation of the VIA could be difficult. In this section, we present low complexity near optimal schedulers. We also derive a closed form approximation for the dependence of power on delay of different users in Sec. 4.3.
Low complexity CDMA schedulers
One simple and obvious way to design a low complexity scheduler is to make decisions on the number of packets u k,n to transmit for each user independent of the other users and dependent only on their respective buffer states x k,n . We refer to such a scheduler as a non-cooperative scheduler and use its performance as a benchmark to compare the performance of the proposed optimal and low complexity schedulers. As will be clear from the numerical examples in Sec. 4.2, there could be a significant difference in the performance of the optimal and non-cooperative schedulers.
We now propose a set of low complexity schedulers which reduces the number of states in the VIA and consists of two steps as detailed below.
1. In the optimal scheduler, u k,n is a function of x n . In the proposed low complexity scheduler, we force u k,n to be a function of x k,n and f k (x n ) where f k (.) is a discrete function of x n and does not depend on x k,n . For example, when K = 2, we choose
and similarly for f 2 (x n ). In this case, we have chosen f 1 (x n ) to take on two different values. As the number of values taken by f 1 (x n ) increases to be equal to (L 2 +1) and f 1 (x n ) = x 2,n the low complexity scheduler approaches the optimal scheduler. At the other extreme, as the number of values taken by f 1 (x n ) equals 1, the low complexity scheduler chooses u k,n only as a function of x k,n and essentially becomes a noncooperative scheduler. Hence, this method defines a whole range of schedulers in which the performance can be traded with the computational complexity.
We can modify the VIA to compute pseudo-optimal solutions with the constraints as imposed in condition 1. However, to further reduce the complexity of computing the schedulers, we propose the following step.
2. For each user, choose u k,n (x k,n , f k (x n )) = log(β k,i x k,n ) where f k (x n ) = i and . represents the largest integer no greater than the argument. We further impose the constraints that 0 ≤ u k,n ≤ x k,n and u k,n ≥ M k − L k + x k,n (needed to maintain zero buffer loss). For example, with f 1 (x n ) defined as in condition 1 above, we let u 1,n (x k,n , f 1 (x n )) = log(β k,1 x k,n ), log(β k,2 x k,n ) when f 1 (x n ) = 1 and 2 respectively. The motivation for this step 2, comes from the near optimality of the log-linear scheduler in the single user scenario [14, 16] .
We now prove that these low complexity schedulers can achieve the whole range of delays for the different users.
Proposition 1 (Achievability of entire delay range)
There exist parameters {β k,i } k,i such that the whole range of delays are achievable for all users.
Proof : By imposing the constraint that β k,i = β k ∀i, we can easily see that the resulting delay for user k depends only on β k and not the other β j , j = k. For very small value of β k such that log(β k,1 L k ) < 1 the resulting scheduler will have largest possible average buffer length while still maintaining zero buffer overflow (because we ensure that u k,n ≥ M k − L k + x k,n .). Also for very large value of β k such that log(β k,1 M k ) = M k , a delay of exactly one can be achieved. Now, by monotonically increasing β k in the range suggested above, the whole range of possible delays for user k can be achieved [16] .
We now present a method for choosing the β k,i parameters given a particular set of delay constraints in the special case of 2 users and f k (.) as illustrated in step 2 above.
The structure of the optimal schedulers computed using the VIA indicates that in general for a given buffer state of user 1, we transmit more (or equal) packets when buffer state of user 2 is sparsely filled than when buffer of user 2 is almost full, i.e., u 1 (x 1 , i) ≥ u 1 (x 1 , j) if i < j: This scheduling behavior is also intuitive since the total power depends exponentially on both rates. Hence, we further impose the constraint that β 1,1 ≥ β 1,2 in the low complexity scheduler in the two user case. Now, β k,1 is varied by a predetermined fixed steps starting from β k:min to β k:max . For each value of β k,1 , the value of β k,2 is varied using the same fixed step size between its minimum and maximum value with the further constraint that β k,1 ≥ β k,2 . For each value of β k,1 and β k,2 the required transmit power and the delays achieved are computed using (9) and (8) respectively. Now from the total available delays and powers, find the largest delay achieved that is no greater than the delay bound specified; the corresponding power is the required transmission power using the low complexity scheduler. The values for β k:min and β k:max are determined based on simple discrete properties of log(.) functional and ensuring that u k,n ≤ x k,n . For the simulation results shown in Sec. 4.2, we chose
The delay-power profile achieved using this low complexity scheduler is shown in Fig. 2 and is explained in the next section.
Numerical Results
A cross-section of the achievable delay-power region is given in Fig. 2 for a two-flow (K = 2) system. The delay of user 2 (QoS flow) is fixed at 1 time-slot and the variation of the total power with the delay of user 1 (elastic flow) is plotted. Again, it should be reiterated that the optimal scheduler achieves the delays and powers on the boundary of this achievable region.
For unity delay bound, D k,o = 1 for both flows, the scheduling action is straightforward; all packet arrivals during a slot must be transmitted during the next slot. As the delay of user 1 increases, the total transmit power reduces and the reduction in power is significant for the initial increases in delays. The reduction in power is due to two components: i) Convex relation between power and rate of transmission for each user (9) . Transmitting more packets requires exponentially increasing amounts of power. As the delay deadline of user 1 increases, its packets are delayed so that transmission of large values of u 1 , is minimized and thus average power consumption is reduced. In this case, user 2's packets have to be instantaneously transmitted since it has unit delay bound. ii) Statistical multiplexing of the packets of different users. Since the power depends exponentially on the sum rate of all users (9), when user 2 has a large number of packets to transmit, user 1 throttles back its transmissions and sends small u 1 . Similarly, when u 2 is small, user 1 increases its transmission rate (since its packets are buffered) to meet its delay bounds. Clearly, the statistical multiplexing gain is larger for larger delays. As the delays of all users increases, the optimal scheduler, transmits close to the average arrival rate (subject to availability of packets and meeting of delay bounds) for each user in each time-slot and the required power equals the Shannon limit P bc (λ), where λ=[λ 1 , . . . , λ K ] is the vector of average arrival rates. In Fig. 2 , even as delay of user 1 increases, the average power does not reach P bc ; it is achieved only when the delay of both users asymptotically go to infinity.
The performance of the noncooperative and low complexity schedulers are also shown in Fig. 2 . The noncooperative scheduler requires appreciably more power than the optimal scheduler for all D 2,o > 1.1. In fact, as the delay of the elastic flow increases, the non-cooperative scheduler requires approximately 30% more power than the optimal scheduler (L 1 = L 2 = 20, M 1 = M 2 = 6, N 1 = 0.01, N 2 = 0.25). The reasons for such large power disparity are as follows. For larger delays, the non-cooperative scheduler will transmit close to mean arrival rate for the elastic flow, irrespective of how many packets are transmitted for the QoS flow. In contrast, for the optimal scheduler, whenever the QoS flow is forced to transmit a large number of packets to meet its delay bound, the scheduler only transmits a small number of packets for the elastic flow. Alternately, when the QoS flow has few packets to send, the elastic flow can be opportunistic and send more packets. Thus, as noted earlier, the optimal scheduler statistically multiplexes the two flow-data.
A sample realization, in Fig. 3 , of the number of packets transmitted by the different schedulers for both flows confirms the above observation. The total number of pack- ets transmitted by the optimal scheduler is almost a constant, thereby avoiding large power swings. However, the non-cooperative scheduler transmits approximately constant number of packets in each time-slot for the elastic flow, leading to large variations in the total number of transmitted packets and hence the total required power. The optimal scheduler decisions for the elastic flow are strongly tied to the the decisions made for the QoS flow, which is not the case in the non-cooperative scheduler. The low complexity CDMA scheduler achieves a balance between approaching the performance of optimal scheduler and increasing the complexity of computing the optimal scheduler. By choosing β k,1 > β k,2 the low complexity scheduler transmits more packets for user k for the same buffer state of user k, when the other users buffer is less full and vice versa. Although the total number of packets transmitted using low complexity scheduler (see Fig. 3 ) is not a constant (like in optimal scheduler), it has much lesser variation than in noncooperative scheduler. The sample variance of (u 1 + u 2 ) in the optimal, low complexity and non-cooperative schedulers are 0.44, 2.6 and 4.2, respectively, confirming our explanation. The power-delay performance of the low complexity scheduler is near optimal as is evident from Fig. 2. 
Closed form approximation
We now derive an approximate relationship between the total transmission power, the delays and rates of each user in a broadcast system. One of the motivating factors in de- riving such a relationship is to allow coarse approximation of the power required to support a set of users with a given set of delay constraints. This approximate power could be used to make admission control decisions based on the total available power. Alternatively, one could calculate the excess delay needed to support the users under given average power constraints. The relationship (derivation in Appendix A.5) is given by λi . For more bursty sources, even small increase in D avg allows considerable power savings; practical examples of such sources include web and email traffic. Asymptotically, as D avg → ∞, the high delay approximation gives (6) with transmission rates λ, which is the same as the Shannon limit. As D avg → ∞, the random arrivals of the source are com-pletely smoothened and hence well known information theoretic analysis applies. The numerical accuracy of the approximation is studied in [14] .
Conclusions
In this paper, we presented optimal power efficient packet schedulers for broadcast channels that meet certain average delay bounds. We also introduced an approximate relation between power, rates and delays for multiuser broadcast Gaussian channel that is accurate for high delays; To the best of our knowledge its the first such closed form relationship.
This paper assumes a simple memoryless model for source arrivals. Extensions to more complicated traffic models and situations where source arrival statistics are measured need to be addressed in future work. Also, the schedulers presented in this paper could form the basis for efficient scheduling in multihop networks.
A Appendix

A.1. Proof of Theorem 1: Zero Buffer Overflow
and as a result, there will be no buffer overflow. So a buffer overflow is possible only if x i k,n > L k − M k , thus we will focus on the case when
We will first prove that if either of Condition 1 or 2 is satisfied, then the scheduler will be zero loss. If x i k,n ≥ L k − M k , and Condition 2 is satisfied, then using (2) we get
Therefore there will be no buffer overflow. On the other hand, if Condition 1 is satisfied for state
there is zero probability for the buffer to be in that state. Thus, no buffer overflow is possible. Note that we have assumed that the buffer starts from the zero state, x i k,0 = 0 (if the buffer was initialized from a state x i k,n = y such that s i = 0 and (y − z k ) > L k − M k + 1 then there will be a buffer overflow with finite probability). Converse (only if) : We prove by contradiction that if there exists state x i k,n = y ≥ L k − M k that does not satisfy both Conditions 1 and 2, then the corresponding scheduler will not be zero loss. If state i of the buffer does not satisfy Condition 1, with finite non-zero probability the buffer will be in state i. Since state i also does not satisfy Condition 2, using (2) with finite probability
Consequently, a buffer overflow occurs.
A.2. Proof of Theorem 2: Characterization of delay and power
The proof consists of 3 main steps as follows.
1. We first provide a constructive method of expressing a randomized zero loss schedulers α in terms of the deterministic schedulers.
(a) Set user number k = 1. (c) For each state x i , the parent scheduler of interest can be written as convex combination of x i k different children schedulers (denoted ρ j ) which are identical for all states for all users except user k and for user k identical in all states except state
In state x i , the output for user k in children scheduler ρ j is j. The factors τ j in the convex combination equal the probability of transmitting 0, 1, . . . , |x i k | packets for user k in state x i using parent scheduler β, i.e., τ j = p(u k = j|x i ). Further in the above expansion of the scheduler α, the coefficients of all non-zero loss deterministic schedulers can be shown to be zero. 
Proof: It is easy to see that C αA and C αB differ in only the i th column where x i is the state in which scheduler actions α A and α B differ. Moreover, C i α which represents the i th column of C α is given by C i α = ηC i αA + (1 − η)C i αB . Using simple algebraic manipulation, the stationary probability s α using scheduler α (given by (7)) can be shown to be s α = η s αA + (1 − η )s αB where
It follows from (8) that the average delay of user k using scheduler α, is given by
. Clearly, the delays of the other users are the same in schedulers α A , α B and consequently in α.
Now it remains to show that the average power of scheduler α follows a similar convex combination. From (9) we find that
which follows after simple manipulation and application of (15) . Hence, the lemma is proved.
3. In our construction of the basis expansion of scheduler α in the first step, we have a convex combination of schedulers which differ only in the output of a single user k for a particular buffer state x i . Hence, using Lemma 1 the delay and power of scheduler α is given by a convex combination of the delays and powers of two schedulers (which need not be deterministic). Each of these schedulers is further written in terms of schedulers which are "almost" identical and hence its power and delay are convex combinations of delay and power of some schedulers. Repeating this process till the resulting schedulers are deterministic, the theorem is proved.
A.3. Proof of Theorem 3: Converse of Theorem 2
Since scheduler α A achieves average delay D avg (α A ) and average power P avg (α A ), it implies that for any > 0, there exists an N > N αA such that using scheduler α A for N time-slots gives average delayD αA and average powerP αA satisfying |D avg (α A ) − D avg (α A )| < and |P avg (α A ) − P avg (α A )| < . Similarly N αB exists for α B . Now, we time share between schedulers α A and α B in the ratio η : (1−η) to get scheduler α. Given any > 0 find N = max 
. . , L K ) and λ min = min(λ 1 , . . . , λ K ). In the limit as N → ∞, 
where L = [L 1 , L 2 , . . . , L K ]. In the limit as N → ∞,
1
N P bc (L) → 0. Again, if we consider K consecutive blocks of N time-slots, the total average delay and power is given by the average of the delays and powers in each block of N time-slots. Hence, by time-sharing between schedulers α A and α B we can achieve all delays and powers given by the convex combination of the delays and powers of α A and α B .
A.4. Value Iteration Algorithm (VIA)
Let C(i, a) represent the cost incurred in doing action a in state i. Let P ij (a) is the probability of transitioning from state i to state j under action a. Also, let x denote a predetermined state and is a small positive number that determines the stopping criterion. The general steps in the Value Iteration Algorithm [17] 4. Repeat steps 2 and 3 above till δ < . In the above, k represents the k th iteration of the VIA. In the case of schedulers which bound average delay, the different VIA symbols have the following correspondence, i ≡ x i , a ≡ u(x i ). Also, P i,j (a) depends on the arrival distribution p(a n ) and C(i, a) = P bc (u n ) + εx n where ε is the Lagrangian used in (13) .
A.5. Multiuser power-delay approximation
The derivation of the multiuser power-delay approximation is based on two simplifying assumptions: the packets are infinitely divisible (fluid model) and the output distribution of number of packets transmitted in a time-slot for each user is Gaussian and independent of other users. The fluid model allows us to divide packets arbitrarily, and thus avoid the discrete nature of scheduler decisions, which is a significant reason for intractability of closed-form analysis of the optimal scheduler.
As discussed in Sec. 4.2, for large D k,o , the optimal scheduler transmits at rates close to average arrival rate λ k if buffer overflows can be avoided. The scheduler action u k,n (x n ) for user k can thus be approximated around E{x n } by the following linear relation, u k,n = µ k x k,n + ν k .
For a stable system, the average arrival rate should equal the average departure rate and hence E{u k,n } = λ k . Using (2) and the stationarity of x k,n we find µ k E[x k,n ] = −ν k + λ k . The slope of the scheduler, ν k , at E{x k,n } is given [16] as µ k = 1/E{x k,n }. The variance of the output process, u k,n , denoted by σ u k , is found using (16) as,
where σ 2 a k is the variance of the arrival process {a k,n }. Using the Gaussian approximation for the distribution of u k,n ∼ N (λ k , σ which can be evaluated and shown to equal (14) .
