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Re´sume´ – Le proble`me aborde´ ici concerne l’identification d’un mode`le continu-discret physiologiquement re´aliste pour l’inter-
pre´tation des signaux e´lectroence´phalographiques de patients e´pileptiques. L’approche e´tant celle du maximum de vraisemblance,
le calcul de celle-ci par la mise en oeuvre d’un filtre particulaire est pre´sente´. Ce filtre approxime la densite´ d’importance optimale
en discre´tisant l’e´quation diffe´rentielle stochastique re´gissant l’e´tat par la me´thode de Runge-Kutta stochastique a` l’ordre 2, et
en sur-e´chantillonnant (par interpolation) de la suite observe´e. L’ expe´rimentation sur deux signaux simule´s montre l’apport de
ce sur-e´chantillonnage en vue de maximiser la vraisemblance ainsi calcule´e.
Abstract – The identification of a continuous-discrete physiological model is presented to interpret EEG signals. The maximum
likelihood approach is proposed and a particle filter is used to calculate the likelihood function. The stochastic differential equation
is discretized using a 2 order Runge-Kutta method. The combination of this scheme with an interpolation of the observed data
is used to approximate the optimal importance density. Experimentations with two simulated signals illustrate the enhancement
that can be obtain when we search for the maximum likelihood.
1 L’interpre´tation des signaux EEG
en e´pilepsie
Le proble`me pose´ est d’identifier un mode`le base´ sur la
physiologie pour interpre´ter des signaux EEG enregistre´s
chez des patients e´pileptiques. Ce mode`le, de´ja` propose´
par ailleurs [7], pre´sente des non line´arite´s et son identi-
fication de´licate peut eˆtre envisage´e de diverses manie`res
[2]. Nous abordons ici le proble`me de l’approximation de
la vraisemblance dans la perspective d’identifier au sens
du maximum de vraisemblance. Le mode`le peut eˆtre mis
sous la forme d’un syste`me continu discret :
dX = f(X, θ)dt+G(θ)dβ (1)
Yk = HXk + vk (2)
re´sumant le syste`me suivant :
dxi = xi+5dt i = 0, ..., 4
dx5 = (AaS(x1 − x2 − x3)− 2ax5 − a2x0)dt
dx6 = (Aa(mp + C2S(C1x0))− 2ax6 − a2x1)dt+Aadβ
dx7 = (BbC4S(C3x0)− 2bx7 − b2x2)dt
dx8 = (GgC7S(C5x0 − C6x4)− 2gx8 − g2x3)dt
dx9 = (BjS(C3x0)− 2jx9 − j2x4)dt
dx10 = (GPH(x6 − x7 − x8)− 1τ x10)dt
(3)
avec,
S(v) = 2e0/(1 + er(v0−v)) (4)
Yk = x10(tk) + vk (5)
Le vecteur de parame`tre Φ = (θ, γ) est constitue´ de
θ = (A,B,G) non connu et que l’on cherchera a` estimer et
de γ suppose´ connu. L’interpre´tation de (A,B,G) est lie´e
a` la notion de balance excitation/inhibition dans le tissu
neuronal [7] [1]. L’e´quation diffe´rentielle stochastique (1)
a pour trajectoire d’e´tat X(t) ∈ R11, t ∈ [0, T ] et β(t) est
un processus brownien mode´lisant des activite´s neuronales
affe´rentes au sous syste`me conside´re´. Son coefficient de
diffusion σ est suppose´ constant, le terme G(θ) e´tant ici
inde´pendant de θ. L’observation (2) est une forme line´aire
Yk = HXk de l’e´tat Xk = X(tk) en N instants tk = k∆.
2 Approximation de la fonction de
vraisemblance
Dans un contexte d’estimation de θ, a` partir d’une suite
observe´e y1:N = {y1, ..., yN}, le proble`me conside´re´ ici est
celui d’une e´valuation nume´rique de la fonction vraisem-
blance θ → pθY1:N (y1:N ). En s’appuyant sur la suite ale´a-
toire X1:N , la fonction de vraisemblance peut s’e´crire [5] :




La connaissance de la densite´ pθXk|Y1:k−1 est ne´cessaire
pour l’e´valuation de l’espe´rance conditionnelle (6). Elle
peut eˆtre the´oriquement exprime´e graˆce aux e´quations re´-
currentes du filtre bayesien [3]. Ce filtre ne peut eˆtre ap-
plique´ en pratique dans le cas ge´ne´ral. Ainsi a-t-on recours
tre`s souvent a` une me´thode de Monte Carlo, l’e´chantillon-
nage d’importance.
L’e´chantillonnage d’importance
Cet e´chantillonnage peut eˆtre re´alise´ se´quentiellement
au moyen de filtres particulaires qui permettent d’appro-
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cher la loi pθXk|Y1:k−1 par un ensemble de Ns particules
x˜ik, i = 1, ..., Ns, ponde´re´es, chacune, par un poids w
i
k. Le







Ainsi, une approximation de la log-vraisemblance est don-
ne´e par l’expression suivante :









Un filtre particulaire met en jeu Ns particules xˆik et leur
poids associe´ wik. A l’e´tape initiale on ge´ne`re ces parti-
cules dans la loi initiale pX1 . Les e´tapes suivantes, k >
1, consistent a` simuler Ns nouvelles particules a` partir
de Ns particules xˆi1:k−1 obtenues a` l’e´tape k − 1 et de
l’observation y1:k, selon une loi d’importance de densite´
qXk|X1:k−1,Y1:k . A chaque particule ainsi ge´ne´re´e est asso-

















Il est possible d’approcher le calcul de l’espe´rance dans





Conside´rons dans un premier temps la technique boots-
trap [4] utilisant comme densite´ d’importance la densite´





k). En pratique on constate que les
e´tapes de simulation et de ponde´ration seules ne suffisent
pas car au fil des ite´rations la majeure partie du poids total
du nuage se concentre sur une particule. Or la simulation
et la ponde´ration des particules de poids tre`s faible re-
pre´sente un temps de calcul non ne´gligeable alors qu’elles
apportent peu en terme d’estimation. Ce phe´nome`ne ap-
pele´ de´ge´ne´rescence des poids est de´crit dans [6]. Une des
me´thodes employe´e pour l’e´viter est une e´tape supple´men-
taire de re´e´chantillonnage [4] qui consiste a` tirer dans les
Ns particules suivant une loi donne´e par les poids. Ce re´-
e´chantillonnage peut-eˆtre syste´matique ou conditionne´ par
le re´sultat d’un test sur la variance des poids. Ainsi est-il
possible qu’a une ite´ration k de l’algorithme plusieurs par-
ticules aient la meˆme position. Si la dynamique de l’e´tat
est faiblement bruite´e (ou presque de´terministe), ces par-
ticules e´volueront les unes tre`s proches des autres, ce qui
limite alors fortement la capacite´ d’exploration du nuage.
Lorsque la loi d’observation est tre`s localise´e (ce qui est
notre cas), l’e´volution du nuage se faisant inde´pendam-
ment de l’observation, aucune particule ne visite la zone de
forte vraisemblance. Apre`s re´e´chantillonnage seules quel-
ques particules (les plus vraisemblables) seront se´lection-
ne´es. Ce qui limite la` aussi la capacite´ exploratrice du
nuage. Ces deux phe´nome`nes de´crits par exemple dans [6]
sont appele´s de´ge´ne´rescence des particules.
Une des solutions pour e´viter la de´ge´ne´rescence des par-
ticules est de prendre en compte l’information apporte´e
par l’observation a` l’instant k lors de la ge´ne´ration du
nuage. Les particules e´volueront non plus selon la loi de
transition pXk|Xk−1(xk, xk−1) mais selon ce que l’on ap-
pelle la densite´ d’importance optimale [3] :
pXk|Xk−1,Yk(xk, xˆ
i
k−1, yk) et seront ponde´re´es re´cursivement




k−1) pour suivre (9).
Densite´ d’importance optimale et simulation de
l’EDS : proposition d’une me´thode.
Pour appliquer la me´thode bootstrap il est possible d’uti-
liser la me´thode d’Euler pour simuler sur [tk−1, tk] l’e´qua-
tion diffe´rentielle stochastique (1) et ge´ne´rer ainsi des par-
ticules selon une loi approchant pXk|Xk−1 en introduisant
le sche´ma au pas ∆′ = ∆/r (r entier > 0) :





′ +G(θ)W rn (10)
avec n = 0, ..., r − 1 et k = 1, ..., N . La suite des variables
ale´atoiresW rn repre´sente les incre´ments d’un Brownien sur
un intervalle ∆′ (leur variance (σrw)
2 e´tant proportionnelle
a` 1/r). Pour diminuer r il est possible d’utiliser une me´-
thode de type Runge-Kutta stochastique d’ordre 2 ou 4
[8]. Dans notre application, a` l’ordre deux, on aboutit a`
un sche´ma de la forme :
X ′n,k = frk2(X
′
n−1,k, θ,∆
′) +Grk2(∆′, θ)Wr,n (11)
Wr,n ∼ N (0, σrw), σrw = σ1w
1√
r
Mais pour appliquer la me´thode d’e´chantillonnage d’im-
portance optimal en des instants k∆+n∆′, 0 < n < r, on
se heurte a` la difficulte´ de simuler dans la loi pX′n,k|Xk−1,Yk .
A notre connaissance, il n’a pas e´te´ propose´ de me´thode
pour y re´pondre. Dans [3] le calcul de pXk|Xk−1,Yk et de la
densite´ pYk|Xk−1 , ne´cessaire au calcul des poids, est donne´
dans le cas ou` (1) est remplace´ par un syste`me markovien
discret de la forme Xk = u(Xk−1) +Wk avec Wk gaus-
sien et de matrice de covariance Cw inversible. Ce calcul
ne peut eˆtre applique´ a` (11) sans ame´nagement car Cw
est singulie`re et de plus r pourra eˆtre plus grand que 1.
Nous proposons ici une me´thode qui contourne ces difficul-
te´s. Elle consiste a` recalculer la moyenne et la covariance
de la loi d’importance optimale du syste`me discret (11)
(ici gaussienne) en conside´rant des e´chantillons pris aux
instants k∆′ : y˜n,k = HXn,k + vk. Ne disposant re´elle-
ment que d’e´chantillons aux instants k∆, nous proposons
d’introduire un sure´chantillonnage (par interpolation) de
l’observation pour disposer de pseudo observations y′n,k,
avec y′0,k = yk et y
′
r,k = yk+1. Cette approche se justifie
ici par un bruit d’observation faible et en supposant que
1/∆ est supe´rieur a` la fre´quence d’e´chantillonnage sans
perte pour HXk.
Conside´rons les deux situations :
1. Le pas d’e´chantillonnage physique ∆ est suffisant
pour obtenir une bonne approximation par Runge-
Kutta au pas ∆ de la trajectoire d’e´tat.
2. Au pas ∆ l’erreur d’approximation par Runge-Kutta
2 stochastique est trop importante.
Dans la situation 1) nous appliquons notre technique
d’e´chantillonnage d’importance pour la suite observe´e y1:N
avec ∆′ = ∆ dans (11) et nous en de´duisons la log-vraisem-
blance Lˆ(y1:N , θ) (8). Dans la situation 2) nous introdui-
sons les observations y′1:rN et appliquons la meˆme tech-
nique au pas ∆′ sur (11) pour cette fois obtenir une vrai-
semblance Lˆ′(y′1:rN , θ) calcule´e sur les rN e´chantillons.
3 Expe´rimentations
A titre d’illustration nous donnons des re´sultats en si-
mulation en choisissant deux jeux de parame`tres θ1 =
698
(5, 20, 50) et θ2 = (20, 10, 50) correspondant a` deux type
de dynamique du signal EEG a` l’approche et en de´but
de crise (Ces valeurs de parame`tres ont e´te´ obtenues par
identification empirique sur signaux re´els). On note ici
x10θj1:rN = {HX ′n,k; k = 1, ..., N, n = 0, ..., r − 1} la suite
obtenue en calculant les X ′n,k par la me´thode de Runge-
Kutta a` l’ordre deux avec un pas suffisamment fin ∆′ =
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Fig. 1 – Une re´alisation des deux types d’activite´ simule´s
(en haut) yθ11:N (en bas) y
θ2
1:N .
Pour chaque valeur θj correspondants, trois signaux sont
construits a` partir de x10θj1:rN . Le premier signal (simulant
le signal re´el) yθj1:N = {yθjn , n = 1, ..., N} correspond au si-
gnal x10θj1:rN sous e´chantillonne´ a` 256Hz (on prend un
e´chantillon sur 8) auquel on ajoute un bruit de mesure
blanc centre´ gaussien vn ∼ N (0, σv). Ensuite Le signal
y
θj
1:N est interpole´ d’un facteur 8 par deux me´thodes : inter-
polation line´aire et interpolation par spline cubique pour
cre´er respectivement les deux derniers signaux ylθj1:rN =
{ylθjk , k = 1, ..., rN} et ycsθj1:rN{ycsθjk , k = 1, ..., rN}. La fi-
gure 2 repre´sente ces diffe´rents signaux sur quelques e´chan-
tillons. L’e´cart entre les signaux interpole´s et x10θj1:rN est
duˆ au bruit vn et a` l’erreur d’interpolation. Pour diffe´-








(x10k − yiθjk )2 i ∈ {cs, l} (12)
et repre´sente´e figure (3). Pour des fortes valeurs de σ2v
cette distance est tre`s proche de σ2v ce qui sugge`re que
l’interpolation apporte peu de bruit comple´mentaire. On
remarque que pour des faibles valeurs de σ2v , cette distance
est borne´e infe´rieurement par un seuil correspondant a`
l’erreur due a` l’interpolation seule. Cette erreur pourra
eˆtre prise en compte pour l’e´valuation de la vraisemblance
quand σv est du meˆme ordre de grandeur.
Les deux signaux yθ11:N et y
θ2
1:N correspondent respective-
ment aux situations 1) et 2) de´crites a` la fin de la section 2.
Une re´alisation de la vraisemblanceA→ Lˆ(yθj1:N , A,Bj , Gj)
calcule´e pour diffe´rentes valeurs de A sur ces deux signaux
(Bj et Gj e´tant fixe´s) est repre´sente´e figure (4) et (5).
La variance du bruit additif pour les deux mode`les est
σ2v = 10.
















Fig. 2 – Les quatre signaux construit par la simulation du


















Fig. 3 – distances ²θji (σv) entre signaux interpole´s et signal
non bruite´ x10θj1:rN .
aux alentours de la vraie valeur (A = 5.0). Par contre pour
la situation 2) figure (5), le mode aux alentours de la vraie
valeur (A = 20.0) n’est pas un maximum global. Dans
cette situation, pour montrer l’ame´lioration apporte´e par
le calcul de la vraisemblance sur les signaux interpole´s, les
vraisemblances Lˆ′(x10θ21:rN , A, 10, 50),
Lˆ′(ylθ21:rN , A, 10, 50) et Lˆ
′(ycsθ21:rN , A, 10, 50) sont calcule´es
(avec σ2v = 10) pour diffe´rentes valeurs de A et repre´-
sente´es figure(6). La vraisemblance Lˆ′(x10θ21:rN , A, 10, 50)
correspond ainsi a` la courbe de vraisemblance que l’on ob-
tiendrait si on e´chantillonnait le syste`me a` une fre´quence
1/∆′ pour eˆtre dans la situation 1). Elle nous sert donc
de re´fe´rence. La vraisemblance calcule´e sur le signal inter-
pole´ par la me´thode spline cubique Lˆ′(ycsθ21:rN , A, 10, 50)
suit assez bien cette re´fe´rence par rapport a` la vraisem-
blance sur le signal ylθ21:rN . A noter que dans cette situation
(θ = θ2, σ2v = 10) l’interpolation par spline cubique est
bien meilleure (figure (3)). Pour les trois vraisemblances
on retrouve le maximum global aux alentours de la vraie
valeur (A = 20). Cette me´thode s’ave`re donc ne´cessaire
pour identifier le maximum de vraisemblance contraire-
ment au cas de la figure (5)












1:N , A, 20, 50)
Fig. 4 – La vraisemblance Lˆ(yθ11:N , A, 20, 50) pour diffe´-















1:N , A, 20, 50)
Fig. 5 – La vraisemblance Lˆ(yθ21:N , A, 10, 50) pour diffe´-
rentes valeurs de A ( σ2v = 10).
4 Conclusion
Le proble`me d’identification aborde´ dans le contexte
de l’interpre´tation physiologique de signaux EEG en e´pi-
lepsie n’est pas aise´e, et nous explorons ici l’approche
du maximum de vraisemblance. Plus pre´cise´ment, le pro-
ble`me auquel nous essayons d’apporter une solution est
celui du calcul de cette vraisemblance au moyen d’algo-
rithmes particulaires dans le cas ou` la fre´quence d’e´chan-
tillonnage de l’observation est insuffisante pour discre´ti-
ser sans trop d’erreur l’e´quation diffe´rentielle stochastique
sous-jacente. La me´thode propose´e, simple a` imple´men-
ter et pertinente dans le cas ou` le bruit d’observation est
faible, consiste a` fournir a` un algorithme particulaire des
pseudo-observations obtenues par interpolation de la sor-
tie. Ceci nous permet d’utiliser une me´thode d’e´chantillon-
nage d’importance optimal graˆce a` laquelle le phe´nome`ne
classique de de´ge´ne´rescence du nuage particulaire est plus
facilement controˆle´. L’ame´lioration apporte´e est de´mon-
tre´e dans un cadre de simulation sur deux instances du
mode`le. Ce travail concernant le calcul de la vraisemblance
est actuellement poursuivi pour re´aliser en particulier une
maximisation globale de la vraisemblance par rapport a` un
ou plusieurs parame`tres (algorithmes essaims particulaires
ou ge´ne´tiques) s’appuyant sur des me´thodes plus locales
(EM,gradient). L’application concre`te de ces techniques
dans l’analyse de beaucoup de donne´es patient ne´cessi-
tera e´videmment des heuristiques pour limiter les temps
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A
Lˆ′(x10θ21:rN , A, 10, 50)
Lˆ′(ylθ21:rN , A, 10, 50)
Lˆ′(ycsθ21:rN , A, 10, 50)
Fig. 6 – Les vraisemblances Lˆ′(yjθ21:rN , A, 10, 50) et
Lˆ′(x10θ21:rN , A, 10, 50) pour diffe´rentes valeurs de A.
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