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Graphic Lattices and Matrix Lattices Of
Topological Coding
Bing Yao
College of Mathematics and Statistics, Northwest Normal University,
Lanzhou, 730070, CHINA, yybb918@163.com
Abstract: Lattice-based Cryptography is considered to have the characteristics of classical
computers and quantum attack resistance. We will design various graphic lattices and matrix
lattices based on knowledge of graph theory and topological coding, since many problems of
graph theory can be expressed or illustrated by (colored) star-graphic lattices. A new pair of
the leaf-splitting operation and the leaf-coinciding operation will be introduced, and we combine
graph colorings and graph labellings to design particular proper total colorings as tools to build up
various graphic lattices, graph homomorphism lattice, graphic group lattices and Topcode-matrix
lattices. Graphic group lattices and (directed) Topcode-matrix lattices enable us to build up
connections between traditional lattices and graphic lattices. We present mathematical problems
encountered in researching graphic lattices, some problems are: Tree topological authentication,
Decompose graphs into Hanzi-graphs, Number String Decomposition Problem, (p, s)-gracefully
total numbers.
Keywords: Lattice; cryptosystem; graphic lattice; total coloring; matrices; graphic group; graph
homomorphism lattice; topological coding.
1 Introduction and preliminary
The reality is an infinite set of random events with changing rules. Whenever there is a major development,
some rules must be rewritten, and then all participants have to adjust to follow it or die. Scientific research
is such a process based on “model” to constantly update themselves. At the same time, we may never be
able to develop it “ultimate truth”, but we can approach a better model infinitely. Lattice of cryptosystems
can bring new perspective and new technology for part of research objects and problems in graph theory.
1.1 Research background
We recall some investigations on “Resisting classical computers and quantum computers”.
1.1.1 Cryptosystems resisting classical computers and quantum computers
The authors in [1] point: “There are many important classes of cryptographic systems beyond RSA and
DSA and ECDSA, and they are believed to resist classical computers and quantum computers, such as
Hash-based cryptography, Code-based cryptography, Lattice-based cryptography, Multivariate-quadratic-
equations cryptography, Secret-key cryptography”. Notice that the lattice difficulty problem is not only
a classical number theory, but also an important research topic of computational complexity theory. Re-
searchers have found that lattice theory has a wide range of applications in cryptanalysis and design. Many
difficult problems in lattice have been proved to be NP-hard. So, this kind of cryptosystems are generally
considered to have the characteristics of quantum attack resistance (Ref. [35]).
1.1.2 Homomorphic encryption
Because the homomorphic encryption can calculate the ciphertext arbitrarily without decryption, and can
solve the problem of data privacy security immediately. For example, a user wants to process a data, but his
computer computing power is weak, this user can use homomorphic encryption to encrypt his data and store
it in the cloud environment, since the cloud cannot obtain the content of the data. After the cloud process
the encrypted data directly, he receives the processing results. In a word, the homomorphic encryption not
only protects the data by encryption, but also does not lose the computability.
1.1.3 Lattice encryption
The idea of writing this article is motivated from Lattice-based Cryptography. A lattice L(B) is defined as
the set of all integer combinations
L(B) =
{
n∑
i=1
xibi : xi ∈ Z, 1 ≤ i ≤ n
}
(1)
of n linearly independent vectors b1,b2, . . . ,bn in R
m with n ≤ m, where Z is the integer set, m is the
dimension and n is the rank of the lattice, and the vector group b1,b2, . . . ,bn is called a lattice base. A
lattice is a set of discrete points with periodic structure in Rm, and it can be expressed by different lattice
bases. For no confusion, we call L(B) defined in (1) traditional lattice in this article.
1.1.4 Encryption optical chip
In December 20,2019, the King Abdullah University of science and technology in Saudi Arabia has developed
an encryption optical chip, which uses a one-time key to realize information transmission between users, such
that the key used to unlock a message will never be stored and associated with the message, or even recreated
by the user.
1.1.5 Graphs like Lattices
As known, a connected Euler’s graph is a union of cycles in graph theory, which can be expressed mathe-
matically as nk=1akCk with each ak is a non-negative integer and
∑n
k=1 ak ≥ 1, where Ck is a cycle of k
vertices, and “” is the vertex-coinciding operation of graphs, i.e. gluing together cycles. Similarly, each
graph of a set {nk=1akPk} is connected, where Pk is a path of k vertices. And, the forms nk=1akCk and
nk=1akPk are like
∑
akbk shown in that defined in (1). The authors in [21] guessed: A maximal planar graph
is 4-colorable if and only it can be tiled by the every-zero graphic group {Finner4;⊕} shown in Fig.21(c).
There are many sets of colored graphs such that each of them can be written in the form lattices like a
traditional lattice (1) in this article. For example, each uncolored planar graph H with each inner face to
be a triangle is isomorphic to G = H 44k=1 akT rk with ak ∈ Z0 and
∑
ak ≥ 1 defined in the planar graphic
lattice (24). For investigating “Topsnut-gpws” that is the abbreviation of “Graphical passwords based on
the idea of topological structure plus number theory” (Ref. [36], [37] and [30]), Wang et al., in [43], have
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constructed some spaces {T |pi=1Hi} of particular Topsnut-gpws made by a group of disjoint Topsnut-gpws
H1, H2, . . . ,Hp. Topsnut-gpws belong to “Topological Coding”, a combinatoric subbranch of graph theory
and cryptography. The domain of topological coding involves millions of things, and a graph of topological
coding connects things together to form a complete “story” under certain constraints.
1.1.6 Our works
Motivated from the traditional lattices and the topological authentications (see Fig.1), we will define so-
called graphic lattices, graphic group lattices, Topcode-matrix lattices, matching-type graphic lattices, graphic
lattice sequences and other type lattices made by various graph operations, matrix operations and group
operations in the following sections and subsections. In fact, a graphic group consisted of particular graphs
and some special graph operations. Graphic lattices and matrix lattices are combination of traditional lattice
and topological coding. Part of our works here are cited from [25, 49, 48, 32] directly.
Public key set Private key set
Topological
authentication set 
Text-based 
private key set
 Text-based 
public key set
Text-based
authentication set 
Transformation
Real 
applications
Coding 
Transformation
Figure 1: A topological authentication system cited from [45].
1.2 An example for graphic lattices
Before listing our main works in this article, let us see examples. We have four Hanzi-graphs G4476, G4734,
G4610 and G2511 shown in Fig.2, where the lower right code “abcd” in Gabcd can be found in [6]. Then
G = G4476 ∪G4734 ∪G4610 ∪G2511 is called a disconnected graph. In English, G means “the whole world as
one community”.
We call: (i) Four Hanzi-graphs shown in Fig.2 a group of linearly independent graphic vectors (or graphic
base); (ii) T = (T4476, T4734, T4610, T2511) shown in Fig.3 a group of linearly independent colored graphic
vectors (or colored graphic base). In fact, there are many Topsnut-gpws Hi like that H shown in Fig.4 to
form vertex-coincided Topsnut-gpws Hi T, and then we put these vertex-coincided Topsnut-gpws Hi and
H into a set F . We say the following set
L(T F ) = {Hi T : Hi ∈ F} = {Hi  (T4476 ∪ T4734 ∪ T4610 ∪ T2511) : Hi ∈ F} (2)
a colored graphic lattice, where “” is the vertex-coinciding operation between graphs, see an example shown
in Fig.4. We have a connected Topsnut-gpw H T obtained by doing the vertex-coinciding operation “”
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(d) G2511(a) G4476 (b) G4734 (c) G4610
Figure 2: A disconnected graph G = G4476 ∪ G4734 ∪ G4610 ∪ G2511, where (a)-(d) are four Hanzi-graphs, in which
all are disconnected, except (b).
on a Topsnut-gpw and a graphic-vector base, see Fig.3 and Fig.4. In Fig.3, the disconnected Topsnut-gpw
W admits a flawed graceful labelling f (see Definition 4). A disconnected Topsnut-gpw H shown in Fig.4
admits a coloring g. So, the connected Topsnut-gpw HT shown in Fig.4 admits a proper graceful labelling
f  g.
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Figure 3: A disconnected Topsnut-gpw W consists of four Topsnut-gpws T4476, T4734, T4610 and T2511.
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Figure 4: (a) H; (b) a connected Topsnut-gpw H  T obtained by doing the vertex-coinciding operation on two
Topsnut-gpws G shown in Fig.3 and H shown in (a).
Problem 1. We, for characterize our colored graphic lattice L(TF ), need to clarify the following questions:
Que-1. Determine Topsnut-gpws induced by the graph G shown in Fig.2, like the disconnected
Topsnut-gpw W shown in Fig.3, since this disconnected graph G admits two or more different colorings.
Que-2. Since each Topsnut-gpw like W corresponds a set like F containing colored graphs like the
disconnected Topsnut-gpw H shown in Fig.4 (a), determine such sets F for L(T F ).
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Que-3. Determine the cardinality of a colored graphic lattice L(T  F ) and particular Topsnut-
gpws H  T in L(T  F ), such as H  T has the shortest diameter, Hamilton cycle, spanning trees with
maximal leaves, scale-free behavior, clustering coefficient, and so on.
Que-4. Apply L(T F ) to the real world. For example, we can consider the disconnected graph G
shown in Fig.2 as a public key, and the disconnected Topsnut-gpw W shown in Fig.3 as a private key, then
the connected Topsnut-gpw H T shown in Fig.4(b) is just a topological coloring authentication.
Que-5. Joining nine components G1, G2, . . . , G9 shown in Fig.5 by a graph Hi and doing the vertex-
coinciding operation to them produce a connected graph, denoted as Hi 9j=1 Gj , see such examples shown
in Fig.6. We get a uncolored graphic lattice L(G  F ), characterize it. Since the disconnected graph G
shown in Fig.2 consists of four Hanzi-graphs, we call L(G F ) a Hanzi-graphic lattice.
G1 G2 G3 G4 G5 G6 G9G7 G8
Figure 5: Nine connected graphs G1, G2, . . . , G9 are the components of the disconnected graph G shown in Fig.2.
H1 H2
H3 H4
Figure 6: Four connected graphs H1, H2, H3, H4 obtained by joining nine connected graphs G1, G2, . . . , G9 shown in
Fig.5 together.
Que-6. Determine other groups of (colored) Hanzi-graphs differ from the disconnected graph G
shown in Fig.2 and the group W shown in Fig.3, see examples shown in Fig.8, we can see: (i) these groups
of Hanzi-graphs have the same number of Hanzi-strokes; (ii) these groups of Hanzi-graphs make different
(colored) Hanzi-graphic lattices L(G F ). For example, H1, H2, H3, H4 ∈ L(G F ), see Fig.6.
Que-7. Decomposing graphs into Hanzi-graphs. We can vertex-split J2 into J1 shown in Fig.7
into groups of Hanzi-graphs shown in Fig.2 and Fig.8. Splitting a connected graph into some groups of
Hanzi-graphs, such that: (i) these groups differ from each other; (ii) each group of Hanzi-graphs form a
Chinese sentence, or a Chinese paragraph to be meaningful in Chinese. Notice that there are two kinds of
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Chinese characters: one is traditional Chinese characters, and another is simplified Chinese characters (see
[6]).
J1 J2
Figure 7: Two connected graphs J1 and J2 obtained by doing vertex-coinciding operation on G shown in Fig.2.
天公为上:=G4476G2511G4610G4147 ;  一天公一下力:=G5027G4476G2511G5027G4734G3306
天上办公:=G4476G4147G1676G2511;  天下八匀力  :=G4476G4734G1643G5240G3306
O1 O2
O3 O4
Figure 8: Four groups O1, O2, O3, O4 of Hanzi-graphs differ from the disconnected graph G shown in Fig.2.
Notice that J1 66= J2, however, both J1 and J2 can be vertex-split into the same groups of Hanzi-graphs
shown in Fig.2 and Fig.8, so it is difficult and complex in Hanzi-graph authentication, but it means that
Hanzi-graph authentication has greatly application potential in the ear of supercomputers and quantum
computers. 
1.2.1 Topological authentication problems
Yao et al. in [22] and [23] have investigated multiple authentication (also, multiple color-valued graphic
authentication) and topological authentication by especial total colorings and real-valued total colorings.
These techniques are based on Topsnut-gpws (graphic passwords made by topological structure and number
theory) proposed first by Wang et al. in [36] and [37], since Topsnut-gpws have many excellent properties:
(i) each one is a composition of a topological structure and a mathematical restriction; (ii) each one can
be saved in computer by a popular matrix of algebra, and runs quickly in computation; (iii) each one is
easily to produce text-based passwords with longer bytes; (iv) they are suitable to design various topological
authentications, such as one-vs-more authentication, more-vs-more authentication, and so on.
Problem 2. In [45], Wang et al. propose the topological coloring isomorphic problem consisted of graph iso-
morphism and coloring isomorphism, which will induce more complex topological authentications. However,
we are facing the following mathematical problems in the topological authentication:
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Figure 9: A flawed graceful labelling and a flawed odd-graceful labelling for two permutations GA and GB of nine
connected graphs G1, G2, . . . , G9 shown in Fig.5.
Iso-1. Find a multivariate function θ of vertex colors and edges colors of each particular subgraph
H of a graph G such that G admits a proper total coloring h holding θ(h(V (H) ∪ E(H))) = a constant for
each particular subgraph H, where
1-1. H may be an edge, or a face fi having bound B(fi), or a cycle Cn, or a path Pn, and so on.
1-2. Find more multivariate functions θ of vertex colors and edge colors such that θ to be a constant under
a proper total coloring of G.
Iso-2. Given a set Vco of colored vertices and a set Eco of colored edges, how to assemble all elements
of two sets into graphsGi such thatGi is just colored by aW -type total coloring f holding f(V (Gi)∪E(Gi)) ⊆
Vco ∪ Eco.
Iso-3. J-graphic isomorphic problem. Let G and H be two graphs of p vertices, and let J be a
particular graph. Suppose that each vertex of G is in some particular graph J ⊂ G, so is each vertex of H
in J ⊂ H. If G− V (J) ∼= H − V (J) for each particular graph J of G and H, can we claim G ∼= H? Here, J
may be a path of p vertices, or a cycle of p vertices, or a complete graph of p vertices, etc. Recall, let G and
H be two graphs that have the same number of vertices. If there exists a bijection ϕ : V (G)→ V (H) such
that uv ∈ E(G) if and only if ϕ(u)ϕ(v) ∈ E(H), then we say both graphs G and H to be isomorphic to each
other, denoted by G ∼= H in [2]. A long-standing Kelly-Ulam’s Reconstruction Conjecture (1942): Let both
G and H be graphs with n vertices. If there is a bijection f : V (G) → V (H) such that G − u ∼= H − f(u)
for each vertex u ∈ V (G), then G ∼= H. This conjecture supports some cryptosystems consisted of graphic
isomorphism to be “Resisting classical computers and quantum computers”.
Iso-4. A topological coloring isomorphism consists of graph isomorphism and coloring isomorphism.
For two colored graphs G admitting a W -type total coloring f and H admitting a W -type total coloring
g, if there is a mapping ϕ such that w′ = ϕ(w) for each element w ∈ V (G) ∪ E(G) and each element
w′ ∈ V (H) ∪ E(H), then we say they are isomorphic to each other, and write this case by G ∼= H, and
moreover if g(w′) = f(w) for w′ = ϕ(w), we say they are subject to coloring isomorphic to each other, so
we denoted G = H for expressing the combination of topological isomorphism and coloring isomorphism.
Iso-5. In [21], the authors defined: Let “W -type labelling” be a given graph labelling, and let a
connected graph G admit a W -type labelling. If every connected proper subgraph of G also admits a
labelling to be a W -type labelling, then we call G a perfect W -type labelling graph. Caterpillars are perfect
W -type labelling graphs if these W -type labellings are listed in Theorems 38, 39 and 40, and each lobster
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is a perfect (odd-)graceful labelling graph. Conversely, we ask for: If every connected proper subgraph of a
connected graph G admits a W -type labelling, then does G admit this W -type labelling too?
Iso-6. How to construct a matrix A3×q by a given integer character string such that A3×q is just a
Topsnut-matrix of some Topsnut-gpw?
Iso-7. Let P3×Pq be a lattice in xOy-plane. There are points (i, j) on the lattice P3×Pq with i ∈ [1, 3]
and j ∈ [1, q]. If a fold-line L with initial point (a, b) and terminal point (c, d) on P3×Pq is internally disjoint
and contains all points (i, j) of P3 ×Pq, we call L a total TB-paw line. Find all possible total TB-paw lines
of P3×Pq. In general, let {Li}m1 = {L1, L2, . . . , Lm} be a set of m disjoint fold-lines on P3×Pq, where each
Li has own initial point (ai, bi) and terminal point (ci, di). If the fold-line set {Li}m1 contains all points (i, j)
of P3 × Pq, we call {Li}m1 a group of TB-paw lines, here it is not allowed (ai, bi) = (ci, di) for any fold-line
Li. Find all possible groups {Li}m1 of TB-paw lines for m ∈ [1, 3q]. 
Definition 1. [2] A graph homomorphism G → H from a graph G into another graph H is a mapping
f : V (G)→ V (H) such that f(u)f(v) ∈ E(H) for each edge uv ∈ E(G). (see examples shown in Fig.10.) 
1
32
3 2
2 1
1 3
H
3
2
2
31
G1 G2
Figure 10: Two graph homomorphisms θi : Gi → H for i = 1, 2.
The comprehensive survey by Zhu [14] contains many other intriguing problems about graph homomor-
phism. By [8], we have the following concepts:
(a) A homomorphism from a graph G to itself is called an endomorphism. An isomorphism from G to
H is a particularly graph homomorphism from G to H, also, they are homomorphically equivalent.
(b) Two graphs are homomorphically equivalent if each admits a homomorphism to the other, denoted
as G↔ H which contains a homomorphism G→ H from G to H, and another homomorphism H → G from
H to G.
(c) A homomorphism to the complete graph Kn is exactly an n-coloring, so a homomorphism of G to
H is also called an H-coloring of G. The homomorphism problem for a fixed graph H, also called the
H-coloring problem, asks whether or not an input graph G admits a homomorphism to H.
(d) By analogy with classical colorings, we associate with each H-coloring f of G a partition of V (G)
into the sets Sh = f
−1(h), h ∈ V (H). It is clear that a mapping f : V (G) → V (H) is a homomorphism of
G to H if and only if the associated partition satisfies the following two constraints:
(a-1) if hh is not a loop in H, then the set Sh is independent in G; and
(a-2) if hh′ is not an edge (arc) of H, then there are no edges (arcs) from the set Sh to the set Sh′ in G.
Thus for a graph G to admit an H-coloring is equivalent to admitting a partition satisfying (a-1) and
(a-2).
(e) If H,H ′ are homomorphically equivalent, then a graph G is H-colorable if and only if it is H ′-
colorable.
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(f) Suppose that H is a subgraph of G. We say that G retracts to H, if there exists a homomorphism
f : G → H, called a retraction, such that f(u) = u for any vertex of H. A core is a graph which does not
retract to a proper subgraph. Any graph is homomorphically equivalent to a core.
1.3 Preliminary
1.3.1 Notation and terminology
Standard notation and terminology of graph theory will be used in this article and can be found in [2] and
[5]. Graphs mentioned are simple, that is, they have no loops and multiple edges, hereafter.
? A (p, q)-graph is a graph having p vertices and q edges.
? The cardinality of a set X is denoted as |X|, so the degree of a vertex x in a (p, q)-graph G is
degG(x) = |N(x)|, where N(x) is the set of neighbors of the vertex x.
? A vertex x is called a leaf if its degree degG(x) = 1.
? The symbol [a, b] stands for an integer set {a, a + 1, a + 2, . . . , b} with two integers a, b subject to
0 < a < b, and [a, b]o denotes an odd-set {a, a+ 2, . . . , b} with odd integers a, b with respect to 1 ≤ a < b.
? A text-based password is abbreviated as TB-paw. A password made by “topological structure and
number theory” is simply written as Topsnut-gpw.
? A text string D = t1t2 · · · tm has its own reciprocal text string defined by D−1 = tmtm−1 · · · t2t1, also,
we say that D and D−1 match with each other.
? All non-negative integers are collected in the set Z0.
? A graph G admits a labelling f : V (G)→ [a, b] means that f(x) 6= f(y) for any pair of distinct vertices
x, y ∈ V (G).
? A graph G admits a coloring g : V (G)→ [a, b] means that g(u) = g(v) for some two distinct vertices
u, v ∈ V (G).
? For a mapping f : S ⊂ V (G) ∪ E(G)→ [1,M ], we write f(S) = {f(w) : w ∈ S}.
? A proper total coloring f : V (G) ∪ E(G) → [1,M ] of a simple graph G holds f(u) 6= f(v) for
each edge uv ∈ E(G) and f(uv) 6= f(uw) for distinct neighbors v, w ∈ N(u). The number χ′′(G) =
minf{M : f is a proper total coloring of G} is called the total chromatic number of G.
1.3.2 Graph operations
Graph operation is not only very important in graph theory, but also useful and efficient in application of
network security.
Oper-1. Vertex-splitting operation. Let x be a vertex of a graph G with its degree degG(x) = d ≥ 2,
and its neighbor set N(x) = {x1, x2, . . . , xd}. We vertex-split the vertex x into two vertices x′, x′′ such that
N(x) = N(x′) ∪N(x′′), where N(x′) = {x1, x2, . . . , xk} and N(x′′) = {xk+1, xk+2, . . . , xd} with 1 ≤ k < d,
and N(x′) ∩ N(x′′) = ∅. There resultant graph is denoted as G ∧ x, and the process of obtaining G ∧ x is
called vertex-splitting operation (see Fig.11).
Oper-2. Vertex-coinciding operation. Suppose that two vertices x′ and x′′ of a graph H hold
N(x′) ∩ N(x′′) = ∅, then we vertex-coincide these two vertices x′ and x′′ into one vertex x, and write the
resultant graph as H(x′  x′′), and call the process of obtaining H(x′  x′′) as vertex-coinciding operation.
Since |E(H)| = |E(H(x′  x′′))|, we call this vertex-coinciding operation as edge-protected vertex-coinciding
operation (see Fig.11).
Let G1 and G2 be two disjoint graphs. We take vertices xi,1, xi,2, . . . , xi,m of Gi with i = 1, 2, and
vertex-coincide the vertex x1,j with the vertex x2,j into one wj = x1,j  x2,j with j ∈ [1,m], the resultant
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Figure 11: A scheme for the vertex-splitting operation and the vertex-coinciding operation.
graph is denoted as G1  G2, called the vertex-coincided graph. Conversely, we vertex-split each vertex
wj = x1,j  x2,j into two vertices x1,j and x2,j with j ∈ [1,m], the vertex-coincided graph G1  G2 is
vertex-split into two disjoint graphs G1 and G2, and we denote the process of vertex-splitting G1 G2 into
G1 and G2 by (G1 G2) ∧ {wj}m1 .
The authors in [17, 18] introduced the vertex-splitting operation and the vertex-coinciding operation, these
two operations are a pair of mutually inverse operations.
Oper-3. Substitution operation. Let x be a vertex of a graph G, and N(x) = {x1, x2, . . . , xd} be the
neighbor set of the vertex x, where d = deg(x). A vertex-substitution operation is defined as: For a graph
H with vertex set {y1, y2, . . . , yn} with n ≥ d, we remove the vertex x from G, and add H to the remainder
graph G − x by joining yi and xi together by an edge yixi with i ∈ [1, d]. The resultant graph is called a
vertex-substitution graph, written as (G− x)	H.
In general, we take a vertex subset V ′ = {u1, u2, . . . , um} of a graph G, here, each neighbor set N(uj) =
{vj,1, vj,2, . . . , vj,dj} with dj = deg(uj) for j ∈ [1,m]. Let each Hj ∈ S∗ = {H1, H2, . . . ,Hm} be a graph
having vertex set {wj,1, wj,2, . . . , wj,nj} with nj ≥ dj for j ∈ [1,m], we delete the vertices of V ′ from G, and
add Hj to the remainder graph G− V ′ by joining wj,i and ui together by an edge wj,iui for j ∈ [1,m]. The
vertex-substitution graph is denoted as (G− V ′)	 S∗.
Oper-4. [48] Leaf-splitting and leaf-coinciding operations. Let uv be an edge of a graph G with a
(proper) total coloring f , and degG(u) ≥ 2, degG(v) ≥ 2. A leaf-splitting operation is defined as: Remove
the edge uv from G, the resulting graph is denoted as G−uv. Add a new leaf v′, and join it with the vertex
u of G− uv by a new edge uv′, and then add another new leaf u′ to join it with the vertex v of G− uv by
another new edge vu′, the resultant graph is written as H = G(uv ≺). Defined a (proper) total coloring g
of H as: g(w) = f(w) for each element w ∈ [V (H) ∪ E(H)] \ {u′, v′, uv′, vu′}, g(u′) = f(u), g(v′) = f(v),
g(uv′) = f(uv) and g(vu′) = f(uv). See Fig.12 from (a) to (b). Conversely, a leaf-coinciding operation is
defined by vertex-coinciding two leaves uv′ and vu′ of H = G(uv ≺) admitting a (proper) total coloring
g into one edge uv = uv′ 	 vu′ if g(u) = g(u′), g(v) = g(v′) and g(uu′) = g(vv′). The resultant graph is
written as G = H(uv′ 	 vu′). And define a (proper) total coloring f of G as: f(w) = g(w) for each element
w ∈ [V (G) ∪ E(G)] \ {uv}, f(uv) = g(uv′) = g(vu′). For understanding this leaf-coinciding operation see
Fig.12 from (b) to (a), also, this operation is very similar with the connection of two train hooks.
1.3.3 Particular proper total colorings
As known, there are many intriguing colorings/labellings of graphs (Ref. [2, 5, 38, 16, 17, 19]). Here, a
graph G admitting a “W -type coloring” means one of particular colorings and graph labellings of graph
theory hereafter. A proper total coloring f of a graph G is a mapping: f : V (G)∪E(G)→ [1,M ], such that
f(x) 6= f(y) for any pair of adjacent vertices x, y ∈ V (G) and f(uv) 6= f(uw) for any pair of adjacent edges
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Figure 12: Leaf-splitting operation and leaf-coinciding operation (also, the connection of two train hooks).
uv, uw ∈ E(G). We restate several particular W -type labellings as follows:
Definition 2. [5, 24, 54, 16] Suppose that a connected (p, q)-graph G admits a mapping θ : V (G) →
{0, 1, 2, . . . }. For edges xy ∈ E(G) the induced edge labels are defined as θ(xy) = |θ(x)− θ(y)|. Write vertex
color set θ(V (G)) = {θ(u) : u ∈ V (G)} and edge color set θ(E(G)) = {θ(xy) : xy ∈ E(G)}. There are the
following constraints:
(a) |θ(V (G))| = p.
(b) |θ(E(G))| = q.
(c) θ(V (G)) ⊆ [0, q], min θ(V (G)) = 0.
(d) θ(V (G)) ⊂ [0, 2q − 1], min θ(V (G)) = 0.
(e) θ(E(G)) = {θ(xy) : xy ∈ E(G)} = [1, q].
(f) θ(E(G)) = {θ(xy) : xy ∈ E(G)} = [1, 2q − 1]o.
(g) G is a bipartite graph with the bipartition (X,Y ) such that max{θ(x) : x ∈ X} < min{θ(y) : y ∈ Y }
(max θ(X) < min θ(Y ) for short).
(h) G is a tree containing a perfect matching M such that θ(x) + θ(y) = q for each edge xy ∈M .
(i) G is a tree having a perfect matching M such that θ(x) + θ(y) = 2q − 1 for each edge xy ∈M .
We have: a graceful labelling θ satisfies (a), (c) and (e); a set-ordered graceful labelling θ holds (a), (c),
(e) and (g) true; a strongly graceful labelling θ holds (a), (c), (e) and (h) true; a strongly set-ordered graceful
labelling θ holds (a), (c), (e), (g) and (h) true. An odd-graceful labelling θ holds (a), (d) and (f) true; a
set-ordered odd-graceful labelling θ holds (a), (d), (f) and (g) true; a strongly odd-graceful labelling θ holds
(a), (d), (f) and (i) true; a strongly set-ordered odd-graceful labelling θ holds (a), (d), (f), (g) and (i) true.
We introduce a group of particular total colorings, in which some are very similar with that in [5, 17, 55],
as follows:
Definition 3. ∗ Suppose that a connected (p, q)-graph G admits a proper total coloring f : V (G)∪E(G)→
[1,M ], and there are f(x) = f(y) for some pairs of vertices x, y ∈ V (G). Write f(S) = {f(w) : w ∈ S} for
any non-empty set S ⊆ V (G) ∪ E(G). We have a group of constraints as follows:
(1◦) |f(V (G))| < p.
(2◦) |f(E(G))| = q.
(3◦) f(V (G)) ⊆ [1,M ], min f(V (G)) = 1.
(4◦) f(V (G)) ⊂ [1, 2q + 1], min f(V (G)) = 1.
(5◦) f(E(G)) = [1, q].
(6◦) f(E(G)) = [0, q − 1].
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(7◦) f(E(G)) = [1, 2q − 1]o.
(8◦) f(E(G)) = [1, 2q − 1]o.
(9◦) f(E(G)) = [2, 2q]e.
(10◦) f(E(G)) = [1, 2q − 1]o.
(11◦) f(E(G)) = [c, c+ q − 1].
(12◦) f(uv) = |f(u)− f(v)|.
(13◦) f(uv) = f(u) + f(v).
(14◦) f(uv) = f(u) + f(v) when f(u) + f(v) is even, and f(uv) = f(u) + f(v) + 1 when f(u) + f(v) is
odd.
(15◦) f(uv) = f(u) + f(v) (mod q).
(16◦) f(uv) = f(u) + f(v) (mod 2q).
(17◦) f(uv) + |f(u)− f(v)| = k.
(18◦)
∣∣f(uv)− |f(u)− f(v)|∣∣ = k.
(19◦) f(u) + f(uv) + f(v) = k.
(20◦) There exists an integer k so that min{f(u), f(v)} ≤ k < max{f(u), f(v)}.
(21◦) (X,Y ) is the bipartition of a bipartite graph G such that max f(X) < min f(Y ).
We then have a W -type coloring f to be:
(1) a gracefully total coloring if (1◦), (3◦), (5◦) and (12◦) hold true.
(2) a set-ordered gracefully total coloring if (1◦), (3◦), (5◦), (12◦) and (21◦) hold true.
(3) an odd-gracefully total coloring if (1◦), (4◦), (7◦) and (12◦) hold true.
(4) a set-ordered odd-gracefully total coloring if (1◦), (4◦), (7◦), (12◦) and (21◦) hold true.
(5) a felicitous total coloring if (3◦),(15◦) and (6◦) hold true.
(6) a set-ordered felicitous total coloring if (3◦),(15◦), (6◦) and (21◦) hold true.
(7) an odd-elegant total coloring if (4◦), (16◦) and (7◦) hold true.
(8) a set-ordered odd-elegant total coloring if (4◦), (16◦), (7◦) and (21◦) hold true.
(9) a harmonious total coloring if (3◦), (15◦) and (6◦) hold true, and when G is a tree, exactly one edge
label may be used on two vertices.
(10) a set-ordered harmonious total coloring if (3◦), (15◦), (6◦) and (21◦) hold true.
(11) a strongly harmonious total coloring if (3◦), (15◦), (6◦) and (20◦) hold true.
(12) a properly even harmonious total coloring if (4◦), (16◦) and (10◦) hold true.
(13) a c-harmonious total coloring if (3◦), (13◦) and (11◦) hold true.
(14) an even sequential harmonious total coloring if (4◦), (14◦) and (9◦) hold true.
(15) a pan-harmonious total coloring if (2◦) and (13◦) hold true.
(16) an edge-magic total coloring if (19◦) holds true.
(17) a set-ordered edge-magic total coloring if (19◦) and (21◦) hold true.
(18) a graceful edge-magic total coloring if (5◦) and (19◦) hold true.
(19) a set-ordered graceful edge-magic total coloring if (5◦), (19◦) and (21◦) hold true.
(20) an edge-difference magic total coloring if (17◦) holds true.
(21) a set-ordered edge-difference magic total coloring if (17◦) and (21◦) hold true.
(22) a graceful edge-difference magic total coloring if (5◦) and (17◦) hold true.
(23) a set-ordered graceful edge-difference magic total coloring if (5◦), (17◦) and (21◦) hold true.
(24) an ev-difference magic total coloring if (18◦) holds true.
(25) a set-ordered ev-difference magic total coloring if (18◦) and (21◦) hold true.
(26) a graceful ev-difference magic total coloring if (5◦) and (18◦) hold true.
(27) a set-ordered graceful ev-difference magic total coloring if (5◦), (18◦) and (21◦) hold true.
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We call χ′′W,M (G) = minf{M : f(V (G)) ⊆ [1,M ]} over all W -type colorings f of G for a fixed W as
W -type total chromatic number of G, and the number vW (G) = minf{|f(V (G))|} over all W -type colorings
f of G as W -type total splitting number. 
Remark 1. Clearly, determining a W -type total chromatic number χ′′W,M (G) for a given graph G could be
difficult, since χ′′W,M (G) ≥ χ′′(G), and the Total Coloring Conjecture χ′′(G) ≤ ∆(G) + 2 is open now. It is
also not slight to determine whether a graph admits a W -type total coloring defined in Definition 3. Also,
computing vW (G) = minf{|f(V (G))|} will meet difficult cases since there are many conjectures of graph
labellings. For each integer m subject to vW (G) < m ≤ p − 1, does there exist a W -type total coloring g
holding |g(V (G))| = m?
Comparing Definition 2 with Definition 3, a gracefully total coloring f is weaker than a graceful labelling
g holding |g(V (G))| = |V (G)|, since |f(V (G))| < |V (G)|, and this gracefully total coloring f is stronger than
the traditional total coloring because of f(E(G)) = [1, q]. So, there are more graphs admitting (set-ordered)
W -type total colorings than with admitting (set-ordered) W -type labellings.
We meet f(E(G)) = {k}qk=1 or f(E(G)) = {2k− 1}qk=1 in Definition 3, so we can consider some W -type
total colorings with f(E(G)) = {an}qk=1, where {an}qk=1 is a strict increasing sequence of positive integers,
and we call them {an}qk=1-type proper total colorings. 
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(c) a set-ordered felicitous
coloring
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Figure 13: Part of examples for understanding Definition 3.
Definition 4. [18] Let H = E∗ + G be a connected graph, where E∗ is a non-empty set of edges and
G =
⋃m
i=1Gi is a disconnected graph, where G1, G2, . . . , Gm are disjoint connected graphs. If H admits
a (set-ordered) graceful labelling (resp. a (set-ordered) odd-graceful labelling) f , then we call f a flawed
(set-ordered) graceful labelling (resp. a flawed (set-ordered) odd-graceful labelling) of G. 
We will define particular proper total colorings in Definition 5, these colorings are combinatory of tradi-
tional proper total colorings and graph labellings.
Definition 5. ∗ For a proper total coloring f : V (G) ∪ E(G) → [1,M ] of a simple graph G, we define an
edge-function cf (uv) with three non-negative integers a, b, c for each edge uv ∈ E(G), and have a parameter
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B∗α(G, f,M) = max
uv∈E(G)
{cf (uv)} − min
xy∈E(G)
{cf (xy)}. (3)
If B∗α(G, f,M) = 0, we call f a α-proper total coloring of G, the smallest number
χ′′α(G) = min
f
{M : B∗α(G, f,M) = 0} (4)
over all α-proper total colorings of G is called α-proper total chromatic number, and f is called a perfect
α-proper total coloring if χ′′α(G) = χ
′′(G). Moreover
Tcoloring-1. We call f a (perfect) edge-magic proper total coloring of G if cf (uv) = f(u)+f(v)+
f(uv), rewrite B∗α(G, f,M) = B
∗
emt(G, f , M), and χ
′′
α(G) = χ
′′
emt(G) is called edge-magic total chromatic
number of G.
Tcoloring-2. We call f a (perfect) edge-difference proper total coloring of G if cf (uv) = f(uv) +
|f(u) − f(v)|, rewrite B∗α(G, f,M) = B∗edt(G, f , M), and χ′′α(G) = χ′′edt(G) is called edge-difference total
chromatic number of G.
Tcoloring-3. We call f a (perfect) felicitous-difference proper total coloring of G if cf (uv) =
|f(u) + f(v) − f(uv)|, rewrite B∗α(G, f,M) = B∗fdt(G, f,M), and χ′′α(G) = χ′′fdt(G) is is called felicitous-
difference total chromatic number of G.
Tcoloring-4. We refer to f a (perfect) graceful-difference proper total coloring of G if cf (uv) =∣∣|f(u) − f(v)| − f(uv)∣∣, rewrite B∗α(G, f,M) = B∗gdt(G, f,M), and χ′′α(G) = χ′′gdt(G) is called graceful-
difference total chromatic number of G. 
Remark 2. The proper total colorings of Definition 5 have been discussed in [45, 46, 47, 48].
(i) The form B∗α(G, f,M) = 0 appeared in Definition 5 means that there exists a constant k such that
cf (uv) = k for each edge uv ∈ E(G), also, f is edge-magic in the view of graph theory. Moreover,∑
u∈V (G)
∑
v∈N(u)
cf (uv) =
∑
u∈V (G)
k · degG(u) = k · 2|E(G)|.
Obviously, the proper total chromatic number χ′′(G) ≤ χ′′γ(G) for γ ∈ Para = {emt, edt, fdt, gdt}. It
is difficult to determine the exact values of χ′′γ(G) for γ ∈ Para, since the total chromatic number χ′′(G) ≤
∆(G) + 2 is not settled down up to now.
(ii) We add three parameters for generalizing Definition 5 if G is bipartite, and get another group of
particular total colorings as follows:
Definition 6. ∗ Suppose that a bipartite graph G admits a proper total coloring f : V (G)∪E(G)→ [1,M ].
We define an edge-function cf (uv)(a, b, c) with three non-negative integers a, b, c for each edge uv ∈ E(G),
and have a parameter
B∗α(G, f,M)(a, b, c) = max
uv∈E(G)
{cf (uv)(a, b, c)} − min
xy∈E(G)
{cf (xy)(a, b, c)}. (5)
If B∗α(G, f,M)(a, b, c) = 0, we call f a parameterized α-proper total coloring of G, the smallest number
χ′′α(G)(a, b, c) = min
f
{M : B∗α(G, f,M)(a, b, c) = 0} (6)
over all parameterized α-proper total colorings of G is called parameterized α-proper total chromatic number,
and f is called a perfect α-proper total coloring if χ′′α(G)(a, b, c) = χ
′′(G). Moreover
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TCol-1. We call f a (perfect) parameterized edge-magic proper total coloring of G if cf (uv) =
af(u)+bf(v)+cf(uv), rewriteB∗α(G, f,M)(a, b, c) = B
∗
emt(G, f , M)(a, b, c), and χ
′′
α(G)(a, b, c) = χ
′′
emt(G)(a, b, c)
is called parameterized edge-magic total chromatic number of G.
TCol-2. We call f a (perfect) parameterized edge-difference proper total coloring ofG if cf (uv) =
cf(uv)+|af(u)−bf(v)|, rewriteB∗α(G, f,M)(a, b, c) = B∗edt(G, f , M)(a, b, c), and χ′′α(G)(a, b, c) = χ′′edt(G)(a, b, c)
is called parameterized edge-difference total chromatic number of G.
TCol-3. We call f a (perfect) parameterized felicitous-difference proper total coloring of G if
cf (uv) = |af(u) + bf(v)− cf(uv)|, rewrite B∗α(G, f,M)(a, b, c) = B∗fdt(G, f,M)(a, b, c), and χ′′α(G)(a, b, c) =
χ′′fdt(G)(a, b, c) is is called parameterized felicitous-difference total chromatic number of G.
TCol-4. We refer to f a (perfect) parameterized graceful-difference proper total coloring of G if
cf (uv) =
∣∣|af(u)−bf(v)|−cf(uv)∣∣, rewrite B∗α(G, f,M)(a, b, c) = B∗gdt(G, f,M)(a, b, c), and χ′′α(G)(a, b, c) =
χ′′gdt(G)(a, b, c) is called parameterized graceful-difference total chromatic number of G. 
We can put forward various requirements for (a, b, c) in Definition 6 to increase the difficulty of attacking
our topological coding, since the ABC-conjecture (or Oesterle´-Masser conjecture, 1985) involves the equation
a + b = c and the relationship between prime numbers. Proving or disproving the ABC-conjecture could
impact many Diophantine (polynomial) math problems including Tijdeman’s theorem, Vojta’s conjecture,
Erdo¨s-Woods conjecture, Fermat’s last theorem, Wieferich prime and Roth’s theorem [11].
(iii) We remove “proper” from Definition 5 as: A simple graph G admits a total coloring f : V (G) ∪
E(G)→ [1,M ] such that f(u) 6= f(v) for each edge uv ∈ E(G), and f(xy) 6= f(xw) for two adjacent edges
xy, xw ∈ E(G). So, this particular total coloring allows f(u) = f(uv) for some edge uv ∈ E(G), and is
weak than that in Definition 5. Similarly, removing “proper” from Definition 6 produces four parameterized
α-proper total colorings weak than that in Definition 6. 
Problem 3. (i) It is natural based on Definition 4, the authors, in [18], conjecture: “Each forest T =
⋃m
i=1 Ti
with disjoint trees T1, T2, . . . , Tm admits a flawed graceful/odd-graceful labelling”. Determine integers Ae and
Be such that H = E
∗ + T admits a (set-ordered) graceful/odd-graceful labelling as Ae ≤ |E∗| ≤ Be.
(ii) For a bipartite graph G, finding three parameters a, b, c holding (a, b, c) 6= (1, 1, 1) under a proper total
coloring f : V (G) ∪ E(G) → [1,M ] realizes B∗α(G, f,M)(a, b, c) = 0 holding each one of the parameterized
edge-magic proper total coloring, the parameterized edge-difference proper total coloring, the parameterized
felicitous-difference proper total coloring and the parameterized graceful-difference proper total coloring
defined in Definition 6, .
In a parameterized edge-magic proper total coloring f , B∗α(G, f,M) = 0 means that cf (uv) = af(u) +
bf(v) + cf(uv) = k for each edge uv ∈ E(G). If there are (a0, b0, c0) 6= (1, 1, 1) holding cf (uv) = a0f(u) +
b0f(v) + c0f(uv) = k, then we have cf (uv) = βa0f(u) + βb0f(v) + βc0f(uv) = βk for each edge uv ∈ E(G)
with β > 0 and (βa0, βb0, βc0) 6= (β, β, β). So, there are infinite group of parameters a, b, c holding (a, b, c) 6=
(1, 1, 1) for the total colorings.
Example 1. Duality. For the felicitous-difference proper total coloring [48], we say f to be edge-ordered
if f(x) + f(y) ≤ f(xy) (resp. f(x) + f(y) ≥ f(xy)) for each edge xy ∈ E(G). If G admits two felicitous-
difference proper total colorings g and gc holding g(x) + gc(x) = Cv > 0 for each vertex x ∈ V (G) and a
constant Cv, then g
c is called the vertex-dual of g, conversely, g is the vertex-dual of gc too; and moreover
if g(uv) + gc(uv) = Ce > 0 holds true for each edge uv ∈ E(G) and a constant Ce, we call gc (resp. g) an
all-dual of g (resp. gc), as well as gc (resp. g) is a perfect all-dual of g (resp. gc) if Cv = Ce. As an example,
a graph C5 + e shown in Fig.14 admits six felicitous-difference proper total colorings gQ shown in Fig.14
(Q) with Q =a,b,c,d,e,f, and moreover we observe: (1) ga and gb are a pair of vertex-dual colorings, since
ga(u) + gb(u) = 6 for each vertex u ∈ V (C5 + e); (2) gd and ge are a pair of perfect all-dual total colorings,
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since gd(u) +ge(u) = 8 for each vertex u ∈ V (C5 +e), and gd(xy) +ge(xy) = 8 for each edge xy ∈ E(C5 +e);
(3) ga and gd are edge-ordered; (4) χ
′′
fdt(C5 + e) = 7 according to gf ; (5) |ga(x) + ga(y) − ga(xy)| = 0,
|gb(x)+gb(y)−gb(xy)| = 1, |gc(x)+gc(y)−gc(xy)| = k, |gd(x)+gd(y)−gd(xy)| = 4, |ge(x)+ge(y)−ge(xy)| = 4
and |gf (x) + gf (y)− gf (xy)| = 1 for each edge xy ∈ E(C5 + e). 
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Figure 14: Examples for illustrating the felicitous-difference proper total coloring cited from [48] .
Theorem 1. A pair of felicitous-difference proper total colorings g and g′ of a graph G is perfect all-dual
if and only if there exist two constants M > 0 and M ′ ≥ 0 such that g(x) + g′(x) = M for each vertex
x ∈ V (G), and each edge uv ∈ E(G) holds |g(u) + g(v)− g(uv)| = M ′ and |g′(u) + g′(v)− g′(uv)| = M −M ′
true.
Corollary 2. If a graph G holds χ′′fdt(G) = 1 + ∆(G), then G admits a unique felicitous-difference proper
total coloring.
Definition 7. ∗ We define the dual total colorings for the colorings defined in Definition 5 in the following:
Dual-1. If fem is an edge-magic proper total coloring of a graph G, so there exists a constant k such that
fem(u) + fem(uv) + fem(v) = k for each edge uv ∈ E(G). Let max fem = max{fem(w) : w ∈ V (G) ∪E(G)}
and min fem = min{fem(w) : w ∈ V (G) ∪ E(G)}. We have the dual gem of fem defined as: gem(w) =
(max fem + min fem)− fem(w) for each element w ∈ V (G) ∪ E(G), and then
gem(u) + gem(uv) + gem(v) = 3(max fem + min fem)− [fem(u) + fem(uv) + fem(v)]
= 3(max fem + min fem)− k = k′
(7)
for each edge uv ∈ E(G).
Dual-2. Suppose that fed is an edge-difference proper total coloring of a graph G, so there exists a
constant k such that fed(uv) + |fed(u)− fed(v)| = k for each edge uv ∈ E(G). Let max fed = max{fed(w) :
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w ∈ V (G) ∪ E(G)} and min fed = min{fed(w) : w ∈ V (G) ∪ E(G)}. We have the dual ged of fed defined by
setting ged(x) = (max fed + min fed)− fed(x) for x ∈ V (G) and ged(uv) = fed(uv) for uv ∈ E(G), and then
ged(uv) + |ged(u)− ged(v)| = fed(uv) + |fed(u)− fed(v)| = k (8)
for every edge uv ∈ E(G).
Dual-3. When fgd is a graceful-difference proper total coloring of a graph G, so there exists a constant
k such that
∣∣|fgd(u) − fgd(v)| − fgd(uv)∣∣ = k for each edge uv ∈ E(G). Let max fgd = max{fgd(w) : w ∈
V (G) ∪ E(G)} and min fgd = min{fgd(w) : w ∈ V (G) ∪ E(G)}. We have the dual ggd of fgd defined in the
way: ggd(x) = (max fgd + min fgd) − fgd(x) for x ∈ V (G) and ggd(uv) = fgd(uv) for each edge uv ∈ E(G),
and then ∣∣|ggd(u)− ggd(v)| − ggd(uv)∣∣ = ∣∣|fgd(u)− fgd(v)| − fgd(uv)∣∣ = k (9)
for each edge uv ∈ E(G).
Dual-4. As ffd is a felicitous-difference proper total coloring of a graph G, there exists a constant k
such that |ffd(u) + ffd(v) − ffd(uv)| = k for each edge uv ∈ E(G). Let max ffd = max{ffd(w) : w ∈
V (G) ∪ E(G)} and min ffd = min{ffd(w) : w ∈ V (G) ∪ E(G)}. We have the dual gfd of ffd defined as:
gfd(w) = (max ffd + min ffd)− ffd(w) for each element w ∈ V (G) ∪ E(G), and then
|gfd(u) + gfd(v)− gfd(uv)| = |(max ffd + min ffd) + ffd(u) + ffd(v)− ffd(uv)|
= (max ffd + min ffd)± k
(10)
for each edge uv ∈ E(G). Here, if ffd is edge-ordered such that ffd(x) + ffd(y) ≥ ffd(xy) for each edge
xy ∈ E(G), then
|gfd(u) + gfd(v)− gfd(uv)| = (max ffd + min ffd) + k = k′.
We have
|gfd(u) + gfd(v)− gfd(uv)| = (max ffd + min ffd)− k = k′,
if ffd(x) + ffd(y) < ffd(xy) for each edge xy ∈ E(G). 
Remark 3. There are connections between graph colorings and graph labellings as follows:
Conn-1. If a proper graceful-difference total coloring h of G satisfies h(x) 6= h(y) for distinct vertices
x, y ∈ V (G), and h(uv) 6= h(wz) for distinct edges uv,wz ∈ E(G), and max{h(w) : w ∈ V (G) ∪ E(G)} =
1+ |E(G)|, then we get a graceful labelling α defined as: α(x) = h(x)−1 for x ∈ V (G). There is a well-known
conjecture proposed by Rosa, called Graceful Tree Conjecture: “Every tree admits a graceful labelling”. If
it is so, then it will settle down a longstanding Ringel-Kotzig Decomposition Conjecture (Gerhard Ringel
and Anton Kotzig, 1963; Alexander Rosa, 1967): “A complete graph K2n+1 can be decomposed into 2n + 1
subgraphs that are all isomorphic to any given tree having n edges.”
Conn-2. For an edge-magic proper total coloring f of G in Definition 5, we have f(u) + f(uv) + f(v) =
f(w) + f(wz) + f(z) for any pair of distinct edges uv,wz ∈ E(G). If f(x) 6= f(y) for distinct vertices
x, y ∈ V (G), and f(uv) 6= f(wz) for distinct edges uv,wz ∈ E(G), so this edge-magic proper total coloring is
just an edge-magic total labelling (Ref. [5]). Anton Kotzig and Alex Rosa, in 1970, conjectured: Every tree
admits an edge-magic total labelling. Moreover, it was conjectured: Every tree admits a super edge-magic
total labelling.
Conn-3. Let g be an edge-difference proper total coloring of G. If g(uv) + |g(u) − g(v)| = k for any
edge uv ∈ E(G), then g will be related with a k-dually graceful labelling if g(x) 6= g(y) for distinct vertices
x, y ∈ V (G), and g(uv) 6= g(wz) for distinct edges uv,wz ∈ E(G).
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Conn-4. Let α be a felicitous-difference proper total coloring of G of q edges. If |α(u)+α(v)−α(uv)| = 0
for each edge uv ∈ E(G), and α : V (G)→ [0, q − 1], the edge color set {α(uv) : uv ∈ E(G)} = [c, c+ q − 1],
we get a strongly c-harmonious labelling α of G. The generalization of harmonious labellings is a felicitous
labelling f : V (G) → [0, q − 1], such that the edge label f(uv) of each edge uv ∈ E(G) is defined as
f(uv) = f(u) + f(v) (mod q), and the resultant edge labels are mutually distinct. Similarly with felicitous
labelling, a labelling f : V (G) → [0, q] is called a strongly k-elegant labelling if {α(uv) (mod q + 1) : uv ∈
E(G)} = [k, k + q − 1].
Conn-5. Let G be a bipartite graph and (X,Y ) be the bipartition of vertex set V (G). If G admits a
W -type coloring f holding max{f(x) : x ∈ X} < min{f(y) : y ∈ Y }, then we call f a set-ordered W -type
coloring of G ([24, 54, 20]). In [20], the author show: a set-ordered Wi-type coloring is equivalent to another
set-ordered Wj-type coloring, for example, a bipartite graph G admits a set-ordered graceful labelling if and
only if G admits a set-ordered odd-graceful labelling. By technique of set-ordered W -type colorings, Zhou
et al. have proven: (i) each lobster admits an odd-graceful labelling in [54]; (ii) each lobster admits an
odd-elegant labelling in [55]. 
Definition 8. ∗ A rainbow proper total coloring f of a connected graph G holds: For any path x1x2x3x4x5 ⊂
G, edge colors f(xixi+1) 6= f(xjxj+1) with i, j ∈ [1, 4], and each f(xjxj+1) is one of f(xjxj+1) = f(xi) +
f(xixi+1) + f(xi+1), f(xjxj+1) = f(xixi+1) + |f(xi)− f(xi+1)|, f(xjxj+1) = |f(xi) + f(xi+1)− f(xixi+1)|
and f(xjxj+1) =
∣∣|f(xi)− f(xi+1)| − f(xixi+1)∣∣. 
Problem 4. We propose the following problems for further research on particular proper total colorings:
P-1. Estimate the bounds of the constant ki with i ∈ [1, 4] in each especial proper total coloring defined
in Definition 5, where k1 = f(u) + f(uv) + f(v), k2 = f(uv) + |f(u)− f(v)|, k3 = |f(u) + f(v)− f(uv)| and
k4 =
∣∣|f(u)− f(v)| − f(uv)∣∣.
P-2. For any group of positive integers k1, k2, k3, k4, find a connected graph G admitting a {ki}41-magic
proper total coloring h, such that there are edges uivi ∈ E(G) with i ∈ [1, 4] holding k1 = h(u1) +h(u1v1) +
h(v1), k2 = h(u2v2) + |h(u2) − h(v2)|, k3 = |h(u3) + h(v3) − h(u3v3)| and k4 =
∣∣|h(u4) − h(v4)| − h(u4v4)∣∣
true.
P-3. Color-valued graphic authentication problem: For a given connected non-tree (p, q)-graph
G, we have two graph sets: A public-key set Sv and a private-key set Se, each graph Hi of Sv admits a
proper vertex coloring, each graph Lj of Se admits a proper edge coloring, and |E(G)| = |E(Hi)| = |E(Lj)|.
Can we find a graph Hi ∈ Sv and another graph Lj ∈ Se, and do the vertex-coinciding operation to Hi and
Lj respectively, such that the resulting graphs H
′
i and L
′
j hold G
∼= H ′i and G ∼= L′j , and two colorings of
H ′i and L
′
j induce just a proper total coloring of G (as an authentication)? Since we can vertex-split the
vertices of G into at least q − p+ 1 different connected graphs, so Sv 6= ∅ and Se 6= ∅.
P-4. Find a simple and connected graph G admitting a proper total coloring f : V (G)∪E(G)→ [1,M ]
and inducing an edge-function cf (uv) for each edge uv ∈ E(G) according to Definition 5, and find constants
k1, k2, . . . , km, such that each edge uv ∈ E(G) corresponds some ki holding cf (uv) = ki true, and each
constant kj corresponds at least one edge xy holding cf (xy) = kj .
P-5. For any integer sequence {ki}n1 with ki < ki+1, find a simple and connected graph G such that
each ki corresponds a proper total coloring fi : V (G)∪E(G)→ [1,M ] defined in Definition 5, and fi induces
an edge-function cfi(uv) = ki for each edge uv ∈ E(G).
P-6. Splitting-coinciding problem: Given two connected graphs W and U with χ′′(W ) = χ′′(U),
does doing vertex-splitting and vertex-coinciding operations to W (resp. U) produce U (resp. W )?
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2 Graphic lattices
We will construct graphic lattices, graphic group lattices, Topcode-matrix lattices and topological coding lattices
produced by graph operations, matrix operations, group operations. So, we will define two kinds of undirected
digraphic lattices and colored digraphic lattices on digraphs (directed graphs). In fact, various graphic lattices
are sets of Topsnut-gpws of topological coding.
2.1 Linearly independent graphic vectors
We say n disjoint graphs G1, G2, . . . , Gn to be linearly independent under a graph operation (•) if there is no
tree T with r (≥ 2) vertices such that Gj = T (•){Gis}rs=1,is 6=j for each j ∈ [1, n]. In a (colored) graph-vector
group Hc = (H1, H2, . . . ,Hn) with Hi ∼= Hj and each graph Hi admits a W -type coloring fi, if there exists
no operation “(•)” such that Hj = (•){His}rs=1,is 6=j , we say Hc to be linearly independent.
2.2 Graphic lattices subject to a graph operation
Let H = (H1, H2, . . . ,Hn) be a group of n linearly independent graphic vectors (also, a graphic base) under
a graph operation “(•)”, where each Hi is a colored/uncolored graph, and Fp,q is a set of colored/uncolored
graphs of λ vertices and µ edges with respect to λ ≤ p, µ ≤ q and 2n − 2 ≤ p. We write the result graph
obtained by doing a graph operation (•) onG and the base H with ai ∈ Z0, denoted as H(•)G = G(•)ni=1aiHi.
In general, we call the following graph set
L(H(•)Fp,q) = {G(•)ni=1aiHi : ai ∈ Z0, G ∈ Fp,q} (11)
with
∑n
i=1 ai ≥ 1 a graphic lattice (or colored graphic lattice), H a graphic lattice base, p is the dimension and
n is the rank of L(H(•)Fp,q). Moreover, L(H(•)Fp,q) is called a linear graphic lattice if every G ∈ Fp,q, each
base Hi of H and G(•)ni=1aiHi are forests or trees. An uncolored tree-graph lattice, or a colored tree-graph
lattice is full-rank p = n in the equation (11).
Remark 4. Especially, if each H ∈ H is a (colored) Hanzi-graph, we call L(H(•)Fp,q) a (colored) Hanzi-
lattice.
Let
−→
F p,q be a set of directed graphs of p vertices and q arcs with n ≤ p, and let −→H = (−→H 1,−→H 2, . . . ,−→Hn)
be a group of n linearly independent directed-graphic vectors, where each
−→
H i is a directed graph. By an
operation “(•)” on directed graphs, we have a directed-graphic lattice (or colored directed-graphic lattice) as
follows −→
L (
−→
H(•)−→F p,q) =
{−→
G(•)ni=1ai
−→
H i : ai ∈ Z0, −→G ∈ −→F p,q
}
(12)
with
∑n
i=1 ai ≥ 1. 
Problem 5. We propose the following problems:
A-1. Characterize the connection between the graphic lattice base H and the graph set Fp,q, that is,
the graphic lattice L(H(•)Fp,q) is not empty as Fp,q holds what conditions.
A-2. Find a graph G∗ of a graphic lattice L(H(•)Fp,q), such that G∗ has the shortest diameter, or G∗
is Hamiltonian, or G∗ has a spanning tree with the most leaves in
−→
L (
−→
H(•)−→F p,q), and so on.
A-3. Does there exist a Hanzi-graphic lattice containing any Chinese essay with m Chinese letters?
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2.3 Graphic lattices subject to the vertex-coinciding operation
2.3.1 Uncolored graphic lattices
Let T = (T1, T2, . . . , Tn) be a group of n linearly independent graphic vectors under the vertex-coinciding
operation, also, a graphic base, and let H ∈ Fp,q be a connected graph of vertices u1, u2, . . . , um. We write the
result graph obtained by vertex-coinciding a vertex vi of some base Ti with some vertex uij of the connected
graph H into one vertex wi = uij  vi as H T = H  |ni=1aiTi with ai ∈ Z0 and
∑n
i=1 ai ≥ 1. Since there
are two or more vertices of the graphic lattice base Ti that can be vertex-coincided with some vertex of the
connected graph H, so H T is not unique in general, in other word, these graphs H T forms a set. We
call the following set
L(T Fp,q) = {H  |ni=1aiTi : ai ∈ Z0, H ∈ Fp,q} (13)
with
∑n
i=1 ai ≥ 1 a graphic lattice, and p is the dimension, and n is the rank of the graphic lattice. Moreover
L(TFp,q) is called a linear graphic lattice if every H ∈ Fp,q, each base Ti of the lattice base T and H T
are forests or trees. We have several obvious facts:
(1) A graphic lattice can be expressed by different graphic bases. See five groups of Hanzi-graphic vectors
shown in Fig.2, Fig.6 and Fig.8.
(2) If a graph of a graphic lattice L(TFp,q) is connected, and H has just n−1 edges, then each graphic
vector Ti with i ∈ [1, n] is connected, and p ≥ n, as well as q ≥ p− 1.
There are many ways to construct graphs Gni=1 aiTi with ai ∈ Z0 and
∑n
i=1 ai ≥ 1. Here, we discuss
mainly two ways: One-vs-one by the vertex-coinciding operation, and String T1, T2, . . . , Tn together by the
vertex-coinciding operation.
1. One-vs-one by the vertex-coinciding operation. For a graph Gni=1 Ti, we suppose that each
Ti is vertex-coincided with one vertex ui of G, and any pair of two Ti and Tj are vertex-coincided with two
distinct vertices ui and uj of G. So, we have:
Case 1.1 There are
(
p
n
)
groups of vertices uk,1, uk,2, · · · , uk,n for a graph G of p vertices.
Case 1.2 There are n! permutations uk,i1uk,i2 · · ·uk,in for each group of vertices uk,1, uk,2, · · · , uk,n of
G.
Case 1.3 There are n! permutations Ti1Ti2 · · ·Tin of graphic vectors T1, T2, . . . , Tn of a graphic lattice
base T. For each permutation uk,i1uk,i2 · · ·uk,in , a vertex xij of Tij is vertex-coincided with the vertex uk,ij
with j ∈ [1, n], such that two graphic vectors Tij and Tis are vertex-coincided two distinct vertices uk,ij and
uk,is of G.
Case 1.4 For each Tij of a permutation Ti1Ti2 · · ·Tin , there are |Tij | vertices being vertex-coincided with
the vertex uk,ij with j ∈ [1, n].
Thereby, under one-vs-one vertex-coinciding operation, we have
(
p
n
) · (n!)2 · ∏ni=1 |Ti| possible graphs
Gni=1 Ti in total.
2. String T1, T2, . . . , Tn together by the vertex-coinciding operation. We consider to string a
permutation Ti1Ti2 · · ·Tin of T1, T2, . . . , Tn together by (n− 1) edges ujvj of G, such that a vertex yij of Tij
is joined by the vertex uj , a vertex xij+1 of Tij+1 is joined by the vertex vj for j ∈ [1, n − 1], the resultant
graph is just a bunch of Ti1 , Ti2 , · · · , Tin , denoted as
G	T = Ti1 + u1v1 + Ti2 + u2v2 + Ti3 + · · ·+ Tin−1 + un−1vn−1 + Tin . (14)
Case 2.1 There are
(
q
n−1
)
groups of edges uk,1vk,1, uk,2vk,2, · · · , uk,n−1vk,n−1 for a connected (p, q)-graph
G.
Case 2.2 There are n! permutations Ti1Ti2 · · ·Tin of graphic vectors T1, T2, . . . , Tn of a graphic lattice
base T.
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Case 2.3 In a string graph
Ti1 + uk,1vk,1 + Ti2 + uk,2vk,2 + Ti3 + · · ·+ Tin−1 + uk,n−1vk,n−1 + Tin , (15)
there are |Ti1 | vertices of the graphic vector Ti1 to join the vertex uk,1; each of |Ti2 | vertices of the graphic
vector Ti2 can be joined with the vertex vk,1, and with the vertex uk,2, respectively, so we have |Ti2 |2 cases;
go on in this way, we get |Ti1 | · (
∏n−1
s=2 |Tis |2) · |Tin | possible string graphs in total.
Thereby, we have ns(G) possible string graphs G	T shown in (14) from Gni=1 Ti, where
ns(G) =
(
q
n− 1
)
· n! · |Ti1 | ·
(
n−1∏
s=2
|Tis |2
)
· |Tin |
Problem 6. We are interesting on the structures and properties of a graphic lattice L(T Fp,q), such as:
B-1. Determine a graph G∗ of L(T  Fp,q) such that two diameters D(G∗) ≤ D(G) for any G ∈
L(T Fp,q).
B-2. Estimate the cardinality of L(T Fp,q), however this will be related with the graph isomorphic
problem, a NP-hard problem.
B-3. Dose H ′  |ni=1Ti ∼= H ′′  |ni=1Ti if H ′ ∼= H ′′?
B-4. Let T i be the complementary graph of each base Ti of a graphic base T, and let H be the comple-
ment of H ∈ Fp,q. Is H  |ni=1T i the complementary graph of H  |ni=1Ti? 
2.3.2 Colored graphic lattices
Let F cp,q be a set of colored graphs of λ vertices and µ edges with respect to λ ≤ p, µ ≤ q and 2n − 2 ≤ p,
where each graph Hc ∈ F cp,q is colored by a W -type coloring f , and let Tc = (T c1 , T c2 , . . . , T cn) with n ≤ p be a
linearly independent colored graphic base under the vertex-coinciding operation, we have two particular cases:
(i) each graph T ci of T
c admits a Wi-type coloring gi; (ii) the union graph
⋃n
i=1 T
c
i admits a flawed Wi-type
coloring. Vertex-coinciding a vertex xi of some base T
c
i with some vertex yij of the colored graph H
c ∈ F cp,q
into one vertex zi = yij  xi produces a vertex-coincided graph Hc  |ni=1T ci admitting a coloring induced
by g1, g2, . . . , gn and f , here, two vertices xi, yij are colored the same color γ, then the vertex zi = yij  xi
is colored with the color γ too. We call the following set
L(Tc  F cp,q) =
{
Hc  |ni=1aiT ci : ai ∈ Z0, Hc ∈ F cp,q
}
(16)
with
∑n
i=1 ai ≥ 1 a colored graphic lattice, where p is the dimension, and n is the rank of the colored graphic
lattice. We call the colored graphic lattice L(TcF cp,q) a linear colored graphic lattice if every colored graph
Hc ∈ F cp,q, each graph T ci of Tc and the graph Hc  |ni=1aiT ci are colored forests, or colored trees. Clearly,
each element of the lattice L(Tc  F cp,q), each graph T ci and each colored graph Hc ∈ F cp,q may admit the
same W -type colorings.
Example 2. In Fig.15, the graphs M1,M2, . . . ,M14 are a block permutation of a group of Hanzi-graphs
G4214, G3674, G4287, G3630, G1657, G3674, G4287, G4043 composed by 14 blocks (Ref. [6] ). Let O =
⋃14
k Mk.
The disconnected graph admits a flawed graceful labelling defined in Definition 4. Let O+Ai with i = 1, 2,
where two colored disconnected graphs A1, A2 are shown in Fig.15. So, each connected graph O + Ai with
i = 1, 2 admits a graceful labelling gi shown in Fig.16. we can see that O + A1 is the result of string
M1,M2, . . . ,M14 together by the graph A1 according to the vertex-coinciding operation “”, O +Ai is the
result of vertex-coinciding O with Ai, so we can rewrite O + Ai as O  Ai. Observe O =
⋃14
k Mk carefully,
we are conscious of there are many colored graphs Aj like A1 and A2, such that vertex-coincided graphs
Aj 14k=1 Mk are connected and admit graceful labellings. 
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Figure 15: A group of Hanzi-graphs G4214, G3674, G4287, G3630, G1657, G3674, G4287, G4043 induces 14 block graphs
M1,M2, . . . ,M14, which form a disconnected graph O =
⋃14
k Mk admitting a flawed graceful labelling.
Problem 7. For a colored graphic lattice L(Tc  F cp,q), we may consider the following complex problems:
C-1. Classify a colored graphic lattice L(Tc  F cp,q) into some particular subsets Lsubk with k ∈ [1,m],
find particular subsets, such as each graph of Lsubi is a tree, or an Euler’s graph, or a Hamiltonian graph;
if the colored graphic lattice base Tc admits a flawed W -type coloring, then each graph of Lsubj admits a
W -type coloring too.
C-2. Find a graph of L(Tc  F cp,q) with the shortest diameter D(G∗), such that D(G∗) ≤ D(G) for
any graph G ∈ L(Tc  F cp,q).
C-3. List possible W -type colorings for constructing a colored graphic lattice L(Tc  F cp,q).
C-4. Do we have the topological coloring isomorphism Hc  |ni=1T ci = Gc  |ni=1T ci in a colored graphic
lattice L(Tc  F cp,q) when Hc ∼= Gc or Hc 6∼= Gc?
C-5. If T ci
∼= T cj and T ci ∼= Hc for distinct i, j ∈ [1, n], characterize Hc  |ni=1T ci .
C-6. Since a tree admits a set-ordered graceful labelling if and only if it admits a set-ordered odd-
graceful labelling, we consider: For two colored graphic lattices L(Tci F cp,q) and two bases Tci = (T ci,1, T ci,2,
. . . , T ci,n) with i = 1, 2, each H
c nj=1 T ci,j admits a Wi-type coloring, if both Xi and X3−i are equivalent to
each other. Is L(Tci  F cp,q) equivalent to L(Tc3−i  F cp,q) with i = 1, 2?
C-7. [15, 27, 13] If the graphic lattice base Tc = (T c1 , T
c
2 , . . . , T
c
n) forms an every-zero graphic group
based under a W -type coloring, does the corresponding colored graphic lattice form a graphic group too?
C-8. If each graphic base of the graphic lattice base Tc = (T c1 , T
c
2 , . . . , T
c
n) admits a W -type coloring
defined in Definition 5, determine a subset S(L) of the graphic lattice L(TcF cp,q), such that each connedted
graph of S(L) admits a rainbow proper total coloring defined in Definition 8.
C-9. Find a graph G ∈ L(Tc  F cp,q), such that for any H ∈ L(Tc  F cp,q), we have (1) the proper
total chromatic numbers satisfy χ′′(G) ≤ χ′′(H); or (2) the edge-magic total chromatic number χ′′emt, the
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Figure 16: Two connected Topsnut-gpws obtained from M1,M2, . . . ,M14 and A1, A2 shown in Fig.15.
edge-difference total chromatic number χ′′edt, the felicitous-difference total chromatic number χ
′′
fdt and the
graceful-difference total chromatic number χ′′gdt hold χ
′′
ε (G) ≤ χ′′ε (H) for ε ∈ {emt, edt, fdt, gdt}; and or (3)
the diameters obey Diameter(G) ≤ Diameter(H). 
Example 3. In Fig.8, there are four groups of Hanzi-graphs as follows:
O1 = G4476 ∪G2511 ∪G4610 ∪G4147, O2 = G5027 ∪G4476 ∪G2511 ∪G5027 ∪G4734 ∪G3306
O3 = G4476 ∪G4147 ∪G1676 ∪G2511, O4 = G4476 ∪G4734 ∪G1643 ∪G5240 ∪G3306
We use these four groups of Hanzi-graphs to get the following groups of linearly independent Hanzi-
graphic vectors
O1 = (G4476, G2511, G4610, G4147), O2 = (G5027, G4476, G2511, G5027, G4734, G3306)
O3 = (G4476, G4147, G1676, G2511), O4 = (G4476, G4734, G1643, G5240, G3306).
By the above Hanzi-graphic groups Ok with k ∈ [1, 4], we get four Hanzi-graphic lattices L(Ok  Fp,q)
with k ∈ [1, 4]. Observe four Hanzi-graphic lattices L(Ok  Fp,q) with k ∈ [1, 4] carefully, we can see: “A
graphic lattice can be expressed by different graphic bases.”
Let T cabcd = Tcode(Gabcd) be a Topcode-matrix of Hanzi-graph Gabcd (see the definition of a Topcode-
matrix shown in Definition 27), we have four colored graphic bases:
Oc1 = (T
c
4476, T
c
2511, T
c
4610, T
c
4147), O
c
2 = (T
c
5027, T
c
4476, T
c
2511, T
c
5027, T
c
4734, T
c
3306).
Oc3 = (T
c
4476, T
c
4147, T
c
1676, T
c
2511), O
c
4 = (T
c
4476, T
c
4734, T
c
1643, T
c
5240, T
c
3306)
Finally, we obtain four colored Hanzi-graphic lattices L(Ock  F cp,q) with k ∈ [1, 4]. Suppose that each
graph of L(Ock  F cp,q) admits a Wk-type coloring with k ∈ [1, 4]. Clearly, a colored Hanzi-graphic lattice
L(Oci  F cp,q) differs from another colored Hanzi-graphic lattice L(Ocj  F cp,q) if Oci 6= Ocj , and moreover “a
colored graphic lattice is not expressed by different W -type colored-graphic bases”. See two examples shown
in Fig.9. 
2.4 Graphic lattices subject to the vertex-substituting operation
Saturated systems are defined by the vertex-replacing and edge-replacing operations on graphs:
(a) Replacing a vertex x of a graph G by another graph T : First, remove the vertex x from G, and join
each vertex xi ∈ N(x) with some vertex yi of T by an edge, and the resultant graph is denoted as (G−x)/T ;
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(b) Replacing an edge xy of a graph G by another graph H: First, remove the edge xy from G, and then
join the vertex x with some vertex u of H by an edge, and join the vertex y with some vertex v of H by an
edge, and the resultant graph is denoted as (G− xy)	H.
Notice that: (a’) the graph G can be obtained by contracting T of the graph (G − x) / T into a vertex
x; (b’) as H = K1, the graph (G− xy)	H is an edge-subdivision operation of graph theory.
The fully vertex-replacing operation “/”: Replacing a vertex x of a graph G by another graph T
holding |V (T )| ≥ |N(x)|, first remove x from G, and then join each xi ∈ N(x) with vertex yi ∈ V (T ) by an
edge, such that yi 6= yj if xi 6= xj . The resultant graph is denoted as (G− x)/T .
In a graphic base T = (T1, T2, . . . , Tn), graphic vectors T1, T2, . . . , Tn are linearly independent under
the fully vertex-replacing operation. Let maximum degrees ∆(Ti) ≤ ∆(Ti+1) for i ∈ [1, n − 1]. For a
connected graph H ∈ Fp,q having m vertices, we substitute the first vertex x1 of H by doing a fully
vertex-replacing operation with some graphic vector Ti1 ∈ T, where |V (Ti1)| ≥ |N(x1)|, the resultant
graph is written as H1 = (H − x1)/Ti1 . Next, we do a fully vertex-replacing operation to a vertex x2
of H1 but x2 6∈ V (Ti1) ⊂ V (H1) by some graphic vector Ti2 ∈ T with |V (Ti2)| ≥ |N(x2)|, and then
denote the resulting graph as H2 = (H1 − x2)/Ti2 . Go on in this way, we get Hm = (Hm−1 − xm)/Tim
with Tim ∈ T and |V (Tim)| ≥ |N(xm)| after doing a fully vertex-replacing operation to the last vertex
xm ∈ V (H) \ (
⋃m−1
j=1 V (Tij )) by some graphic vector Tim ∈ T with |V (Tim)| ≥ |N(xm)|. For simplicity, we
write Hm by H / |nk=1akTk, and call the following set
L(T/Fp,q) =
{
H/|nk=1akTk : ak ∈ Z0, H ∈ Fp,q
}
(17)
a graphic lattice under the fully vertex-replacing operation, where
∑n
k=1 ak ≥ 1.
Example 4. By the fully vertex-replacing operation “/”, we present a fully vertex-replacing graph H ′ =
H/|15k=1akE1,6Dk shown in Fig.17(b), an edge-difference ice-flower system Ice(E1,6Dk)15k=1, where ak ∈ Z0
and the graphic lattice base E1,6D = {E1,6D1, E1,6D2, . . . , E1,6D15} shown in Fig.36. Notice that H ′ admits
an edge-difference proper total coloring f holding f(uv) + |f(u) − f(v)| = 16 for each edge uv ∈ E(H ′).
Another graph H ′′ shown in Fig.17(c) is obtained by vertex-coinciding some vertices of H ′ with the same
color into one, so H ′′ admits an edge-difference proper total coloring too. Conversely, we can vertex-split
some vertices of H ′′ to obtain the original graph H ′. In the language of graph homomorphism, we have
ϕ : V (H ′) → V (H ′′), and ϕ−1 : V (H ′′) → V (H ′), that is, H ′ admits a graph homomorphism to H ′′ (see
Problem 2). Let F (H ′,) be the set of graphs obtained by vertex-coinciding some vertices of H ′ with the
same color into one, where each G of F (H ′,) admits an edge-difference proper total coloring h holding
h(uv) + |h(u) − h(v)| = 16 for each edge uv ∈ E(G) such that G = H ′  XG with XG ⊂ V (H ′) and
H ′ = G ∧ XG. Thereby, each of F (H ′,) can be considered as a private key if we set H ′ as a public key
and L admits a graph homomorphism to H ′.
Sometimes, we call H ′ a ∆-saturated graph since degree degH′(u) = 1 or degH′(u) = ∆(H
′) for each
vertex u ∈ V (H ′), also, H ′′ is a ∆-saturated graph too. Based on an edge-difference ice-flower system
Ice(E1,7Dk)
17
k=1 shown in Fig.37, another ∆-saturated graph H
∗ = H ′/|17k=1akE1,7Dk with ak ∈ Z0 shown in
Fig.50, where the graphic lattice base E1,7D = {E1,7D1, E1,7D2, . . . , E1,7D17} is shown in Fig.37. 
2.5 Matching-type graphic lattices
Matching-type graphic lattices are connected with each other by matching (colored) graphs, matching la-
bellings, and matching colorings.
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Figure 17: An example for illustrating the fully vertex-replacing operation under the edge-difference proper total
coloring.
2.5.1 Matchings made by two or more graphs
In the following discussion, we will use traditional complementary graphs and G-complementary graphs to
build up graphic lattices.
Traditional graph and its complement. A graph G is called the complement of a graph G of n vertices
if V (G) = V (G) = V (Kn), E(G) ∩ E(G) = ∅ and E(G) ∪ E(G) = E(Kn), then we say that (G,G) is a
complete-graphic matching. Comparing the graphic lattice (11), we have a complement graphic lattice
L(H(•)F p,q) =
{
G(•)ni=1aiHi : ai ∈ Z0, G ∈ F p,q
}
(18)
where the graphic lattice base H = (H1, H2, . . . , Hn) is the same as that shown in (11), F p,q is the set of all
complements of graphs of Fp,q shown in (11), and
∑
ai ≥ 1. Let H = (H1, H2, . . . ,Hn) be the complement
base of the graphic lattice base H with the complement Hi of Hi for i ∈ [1, n], we get a complement base
graphic lattice
L(H(•)Fp,q) =
{
G(•)ni=1aiHi : ai ∈ Z0, G ∈ Fp,q
}
. (19)
with
∑n
i=1 ai ≥ 1. Moreover, we obtain a totally complement graphic lattice as follows:
L(H(•)F p,q) =
{
G(•)ni=1aiHi : ai ∈ Z0, G ∈ F p,q
}
(20)
with
∑n
i=1 ai ≥ 1. We call (L(H(•)Fp,q),L(H(•)F p,q)) a matching of complementary graphic lattices. How-
ever, let G∗ = G(•)ni=1aiHi, the complement G∗ of G∗ is not G(•)ni=1aiHi, in general.
A graph G has two proper subgraphs G1, G2 such that V (G) = V (G1) ∪ V (G2), E(G1) ∩ E(G2) = ∅
and E(G1) ∪ E(G2) = E(G). Thereby, we call (G1, G2) a G-matching. Correspondingly, we have the
G-complementary graphic lattice like that shown in (20).
2.5.2 Coloring matchings on a graph
There are many matching labellings or matching colorings in graph theory.
(i) A graph G admits two matchable colorings f, h, so we have two colored graphs Gf , Gh holding
G ∼= Gf ∼= Gh, where Gf admits the coloring f , and Gh admits the coloring h. For example, a connected
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graph T admits a graceful labelling f , then its dual labelling g(x) = max f + min f − f(x) for x ∈ V (T )
matches with f , where max f = max{f(x) : x ∈ V (T )} and min f = min{f(x) : x ∈ V (T )}. Some matching
colorings are introduced in Definition 5 and Definition 7.
(ii) A graph H admits a W -type coloring g, and this coloring g matches with Wi-type colorings gi with
i ∈ [1,m] such that (g, gi) is a pair of matchable colorings. For example, the authors in [20] presented that
a set-ordered graceful labelling of a tree is equivalent with many different labellings of the tree.
2.5.3 Matchings made by graphs and colorings
Let (G
(k)
1 , G
(k)
2 ) be a G
(k)-matching graph pair based on a graph G(k) with k ∈ [1, n], and let each G(k)i
admit a W
(k)
i -type coloring f
(k)
i with i = 1, 2. Suppose that G
(k) admits a W -type coloring f (k) induced
by f
(k)
1 , f
(k)
2 , in other words, (f
(k)
1 , f
(k)
2 ) is an f
(k)-matching coloring. We obtain a pair of matching graphic
lattices below
L(Gi(•)Fp,q) =
{
H(•)nk=1akG(k)i : ak ∈ Z0, H ∈ Fp,q
}
(21)
with
∑n
k=1 ak ≥ 1, and the graphic lattice base Gi =
(
G
(1)
i , G
(2)
i , . . . , G
(n)
i
)
for i = 1, 2. Naturally, we call
(G1,G2) a pair of matching bases.
A colored matching (H,H∗) of matchings made by graphs and colorings is shown in Fig.22(b). In Fig.18,
T admits an odd-graceful labelling f , and Gi admits a harmonious labelling gi with i = 1, 2. So, (f, gi)
is a matching of an odd-graceful labelling and a harmonious labelling for i = 1, 2; H is the topological
authentication of the public key H1 and the private key H2.
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Figure 18: Harmonious labellings match with odd-graceful labellings.
Each graph of three (7, 7)-graphs G1, G2, G3 shown in Fig.19 and Fig.20 admits an odd-graceful labelling
fi and each graph Hi,j admits a pseudo odd-graceful labelling gi,j with i ∈ [1, 3] and j ∈ [1, 6], such that
fi(V (Gi)) ∪ gi,j(V (Hi,j)) = [1, 14], fi(E(Gi)) = [1, 13]o = gi,j(E(Hi,j)). So, we call (Gt, Hi,j) a twin odd-
graceful matching, (ft, gi,j) a pair of twin odd-graceful labellings defined in [38]. Notice that two odd-graceful
(7, 7)-graphs G1 and G2 have their twin odd-graceful matchings with H1,j ∼= H2,j for j ∈ [1, 6], in other
word, the twin odd-graceful matchings of G1 and G2 keep isomorphic configuration, so G1 and G2 are twisted
under the isomorphic configuration of their own twin odd-graceful matchings. However, the twin odd-graceful
matching H3,j (j ∈ [1, 6]) of the odd-graceful (7, 7)-graph G3 shown in Fig.20 are not isomorphic to H1,j
and H2,j of G1 and G2 with j ∈ [1, 6]. The above examples tell us that finding twin odd-graceful matchings
of a non-tree graph is not a slight work.
Let Fodd(G) be the set of graphs Gt with Gt ∼= G and admitting odd-graceful labellings, and let H =
(Hi,j)
Modd
i,j be the base, where Modd is the number of twin odd-graceful matchings (Gt, Hi,j) for Gt ∈ Fodd(G).
We can join a vertex xt,s of Gt for s ∈ [1, |V (Gt)|] with a vertex yki,j of Hi,j for k ∈ [1, |V (Hi,j)|] by an edge
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Figure 19: Two groups of twin odd-graceful matchings.
xt,sy
k
i,j , the resultant graph is denoted as L = Gt3k=1 |Moddk,j ak,jHk,j with
∑
ak,j = |V (Gt)| (see an example
shown in Fig.20), and L admits a labelling h defined by h(w) = ft(w) for each element w ∈ V (Gt) ∪E(Gt),
h(w) = gi,j(w) for each element w ∈ V (Hi,j) ∪ E(Hi,j) and h(xt,syki,j) = |ft(xt,s) − gi,j(yki,j)|. We obtain a
twin odd-graceful graphic lattice
L(H Fodd(G)) =
{
Gt 3k=1 |Moddk,j ak,jHk,j : ak ∈ Z0, Gt ∈ Fodd(G)
}
(22)
with
∑
ak,j = |V (Gt)|, where each matching (Gt, Hk,j) is a twin odd-graceful matching.
Problem 8. Twin-1. Find an algorithm for figuring all graphs Hi,j of the base H, that is, find all
twin odd-graceful matchings (Gt, Hi,j) for each colored graph Gt ∈ Fodd(G), and determine Modd.
Twin-2. Find the smallest
∑
h(xt,sy
k
i,j) in all graphs L = Gt3k=1 |Moddk,j ak,jHk,j of a twin odd-graceful
graphic lattice L(H Fodd(G)).
2.6 Graphic lattice sequences
Let F (0) be the initial set of graphs. So we have L(1)(H(•)F (0)) = F (1), thus, L(2)(H(•)F (1)) = F (2), go
on in this way, we get a sequence of graphic lattices, denoted as {L(t)(H(•)F (t−1)) = F (t)}, and we call
{L(t)(H(•)F (t−1))} as a graphic lattice sequence.
We see another type of graphic lattice sequences as follows: Let T(t) = (T t1 , T
t
2 , . . . T
t
n), where T
t
j =
Ht−1(•)ni=1aj,iT t−1i with aj,i ∈ Z0 and Ht−1 ∈ Fp,q. We have a graphic lattice sequence {L(t)(T(t)(•)Fp,q)}
defined as follows:
L(t)(T(t)(•)Fp,q) = {Ht(•)ni=1aiT ti : ai ∈ Z0, Ht ∈ Fp,q}. (23)
with
∑n
i=1 ai ≥ 1. Furthermore, we get
Ht(•)nj=1aiT ti = Ht(•)nj=1ai[Ht−1(•)ni=1aj,iT t−1i ].
Clearly, these two graphic lattice sequences
{
L(t)(H(•)F (t−1))
}
and
{
L(t)(T(t)(•)Fp,q)
}
form dynamic
networks. It may be interesting to connect these two graphic lattices with some topics of researching
networks.
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Figure 20: A group of twin odd-graceful matchings, and a graph L = Gt 3k=1 |Moddk,j ak,jHk,j .
2.7 Planar graphic lattices
As known, each 4-colorable planar graph G forms an every-zero graphic group {Ff (G);⊕} with |Ff (G)| = 4.
In Figure 21(a), we tile a colored triangle T ri with another colored triangle T
r
5−i together by vertex-coinciding
an edge ab of T ri with an edge ab of T
r
j into one, where a+ b = 5 and a 6= i for i ∈ [1, 4]. We use the triangles
T r1 , T
r
2 , T
r
3 , T
r
4 of the every-zero graphic group {F4color;⊕} to replace each inner face of a planar graph H
having triangular inner faces, such that T ri and T
r
5−i are tiled correctly, the resulting planar graph H
∗ is
properly colored with four colors, we write H∗ as H∗ = H 44k=1 akT rk with ak ∈ Z0 and
∑
ak ≥ 1. Let
Finner4 be the set of planer graphs having triangular inner faces. Thereby, we get a planar graphic lattice
as follows:
L(Tr 4 Finner4) = {H 44k=1 akT rk : ak ∈ Z0, H ∈ Finner4} (24)
with
∑4
k=1 ak ≥ 1, where the planar graphic lattice base is Tr = (T r1 , T r2 , T r3 , T r4 ). Thereby, each planar
graph G ∈ L(Tr 4 Finner4) is a 4-colorable graph having each inner face to be a triangle.
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Figure 21: (a) A triangle; (b) a maximal planar graph H; (c) an every-zero graphic group {Finner4;⊕} cited from
[21]; (d) a maximal planar graph H tiled by the every-zero graphic group {Fplanar;⊕} shown in (c).
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Conjecture 1. [21] A maximal planar graph is 4-colorable if and only it can be tiled by the every-zero
graphic group {Finner4;⊕} shown in Fig.21(c).
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Figure 22: (a) The dual H∗ of a colored maximal planar graph H shown in Fig.21(d), and H∗ is a 3-regular planar
graph; (b) a colored matching (H,H∗).
Problem 9. It may be interesting to consider the following questions:
4C-1. Determine {H4 [F (H)−1] ·T rk : H ∈ Finner4}, where F (H) is the face number of H ∈ Finner4
and a fixed T rk ∈ {Finner4;⊕}. In other word, each H4 [F (H)−1] ·T rk is tiled by one T rk only, like L1 shown
in Fig.23, so H is 3-colorable. Some results on this question can be founded in [9] and [10].
4C-2. Find conditions for a planar graph H ∈ Finner4, such that H must be tiled with all elements of
the planar graphic lattice base Tr only.
4C-3. Estimate the exact cardinality of a planar graphic lattice L(Tr 4 Finner4).
4C-4. For each uncolored planar graph H ∈ Finner4, does there exist a 4-colorable planar graph
G = T 44k=1 akT rk with ak ∈ Z0 and
∑
ak ≥ 1 such that H ∼= G? 
4C-5. Use the elements of the planar graphic lattice base Tr to tile completely the whole xOy-plane,
such that the resultant plane, denoted as P4C, is 4-colorable, and the plane P4C contains infinite triangles
T rk for each k ∈ [1, 4], we call P4C a 4-colorable plane. For any given planar graph G, prove G in, or not in
one of all 4-colorable planes of the plane P4C. Similarly, we can consider: Any 3-colorable planar graph is in
one of all 3-colorable planes of the plane P3C tiled completely by one element of the planar graphic lattice
base Tr.
Recall Four-Color Problem, we have:
Theorem 3. [2] The following three assertions are equivalent to each other:
(i) Every planar graph is 4-vertex colorable, that is, χ ≤ 4;
(ii) Every planar graph is 4-face-colorable; and
(iii) Every simple, 2-connected and 3-regular planar graph is 3-edge-colorable.
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By means of computer, Appel, Haken, Koch and Bull, in 1976, proved Four-Color Theorem (4CT); and
furthermore Robertson, Sanders, Seymour and Thomas in 1997, proved it again. Unfortunately, no one find
a simpler proof of 4CT that can be written in a fewer papers. Kauman and Saleur [7] pointed out: “While
it has sometimes been said that the four color problem is an isolated problem in mathematics, we have found
that just the opposite is the case. The Four-Color Problem is central to the intersection of algebra, topology,
and statistical mechanics.”
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Figure 23: According to an every-zero graphic group {Finner4;⊕} shown in Fig.21(c): L1 is tiled by T r3 only; L2 is
tiled by T r1 and T
r
2 ; T
r
1 does not appear in L3; and each of {Ff (∆);⊕} is in L4.
2.8 Graphic lattices made by graph labellings
We focus on some particular colored graphic lattices defined in (16). A colored tree lattice L(Hc  F cn) =
{T  |ni=1Hi : T ∈ F cn} is made by trees T  |ni=1Hi, where each T is a tree/forest with p (≤ n) vertices and
admitting a W -type labelling gT , and each base graph-vector Hi ∈ F cn is a tree with i ∈ [1, n], as well as the
lattice base Hc formed by n linearly independent disjoint graphs H1, H2, . . . ,Hn admits a flawed W -type
labelling fH . So, each tree T  |ni=1Hi admits a labelling h = gT  fH . One want to know the labelling h is
one of well-defined labellings in [5, 16, 17, 18].
2.8.1 Graphic lattices on felicitous labellings
In [53], the authors have shown a felicitous graphic lattice {T  |ni=1Hi} with each T of n vertices admitting
a set-ordered felicitous labelling and the graphic lattice base Hc = (H1, H2, . . . ,Hn) admitting a flawed
felicitous labelling by Definition 9, Lemma 4 and Theorem 5 shown in the following:
Definition 9. Let (X,Y ) be the bipartition of a bipartite (p, q)-graph G. If G admits a felicitous labelling
f such that max{f(x) : x ∈ X} < b = min{f(y) : y ∈ Y }, then we call f a set-ordered felicitous labelling
and G a set-ordered felicitous graph, and moreover f is called an optimal set-ordered felicitous labelling if
f(V (G)) ⊆ [b, b+ q − 1] and f(E(G))(mod q) = [0, q − 1]. 
Lemma 4. Let T be a tree of n vertices admitting a set-ordered felicitous labelling g and let G be a
connected (p, q)-graph admitting an optimal set-ordered felicitous labelling (see Definition 9). Then we
have at least a graph of {T  |ni=1Hi} admitting a felicitous labelling, where Hi ∼= G with i ∈ [1, n], and
Hc = (H1, H2, . . . ,Hn) admits a flawed felicitous labelling induced by the optimal set-ordered felicitous
labelling.
Theorem 5. If a tree T of n vertices admits a set-ordered felicitous labelling, and Hc = (H1, H2, . . . , Hn)
admits a flawed felicitous labelling, then {T  |ni=1Hi} contains graphs admitting felicitous labellings (see
[5]).
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2.8.2 Graphic lattices on edge-magic and anti-edge-magic total labellings
Definition 10. [5] For a (p, q)-graph G, if there exist a constant λ and a bijection f : V (G)∪E(G)→ [1, p+q]
such that f(u) + f(v) + f(uv) = λ for every edge uv ∈ E(G), then f is called an edge-magic total labelling
and λ a magic constant. 
Definition 11. [39] Let G be a bipartite graph with bipartition (X,Y ), and let G admit an edge-magic
total labelling f . There are two constraints:
(C1) f(V (G)) = [1, p]; and
(C2) max{f(x) : x ∈ X} < min{f(y) : y ∈ Y } (denoted as f(X) < f(Y )).
We call f a super edge-magic total labelling of G if f holds (C1), and f a set-ordered edge-magic total labelling
of G if f holds (C2), and f a super set-ordered edge-magic total labelling (super-so-edge-magic total labelling)
of G if f holds both (C1) and (C2) true. 
Definition 12. [39] Let G be a (p, q)-graph. If there exist a constant µ and a mapping f : V (G)∪E(G)→
[1, 2q + 1] such that f(u) + f(v) + f(uv) = µ for every edge uv ∈ E, then we say f a generalized edge-magic
total labelling of G, µ a generalized magic constant. Furthermore, if G is a bipartite graph with bipartition
(X,Y ), and f holds f(V (G)) = [1, q + 1] and f(X) < f(Y ), we call f a generalized super set-ordered
edge-magic total labelling. 
Suppose that the bipartition (X,Y ) of a tree T of vertices x1, x2, . . . , xn holds
∣∣|X| − |Y |∣∣ ≤ 1 true, and
each Hi of disjoint graphs H1, H2, . . . ,Hn is a bipartite graph with its bipartition (Xi, Yi) holding |Xi| = s
and |Yi| = t for two constants s, t and i ∈ [1, n]. We get a graph T  |ni=1Hi obtained by vertex-coinciding
a vertex of Hi with the vertex xi of T into one, so there is a set {T  |ni=1Hi} containing at least (s + t)n
graphs of the form T  |ni=1Hi. Wang et al. in [39] have shown:
Theorem 6. [39] If T admits a set-ordered graceful labelling, each Hi admits a (generalized) super set-
ordered edge-magic total labelling (see Definition 12), then
⋃n
i=1Hi (also H
c = (H1, H2, . . . ,Hn)) admits a
flawed (generalized) super edge-magic total labelling. There exists at least a graph G of {T |ni=1Hi} admits
a (generalized) super edge-magic total labellings, and moreover G admits a super edge-magic total labelling
if G is a tree.
Definition 13. Let G be a (p, q)-graph. If there exists a set of arithmetic progression and a bijection
f : V (G) ∪ E(G) → [1, p + q] such that f(u) + f(v) + f(uv) ∈ {k, k + d, k + 2d, · · · , k + (q − 1)d} for
every edge uv ∈ E(G), and some values of k, d ∈ Z0, then we say f an anti-edge-magic total labelling
of G. Furthermore, if G is a bipartite graph with bipartition (X,Y ), and f holds f(V (G)) = [1, p] and
max{f(x) : x ∈ X} < min{f(y) : y ∈ Y }, we call f a super set-ordered anti-edge-magic total labelling. 
Theorem 7. [44] Suppose that T and H1, H2, · · · , Hp are mutually disjoint trees, where p = |V (T )|. If T
admits a set-ordered graceful labelling, and each tree Hk with k ∈ [1, p] admits a super set-ordered anti-
edge-magic total labelling and its own bipartition (Xk, Yk) holding |Xk| = s and |Yk| = t for two constants
s, t ≥ 1. Then {T  |pi=1Hi} contains at least a graph admitting a super set-ordered anti-edge-magic total
labelling defined in Definition 13.
2.8.3 Graphic lattices on (k, d)-edge-magic total labellings
Definition 14. A (p, q)-graph G admits a bijection f : V (G)∪E(G)→ {d, 2d, . . . , µd, k+ (µ+ 1)d, k+ (p+
q − 1)d} with µ ∈ [1, p + q − 1], such that f(u) + f(v) + f(uv) = λ for each edge uv ∈ E(G), we call f a
(k, d)-edge-magic total labelling, λ a magic constant. Moreover, if G is a bipartite graph with bipartition
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(X,Y ), and f holds f(X) = {d, 2d, . . . , |X|d}, f(Y ) = {k+ |X|d, k+ (|X|+ 1)d, . . . , k+ (|X|+ |Y | − 1)d, we
call f a super set-ordered (k, d)-edge-magic total labelling of G. 
Theorem 8. Suppose that disjoint trees H1, H2, . . . ,Hn admit super set-ordered (k, d)-edge-magic total
labellings, and V (H1) = V (H2) = · · · = V (Hn), a tree T of n vertices admits a set-ordered graceful labelling
and its bipartition (X,Y ) holding
∣∣|X| − |Y |∣∣ ≤ 1 true. Then there exists at least a graph G of {T  |ni=1Hi}
admits a super set-ordered (k, d)-edge-magic total labelling defined in Definition 14.
2.8.4 Graphic lattices on total graceful labellings
Definition 15. [43, 42] A labelling θ of a (p, q)-graph G is a mapping from a set V (G) ∪ E(G) to [m,n].
Write θ(V (G)) = {θ(u) : u ∈ V (G)}, θ(E(G)) = {θ(xy) : xy ∈ E(G)}. There are the following constraints:
(a) |θ(V (G))| = p, |θ(E(G))| = q and θ(xy) = |θ(x)− θ(y)| for every edge xy ∈ E(G).
(b) θ(V (G)) ∪ θ(E(G)) = [1, p+ q].
(c) θ(E(G)) = [1, q].
(d) G is a bipartite graph with the bipartition (X,Y ) such that max{θ(x) : x ∈ X} < min{θ(y) : y ∈ Y }
(θ(X) < θ(Y ) for short).
(e) θ(V (G)) ∪ θ(E(G)) = [1,M ] with M ≥ 2q + 1.
Then a total graceful labelling θ holds (a) and (b) true; a super total graceful labelling θ holds (a), (b) and
(c) true; a set-ordered total graceful labelling θ holds (a), (b) and (d) true; a super set-ordered total graceful
labelling θ holds (a), (b), (c) and (d) true.
Moreover, a generalized total graceful labelling θ holds (a) and (e) true; a super generalized total graceful
labelling θ holds (a), (e) and (c) true; a set-ordered generalized total graceful labelling θ holds (a), (e) and
(d) true; a super set-ordered generalized total graceful labelling θ holds (a), (e), (c) and (d) true. 
The total graceful labelling was introduced in [12]. By Definition 15, we have
Theorem 9. [42] Suppose that T and H1, H2, · · · , Hp are mutually disjoint trees, where p = |V (T )|. If T
and Hd p+12 e are disjoint graceful trees, each tree Hi with k ∈ [1, d
p−1
2 e]∪ [dp+32 e, p] admits a set-ordered total
graceful labelling fk and its own bipartition (Xk, Yk) holding |Xk| = s and |Yk| = t with s+ t = |V (Hd p+12 e)|.
Then {T  |pi=1Hi} contains at least a graph admitting a super total graceful labelling (see Definition 15).
Theorem 10. [42] Suppose that T and H1, H2, · · · , Hp are mutually disjoint trees, where p = |V (T )|. If T
admits a set-ordered total graceful labelling and each tree Hk with k ∈ [1, p] admits a set-ordered graceful
labelling and its own bipartition (Xk, Yk) holding |Xk| = s and |Yk| = t for two constants s, t ≥ 1. Then
{T  |pi=1Hi} contains at least a graph admitting a super set-ordered total graceful labelling (see Definition
15).
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Figure 24: A base Hc = (H1, H2, H3, H4, H5) and a tree T for illustrating Theorem 10 cited from [42].
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Figure 25: A tree T  |5i=1Hi admits a super set-ordered total graceful labelling for illustrating Theorem 10 cited
from [42], where the graphic lattice base Hc is shown in Fig.24.
Theorem 11. [43] Let T be a graceful tree of order p. Every connected (nk,m)-graph Hk has a set-ordered
graceful labellings fk with k ∈ [1, p] and k 6= dp+12 e, and they, except Hd p+12 e which is a connected graceful
graph, have the same labelling intervals of vertex bipartition. Then there exists a graph in the form T|pi=1Hi
admits a super generalized total graceful labelling (see Definition 15).
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Figure 26: A base Hc = (H1, H2, . . . , H7) and a tree T for illustrating Theorem 11 cited from [43].
2.8.5 Graphic lattices on multiple operations
Vertex-coinciding operation. We define an ordered graph operation “(θ,)”. Each connected graph Hi
admitting a W -type total coloring fi : V (Hi)∪E(Hi)→ [a,Mi] with i = 1, 2, where f1(V (H1))∩f2(V (H2)) 6=
∅, we do (θ,) to these two graphs H1, H2 in the following process:
Step 1. Let θj be a transformation. Each element w of V (Hi) ∪ E(Hi) is colored with θj(fi(w)), such
that no two edges uv, uw of the union H1 ∪H2 hold θj(uv) = θj(uw), and there are vertices x ∈ V (H1) and
y ∈ V (H2) hold θj(x) = θj(y). Here, we restrict two colorings fi, f2 and a transformation θj to be the same
X-type total coloring, of course, this restriction can be deleted in some particular issues.
Step 2. Vertex-coinciding a vertex x ∈ V (H1) with another vertex y ∈ V (H2) into one z = x  y if
θj(x) = θj(y), such that the resultant graph, denoted as H1 H2, is connected, and there are two vertices
s, t ∈ V (H1 H2) holding θj(s) = θj(t) true.
Suppose that each graph-vector Hk of the graphic lattice base H = (H1, H2, . . . ,Hn) made by disjoint
connected graphs H1, H2, . . . ,Hn admits a W -type coloring gk with k ∈ [1, n], so we say H admitting the
W -type coloring. Let Cset be a set of graph colorings and labellings. Thereby, we have a (θ,)-graphic
lattice
L(H(θ,)Cset) = {(θj ,)nk=1akHk : ak ∈ Z0, θj ∈ Cset}. (25)
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Figure 27: A graph T  |7i=1Hi admits a super generalized total graceful labelling for illustrating Theorem 11 cited
from [43], where the graphic lattice base Hc is shown in Fig.26.
Notice that (θj ,)nk=1akHk in (25) is a set of graphs admitting the same W -type colorings for each fixed
transformation θj ∈ Cset. For understanding this fact, see a graph shown in Fig.30.
Theorem 12. ∗ Suppose that Cset is a set containing graph colorings being equivalent set-ordered grace-
ful labellings. Then each graph of the (θ,)-graphic lattice L(Cset(θ,)H) admits a set-ordered W -type
coloring if the graphic lattice base Hc = (H1, H2, . . . ,Hn) admits the set-ordered X-type coloring. (see an
example shown in Fig.28, Fig.29 and Fig.30)
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Figure 28: Each connected graph Hi of a base H = (H1, H2, . . . , H6) admits a set-ordered graceful labelling fi with
i ∈ [1, 6].
In Fig.30, a connected graph G = (θ,)6k=1Hk admits a set-ordered gracefully total coloring f since
f(x) = f(y) for some two vertices x, y ∈ V (G).
Edge joining operation. There is another ordered graph operation “(ϕ,	)” defined as: Let a
forest T of m vertices x1, x2, . . . , xm admit a (flawed) W -type total labelling f , and let a base H
c =
(H1, H2, . . . ,Hn) with disjoint connected graphs H1, H2, . . . ,Hn and m ≤ n admit a W -type labelling g.
We do a transformation ϕj to two labellings f and g of T and H
c respectively, so we get T ′ (∼= T ) and
H′ = (H ′1, H
′
2, . . . ,H
′
n) (H
′
i
∼= H) admit the labelling ϕj in common. Suppose that ϕj(yi) = ϕj(xi) for some
yi ∈ V (H ′i) and xi ∈ V (T ′) with i ∈ [1, n]. We join yi ∈ V (H ′i) with some xij ∈ V (T ′) by an edge yixij
with i ∈ [1, n], and such that the resulting graph, denoted as T ′	nk=1H ′k, is connected and admits a W -type
total labelling. The above process is written as T (ϕj ,	)nk=1Hk, see examples shown in Fig.31 and Fig.32.
Let F be a set containing trees and forests admitting (flawed) W -type total labellings, and let Cset be a set
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Figure 29: Each connected graph Gi admits a set-ordered labelling gi obtained by θ(fi) with i ∈ [1, 6], each fi is
shown in Fig.28.
50
51
3
1
23
29 26
29
2826
2322
27 24
25
21
20
0
33 34 35
38
39
30
31
32 33
34 35
36
37
38
36
39
0
6
2
95
8
7
8
9
7
3
6
24
1
5
4
3
13
14
15
19
18
10
11
12
13
14
0
2
3
43 44 45
49
48
40 41
42 43
44
45
46
47
48
49
1
53
545556
57
52
535455
56
57 G1
G3
G5
G6
G2 G4
0
2
15
16
17
18
19
Figure 30: A connected graph G = (θ,)6k=1Hk made by doing the operation (θ,) to the graphic lattice base
H = (H1, H2, . . . , H6) and graphs G1, G2, . . . , G6 shown in Fig.28 and Fig.29.
of graph labellings equivalent to set-ordered graceful labellings. So, we get a (ϕ,	)-graphic lattice
L(Hc(ϕ,	)Cset) = {T (ϕj ,	)nk=1Hk : ϕj ∈ Cset, T ∈ F} (26)
with the graphic lattice base Hc = (H1, H2, . . . ,Hn), where Cset is a set of graph labellings/labellings.
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Figure 31: Each connected graph Ji admits a set-ordered labelling hi obtained by θ(fi) with i ∈ [1, 6], each fi is
shown in Fig.28.
In Fig.32, a connected graph G = T (ϕj ,	)6k=1Hk admits a set-ordered graceful labelling. Observing
Fig.32 carefully, it is not hard to see that there are two or more connected graphs, like G, made by doing
the operation (θ,	) to the graphic lattice base Hc = (H1, H2, . . . ,H6) shown in Fig.28 and six graphs
J1, J2, . . . , J6 shown in Fig.31 and admitting set-ordered graceful labellings.
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Figure 32: A connected graph G = T (ϕj ,	)6k=1Hk made by doing the operation (θ,	) to the graphic lattice base
Hc = (H1, H2, . . . , H6) shown in Fig.28 and six graphs J1, J2, . . . , J6 shown in Fig.31.
Theorem 13. ∗ Suppose that each set-ordered W -type labelling of Cset is equivalent to a set-ordered
graceful labelling, and the graphic lattice base Hc = (H1, H2, . . . ,Hn) admits a flawed set-ordered W -type
labelling. Then each set {T (ϕj ,	)nk=1Hk} contains at least a connected graph admitting a W -type labelling.
2.9 Graph homomorphism lattices
Graph homomorphism lattices are like graphic lattices. Let Hom(H,W ) be the set of all W -type totally-
colored graph homomorphisms G→ H. For a fixed Wk-type graph homomorphism, suppose that there are
mutually different total colorings gk,1, gk,2, . . . , gk,mk of the graph H to form Wk-type graph homomorphisms
G → Hk,i with i ∈ [1,mk], where Hk,i is a copy of H and colored by a total coloring gk,i. Thereby, we
have the sets Hom(Hk,i,Wk) with i ∈ [1,mk], and Hom(Hk,Wk) =
⋃mk
i=1 Hom(Hk,i,Wk). We get a Wk-type
totally-colored graph homomorphism lattice as follows
L(Wk,H
k
om) =
{
mk⋃
i=1
ai(G→ Hk,i) : ak ∈ {0, 1};Hk,i ∈ Hom(Hk,Wk)
}
(27)
with
∑mk
i=1 ai = 1 and the base H
k
om = (Hk,i)
mk
i=1.
For example, as a Wk-type totally-colored graph homomorphism is a set-ordered gracefully graph ho-
momorphism, G admits a set-ordered graceful total coloring f and H admits a set-ordered gracefully total
coloring gk in a set-ordered gracefully graph homomorphism G → Hk. Thereby, a Wk-type totally-colored
graph homomorphism lattice may be feasible and effective in application. In real computation, finding all
of mutually different set-ordered gracefully total colorings of the graph H is a difficult math problem, since
there is no polynomial algorithm for this problem.
Notice that Hom(H,W ) =
⋃M
k=1
⋃mk
i=1 Hom(Hk,i,Wk), where M is the number of all W -type totally-
colored graph homomorphisms, immediately, we get a W -type totally-colored graph homomorphism lattice
L(W,Hom) =
M⋃
k=1
L(Wk,H
k
om) (28)
with the base Hom = ((Hk,i)
mk
i=1)
M
k=1.
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2.10 Graphic lattice homomorphisms
Let G = (Gk)
m
k=1 and H = (Hk)
m
k=1 be two bases, and let θk : V (Gk)→ V (Hk) be a Wk-type totally-colored
graph homomorphism with k ∈ [1,m], and let (•) be a graph operation on graphs. Suppose that F and J
are two sets of graphs, such that each graph G ∈ F corresponds a graph H ∈ J , and there is a Wk-type
totally-colored graph homomorphism θG,H : V (G)→ V (H). We have the following graphic lattices:
L(F(•)G) = {(•)mi=1aiGi : ai ∈ Z0;Gi ∈ G} , L(J(•)H) = {(•)mj=1bjHj : bj ∈ Z0;Hj ∈ H} (29)
with
∑m
i=1 ai ≥ 1 and
∑m
j=1 bj ≥ 1. Let pi = (
⋃m
k=1 θk) ∪ (
⋃
G∈F,H∈J θG,H). We have a W -type graphic
lattice homomorphism
pi : L(F(•)G)→ L(J(•)H). (30)
In particular cases, we have: (1) The operation (•) = 	 is an operation by joining some vertices xk,i of Gi
with some vertices yk,j of Gj together by new edges xk,iyk,j with k ∈ [1, ak] and ak ≥ 1, the resultant graph
is denoted as Gi 	Gj , called edge-joined graph. (2) The operation (•) =  is an operation by coinciding a
vertex uk,i of Gi with some vertex vk,j of Gj into one vertex uk,i  vk,j for k ∈ [1, bk] with integer bk ≥ 1,
the resultant graph is denoted as Gi Gj .
Thereby, we get an edge-joined graph Hi	Hj since θk(xk,i) ∈ V (Hi) and θk(yk,j) ∈ V (Hj), θk(xk,iyk,j) ∈
E(Hi	Hj) and a Wk-type totally-colored graph homomorphism θk : V (Gi	Gj)→ V (Hi	Hj). Similarly,
we have another Wk-type totally-colored graph homomorphism φk : V (Gi Gj)→ V (Hi Hj). In totally,
we have two Wk-type totally-colored graph homomorphisms
θ : 	mi=1V (Gi)→ 	mi=1V (Hi), φ : mi=1V (Gi)→ mi=1V (Hi). (31)
We have two graphic lattices based on the operation “	”:
L(	G) = {	mk=1akGk : ak ∈ Z0;Gk ∈ G} , L(	H) = {	mk=1bkHk : bk ∈ Z0;Hk ∈ H} (32)
with
∑m
k=1 ak ≥ 1 and
∑m
k=1 bk ≥ 1.
The above works enable us to get a homomorphism θ : L(	G)→ L(	H), called W -type graphic lattice
homomorphism. Similarly, we have another W -type graphic lattice homomorphism pi′ : L(G) → L(H)
by the following two graphic lattices based on the operation “”
L(G) = {mk=1ckGk : ck ∈ Z0;Gk ∈ G} , L(H) = {mk=1dkHk : dk ∈ Z0;Hk ∈ H} (33)
with
∑m
k=1 ck ≥ 1, and
∑m
k=1 dk ≥ 1.
Notice that there are mixed operations of the operation “	” and the operation “”, so we have more
complex W -type graphic lattice homomorphisms. If two bases Ggroup = {Ff (G);⊕} and Hgroup = {Fh(H);
⊕} are two every-zero graphic groups, so we have an every-zero graphic group homomorphism ϕ : Ggroup →
Hgroup and two every-zero graphic group homomorphisms:
L(	Ggroup)→ L(	Hgroup), L(Ggroup)→ L(Hgroup).
2.11 Dynamic graph lattices
At time step t, let Fp,q(t) be a dynamic set of graphs G(t) with r (≤ p) vertices and s (≤ q) edges
and let H(t) = (Hk(t))
m
k=1 be a dynamic base, where each Hk(t) admits a Wk(t)-type coloring fk,t and
Hk(tr) ∼= Hk(ts) for tr 6= ts. By the vertex-coinciding operation “”, we have a dynamic graph lattice
L(H Fp,q)(t) = {G(t)mi=1 aiHi(t) : ai(t) ∈ Z0, Hi(t) ∈ H(t), G(t) ∈ Fp,q(t)}. (34)
with
∑m
i=1 ai(t) ≥ 1.
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Remark 5. For tr 6= ts, it is not hard to understand L(HFp,q)(tr) 6= L(HFp,q)(ts), in general, since it
is related with G(tr) 6= G(ts) or fk,tr 6= fk,ts . We can use a dynamic graph lattice L(HFp,q)(t) to encrypt
a dynamic network N(t) by the method “N(t) mi=1 aiHi(t)”. Also, we use a graph operation “()” to a
general dynamic graph lattice
L(H()Fp,q)(t) = {G(t)()mi=1aiHi(t) : ai(t) ∈ Z0, Hi(t) ∈ H(t), G(t) ∈ Fp,q(t)}. (35)
with
∑m
i=1 ai(t) ≥ 1, where each Hk(t) of the base H(t) = (Hk(t))mk=1 admits a Wk(t)-type coloring fk,t,
and it is allowed that fk,tr = fk,ts , or Hk(tr) 6∼= Hk(ts) for some tr 6= ts. 
2.12 Network lattices made by communities
Suppose that each community-vector Ck(t) of a network lattice base Co(t) = (C1(t), C2(t), . . . , Cn(t)) made
by disjoint connected networks C1(t), C2(t), . . . , Cn(t) at time step t, where each community-vector Ck(t)
obeys a power-law Pk with k ∈ [1, n], so we say Co(t) obeys a (Pk)n1 -degree distribution. Let Gset(t) be a
set of connected graphs. At time step t, we have a (/	)-graphic lattice
L(Co(t)(/	)Gset(t)) = {G(t)(/	)nk=1akCk(t) : ak ∈ Z0, G(t) ∈ Gset(t)}, (36)
with
∑n
k=1 ak ≥ 1 and based on the network lattice base Co(t) with a group P of power-law degree distri-
butions, where the operation “(/	)” is a process of substituting two ends u and v of each edge uv of G(t)
by two communities Ck(t) and Cj(t), and joining some vertices of Ck(t) with some vertices of Cj(t) by new
edges.
In [51], Wang et al. introduced the multiple probabilistic community network model N c(t) with n
communities N ci (t) for i ∈ [1, n] and each community N ci (t) has a probability pi in an algorithm: Add
new vertices ui or new graphs Gi into a community N
c
i (t− 1), use a probability pi to select object-vertices
ui,j 6∈ V (N ci (t−1)) or object-edges ui,jvi,j 6∈ E(N ci (t−1)) from other communities N cj (t−1) with i 6= j, and
put these ui,j and ui,jvi,j into a set Fi, and then do an operator O
v
i consisted of ui,j and a graph operation,
or an operator Oei consisted of Gi and a graph operation to an element of Fi. After each of Fi is implemented
an operator, the result is just N c(t), called multiple probabilistic community network model (Ref. [52]).
3 Star-graphic lattices
Star-graphic lattices will be made by the leaf-coinciding operation, the leaf-splitting operation and the star-
type ice-flower systems made by four particular proper total colorings defined in Definition 5.
3.1 Leaf-coinciding and leaf-splitting operations
We will define two operations, called the colored leaf-coinciding operation “G1	G2”, and the colored leaf-
splitting operation “xy ≺”, respectively. These two operations will help us to realize many useful and
important star-graphic lattices.
3.1.1 Colored leaf-coinciding operation
We defined the so-called colored leaf-coinciding operation “G1	G2” on two disjoint colored graphs G1
and G2, each Gi admits a W -type proper total coloring fi with i = 1, 2; and G1 has an edge u1v1 with
degG1(u1) ≥ 2 and degG1(v1) = 1; and G2 has an edge u2v2 with degG2(u2) = 1 and degG2(v2) ≥ 2.
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Suppose that f1(u1v1) = f2(u2v2), f1(u1) = f2(u2) and f1(v1) = f2(v2). We leaf-coincide the edge u1v1
with the edge u2v2 into one edge xy = u1v1	u2v2 with x = u1  u2 and y = v1  v2, the resulting
graph is denoted as G1	G2 with a W -type proper total coloring f = f1	f2, where f(w) = f1(w) for each
element w ∈ [V (G1) ∪ E(G1)] \ {u1, v1, u1v1}, f(z) = f2(z) for z ∈ [V (G2) ∪ E(G2)] \ {u2, v2, u2v2}, and
f(xy) = f1(u1v1) = f2(u2v2), f(x) = f1(u1) = f2(u2) and f(y) = f1(v1) = f2(v2).
3.1.2 Colored leaf-splitting operation
In the graph “H = G1	G2” admitting a W -type proper total coloring f , we leaf-split the edge xy into two
edges u1v1 and u2v2, so H is leaf-split into H(xy ≺) with two disjoint colored graphs G1 and G2, such that
Gi admits a W -type proper total coloring fi with i = 1, 2, and each fi is defined as that in the colored
leaf-coinciding operation above. In a connected graph G admitting a W -type coloring f , do a leaf-split
operation to an edge xy of G: First, remove the edge xy from G, the resultant graph is denoted as G− xy,
and then add two new vertices x′ and y′ to G− xy, and join x′ with the vertex y of G− xy by an edge x′y,
and join y′ with the vertex x of G− xy by an edge xy′, and we color f(x′y) = f(xy′) = f(xy), f(x′) = f(y)
and f(y′) = f(x). Hence, we get the leaf-splitting graph G(xy ≺).
3.1.3 Ice-flower systems
Uncolored ice-flower system. An ice-flower system consists of stars K1,mi and the leaf-coinciding oper-
ation. A star K1,mi with mi ≥ 2 is a complete bipartite connected graph with its vertex set V (K1,mi) =
{xi, yi,j : j ∈ [1,mi]} and its edge set V (K1,mi) = {xiyi,j : j ∈ [1,mi]}, soK1,mi hasmi leaves yi,1, yi,2, . . . , yi,mi
and a unique non-leaf vertex xi with degree degK1,mi
(v) = mi. We call n disjoint starsK1,m1 ,K1,m2 , . . . ,K1,mn
with n ≥ 1 and mi ≥ 2 as an ice-flower system, denoted as
K = (K1,m1 ,K1,m2 , . . . ,K1,mn) = (K1,mj )
n
j=1 (37)
The leaf-coinciding operation “K1,mi	K1,mj” on two stars K1,mi and K1,mj of an ice-flower system K
defined in (37) is defined as doing a leaf-coinciding operation to an edge xiyi,a of K1,mi and an edge xjyj,b
of K1,mj , such that two edges xiyi,a and xjyj,b are coincided one edge xixj = xiyi,a	xjyj,b, xi = xi  yj,b
and xj = xj  yi,a. Speaking simply, removing vertices yi,a and yj,b from K1,mi and K1,mj respectively, and
adding a new edge, denoted as xixj , joining xi with xj together by an edge. Thereby, an uncolored ice-flower
system K holds the leaf-coinciding operation “K1,mi	K1,mj” for any pair of stars K1,mi and K1,mj , we call
K a strongly uncolored ice-flower system.
Colored ice-flower system. If each star K1,mi of an ice-flower system K defined in (37) admits a
Wi-type coloring gi, we call K a colored ice-flower system, and rewrite it by
Kc = (Kc1,m1 ,K
c
1,m2 , . . . ,K
c
1,mn) = (K
c
1,mj )
n
j=1 (38)
for distinguishing. If each pair of stars Kc1,mi and K
c
1,mj holds the leaf-coinciding operation “K
c
1,mi	Kc1,mj”,
we call Kc a strongly colored ice-flower system. Notice that a colored ice-flower system may be not strongly,
in general.
3.2 Graceful-difference star-graphic lattices
By Definition 5, we will make the following particular ice-flower systems: An edge-magic ice-flower sys-
tem Ice(E1,nMk)
2n+3
k=1 ; a graceful-difference ice-flower system Ice(G1,nDk)
2n+3
k=1 ; the edge-difference ice-flower
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system Ice(E1,nDk)
2n+3
k=1 ; two felicitous-difference ice-flower systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1.
Some examples about ice-flower systems are shown in Figs.33, 34, 36, 37, 42, 43, 45 and 46.
In the following discussion, a star K1,n has its own vertex set V (K1,n) = {x0, xi : i ∈ [1, n]} and edge set
E(K1,n) = {x0xi : i ∈ [1, n]}. Let V
(
K
(k)
1,n
)
=
{
xk0 , x
k
1 , x
k
2 , . . . , x
k
n
}
and E
(
K
(k)
1,n
)
=
{
xk0x
k
j : j ∈ [1, n]
}
be
the vertex set and edge set of kth copy K
(k)
1,n of K1,n with integer k ≥ 1, respectively.
3.2.1 Graceful-difference ice-flower systems
A proper total coloring θk of a star K1,n is defined as: θk(x0) = m ∈ [1, 3n], θk(xj) = mj and θk(x0xj) =
L − |m −mj | with j ∈ [1, n] and m ∈ [1, 3n], so
∣∣|θk(x0) − θk(xj)| − θk(x0xj)∣∣ = L for each edge x0xj of
K1,n, such that θk is just a graceful-difference proper total coloring of K1,n, denoted this colored star as
K
(k)
1,n = LG1,nDk. For each fixed m, there are a(m) groups of integers m1,m2, . . . ,mn from [1, 3n] holding
θk to be a graceful-difference proper total coloring of K1,n, then we get ngdt colored stars LG1,nDk in total,
where ngdt =
∑3n
m=1 a(m), and these colored stars form an L-magic graceful-difference ice-flower system
Ice(LG1,nDk)
ngdt
k=1 .
In a particular graceful-difference ice-flower system Ice(G1,nDk)
2n+3
k=1 based on the graceful-difference
proper total coloring defined in Definition 5, and each G1,nDk is a star K
(k)
1,n admitting a graceful-difference
proper total coloring fk with k ∈ [1, 2n + 3]. We define each graceful-difference proper total coloring fk as
follows:
Case GD-1. n = 2m. We set fk in the following two parts: (GD-1-1) fk(x
k
0) = k with k ∈ [1, 2m],
fk(x
k
j ) = 4m+ 4− j with j ∈ [1, 2m], and fk(xk0xkj ) = fk(xkj )− fk(xk0) = 4m+ 4− j − i with 1 ≤ i, j ≤ 2m.
So,
∣∣|fk(xkj )− fk(xk0)| − fk(xk0xkj )∣∣ = 0. If fk(xk0) = fk(xk0xkj′) happens for some j′ ∈ [1, 2m] and k ∈ [1, 2m],
then we recolor the edge xk0x
k
j′ and the vertex x
k
j′ with fk(x
k
0x
k
j′) = fk(x
k
0x
k
2m) − 1 = 2m + 1 − k and
fk(x
k
j′) = fk(x
k
0) + fk(x
k
0x
k
j′)− 1 = 2m+ 1, respectively.
(GD-1-2) Set fk(x
k
0) = k with k ∈ [2m + 1, 4m + 3], fk(xkj ) = j with j ∈ [1, 2m], and fk(xk0xkj ) =
fk(x
k
0) − fk(xkj ) = k − j. So,
∣∣|fk(xkj ) − fk(xk0)| − fk(xk0xkj )∣∣ = 0. If we meet fk(xk0) = fk(xk0xkj′) for
some j′ ∈ [1, 2m] and k ∈ [2m + 1, 4m + 3], we reset fk(xk0xkj′) = fk(xk0xk2m) − 1 = k − (2m + 1) and
fk(x
k
j′) = fk(x
k
0)− fk(xk0xkj′) + 1 = 2m+ 1.
Case GD-2. n = 2m+1. We make fk in the following two parts: (GD-2-1) fk(x
k
0) = k with k ∈ [1, 2m+1],
fk(x
k
j ) = 4m + 5 − j with j ∈ [1, 2m + 1], and fk(xk0xkj ) = 4m + 5 − j − i with 1 ≤ i, j ≤ 2m + 1. If we
meet 2fk(x
k
0) = fk(x
k
j′) for some j
′ ∈ [1, 2m+ 1] and k ∈ [1, 2m+ 1], then we recolor the edge xk0xkj′ and the
vertex xkj′ by fk(x
k
0x
k
j′) = fk(x
k
0x
k
2m)− 1 = 2m+ 4− k, fk(xkj′) = fk(xk0) + fk(xk0xkj′) = 2m+ 4, respectively.
(GD-2-2) Set fk(x
k
0) = k with k ∈ [2m + 1, 4m + 5], fk(xkj ) = j with j ∈ [1, 2m + 1], and fk(xk0xkj ) =
fk(x
k
0) − fk(xkj ) = k − j. So,
∣∣|fk(xkj ) − fk(xk0)| − fk(xk0xkj )∣∣ = 0. If fk(xk0) = fk(xk0xkj′) for some j′ ∈
[1, 2m + 1] and k ∈ [2m + 1, 4m + 5], we reset fk(xk0xkj′) = fk(xk0xk2m) − 1 = k − (2m + 2) and fk(xkj′) =
fk(x
k
0) − fk(xk0xkj′) = 2m + 2. Here, if the case k − (2m + 2) ≤ 0 happens, so we set fk(xkj′) = 4m + 5 and
fk(x
k
0x
k
j′) = 4m+ 5− fk(xk0) = 4m+ 5− k, and 4m+ 5− k 6= k − j, otherwise 2[k − (2m+ 2)] = 1 + j > 0,
a contradiction.
We define a particular graceful-difference ice-flower system Ice(SG1,nDk)
n
k=1)
3n
k=2n+1 as: (pgd-1) Each
star SG1,nDk
(∼= K(k)1,n) admits a graceful-difference proper total coloring γk(xk0) = k ∈ [1, n], γk(xkj ) =
3n+ 1− j and γk(xk0xkj ) = 3n+ 1− j − k with j ∈ [1, n]; (pgd-2) γk(xk0) = k ∈ [2n+ 1, 3n], γk(xkj ) = j and
γk(x
k
0x
k
j ) = k− j with j ∈ [1, n]. Thereby, we have
∣∣|γk(xkj )−γk(xk0)|−γk(xk0xkj )∣∣ = 0, and max{γk(w) : w ∈
V (SG1,nDk) ∪ E(SG1,nDk)} = 3n. For n stars SG1,nDk with k ∈ [1, n], next, we do the vertex-coinciding
operation to n vertices x1j , x
2
j , . . . , x
n
j of these stars into one yj = x
1
j  x2j  · · ·  xnj with j ∈ [1, n], the
40
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Figure 33: A graceful-difference ice-flower system Ice(G1,6Dk)15k=1.
resultant graph is just a complete bipartite graph Kn,n, immediately, we have
Lemma 14. χ′′gdt(Kn,n) ≤ 3n and χ′′gdt(G) ≤ 3 max{|X|, |Y |} for each bipartite graph G with vertex
bipartition (X,Y ).
Theorem 15. [45] If T is a tree with maximum degree ∆, then χ′′gdt(T ) ≤ 2∆ + 3.
In Fig.35, we can see two particular graceful-difference ice-flower systems Ice(SG1,6Dk)
6
k=1)
18
k=2n+1 and
Ice(SG1,7Dk)
7
k=1)
21
k=2n+1, as well as their dual graceful-difference ice-flower systems
Ice(S
cG1,6Dk)
6
k=1)
18
k=2n+1, Ice(S
cG1,7Dk)
7
k=1)
21
k=2n+1.
3.2.2 Graceful-difference star-graphic lattices
Each graceful-difference ice-flower system Ice(G1,nDk)
2n+3
k=1 distributes us a graceful-difference star-graphic
lattice as follows:
L(	Ice(GD)) =
{
	2n+3i=1 aiG1,nDi : ai ∈ Z0, G1,nDi ∈ Ice(G1,nDk)2nk=1
}
(39)
with
∑2n+3
i=1 ai ≥ 1 and the base is Ice(GD) = Ice(G1,nDk)2n+3k=1 .
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Figure 34: A graceful-difference ice-flower system Ice(G1,7Dk)17k=1.
By the L-magic graceful-difference ice-flower system Ice(LG1,nDk)
ngdt
k=1 , we have a L-magic graceful-
difference star-graphic lattice as follows
L(	Ice(LGD)) =
{	ngdti=1 aiLG1,nDi : ai ∈ Z0, LG1,nDi ∈ Ice(LG1,nDk)ngdtk=1} (40)
with
∑ngdt
i=1 ai ≥ 1 and the base is Ice(LGD) = Ice(LG1,nDk)ngdtk=1 .
Notice that each graph in one of the graceful-difference star-graphic lattice and the L-magic graceful-
difference star-graphic lattice admits a graceful-difference proper total coloring, and each one of the graceful-
difference star-graphic lattice and the L-magic graceful-difference star-graphic lattice contains infinite graphs
admitting a graceful-difference proper total colorings.
3.3 Edge-difference star-graphic lattices
3.3.1 Edge-difference ice-flower systems
In general, there is a total coloring pik of a star K1,n defined in the following way: pik(x0) = s ∈ [1, 3n],
pik(xj) = L−sj (> s) and pik(x0xj) = s+sj with j ∈ [1, n] and s ∈ [1, 3n], so pik(x0xj)+|pik(xj)−pik(x0)| = L
for each edge x0xj of K1,n, such that pik is just an edge-difference proper total coloring of K1,n, denoted this
colored star as K
(k)
1,n = LE1,nDk. For each fixed s, there are e(s) groups of integers s1, s2, . . . sn in [1, 3n]
holding pik to be an edge-difference proper total coloring of K1,n, then we get nedt colored stars LE1,nDk,
where nedt =
∑3n
s=1 e(s), and collect these stars in a set Ice(LE1,nDk)
nedt
k=1 , called L-magic edge-difference
42
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Figure 35: Four particular graceful-difference ice-flower systems.
ice-flower system. Moreover, let pick be the dual of pik defined as pik(x) + pi
c
k(x) = maxpik + minpik for
x ∈ V (LE1,nDk), and pick(uv) = pik(uv) for uv ∈ E(LE1,nDk). Then
pick(uv) + |pick(u)− pick(v)| = pik(uv) + |pik(u)− pik(v)| = L (41)
for every edge uv ∈ E(LE1,nDk). We get the dual L-magic edge-difference ice-flower system Ice(pick(LE1,nDk))nedtk=1
of the L-magic edge-difference ice-flower system Ice(LE1,nDk)
nedt
k=1
We show a particular edge-difference ice-flower system Ice(E1,nDk)
2n+3
k=1 , where each E1,nDk is a copy
K
(k)
1,n of K1,n and admits an edge-difference proper total coloring hk with k ∈ [1, 2n+3]. Each edge-difference
proper total coloring hk is defined as follows:
Case ED-1. n = 2m. We define hk in the way: (ED-1-1) hk(x
k
0) = k with k ∈ [1, 2m + 1], hk(xkj ) =
4m+4−j with j ∈ [1, 2m+1], and hk(xk0xkj ) = k+j with 1 ≤ i, j ≤ 2m+1. So, hk(xk0xkj )+|hk(xkj )−hk(xk0)| =
4m + 4, see Definition 5. If hk(x
k
j′) = hk(x
k
0x
k
j′) for some j
′ ∈ [1, 2m + 1], we recolor the edge xk0xkj′ with
hk(x
k
0x
k
j′) = 4m+ 3 and the vertex x
k
j′ with hk(x
k
j′) = hk(x
k
0)− 1 = k − 1, respectively.
(ED-1-2) Set hk(x
k
0) = k with k ∈ [2m + 2, 4m + 3], hk(xkj ) = j with j ∈ [1, 2m], and hk(xk0xkj ) =
4m+ 4−k+ j. Thereby, hk(xk0xkj ) + |hk(xkj )−hk(xk0)| = 4m+ 4. If hk(xk0) = hk(xk0xkj′) for some j′ ∈ [1, 2m]
and k ∈ [2m + 1, 4m + 3], we recolor the edge xk0xkj′ with hk(xk0xkj′) = 4m + 3 and the vertex xkj′ with
hk(x
k
j′) = hk(x
k
0) + 1 = k + 1.
Case ED-2. n = 2m + 1. We define hk as follows: (ED-2-1) hk(x
k
0) = k with k ∈ [1, 2m + 1], hk(xkj ) =
4m + 6 − j with j ∈ [1, 2m + 1], and hk(xk0xkj ) = k + j with 1 ≤ i, j ≤ 2m + 1. Immediately, hk(xk0xkj ) +
|hk(xkj ) − hk(xk0)| = 4m + 6. If hk(xk0xkj′) = hk(xkj′) happens for some j′ ∈ [1, 2m + 1] and k ∈ [1, 2m + 1],
then we reset the edge xk0x
k
j′ with hk(x
k
0x
k
j′) = 4m+ 5, the vertex x
k
j′ with hk(x
k
j′) = hk(x
k
0) + 1 = k + 1.
(ED-2-2) Set hk(x
k
0) = k with k ∈ [2m + 2, 4m + 5], hk(xkj ) = j with j ∈ [1, 2m + 1], and hk(xk0xkj ) =
4m + 6 − k + j. So, hk(xk0xkj ) + |hk(xkj ) − hk(xk0)| = 4m + 6. If we meet hk(xk0) = hk(xk0xkj′) for some
43
j′ ∈ [1, 2m+ 1] and k ∈ [2m+ 1, 4m+ 5], we recolor the edge xk0xkj′ with hk(xk0xkj′) = 4m+ 5 and the vertex
xkj′ with hk(x
k
j′) = hk(x
k
0) + 1 = k + 1.
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Figure 36: An edge-difference ice-flower system Ice(E1,6Dk)15k=1.
In [47] Wang et al., by the particular edge-difference ice-flower system Ice(E1,nDk)
2n+3
k=1 , have shown the
following results:
Theorem 16. [47] Let Km be a complete graph of m vertices.
ED-1. Each connected graph G of m vertices satisfies χ′′edt(G) ≤ χ′′edt(Km).
ED-2. There are infinite graphs G admitting perfect edge-difference proper total coloring, that is,
χ′′edt(G) = χ
′′(G).
ED-3. There are infinite non-tree like graphs G holds χ′′edt(G) ≤ 2∆(G) + 3.
ED-4. There are infinite ∆-regular graphs H hold χ′′edt(H) ≤ 2∆ + 3.
ED-5. There is χ′′(T ) ≤ χ′′edt(T ) ≤ 2∆ + 3 for each tree T .
ED-6. Suppose that doing a series of vertex-splitting operations to a connected graph G gets a tree T .
If an edge-difference proper total coloring f of T induces an edge-difference proper total coloring g of G,
then χ′′edt(G) ≤ χ′′edt(T ).
ED-7. Let (X,Y ) be the vertex set bipartition of a bipartite graph G, then χ′′edt(G) ≤ 2∆(G) + 3 if
|X| = |Y |.
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Figure 37: An edge-difference ice-flower system Ice(E1,7Dk)17k=1.
ED-8. Suppose that a connected graph H admits an edge-difference proper total coloring f , such that
f(uv) + |f(u) − f(v)| = k1 > 0 for each edge uv ∈ E(H). Then, for any given strictly increasing number
sequence {k1, k2, . . . , km} = {ki}m1 , that is ki < ki+1, H admits a series of real-valued edge-difference proper
total colorings gi with i ∈ [1,m], such that gi(uv) + |gi(u)− gi(v)| = ki for each edge uv ∈ E(H).
3.3.2 Edge-difference star-graphic lattices
Each edge-difference ice-flower system Ice(E1,nDk)
2n+3
k=1 distributes us an edge-difference star-graphic lattice
as follows:
L(	Ice(ED)) =
{
	2n+3i=1 aiE1,nDi : ai ∈ Z0, E1,nDi ∈ Ice(E1,nDk)2n+3k=1
}
(42)
with
∑2n+3
i=1 ai ≥ 1 and the base is Ice(ED) = Ice(E1,nDk)2n+3k=1 .
By the L-magic edge-difference ice-flower system Ice(LE1,nDk)
nedt
k=1 , we get an edge-difference star-graphic
lattice:
L(	Ice(LED)) =
{	nedti=1 aiLE1,nDi : ai ∈ Z0, LE1,nDi ∈ Ice(LE1,nDk)nedtk=1} (43)
with
∑nedt
i=1 ai ≥ 1 and the base is Ice(LED) = Ice(LE1,nDk)nedtk=1 . The dual L-magic edge-difference ice-flower
system Ice(pi
c
k(LE1,nDk))
nedt
k=1 induces a dual edge-difference star-graphic lattice:
L(	Icce(LED)) =
{	nedti=1 aipick(LE1,nDi) : ai ∈ Z0, pick(LE1,nDi) ∈ Ice(pick(LE1,nDk))nedtk=1} (44)
with
∑nedt
i=1 ai ≥ 1 and the dual base is Icce(LED) = Ice(pick(LE1,nDk))nedtk=1 .
Another particular edge-difference ice-flower system Ice(BE1,nDk)
3n
k=1 is defined as: (ped-1) hk(x0) = k ∈
[1, n], hk(xj) = 3n−j and hk(x0xj) = k+j with j ∈ [1, n] and k ∈ [1, n], so hk(x0xj)+|hk(xj)−hk(x0)| = 3n
45
for each edge x0xj of K1,n; (ped-2) hk(x0) = k ∈ [n + 1, 3n], hk(xj) = j and hk(x0xj) = 3n + 1 − k + j
with j ∈ [1, n] and k ∈ [n+ 1, 3n], so hk(x0xj) + |hk(xj)− hk(x0)| = 3n for each edge x0xj of K1,n, and this
colored star is denoted as K
(k)
1,n = BE1,nDk with k ∈ [1, 3n]. See two particular edge-difference ice-flower
systems Ice(BE1,sDk)
3n
k=1 with s = 6, 7 and their dual edge-difference ice-flower systems Ice(B
cE1,sDk)
3n
k=1
with s = 6, 7 shown in Fig.38.
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Figure 38: Four edge-difference ice-flower systems Ice(BE1,sDk)18k=1 and Ice(B
cE1,sDk)
21
k=1 with s = 6, 7.
The edge-difference ice-flower system Ice(BE1,nDk)
3n
k=1 can help us to get the following results:
Theorem 17. (1) Every ∆-saturated tree H ∈ L(	Ice(ED)) obeys χ′′edt(H) ≤ 1 + 2∆(H).
(2) Each bipartite complete graph Kn,n of 2n vertices holds χ
′′
edt(Kn,n) = 3n true.
(3) Each bipartite graph G with bipartition (X,Y ) holds χ′′edt(G) ≤ 3 max{|X|, |Y |} true.
3.4 Felicitous-difference star-graphic lattices
3.4.1 Felicitous-difference ice-flower systems
In general, there is a proper total coloring ζk of a star K1,n defined as: ζk(x0) = p, ζk(xj) = pj and
ζk(x0xj) = L + p + pj with j ∈ [1, n] and p ∈ [1, 3n], so |ζk(x0) + ζk(xj) − ζk(x0xj)| = L for each edge
x0xj of K1,n. For each fixed p ∈ [1, 3n], there are b(p) groups of integers p1, p2, . . . , pn of [1, 3n] holding
the above coloring ζk to be a felicitous-difference proper total coloring of K1,n, then we get nfdt colored
stars LF1,nDs in total, where nfdt =
∑3n
k=1 b(p), and put them into a set Ice(LF1,nDk)
nfdt
k=1 , called a L-
magic felicitous-difference ice-flower system. Moreover, we have a felicitous-difference star-graphic lattice as
follows:
L(	Ice(LFD)) =
{	nfdtj=1 ajLF1,nDj : aj ∈ Z0, LF1,nDj ∈ Ice(LF1,nDs)nfdts=1 } (45)
46
with
∑nfdt
j=1 aj ≥ 1 and the base is Ice(LFD) = Ice(LF1,nDk)nfdtk=1 .
We have two particular felicitous-difference ice-flower systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1 de-
fined as follows:
1. A particular felicitous-difference ice-flower system Ice(F1,nDk)
2n
k=1 is made by the felicitous-difference
proper total coloring, where each F1,nDk is a copy K
(k)
1,n of K1,n and admits a felicitous-difference proper total
coloring gk with k ∈ [1, 2n]. Each felicitous-difference proper total coloring gk is defined in the following:
Case FD-1. n = 2m. By Definition 5, we define gk in the way: (tg-1-1) gk(x
k
0) = k with k ∈ [1, 2m],
gk(x
k
j ) = 4m + 1 − j with j ∈ [1, 2m], and gk(xk0xkj ) = gk(xk0) + gk(xkj ) = 4m + 1 − j + k ≤ 6m = 3n with
1 ≤ i, j ≤ 2m; (tg-1-2) gk(xk0) = k with k ∈ [2m + 1, 4m], gk(xkj ) = j with j ∈ [1, 2m], and gk(xk0xkj ) =
gk(x
k
0) + gk(x
k
j ) ≤ 6m = 3n.
Case FD-2. n = 2m+1. A proper total coloring gk is defined as: (tg-2-1) gk(x
k
0) = k with k ∈ [1, 2m+1],
gk(x
k
j ) = 4m+3−j with j ∈ [1, 2m+1], and gk(xk0xkj ) = 4m+3−j+k ≤ 6m+3 = 3n with 1 ≤ i, j ≤ 2m+1.
(tg-2-2) gk(x
k
0) = k with k ∈ [2m + 1, 4m + 2], gk(xkj ) = j with j ∈ [1, 2m + 1], and gk(xk0xkj ) = k + j ≤
6m+ 3 = 3n.
2. A smallest felicitous-difference ice-flower system Ice(SF1,nDk)
n
k=1 is defined as: Each SF1,nDk is a
copy K
(k)
1,n of K1,n and admits a felicitous-difference total coloring hk with k ∈ [1, n], where hk is defined
as: hk(x
k
0) = k with k ∈ [1, n], hk(xks) = s with s ∈ [1, n] and s 6= k, and hk(xkk) = n + 1, as well as
hk(x
k
0x
k
s) = hk(x
k
0) + hk(x
k
s) ≤ 2n+ 1 with s ∈ [1, n]. See two felicitous-difference ice-flower systems shown
in Fig.39, these two ice-flower systems are strong.
3.4.2 Felicitous-difference star-graphic lattices
Since a colored leaf-coinciding operation F1,nDj	F1,nDk between two colored stars F1,nDk and F1,nDj
produces a graph with diameter three, so each group of colored stars K1,n1 , K1,n2 , . . . , K1,nm is linearly
independent under the colored leaf-coinciding operation. By the colored leaf-coinciding operation and the
felicitous-difference ice-flower systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1, each graph contained in the
following graphic lattice
L(	Ice(FD)) =
{
	2ni=1aiF1,nDi : ai ∈ Z0, F1,nDi ∈ Ice(F1,nDk)2nk=1
}
(46)
is ∆-saturated, where
∑2n
i=1 ai ≥ 1 and the base is Ice(FD) = Ice(F1,nDk)2nk=1. We call L(	Ice(FD))
a felicitous-difference star-graphic lattice. Similarly, by the smallest felicitous-difference ice-flower system
Ice(SF1,nDk)
n
k=1, we have another felicitous-difference star-graphic lattice defined as follows:
L(	Ice(SFD)) =
{	nj=1ajSF1,nDj : aj ∈ Z0, SF1,nDj ∈ Ice(SF1,nDk)nk=1} (47)
with
∑n
j=1 aj ≥ 1 and the base is Ice(SFD) = Ice(SF1,nDk)nk=1.
As an application of the felicitous-difference ice-flower systems, a ∆-saturated graph G shown in Fig.40
(a) is obtained by doing a series of colored leaf-coinciding operations on a smallest felicitous-difference ice-
flower system Ice(S1,6Gk)
6
k=1 shown in Fig.39, so G belongs to the felicitous-difference star-graphic lattice
L(	Ice(SFD)); Fig.40 (b) is obtained by doing a series of colored leaf-coinciding operations on the ∆-
saturated graph (a). Conversely, the ∆-saturated graph (a) is obtained by doing a series of colored leaf-
splitting operations on the ∆-saturated graph (b).
Thereby, the felicitous-difference star-graphic lattice L(	Ice(SFD)) = LsG ∪ LsH , each graph G ∈ LsG
admits a felicitous-difference graph homomorphism to some H ∈ LsH , where each graph H of LsH is ∆-
regular, i.e., degH(x) = ∆ for x ∈ V (H). Similarly, we have that felicitous-difference star-graphic lattice
47
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Figure 39: Two felicitous-difference ice-flower systems Ice(SF1,6Dk)6k=1 and Ice(SF1,7Dk)
7
k=1.
L(	Ice(FD)) = LG ∪LH , such that each graph G ∈ LG admits a felicitous-difference graph homomorphism
to some graph H ∈ LH , we write this case as LG → LH , called a set-graph homomorphism from LG to LH .
By the properties of two systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1, we have
Theorem 18. Each bipartite graph G ∈ L(	Ice(FD)) holds χ′′fdt(G) ≤ 3∆(G), and every ∆-saturated tree
H ∈ L(	Ice(SFD)) holds χ′′fdt(H) ≤ 1 + 2∆(H) true.
Let f be a felicitous-difference proper total coloring of a graph G in one of two felicitous-difference
star-graphic lattices L(	Ice(FD)) and L(	Ice(SFD)), and let Ce(u) = {f(uw) : w ∈ N(u)} and Cv[u] =
{f(u)} ∪ {f(w) : w ∈ N(u)} for each vertex u ∈ V (G). Then we have Ce(x) 6= Ce(y) and Cv[x] 6= Cv[y]
for each edge xy ∈ E(G). We call f an adjacent-vertex distinguishing felicitous-difference proper total
coloring. We apply two felicitous-difference star-graphic lattices L(	Ice(FD)) and L(	Ice(SFD)) to show
the following results:
Theorem 19. Let Pm be a path of m vertices, Cn be a cycle of n vertices, and Tcat be a caterpillar.
(1) χ′′fdt(C3m) = 5, and χ
′′
fdt(Cn) = 6 for n 6= 3m.
(2) χ′′fdt(P2) = 3, χ
′′
fdt(P3) = 4, and χ
′′
fdt(Pm) = 5 for m ≥ 4.
(3) D(Tcat) is the diameter of a ∆-saturated caterpillar Tcat, then χ
′′
fdt(Tcat) = ∆(Tcat)+2 for D(Tcat) =
2, χ′′fdt(Tcat) = ∆(Tcat) + 3 for D(Tcat) = 3, and χ
′′
fdt(Tcat) = ∆(Tcat) + 4 for D(Tcat) ≥ 4.
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Figure 40: Two ∆-saturated graphs admitting felicitous-difference proper total colorings.
Theorem 20. 1. For each complete bipartite graph Kn,n, we have χ
′′
fdt(Kn,n) = 3n.
2. Each complete bipartite graph Km,n with m ≤ n holds χ′′fdt(Km,n) = 2m+ n.
3. Each vertex u of a ∆-saturated tree H has its degree degH(u) = 1 or degH(u) = ∆(H). Then
χ′′fdt(H) ≤ 1 + 2∆(H) as diameter D(H) is not less than 3.
Lemma 21. Each complete graph Kn with n ≥ 3 holds χ′′fdt(Kn) = 2n − 1 and admits a pair of perfect
all-dual felicitous-difference proper total colorings.
Lemma 22. For each subgraph H of a graph G, we have χ′′fdt(H) ≤ χ′′fdt(G).
Since each graph is a subgraph of some complete graph, immediately, we have
Theorem 23. Every graph G containing a subgraph Km admits a pair of perfect all-dual felicitous-difference
proper total colorings and holds
2m− 1 ≤ χ′′fdt(G) ≤ 2|V (G)| − 1.
Problem 10. For more researching star-graphic lattices, we present the following questions:
FDQ-1. Characterize the structures of two graphic lattices L(	Ices(FD)) and L(	Ices(SFD)).
FDQ-2. Find all k with |fk(x) + fk(y) − fk(xy)| = k for max{fk(w) : w ∈ V (F ) ∪ E(G)} = χ′′fdt(G),
see examples shown in Fig.41.
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FDQ-3. Does every planar graphH belong to the felicitous-difference star-graphic lattice L(	Ices(SFD)),
in other word, χ′′fdt(H) ≤ 1 + 2∆(H)?
FDQ-4. Since each graph H ∈ L(	Ices(SFD)) holding χ′′fdt(H) ≤ 1 + 2∆(H), so find other subset
S ⊂ L(	Fcstar∆) such that each graph L ∈ S holding χ′′fdt(L) ≤ 1 + 2∆(L).
FDQ-5. Since a caterpillar T corresponds a topological vector Vec(T ), can we characterize a traditional
lattice by some graphic lattices?
FDQ-6. Plant some results of a traditional lattice L(B) to the felicitous-difference star-graphic lattices.
FDQ-7. Optimal felicitous-difference ice-flower system. Find a L-magic felicitous-difference ice-
flower system Ice(LF1,nDk)
nfdt
k=1 , such that each graph G is colored well by G = 	nfdtj=1 ajLF1,nDj with
color set [1, χ′′fdt(G)], where LF1,nDj ∈ Ice(LF1,nDk)nfdtk=1 ,
∑nfdt
j=1 aj ≥ 1 and aj ∈ Z0. In other word, this
felicitous-difference ice-flower system Ice(LF1,nDk)
nfdt
k=1 is optimal. 
3.4.3 Dual felicitous-difference ice-flower systems
By two perfect all-dual ice-flower systems Idce(F
d
1,nDk)
2n
k=1 and I
d
ce(S
dF1,nDk)
n
k=1, we have two perfect all-dual
felicitous-difference star-graphic lattices:
L(	Idce(FD)) =
{
	2ni=1aiF d1,nDi : ai ∈ Z0, F d1,nDi ∈ Idce(F d1,nDk)2nk=1
}
(48)
with
∑2n
i=1 ai ≥ 1 and the base is Idce(FD) = Idce(F d1,nDk)2nk=1, and moreover
L(	Idce(SFD)) =
{	nj=1ajSdF1,nDj : aj ∈ Z0, SdF1,nDj ∈ Idce(SdF1,nDk)nk=1} (49)
with
∑n
j=1 aj ≥ 1 and the base is Idce(SFD) = Idce(SdF1,nDk)nk=1.
In two felicitous-difference ice-flower systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1, notice that each
colored star F1,nDk admitting a felicitous-difference proper total coloring gk and its dual F
d
1,nDk admitting
a perfect all-dual felicitous-difference proper total coloring gdk of gk holding g
d
k(w) = 3n + 1 − gk(w) for
each element w ∈ V (F1,nDk) ∪ E(F1,nDk) and |gk(u) + gk(v) − gk(uv)| = 0 = |gdk(u) + gdk(v) − gdk(uv)| for
uv ∈ E(F1,nDk). We write F d1,nDk = gdk(F1,nDk) and F1,nDk = gk(F d1,nDk), thus, we have
	2ni=1aiF d1,nDi = 	2ni=1aigdi (F1,nDi), 	2ni=1aiF1,nDi = 	2ni=1aigi(F d1,nDi)
For each colored star SF1,nDk admitting a felicitous-difference proper total coloring hk and its dual
SdF1,nDk admitting a perfect all-dual felicitous-difference proper total coloring h
d
k of hk, we have h
d
k(w) =
2n + 1 − hk(w) for each element w ∈ V (SF1,nDk) ∪ E(SF1,nDk) and |hk(u) + hk(v) − hk(uv)| = 0 =
|hdk(u) + hdk(v) − hdk(uv)| for uv ∈ E(SF1,nDk). Moreover, we can write SdF1,nDk = hdk(SF1,nDk) and
SF1,nDk = hk(S
dF1,nDk), as well as
	2ni=1aiSdF1,nDi = 	2ni=1aihdi (SF1,nDi), 	2ni=1aiSF1,nDi = 	2ni=1aihi(SdF1,nDi)
Thereby, two perfect all-dual felicitous-difference star-graphic lattices can be expressed as:
L(	Idce(FD)) =
{
	2ni=1aigdi (F1,nDi) : ai ∈ Z0, F1,nDi ∈ Ice(F1,nDk)2nk=1
}
L(	Idce(SFD)) =
{	nj=1ajgdi (SF1,nDj) : ai ∈ Z0, SF1,nDj ∈ Ice(SF1,nDk)nk=1} (50)
with
∑2n
i=1 ai ≥ 1 and
∑n
j=1 aj ≥ 1.
We define a coloring ηk of a star K1,n by setting: (fd-1) ηk(x0) = k ∈ [1, n], ηk(xj) = 2n + 1 − j and
ηk(x0xj) = 2n+1−j+k ≤ 3n with j ∈ [1, n] and k ∈ [1, n], so |ηk(x0)+ηk(xj)−ηk(x0xj)| = 0 for each edge
50
x0xj of K1,n; (fd-2) ηk(x0) = k, ηk(xj) = j and ηk(x0xj) = k+i ≤ 3n with j ∈ [1, n] and k ∈ [n+1, 2n], each
edge x0xj of K1,n satisfies |ηk(x0) + ηk(xj)− ηk(x0xj)| = 0. Clearly, ηk is just a felicitous-difference proper
total coloring of K1,n, denoted this colored star as K
(s)
1,n = F1,nDs with s ∈ [1, 2n]. We get a felicitous-
difference ice-flower system Ice(F1,nDs)
2n
s=1. See Ice(F1,6Dk)
12
k=1 and Ice(F1,7Dk)
14
k=1 shown in Fig.42 and
Fig.43. Thereby, we have a felicitous-difference star-graphic lattice as follows:
L(	Ice(FD)) =
{
	2nj=1ajF1,nDj : aj ∈ Z0, F1,nDj ∈ Ice(F1,nDs)2ns=1
}
(51)
with
∑2n
j=1 aj ≥ 1 and the base is Ice(FD) = Ice(F1,nDs)2ns=1.
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Figure 42: A felicitous-difference ice-flower system Ice(F1,6Dk)12k=1.
As known, by the help of the felicitous-difference ice-flower system Ice(F1,nDs)
2n
s=1 we can show χ
′′
fdt(Kn,n) =
3n, which induces χ′′fdt(G) ≤ 3 max{|X|, |Y |} for each bipartite graph G with bipartition (X,Y ), we have
two ice-flower systems as follows:
Notice that max ηk = 3n and min ηk = 1, so the dual η
c
k holds ηk(w) + η
c
k(w) = 3n + 1, that is, two
coloring ηk and η
c
k are a pair of perfect all-dual felicitous-difference proper total colorings, and the dual
lattice of the felicitous-difference star-graphic lattice is
L(	Icce(FD)) =
{
	2nj=1ajηck(F1,nDj) : aj ∈ Z0, F1,nDj ∈ Ice(F1,nDs)2ns=1
}
(52)
with
∑2n
j=1 aj ≥ 1 and the base is Icce(FD) = Ice(ηck(F1,nDj))2ns=1.
3.5 Edge-magic star-graphic lattices
3.5.1 Edge-magic ice-flower systems
We define a general edge-magic ice-flower system Ice(LE1,nMk)
nemt
k=1 in the following way: ϕk(x0) = r ∈ [1, β]
with β = 3n + 3 for even n and β = 3n + 4 for odd n, ϕk(xj) = L − rj and ϕk(x0xj) = L′ − r + −rj with
j ∈ [1, n] and r ∈ [1, β], so ϕk(x0) + ϕk(xj) + ϕk(x0xj) = L + L′ for each edge x0xj of K1,n, such that ϕk
is just an edge-magic proper total coloring of K1,n, denoted this colored star as K
(k)
1,n = LE1,nMk. For each
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Figure 43: A felicitous-difference ice-flower system Ice(F1,7Dk)14k=1.
fixed r ∈ [1, β], there are c(r) groups of integers r1, r2, . . . , rn of [1, β] holding ϕk to be an edge-magic proper
total coloring of K1,n, so we have nemt different colored stars LE1,nMk in total, where nemt =
∑β
t=1 c(r),
and then we get an edge-magic ice-flower system Ice(LE1,nMk)
nemt
k=1 , and furthermore we have an edge-magic
star-graphic lattice
L(	Ice(LEM)) =
{	nemti=1 aiLE1,nMi : ai ∈ Z0, EL1,nMi ∈ Ice(LE1,nMk)nemtk=1 } (53)
with
∑nemt
i=1 ai ≥ 1 and the base is Ice(LEM) = Ice(LE1,nMk)nemtk=1 .
In particular cases, an edge-magic ice-flower system Ice(LE1,nMk)
nemt
k=1 is defined as: First of all, a
star K1,n admits a proper total coloring ϕk defined by setting: (em-1) ϕk(x0) = k, ϕk(xj) = 4n − j and
ϕk(x0xj) = 2n − k + j with j ∈ [1, n] and k ∈ [1, 2n], so ϕk(x0) + ϕk(xj) + ϕk(x0xj) = 6n for each edge
x0xj of K1,n, such that ϕk is just an edge-magic proper total coloring of K1,n, denoted this colored star as
K
(k)
1,n = LE1,nMk; (em-2) ϕk(x0) = 4n−k ∈ [1, 2n−1], ϕk(xj) = j and ϕk(x0xj) = 2n+k− j with j ∈ [1, n]
and k ∈ [1, 2n− 1].
We show ϕk bo be an edge-magic proper total coloring. In case (em-1), there are j ∈ [1, n] and k ∈ [1, 2n],
if ϕk(x0) = k = ϕk(xj) = 4n − j, then k = 4n − j ≥ 3n, a contradiction; if ϕk(x0xj) = 2n − k + j =
ϕk(xj) = 4n − j, thus, 2n ≥ 2j = 2n + k, an obvious mistake. In case (em-2), there are j ∈ [1, n]
and k ∈ [1, 2n − 1], if ϕk(x0) = 4n − k = ϕk(xj) = j, then 4n = k + j ≤ 3n − 1, a contradiction; if
ϕk(x0xj) = 2n+ k − j = ϕk(xj) = j, that is, 2n+ k = 2j ≤ 2n, it is impossible.
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Thereby, we get a particular edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1 . See examples of the edge-
magic ice-flower systems Ice(LE1,nMk)
4n−1
k=1 shown in Fig.44. The edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1
induces the following result:
Theorem 24. Each complete bipartite graph Kn,n holds χ
′′
emt(Kn,n) ≤ 4n− 1 true.
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Figure 44: Two parts of two edge-magic ice-flower systems Ice(EL1,nMk)
23
k=1 and Ice(E
L
1,nMk)
27
k=1.
We introduce another particular edge-magic ice-flower system Ice(E1,nMk)
2n+3
k=1 made by the edge-magic
total coloring, where each E1,nMk is a copy K
(k)
1,n of K1,n and admits an edge-magic total coloring ek with
k ∈ [1, n+ 2]. Now, we show each edge-magic total coloring ek below:
Case EM-1. n = 2m. We define ek by two parts: (EM-1-1) ek(x
k
0) = k with k ∈ [1, 2m + 1], ek(xkj ) =
4m + 4 − j with j ∈ [1, 2m + 1], and ek(xk0xkj ) = 2m + 2 − k + j with 1 ≤ i, j ≤ 2m + 1. So, ek(xk0) +
ek(x
k
0x
k
j ) + ek(x
k
j ) = 6m+ 6 (see Definition 5). If ek(x
k
j′) = ek(x
k
0x
k
j′) happens for some j
′ ∈ [1, 2m+ 1] and
k ∈ [1, 2m+1], we recolor the edge xk0xkj′ with ek(xk0xkj′) = 4m+3 and the vertex xkj′ with ek(xkj′) = 2m+3−i.
(EM-1-2) ek(x
k
0) = k with k ∈ [2m+2, 4m+3], ek(xkj ) = j with j ∈ [1, 2m], and ek(xk0xkj ) = 6m+6−k−j.
Thereby, ek(x
k
0) + ek(x
k
0x
k
j ) + ek(x
k
j ) = 6m + 6. If we meet ek(x
k
0) = ek(x
k
0x
k
j′) for some j
′ ∈ [1, 2m]
and k ∈ [2m + 1, 4m + 3], then we recolor the edge xk0xkj′ with ek(xk0xkj′) = 1 and the vertex xkj′ with
ek(x
k
j′) = 6m+ 5− k.
Case EM-2. n = 2m+1. We define ek in the following two parts: (EM-2-1) ek(x
k
0) = k with k ∈ [1, 2m+2],
ek(x
k
j ) = 4m+6−j with j ∈ [1, 2m+1], and ek(xk0xkj ) = 2m+3−k−j with 1 ≤ i, j ≤ 2m+1. Immediately,
ek(x
k
0)+ek(x
k
0x
k
j )+ek(x
k
j ) = 6m+9. If ek(x
k
0x
k
j′) = ek(x
k
0) occurs for some j
′ ∈ [1, 2m+1] and k ∈ [1, 2m+1],
then we recolor the edge xk0x
k
j′ with ek(x
k
0x
k
j′) = 4m+4 and ek(x
k
j′) = 2m+5−k when k = m+2, otherwise
ek(x
k
0x
k
j′) = 4m+ 5 and the vertex x
k
j′ with ek(x
k
j′) = 2m+ 4− k.
(EM-2-2) ek(x
k
0) = k with k ∈ [2m + 2, 4m + 5], ek(xkj ) = j with j ∈ [1, 2m + 1], and ek(xk0xkj ) =
6m + 9 − k − j. So, ek(xk0) + ek(xk0xkj ) + ek(xkj ) = 6m + 9. If ek(xk0) = ek(xk0xkj′) happens for some
j′ ∈ [1, 2m+ 1] and k ∈ [2m+ 1, 4m+ 5], then we recolor the edge xk0xkj′ with ek(xk0xkj′) = 1 and the vertex
xkj′ with ek(x
k
j′) = 6m + 8 − k 6= ek(xk0), otherwise ek(xk0xkj′) = 2 and ek(xkj′) = 6m + 7 − k. If we meet
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ek(x
k
j′) = ek(x
k
0x
k
j′) for some j
′ ∈ [1, 2m + 1] and k ∈ [2m + 1, 4m + 5], then we recolor the edge xk0xkj′ and
the vertex xkj′ by ek(x
k
0x
k
j′) = 1 and ek(x
k
j′) = 6m+ 8− k, respectively.
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Figure 45: An edge-magic ice-flower system Ice(E1,6Mk)15k=1.
The edge-magic ice-flower system Ice(E1,nMk)
2n+3
k=1 enables us to get the following results:
Lemma 25. [46] Each tree T holds χ′′emt(t) ≤ 2∆(T ) + 3 true.
Proof. Notice that K
(k)
1,n has its own vertex set V (K
(k)
1,n) = {xk,0, xk,j : j ∈ [1, n]} in the edge-magic ice-flower
system Ice(E
L
1,nMk)
4n−1
k=1 . We vertex-coincide x1,j , x2,j , . . . , xn,j for each j ∈ [1, n] into one
yj = x1,j  x2,j  · · ·  xn,j ,
the resultant graph is just a complete bipartite graph Kn,n with bipartition (X,Y ), where X = {xi,0 : i ∈
[1, n]} and Y = {yi : i ∈ [1, n]}. Clearly, χ′′emt(Kn,n) ≤ 4n− 1.
Each bipartite graph G is a subgraph of KM,M with M = max{|X|, |Y |}, we have
Theorem 26. Each bipartite graph G holds χ′′emt(G) ≤ 4 max{|X|, |Y |} − 1 true.
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Figure 46: An edge-magic ice-flower system Ice(E1,7Mk)17k=1.
3.5.2 Edge-magic star-graphic lattices
An edge-magic ice-flower system Ice(E1,nMk)
2n+3
k=1 enables us to get an (EM)-magic edge-magic star-graphic
lattice as folllows:
L(	Ice(EM)) =
{
	2n+3i=1 aiE1,nMi : ai ∈ Z0, E1,nMi ∈ Ice(E1,nMk)2n+3k=1
}
(54)
with
∑2n+3
i=1 ai ≥ 1 and the base is Ice(EM) = Ice(E1,nMk)2n+3k=1 .
By the edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1 we have an (E
LM)-magic edge-magic star-graphic
lattice as
L(	Ice(ELM)) =
{
	4n−1i=1 aiEL1,nMi : ai ∈ Z0, EL1,nMi ∈ Ice(EL1,nMk)4n−1k=1
}
(55)
with
∑4n−1
i=1 ai ≥ 1 and the base is ILce(EM) = Ice(EL1,nMk)4n−1k=1 .
3.5.3 All-dual edge-magic star-graphic lattices
Because of max{ϕk(w) : w ∈ V (G) ∪ E(G)} = 4n − 1 and min{ϕk(w) : w ∈ V (G) ∪ E(G)} = 1 in the
edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1 , the dual ϕ
c
k of ϕk is defined as: ϕ
c
k(w) = 4n−ϕk(w) for each
element w ∈ V (G) ∪ E(G), so
ϕck(u) + ϕ
c
k(uv) + ϕ
c
k(v) = 12n− [ϕk(u) + ϕk(uv) + ϕk(v)] = 6n.
We claim that ϕck and ϕk are a pair of perfect all-dual edge-magic proper total colorings since ϕ
c
k(w)+ϕk(w) =
4n for each element w ∈ V (G) ∪ E(G). So, ϕck(EL1,nMk) is just the perfect all-dual star of EL1,nMk
of the edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1 , we get the all-dual edge-magic ice-flower system
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Icce(ϕ
c
k(E
L
1,nMk))
4n−1
k=1 of the edge-magic ice-flower system Ice(E
L
1,nMk)
4n−1
k=1 , and an edge-magic graphic lat-
tice
L(	Icce(ELM)) =
{
	4n−1i=1 aiϕck(EL1,nMi) : ai ∈ Z0, ϕck(EL1,nMi) ∈ Icce(ϕck(EL1,nMk))4n−1k=1
}
(56)
with
∑4n−1
i=1 ai ≥ 1 and the base is Icce(ELM) = Icce(ϕck(EL1,nMk))4n−1k=1 .
3.5.4 Optimal edge-magic ice-flower systems
Let G be a graph of n vertices and admit an edge-magic proper total coloring f such that max{f(w) :
w ∈ V (G) ∪ E(G)} = χ′′emt(G). We do a series of leaf-splitting operations to G, such that the resultant
graph is the union of colored stars E1,tMk with t ∈ {di(G)}, where {di(G)} is a degree subsequence of
the degree sequence of G with di(G) ≥ 2. So, we get G = 	nGj=1ajE1,tMj with ΣnGj=1aj ≥ 1, and we say
Ice(EM,G) = 	nGj=1E1,tMj to be a G-edge-magic ice-flower system. Thereby, we have a complete edge-magic
ice-flower system Ice(EM,n) =
⋃
G,|G|=n Ice(EM,G), and a complete edge-magic ice-flower graphic lattice
L(	Ice(EM,n)) =
{
	m(n)i=1 aiE1,tMi : ai ∈ Z0, E1,tMi ∈ Ice(EM,n)
}
(57)
with
∑m(n)
i=1 ai ≥ 1 and the base is Ice(EM,n), where m(n) is the cardinality of the complete edge-magic
ice-flower system. In other word, this complete edge-magic ice-flower system Ice(EM,n) is optimal.
Theorem 27. There exists an optimal edge-magic ice-flower system Ice(EM,n) such that each graph G of
n vertices is isomorphic to a graph H ∈ L(	Ice(EM,n)).
We make a largest edge-magic ice-flower system Ice(E
M
1,n−1Mk)
n
k=1 as follows: Suppose that each copy
K
(k)
1,n−1 of K1,n−1 has its own vertex set V (K
(k)
1,n−1) = {xk0 , xk1 , xk2 , . . . , xkn−1} and edge set E(K(k)1,n) = {xk0xkj :
j ∈ [1, n−1]}. We define a coloring θk as: θk(xk0) = k for k ∈ [1, n], θk(xkj ) = j for j ∈ [1, k−1]∪ [k+1, n−1],
θk(x
k
0x
k
j ) = 3n−θk(xk0)−θk(xkj ) with j ∈ [1, k−1]∪ [k+1, n−1] and k ∈ [1, n]. It is not hard to verify that θk
is an edge-magic proper total coloring, and we get a largest edge-magic ice-flower system Ice(E
M
1,n−1Mk)
n
k=1
based on the edge-magic proper total coloring θk. Thereby, we obtain
Theorem 28. Each complete graph Kn can be expressed as Kn = 	nk=1EM1,n−1Mk, such that χ′′emt(Kn) =
3(n− 1) for n ≥ 3, and moreover χ′′emt(G) ≤ 3(n− 1) for each graph G of n vertices.
3.6 4-ice-flower lattices
We have the graceful-difference ice-flower system Ice(G1,nDk)
2n+3
k=1 , the edge-difference ice-flower system
Ice(E1,nDk)
2n+3
k=1 , the edge-magic ice-flower system Ice(E1,nMk)
2n+3
k=1 , and two felicitous-difference ice-flower
systems Ice(F1,nDk)
2n
k=1 and Ice(SF1,nDk)
n
k=1. Suppose that there are two stars K
G
1,n admitting a WG-type
coloring fG and K
H
1,n admitting a WH -type coloring fH , an edge uv ∈ E(KG1,n) with leaf v and another edge
xy ∈ E(KH1,n) with leaf y in the above five ice-flower systems.
1. If KG1,n and K
H
1,n belong to the same ice-flower system, then do a leaf-coinciding operation to them,
we get KG1,n	KH1,n when fG(u) = fH(x), fG(x) = fH(y) and fG(uv) = fH(xy).
2. Do a vertex-coinciding operation to KG1,n and K
H
1,n, we get K
G
1,n KH1,n by vertex-coinciding u with x
into one w = u x as fG(u) = fH(x) and fG(uv) 6= fH(xy), and color w with the color fG(u), KG1,n KH1,n
admits a W -type coloring g, and delete some leaves zi if g(wzi) = g(wzj) such that g is really a proper total
coring of the resulting graph.
56
By (	2ni=1aiF1,nDi) in (46), (	ni=1biSF1,nDi) in (47), (	2n+3k=1 aiE1,nMi) in (54), (	2n+3k=1 diE1,nDi) in (42)
and (	2n+3k=1 eiG1,nDi) in (59) with ai, bi, ci, di, ei ∈ Z0 and
∑
εi ≥ 1 for ε = a, b, c, d, e, we have a 4-ice-flower
graph set
[	41,n]aibicidiei =
(
	2ni=1aiF1,nDi
)
 (	ni=1biSF1,nDi) (	2n+3i=1 ciE1,nMi)

(
	2n+3i=1 diE1,nDi
)

(
	2n+3i=1 eiG1,nDi
) (58)
and a 4-ice-flower graphic lattice as follows
L(	 4Ice) =
⋃
[	41,n]aibicidiei (59)
See an example for the 4-ice-flower graphic lattice L(	 4Ice) shown in Fig.47.
Graceful-difference Edge-differenceEdge-magic
9
11
10
14
13
12
15
14
13 12
111
10
8
10
9
13
12
11
1
2
3 4
514
6
13
11
12
8
9
10
15
14
13 12
111
10
3
5
4
8
7
6
1
2
3 4
515
6
7
5
6
2
3
4
15
14
13 12
111
10
12
15
11
7
8
9
1
2
3 11
510
6
8
10
9
13
12
11
12
11
10 9
81
7
18
16
17
13
14
15
1
2
3 4
512
6
felicitous-difference
G
3
5
4
7
6
2
3
4
5
6
12
15
8
2
11
618
16 1714 15
2
3 4 5
6
8
10
12
11
2
3
4
6
911 10
14 13 12
1
75 62 3 4
1
13128 9 10
1
1415 13 12
11
1
15 14 13 12 11 10
Edge-magic
Edge-difference
Graceful-difference
felicitous-difference
Figure 47: A graph G made by four ice-flower systems.
Definition 16. ∗ Let f : V (G) ∪ E(G) → [1,M ] be a proper total coloring of a simple graph G. If
E(G) =
⋃4
i=1Ei with Ei ∩ Ej = ∅ and Ei 6= ∅ for 1 ≤ i, j ≤ 4, such that f(u) + f(uv) + f(v) = k1 for each
edge uv ∈ E1, f(xy) + |f(x) − f(y)| = k2 for each edge xy ∈ E2, |f(s) + f(t) − f(st)| = k3 for each edge
st ∈ E3, and
∣∣|f(a)−f(b)|−f(ab)∣∣ = k4 for each edge ab ∈ E4. We call f a 4-ice-flower proper total coloring
of G, and the smallest number of max{f(w) : w ∈ V (G) ∪ E(G)} for which G admits a 4-ice-flower proper
total coloring is denoted as χ′′4ice(G), called 4-ice-flower total chromatic number. 
Similarly, we can define a k-ice-flower proper total coloring with k ∈ [1, 4], in general.
Theorem 29. Every tree T with maximum degree ∆ ≥ 4 and diameter D(T ) ≥ 5 admits a 4-ice-flower
proper total coloring.
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3.7 General star-graphic lattices
1. Uncolored stars. In general, let Fstar∆ be the set of uncolored stars K1,k with k ≤ ∆, the uncolored
leaf-coinciding operation “K1,i	K1,j” enables us to get an uncolored star-graphic lattice
L(	Fstar∆) =
{
	∆k=2akK1,k : ak ∈ Z0,K1,k ∈ Fstar∆
}
(60)
containing all uncolored graphs with maximum degrees no more than ∆, and
∑∆
k=2 ak ≥ 1.
Theorem 30. Each graph is contained in the uncolored star-graphic lattice L(	Fstar∆).
As known, many problems of graph theory can be expressed or illustrated by uncolored star-graphic
lattices, such as hamiltonian graphs discussed in [31].
Example 5. Each star K1,mi of an ice-flower system K = (K1,m1 ,K1,m2 , . . . ,K1,mn) has its vertex set
V (K1,mi) = {xi, yi,j : j ∈ [1,mi]} and its edge set V (K1,mi) = {xiyi,j : j ∈ [1,mi]} with mi ≥ 2, so K1,mi
has its own leaf set L(K1,mi) = {yi,1, yi,2, . . . , yi,mi} and its unique non-leaf vertex xi with degK1,mi (xi) = mi.
As known, a sequence d = (m1, m2, . . . ,mn) with 1 ≤ mi ≤ mi+1 to be the degree sequence of a certain
graph G of n vertices if and only if
∑n
i=1mi is even and
k∑
i=1
mi ≤ k(k − 1) +
n∑
i=k+1
min{k,mi} (61)
shown by Erdo¨s and Gallai in 1960 [2].
We leaf-coincide two leaf-edges xiyi,mi and xi+1yi+1,1 for each pair of K1,mi and K1,mi+1 for i ∈ [1, n−1]
into one edge xixi+1 joining K1,mi and K1,mi+1 together, such that xi  yi+1,1 and xi+1  yi,mi . Then we
get a caterpillar T for its ride P = x1x2 . . . xn with xi ∈ V (K1,mi) having vertex set V (K1,mi) = {xi, yi,j :
j ∈ [1,mi]}, next we leaf-coincide two leaf-edges x1y1,1 and xnyn,mn into one edge x1xn with x1yn,mn and
xn y1,1, the resultant graph, denoted as T ∗, is like a haired-cycle. We write T ∗ = 	nj=1K1,mj , and then do
some leaf-coinciding operations on some pairs of leaf-edges of T ∗ to get a connected graph G, such that G
has no leaf. Thereby, G has a cycle C = x1x2 . . . xnx1 containing each vertex of G, that is, G is hamiltonian.
Especially, we denote G by
G = 	T ∗ = 	[	nj=1K1,mj ] = 	2|nj=1K1,mj . (62)
Notice that there are two or more hamiltonian graphs like G by leaf-coinciding some pairs of leaf-edges of
T ∗. On the other hand, each permutation k1k2 · · · kn of m1m2 · · ·mn distributes us a set of hamiltonian
graphs 	2|nj=1K1,kj . As known, there are Mp(= n!) permutations, we have Mp ice-flower systems Kk =
(K1,k1 ,K1,k2 , . . . ,K1,kn) with k ∈ [1,Mp], and each ice-flower system Kk induces a set of hamiltonian
graphs 	2|nj=1K1,kj , we write this set as 	2Kk and Permu(K) to be the set of Mp ice-flower systems Kk.
Then the following set
L(	2Permu(K)) =
{
	2∣∣Mp
k=1
akKk, Kk ∈ Permu(K)
}
(63)
with
∑Mp
k=1 ak = 1 a hamiltonian star-graphic lattice. We can construct graphs G = 	m+1
∣∣Mp
k=1
akKk with
Kk ∈ Permu(K) containing m edge-disjoint Hamilton cycles, also, such technique can be used to deal with
regular graphs. An Euler graph H with degree sequence d = (2m1, 2m2, . . . , 2mn) can be expressed as
H = 	|nj=1K1,2mj , and so on. 
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2. Colored stars. Suppose that F cstar∆ is the set of colored stars C
K
1,k (
∼= K1,k) with k ≤ ∆, in general.
We define a general star-graphic lattice
L(	Fcstar∆) =
{
	∆k=2akCK1,k : ak ∈ Z0, CK1,k ∈ F cstar∆
}
(64)
with
∑∆
k=2 ak ≥ 1, this graphic lattice contains all colored graphs with maximum degrees no more than ∆.
Clearly, L(	Ices(FD)) ⊂ L(	Fcstar∆), L(	Ices(SFD)) ⊂ L(	Fcstar∆) and L(Ices(FD)) ⊂ L(	Fcstar∆).
Let SX ⊂ L(	Fcstar∆) be the set of all trees admitting W -type colorings. Each tree T ∈ SX corresponds
a set of connected graphs, such that each graph G of this set can be leaf-split into a tree H of SX, we say G
corresponds to H, and vice versa. Then we have
Theorem 31. A connected graph admits a W -type coloring if and only if its corresponding a tree admitting
a W -type coloring too.
Spanning star-graphic lattices. A connected graph T is a tree if and only if n1(T ) = 2 + Σd≥3(d −
2)nd(T ) (Ref. [33, 34]). An ice-flower system K
c defined as: Each Kc1,mj of K
c admits a proper vertex
coloring gj such that gj(x) 6= gj(y) for any pair of vertices x, y of Kc1,mj , and each leaf-coinciding graph
T = 	|nj=1Kc1,mj is connected based on the leaf-coinciding operation “Kc1,mi	Kc1,mj”, such that
(1) n1(T ) = 2 + Σd≥3(d− 2)nd(T ) holds true;
(2) T admits a proper vertex coloring f = 	|nj=1gj with f(u) 6= f(w) for any pair of vertices u,w of T .
We get a set L(	(m, g)Kc) containing the above leaf-coinciding graphs T = 	|nj=1Kc1,mj if |V (T )| = m.
Since each graph T ∈ L(	(m, g)Kc) is a tree, and Cayley’s formula τ(Km) = mm−2 in graph theory (Ref.
[2]) tells us the number of elements of L(	(n)Kc) to be equal to mm−2. We call this set
L(	(m, g)Kc) = {	|nj=1Kc1,mj , Kc1,mj ∈ Kc}
a spanning star-graphic lattice.
A 4-color ice-flower system. Each star K1,d with d ∈ [2,M ] admits a proper vertex-coloring fi
with i ∈ [1, 4] defined as fi(x0) = i, fi(xj) ∈ [1, 4] \ {i}, and fi(xs) 6= fi(xt) for some s, t ∈ [1, d], where
V (K1,d) = {x0, xj : j ∈ [1, d]}. For each pair of d and i, K1,d admits n(d, i) proper vertex-colorings like
fi defined above. Such colored star K1,d is denoted as PdSi,k, we have a set (PdSi,k)
n(a,i)
k=1 with i ∈ [1, 4]
and d ∈ [2,M ], and moreover we obtain a 4-color ice-flower system Ice(PS,M) = Ice(PdSi,k)n(a,i)k=1 )4i=1)Md=2,
which induces a 4-color star-graphic lattice
L(∆	Ice(PS,M)) =
{
∆	A(d,i,k)ad,i,kPdSi,j : ad,i,k ∈ Z0, PdSi,j ∈ Ice(PS,M)
}
(65)
with
∑A
(d,i,k) ad,i,k ≥ 3, and the base is Ice(PS,M) = Ice(PdSi,k)n(a,i)k=1 )4i=1)Md=2, where A = |Ice(PS,M)|, and
the operation “∆	” is doing a series of leaf-coinciding operations to colored stars ad,i,kPdSi,j such that the
resultant graph to be a planar with each inner face being a triangle.
See two examples shown in Fig.48 and Fig.49 about 4-color ice-flower systems.
Theorem 32. Each graph of the 4-coloring star-graphic lattice L(∆	Ice(PS,M)) is 4-colored well and
planar with each inner face being a triangle and has maximum degree ≤M .
Problem 11. The 4-coloring star-graphic lattice helps us to ask for the following questions:
GTC-1. Find various sublattices of the general star-graphic lattice L(	Fcstar∆) by graph colorings/labellings.
GTC-2. Let L(	Grace(T )) be the set of graceful trees of L(	Fcstar∆). Does L(	Grace(T )) contains
every tree with maximum degree ∆?
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Figure 48: A process of doing leaf-splitting operations.
GTC-3. A gracefully total coloring f of a tree T is a proper total coloring f : V (T ) ∪ E(T ) → [1,M ]
such that such that f(x) = f(y) for some pair of vertices x, y ∈ V (T ), f(uv) = |f(u) − f(v)| for each edge
uv ∈ E(T ), and f(E(T )) = [1, |V (T )| − 1]. A star-graphic sublattice L(	Tgrace) ⊂ L(	Fcstar∆) is formed
by all trees admitting gracefully total colorings in L(	Fcstar∆). Does each tree H with maximum degree ∆
correspond a tree H ′ ∈ L(	Tgrace) such that H ∼= H ′?
GTC-4. Is every planar graph isomorphic to a group of 4-colored planar graphs of the 4-coloring star-
graphic lattice L(	Ice(PS,M))?
GTC-5. Find connection between a planar graphic lattice L(Tr 4 Finner4) defined in (24) and a 4-
coloring star-graphic lattice L(	Ice(PS,M)) defined in (65).
GTC-6. Tree and planar graph authentication. As known, each tree T admits a proper k-coloring
f with k ≥ 2, we do a vertex-coinciding operation to some vertices x, y with f(x) = f(y), such that
w = x  y and f(w) = f(x) = f(y), and the resultant graph T ∗ obtained by doing a series of vertex-
coinciding operations to those vertices of T colored with the same color is just a k-colorable graph with some
particular properties. For instance, T ∗ is a k-colorable Euler’s graph holding χ(T ∗) = k, or a k-colorable
planar graph with each inner face to be a triangle, or a k-colorable Hamilton graph, etc. Characterize a 4-
colorable tree T (as a public key) such that T ∗ (as a private key) is a 4-colorable planar graph, or a 4-colorable
planar graph with each inner face to be a triangle, that is, T admits 4-colorable graph homomorphism to
T ∗.
GTC-7. Tree topological authentication. By Theorem 35: Each connected graph G corresponds a
tree T based on the vertex-splitting operation and the leaf-splitting operation, denoted as (∧,≺)(G) = T .
Conversely, a tree T can produce a connected graph G by means of the vertex-coinciding operation and
the leaf-coinciding operation, or a mixed operation of them, for the convenience of statement, we write this
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Figure 49: An example for understanding the 4-coloring ice-flower system.
process as (,	)(T ) = G. Suppose that a tree T (as a public key) admits a W -type coloring fT and G
(as a private key) admits a W -type coloring hG too, if (,	)(fT ) = hG in the process (,	)(T ) = G,
we say (,	)(T ) = G to be a topological authentication. Oppositely, (∧,≺)(G) = T is called a topological
authentication if (∧,≺)(hG) = fT . For a given public tree T , find a W -type coloring fT of T , and determine
a connected graph G admitting a W -type coloring hG such that (,	)(T ) = G and (,	)(fT ) = hG true.
3.8 Star-type H-graphic lattices
Based on various ice-flower systems Ice(F1,nDk)
2n
k=1 and Ice(µ)
2n+3
k=1 with µ ∈ {E1,nMk, E1,nDk, G1,nDk}
and the fully vertex-replacing operation, we present the following H-star-graphic lattices under the fully
vertex-replacing operation:
L(T / Fp,q) =
{
H / |2n+3k=1 akµ : ak ∈ Z0, H ∈ Fp,q
}
(66)
with µ ∈ {E1,nMk, E1,nDk, G1,nDk} and
∑2n+3
k=1 ak ≥ 1; and
L(T / Fp,q) =
{
H / |2nj=1ajF1,nDj : aj ∈ Z0, H ∈ Fp,q
}
(67)
where
∑2n
j=1 aj ≥ 1. The H-star-graphic lattices enable us to obtain a result:
Theorem 33. Any ∆-saturated graph G grows or induces to another (∆-saturated) graph G′ such that
they admit the same W -type proper total colorings. (see examples shown in Fig.50 and Fig.51)
4 Colorings and theorems for graphic lattices
If showing different graphic bases for a given graphic lattice, or computing or estimating the exact cardinality
of a (colored) graphic lattice, we may meet the Graphic Isomorphism Problem, which is NP-hard as known.
We will introduce techniques for dealing with some problems from various graphic lattices.
4.1 Isomorphism, graph homomorphism
Theorem 34. Let both G and H be graphs with n vertices. If there is a bijection f : V (G)→ V (H) such
that G ∧ u ∼= H ∧ f(u) for each vertex u ∈ V (G) with degG(u) ≥ 2, then G ∼= H.
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Figure 50: A ∆-saturated graphH∗ admits an edge-difference proper total coloring g holding g(xy)+|g(x)−g(y)| = 18
for each edge xy ∈ E(H∗).
Proof. Let NG(u) = {x1, x2, . . . , xdu} be the neighbor set of a vertex u of G, where du = degG(u) ≥ 2.
We vertex-split u into two vertices u′ and u′′ such that NG(u) is cut into two disjoint subsets NG(u′) =
{x1, x2, . . . , xk} and NG(u′′) = {xk+1, xk+2, . . . , xdu} with 1 < k < du. By the help of a bijection f : V (G)→
V (H), we vertex-split f(u) into two vertices f(u′) and f(u′′), the consequent NG(u) is cut into two subsets
two disjoint subsets NH(f(u
′)) = {y1, y2, . . . , yk} and NH(f(u′′)) = {yk+1, yk+2, . . . , ydu} with 1 < k < du
and yj = f(xj) for j ∈ [1, du], such that NH(u) = NH(f(u′)) ∪NH(f(u′′)).
According to the hypotheses of the theorem, G∧u ∼= H ∧ f(u), as we do the vertex-coinciding operation
to G ∧ u and H ∧ f(u) respectively by vertex-coinciding u′ with u′′ into one vertex u, and vertex-coinciding
f(u′) with f(u′′) into one vertex f(u), then we get G ∼= H.
Definition 17. Let G be a totally colored graph with a WG-type proper total coloring fG, and let H be
a totally colored graph with a WH -type proper total coloring gH . We say G = H if there is a bijection
ϕ : V (G)→ V (H) such that (i) G ∧ u ∼= H ∧ ϕ(u) for each vertex u ∈ V (G) with degG(u) ≥ 2; and (ii) for
each w ∈ V (G) ∪ E(G), there exists w′ ∈ V (H) ∪ E(H) holding gH(w′) = fG(w) when w′ = ϕ(w). 
Theorem 35. Each connected (p, q)-graph G corresponds a set of trees of q + 1 vertices under the vertex-
splitting operation, or another set of trees of 2q− p+ 1 vertices under the leaf-splitting operation, as well as
a set of trees by a mixed operation of vertex-splitting operation and leaf-splitting operation.
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Figure 51: A graph G obtained from the growing H ′ shown in Fig.17 by the ice-flower system shown in Fig.36, and
G admits an edge-difference proper total coloring.
Proof. Let G be a connected (p, q)-graph. Take a cycle C = x1x2 · · ·xmx1 with m ≥ 3.
First, we vertex-split x1 of C into two x
′, x′′ to get a connected graph H = G ∧ x1, clearly, H contains
no the cycle C and |V (H)| = |V (G)| + 1 and |E(H)| = |E(G)|. Notice there are q − p + 1 vertex-splitting
operations on G, so a tree obtained by doing q − p+ 1 vertex-splitting operations has just q + 1 vertices.
Second, we do a leaf-splitting operation to an edge xixi+1, the resultant graph H = G(xixi+1 ≺) is
connected and holds |E(H)| = |E(G)|+ 1 and |V (H)| = |V (G)|+ 2. After q − (p− 1) times process as the
above, we get a tree T of p+ 2[q − p+ 1] vertices.
Remark 6. For G1 = (G ∧ u) − u′ and H1 = (H ∧ f(u)) − f(u′) in the proof of Theorem 34, if G1 ∼= H1,
we do not claim G ∼= H, since it is the Kelly-Ulam’s Reconstruction Conjecture, 1942 [2]. Similarly, we
can present Colored Reconstruction Conjecture: (G − x)(=)(H − θ(x)) for each vertex x ∈ V (G) under a
bijection θ : V (G)→ V (H), then G = H.
As a graph G admits a Wi-type proper total coloring f and a Wj-type proper total coloring g, if there
is a linear transformation θ such that g(w) = θ(f(w)) for each w ∈ V (G) ∪ E(G), then we say that two
colorings f and g are equivalent to each other.
Based on Theorem 34 and equivalent colorings, we can construct many interesting graphic lattices.
Especially, we can pay attention on various colorings of trees based on Theorem 35. 
In [32], the authors introduce infinite graph homomorphisms as follows:
Theorem 36. There are infinite graphs G∗n forming a sequence {G∗n}, such that G∗n → G∗n−1 is really a
graph homomorphism for n ≥ 1.
Proof. First, we present an algorithm as follows: G0 is a triangle ∆x1x2x3, we use a coloring h to color the
vertices of G0 as h(xi) = 0 with i ∈ [1, 3].
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Step 1: Add a new y vertex for each edge xixj of the triangle ∆x1x2x3 with i 6= j, and join y with two
vertices xi and xj of the edge xixj by two new edges yxi and yxj , the resulting graph is denoted by G1, and
color y with h(y) = 1.
Step 2: Add a new w vertex for each edge uv of G1 if h(u) = 1 and h(v) = 0 (or h(v) = 1 and h(u) = 0),
and join y respectively with two vertices u and v by two new edges wu and wv, the resulting graph is denoted
by G2, and color w with h(w) = 2.
Step n: Add a new γ vertex for each edge αβ of Gn−1 if h(α) = n− 1 and h(β) = n− 2 (or h(α) = n− 2
and h(β) = n − 1), and join γ respectively with two vertices α and β by two new edges γα and γβ, the
resulting graph is denoted by Gn, and color γ with h(γ) = n.
Second, we construct a graph G∗n = Gn ∪K1 with n ≥ 0, where K1 is a complete graph of one vertex z0.
For each n ≥ 1, there is a mapping θn : V (G∗n)→ V (G∗n−1) in this way: V (G∗n \ V n(2)) = V (G∗n−1 \ V (K1)),
each x ∈ V n(2) holds θn(x) = z0, where V n(2) is the set of vertices of degree two in G∗n. So G∗n → G∗n−1 is really
a graph homomorphism. We write this case by {G∗n} → G∗0, called as a graph homomorphism sequence.
The notation {G∗n} → G∗0 can be written as
lim
∞→0
{G∗}∞0 = G∗0 (68)
called an inverse limitation. There are many graph homomorphism sequence {G∗n} holding G∗n → G∗n−1,
i.e., {G∗n} → G∗0 in network science. For example, we can substitute the triangle G0 in the proof of Theorem
36 by any connected graph.
4.2 Colorings for graphic lattices
In general, we have the following definition of splitting -colorings:
Definition 18. [19] A connected (p, q)-graph G admits a coloring f : S → [a, b], where S ⊆ V (G) ∪ E(G),
and there exists f(u) = f(v) for some distinct vertices u, v ∈ V (G), and the edge label set f(E(G)) holds
an -condition, so we call f a splitting -coloring of G. 
For the splitting -colorings of graphs, we have the following examples:
Definition 19. [29] Suppose that a connected (p, q)-graph G admits a coloring f : V (G) → [0, q] (resp.
[0, 2q − 1]), such that f(u) = f(v) for some pairs of vertices u, v ∈ V (G), and the edge label set f(E(G)) =
{f(uv) = |f(u) − f(v)| : uv ∈ E(G)} = [1, q] (resp. [1, 2q − 1]o), then we call f a splitting gracefully total
coloring (resp. splitting odd-gracefully total coloring). 
Definition 20. [16] A total labelling f : V (G)∪E(G)→ [1, p+q] for a bipartite (p, q)-graph G is a bijection
and holds:
(i) (e-magic) f(uv) + |f(u)− f(v)| = k;
(ii) (ee-difference) each edge uv matches with another edge xy holding f(uv) = |f(x)−f(y)| (or f(uv) =
2(p+ q)− |f(x)− f(y)|);
(iii) (ee-balanced) let s(uv) = |f(u)−f(v)|−f(uv) for uv ∈ E(G), then there exists a constant k′ such that
each edge uv matches with another edge u′v′ holding s(uv) + s(u′v′) = k′ (or 2(p+ q) + s(uv) + s(u′v′) = k′)
true;
(iv) (EV-ordered) min f(V (G)) > max f(E(G)) (or max f(V (G)) < min f(E(G)), or f(V (G)) ⊆ f(E(G)),
or f(E(G)) ⊆ f(V (G)), or f(V (G)) is an odd-set and f(E(G)) is an even-set);
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(v) (ve-matching) there exists a constant k′′ such that each edge uv matches with one vertex w such that
f(uv) + f(w) = k′′, and each vertex z matches with one edge xy such that f(z) + f(xy) = k′′, except the
singularity f(x0) = bp+q+12 c;
(vi) (set-ordered) max f(X) < min f(Y ) (or min f(X) > max f(Y )) for the bipartition (X,Y ) of V (G).
We refer to f as a 6C-labelling of G. 
In order to meet the needs of graphic lattices, we present a generalization of flawed coloring/labelling in
the following definition:
Definition 21. ∗ Suppose that H1, H2, . . . ,Hm and T are disjoint graphs, and H =
⋃m
i=1Hi. A W -type
coloring means: a W -type coloring, or a splitting W -type labelling.
(1) If there exists a graph operation “()” on T and H such that the resultant graph T ()H is a connected
graph admitting a W -type coloring f , then f is called a flawed W -type coloring of H, and f is called a W -type
joining coloring of T .
(2) If there is a graph operation “(∗)” on H such that the resultant graph (∗)H is a connected graph
admitting a W -type coloring g, we call g a flawed W -type coloring of H. 
Here, we generalize “T ()H” to a set of connected graphs “T ()mk=1akHk” with ak ∈ Z0 and Hk ∈ Hf =
(H1, H2, . . . ,Hm), such that each connected graph T ()mk=1akHk admits a W -type coloring, where the base
Hf admits a flawed W -type coloring f , and T is a forest or a tree. Immediately, the following set
L(Forest()Hf ) = {T ()mk=1akHk, ak ∈ Z0, Hk ∈ Hf , T ∈ Forest} (69)
is called a W -type coloring ()-graphic lattice with ∑mk=1 ak ≥ 1. As a1 = a2 = · · · = am = 1, we call
L(Forest()Hf ) a standard W -type coloring ()-graphic lattice, and rewrite it as Lstand(Forest()Hf ).
Similarly, the graph (∗)H in Definition 21 enables us to define a W -type coloring (∗)-graphic lattice
L((∗)Hf ) = {(∗)mk=1akHk, ak ∈ Z0, Hk ∈ Hf} (70)
with
∑m
k=1 ak ≥ 1, and a standard W -type coloring (∗)-graphic lattice Lstand((∗)Hf ) when a1 = a2 = · · · =
am = 1.
An interesting and important study is to build up connections between different W -type coloring ()-
graphic lattices L(Forest()Hf ), or W -type coloring (∗)-graphic lattices L((∗)Hf ).
Definition 22. ∗ Suppose that a connected graph G admits a coloring f . If there is a spanning subgraph T
of G, such that f is just a W -type coloring of T , we call f an inner W -type coloring of T , and say G admits
a coloring including a W -type coloring. Moreover, if there are L spanning subgraphs Hi, H2, . . . ,HL with
E(Hi) 6= E(Hj) for distinct i, j ∈ [1, L] and L ≥ 2 such that fi (= f) is an inner Wi-type coloring of Hi
with i ∈ [1, L], we call f a coloring including L-multiple colorings of G, and furthermore f is an (Wi)L1 -type
coloring of G if E(G) =
⋃L
i=1E(Hi). 
It is allowed that Wi = Wj for i 6= j in Definition 22. There are simple results on the coloring including
L-multiple colorings as follows:
Theorem 37. ∗ According to Definition 22, we have:
(1) Any complete graph Kn contains a spanning tree T admitting a graceful labelling f , then Kn
contains another spanning tree T c admitting a graceful labelling f c, such that f c is the dual labelling of f
and E(T ) 6= E(T c).
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(2) Suppose that a connected graph G contains a caterpillar T , such that deletion of all leaves of T
results in a path P = x1x2 · · ·xm, and x1 is adjacent with a leaf u. If the degree degG(u) = |V (G)| − 1, then
G admits an (Xi)
L
1 -type coloring with L ≥ 2.
(3) There are infinite graphs admitting (Xi)
L
1 -type labellings with L ≥ 2.
Proof. Consider the result (1). Let V (Kn) = {xi : i ∈ [1, n]}. We define a labelling g(xi) = i − 1 with
i ∈ [1, n], so g(x1xj) = |g(x1) − g(xj)| = j − 1 for j ∈ [2, n], that is, g is a graceful labelling of a subgraph
K1,n−1 of Kn, where E(K1,n−1) = {x1xj : j ∈ [2, n]}. Notice that Kn has another subgraph K ′1,n−1 having
its edge set E(K ′1,n−1) = {xnxs : s ∈ [1, n − 1]} and admitting another labelling h defined by setting
h(xs) = s − 1 with s ∈ [1, n], and h(xnxt) = |h(xn) − h(xt)| = n − 1 − (t − 1) = n − t with t ∈ [1, n − 1],
so h is a graceful labelling of the subgraph K ′1,n−1 since h(E(K
′
1,n−1)) = [1, n − 1], and h is the dual of g.
Thereby, we claim that g is an (Xi)
2
1-graceful labelling of Kn, since g = h.
(2) Let L(xk) = {yk,i : i ∈ [1, dk]} be the set of leaves adjacent with each vertex xk of the path P =
x1x2 · · ·xm of a caterpillar T of G, k ∈ [1,m]. We define a graceful labelling γ of the caterpillar T in the way:
γ(x1) = 0, γ(y2,i) = i with i ∈ [1, d2]; γ(x3) = 1 +d2, γ(y4,i) = i+ (1 +d2) with i ∈ [1, d4]; go on in this way,
without loss of generality, m = 2p, so γ(x2p−1) = p−1+
∑p−1
j=1 d2j , γ(y2p,i) = i+p+
∑p−1
j=1 d2j with i ∈ [1, d2p].
Next, γ(x2p) = 1 + p+
∑p
j=1 d2j , γ(y2p−1,i) = i+ γ(x2p) with i ∈ [1, d2p−2]; γ(x2p−2) = 1 + d2p−2 + γ(x2p),
γ(y2p−3,i) = i+ γ(x2p−2) with i ∈ [1, d2p−4]; go on in this way, γ(x2) = 1 + (p− 1) + γ(x2p) +
∑p
j=2 d2j−1,
γ(y1,i) = i+ γ(x2) with i ∈ [1, d1]. Notice γ(y1,d1) = |V (T )| − 1.
Assume that degG(y1,d1) = |V (T )| − 1, so G contains K1,|V (T )|−1 with the center y1,d1 . We define a
graceful labelling α as: α(y1,d1) = |V (T )| − 1, α(w) = γ(w) for w ∈ V (G) \ {y1,d1}. Hence, we defined a
total coloring β of G by setting β(w) = α(w) for w ∈ V (K1,|V (T )|−1) ∪ E(K1,|V (T )|−1), β(w) = γ(w) for
w ∈ V (T ) ∪ E(T ), and β(w) ∈ [1, |V (T )| − 1] for w ∈ E(G) \ [E(K1,|V (T )|−1) ∪ E(T )]. Clearly, β is an
(Xi)
2
1-graceful labelling of G.
The result (3) stands by the results (1) and (2).
Problem 12. We have questions about the coloring including L-multiple colorings in the following:
Mul-1. It is natural to guess: “Every connected graph G admits a coloring including a graceful labelling
by Graceful Tree Conjecture”.
Mul-2. For a complete bipartite graph K1,n with vertices x0, xi, . . . , xn and edge set E(K1,n) = {x0xi :
i ∈ [1, n]}, we define a graceful labelling f of K1,n as: f(x0) = n, f(xj) = j with j ∈ [1, n], so we have
f(x0xj) = |f(x0)−f(xj)| = n−j, and f(E(K1,n)) = [1, n]. However, we can see f(x0)+f(x0xj)+f(xj) = 2n,
in other word, f is an edge-magic total labelling of K1,n too. Is this going to happen to other graphs ( 6= K1,n)
else?
4.3 Connections between colorings/labellings
Theorem 38. [20] Let T be a tree on p vertices, and let (X,Y ) be its bipartition of vertex set V (T ). For
integers k ≥ 1 and d ≥ 1, the following assertions are mutually equivalent:
(1) T admits a set-ordered graceful labelling f with max f(X) < min f(Y ).
(2) T admits a super felicitous labelling α with maxα(X) < minα(Y ).
(3) T admits a (k, d)-graceful labelling β with β(x) < β(y)− k + d for all x ∈ X and y ∈ Y .
(4) T admits a super edge-magic total labelling γ with max γ(X) < min γ(Y ) and a magic constant
|X|+ 2p+ 1.
(5) T admits a super (|X|+ p+ 3, 2)-edge antimagic total labelling θ with max θ(X) < min θ(Y ).
(6) T admits an odd-elegant labelling η with η(x) + η(y) ≤ 2p− 3 for every edge xy ∈ E(T ).
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(7) T admits a (k, d)-arithmetic labelling ψ with maxψ(x) < minψ(y) − k + d · |X| for all x ∈ X and
y ∈ Y .
(8) T admits a harmonious labelling ϕ with maxϕ(X) < minϕ(Y \ {y0}) and ϕ(y0) = 0.
We have some results similarly with that in Theorem 38 about flawed labellings as follows:
Theorem 39. [16, 17, 19] Suppose that T =
⋃m
i=1 Ti is a forest made by disjoint trees T1, T2, . . . , Tm, and
(X,Y ) be the vertex bipartition of T . For integers k ≥ 1 and d ≥ 1, the following assertions are mutually
equivalent:
F-1. T admits a flawed set-ordered graceful labelling f with max f(X) < min f(Y );
F-2. T admits a flawed set-ordered odd-graceful labelling f with max f(X) < min f(Y );
F-3. T admits a flawed set-ordered elegant labelling f with max f(X) < min f(Y );
F-4. T admits a flawed odd-elegant labelling η with η(x) + η(y) ≤ 2p− 3 for every edge xy ∈ E(T ).
F-5. T admits a flawed super felicitous labelling α with maxα(X) < minα(Y ).
F-6. T admits a flawed super edge-magic total labelling γ with max γ(X) < min γ(Y ) and a magic
constant |X|+ 2p+ 1.
F-7. T admits a flawed super (|X|+p+3, 2)-edge antimagic total labelling θ with max θ(X) < min θ(Y ).
F-8. T admits a flawed harmonious labelling ϕ with maxϕ(X) < minϕ(Y \ {y0}), ϕ(y0) = 0.
We present some equivalent definitions with parameters k, d for flawed (k, d)-labellings.
Theorem 40. [16, 17, 19] Let T =
⋃m
i=1 Ti be a forest having disjoint trees T1, T2, . . . , Tm, and its bipartition
(X,Y ) of V (T ). For some values of two integers k ≥ 1 and d ≥ 1, the following assertions are mutually
equivalent:
KD-1. T admits a flawed set-ordered graceful labelling f with max f(X) < min f(Y ).
KD-2. T admits a flawed (k, d)-graceful labelling β with maxβ(x) < minβ(y)− k+ d for all x ∈ X and
y ∈ Y .
KD-3. T admits a flawed (k, d)-arithmetic labelling ψ with maxψ(x) < minψ(y) − k + d · |X| for all
x ∈ X and y ∈ Y .
KD-4. T admits a flawed (k, d)-harmonious labelling ϕ with maxϕ(X) < minϕ(Y \ {y0}), ϕ(y0) = 0.
Theorem 41. [16, 17, 19] Let H = E∗ + G be a connected graph, where E∗ is a set of some edges and
G =
⋃m
i=1Gi is a disconnected graph with disjoint connected graphs G1, G2, . . . , Gm. About graph labellings,
G admits a flawed α-labelling if H admits one of the following α-labellings:
Lab-1. α is a graceful labelling, or a set-ordered graceful labelling, or graceful-intersection total set-
labelling, or a graceful group-labelling.
Lab-2. α is an odd-graceful labelling, or a set-ordered odd-graceful labelling, or an edge-odd-graceful
total labelling, or an odd-graceful-intersection total set-labelling, or an odd-graceful group-labelling, or a
perfect odd-graceful labelling.
Lab-3. α is an elegant labelling, or an odd-elegant labelling.
Lab-4. α is an edge-magic total labelling, or a super edge-magic total labelling, or super set-ordered
edge-magic total labelling, or an edge-magic total graceful labelling.
Lab-5. α is a (k, d)-edge antimagic total labelling, or a (k, d)-arithmetic.
Lab-6. α is a relaxed edge-magic total labelling.
Lab-7. α is an odd-edge-magic matching labelling, or an ee-difference odd-edge-magic matching la-
belling.
Lab-8. α is a 6C-labelling, or an odd-6C-labelling.
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Lab-9. α is an ee-difference graceful-magic matching labelling.
Lab-10. α is a difference-sum labelling, or a felicitous-sum labelling.
Lab-11. α is a multiple edge-meaning vertex labelling.
Lab-12. α is a perfect ε-labelling.
Lab-13. α is an image-labelling, or a (k, d)-harmonious image-labelling.
Lab-14. α is a twin (k, d)-labelling, or a twin Fibonacci-type graph-labelling, or a twin odd-graceful
labelling.
Theorem 42. ∗ Let H = E∗ +G be a connected graph, where E∗ is a set of some edges and G =
⋃m
i=1Gi
is a disconnected graph with disjoint connected graphs G1, G2, . . . , Gm. About graph colorings, G admits a
flawed β-coloring if H admits one of the following β-labellings:
Col-1. β is a splitting gracefully total coloring.
Col-2. β is a splitting odd-gracefully total coloring.
Col-3. β is a splitting elegant coloring.
Col-4. β is a splitting odd-elegant total coloring.
Col-5. β is a splitting edge-magic total coloring.
Col-6. β is an (a perfect) edge-magic proper total coloring.
Col-7. β is an (a perfect) edge-difference proper total coloring.
Col-8. β is a (perfect) graceful-difference proper total coloring.
Col-9. β is a (perfect) felicitous-difference proper total coloring.
For understanding various flawed colorings, we show an example in Fig.52, where a connected graph
(H1 ∪ H2) + E∗a admits a splitting set-ordered gracefully total coloring fa, so fa is a flawed set-ordered
gracefully total coloring of the disconnected graph (H1∪H2); a connected graph (T1∪T2)+E∗b admits a set-
ordered gracefully total coloring gb, which is a flawed set-ordered gracefully total coloring of the disconnected
graph (T1∪T2); a connected graph (H1∪H2)+E∗c admits a splitting set-ordered gracefully total coloring fc,
which is a flawed set-ordered gracefully total coloring of the disconnected graph (H1 ∪H2); and a connected
graph (T1∪T2)+E∗d admits a set-ordered gracefully total coloring gd, which is a flawed set-ordered gracefully
total coloring of the disconnected graph (T1 ∪ T2).
For obtaining graphs G mk=1 akHk admitting W -type colorings/labellings by means of a base H =
(Hk)
m
k=1 and the vertex-coinciding operation “”, observe Fig.52 carefully, we can see some phenomenons:
Dist-1 Hi 6= Ti for i = 1, 2, although Hi ∼= Ti in the view of topological structure.
Dist-2 Two edge sets E∗a and E
∗
c of joining H1 and H2 together are different to each other, so are to
(T1 ∪ T2) + E∗b and (T1 ∪ T2) + E∗d .
Dist-3 Each of four graphs Hi and Ti with i = 1, 2 is bipartite and admits a set-ordered coloring that
can be induced by set-ordered graceful labellings. There are many edge sets like E∗k with k = a, b, c, d to join
H1 and H2 together, or T1 and T2 together.
Dist-4 In the view of vertex-coinciding operation, we have four graphs Lk with edge sets E(Lk) = E
∗
k
for k = a, b, c, d, such that four graphs Ls  (H1 ∪ H2) with s = a, c and Lj  (T1 ∪ T2) with j = b, d
are connected. However, La  (H1 ∪ H2) 6∼= Lc  (H1 ∪ H2) although fa(E(H1)) = [13, 21] = fc(E(H1)),
fa(E(H2)) = [1, 10] = fc(E(H2)) and fa(E(La)) = {11, 12} = fc(E(Lc)); and Lb(T1∪T2) 6∼= Ld(T1∪T2)
in spite of fb(E(T1)) = [14, 21] = fd(E(T1)), fb(E(T2)) = [1, 10] = fd(E(T2)) and fb(E(Lb)) = [11, 13] =
fd(E(Ld)). There are many graphs like Lk with k = a, b, c, d to join H1 and H2 together, or T1 and T2
together.
Lemma 43. Suppose that each (pi, qi)-graph Gi are bipartite and connected, and admits a proper total
coloring fi to be a set-ordered gracefully total coloring with i = 1, 2. For integer m ≥ 1, there is a graph H
68
(a) (b)
(d)(c)
11
12
1
8 6
101112
15
16
2
3
4 56
8
7
10
9 9
1
3
18
20
20
21
19
15
18
14
2
17
4
13
16
19
21
22
17
H1 H2
11
12
1
8 6
101112
15
16
2
3
4 56
8
7
10
9 9
1 3
18
20
20
21
19
15
18
14
2 17
4
13
16
19
21
22
H1 H2
17
12
13
11
1 3
19
21
21
19
20
16
22
15
2 18
4
14
18
17
23 22
20 18 8
121314
17 12
3
4
5
6
8
7
10
9
1110
T1 T2
11
12
13
1
3
19
21
21
19
20
16
22
15
2
18
4
14
18
17
23 22
20 18 8
121314
17 12
3
4 56
8
7
10
9
11
10
6
T1 T2
Figure 52: (a) (H1 ∪ H2) + E∗a , where the join set E∗a = {(3, 15), (5, 16)}; (b) (T1 ∪ T2) + E∗b , where the join set
E∗b = {(3, 14), (6, 18), (8, 21), (4, 18)}; (c) (H1∪H2)+E∗c , where the join set E∗c = {(1, 12), (8, 20)}; (b) (T1∪T2)+E∗d ,
where the join set E∗d = {(9, 18), (1, 13), (10, 23), (0, 14)}.
having m edges to join G1 and G2 together based on the vertex-coinciding operation “”, such that resultant
graph H  (G1 ∪G2) is connected and admits a proper total coloring h to be a set-ordered gracefully total
coloring, also, h is a flawed set-ordered gracefully total coloring of the disconnected graph G1 ∪ G2, and a
set-ordered graceful joining coloring of H.
Proof. For i = 1, 2, let (Xi, Yi) be the bipartition of vertex set of each (pi, qi)-graph Gi and Xi = {xi,j :
j ∈ [1, si] and Yi = {yi,j : j ∈ [1, ti]} with si + ti = pi, so each set-ordered gracefully total coloring fi
holds max fi(Xi) < min fi(Yi) and fi(E(Gi)) = [1, qi] by the hypothesis of then theorem. Without loss of
generality, we have
fi(xi,1) ≤ fi(xi,2) ≤ · · · ≤ fi(xi,si) < fi(yi,1) ≤ fi(yi,2) ≤ · · · ≤ fi(yi,ti)
for xi,j ∈ Xi and yi,j ∈ Yi with i = 1, 2. Notice that fi(x) = fi(y) for some distinct vertices x, y ∈ V (Gi)
with i = 1, 2. Clearly, max fi(Xi) = fi(xi,si) and max fi(Yi) = fi(yi,ti) with i = 1, 2. We take arbitrarily an
integer m ≥ 1 and define a coloring g as follows:
Step 1. g(x2,j) = m+ 1 + f1(x1,s1) + f2(w) for w ∈ X2 ∪ Y2 = V (G2). Thereby, g(x2,jy2,i) = f2(x2,jy2,i)
for x2,jy2,i ∈ E(G2), which induces g(E(G2)) = [1, q2], and
g(V (G2)) = {m+ f2(w) : w ∈ V (G2)} ⊆ [m+ 1 + f1(x1,s1) + 1,m+ 1 + f1(x1,s1) + q2].
Notice that max g(V (G2)) = m+ 1 + f1(x1,s1) + f2(y2,t2) = m+ 1 + f1(x1,s1) + q2
Step 2. g(x1,j) = f1(x1,j) for x1,j ∈ X1, g(y1,1x1,s1) = m + q2 + f1(y1,1x1,s1) = m + q2 + 1, so
g(y1,i) = m + q2 + f1(y1,i) for y1,i ∈ Y1, and max g(V (G1)) = m + q2 + f1(y1,t1) = m + q1 + q2. Moreover,
g(x1,jy1,j) = g(y1,i) − g(x1,j) = m + q2 + f1(x1,jy1,i) for x1,jy1,j ∈ E(G1), that is, g(E(G1)) = [m + q2 +
1,m+ q2 + q1].
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Thereby, this coloring holds
g(E(G2)) ∪ g(E(G1)) = [1, q2] ∪ [m+ q2 + 1,m+ q2 + q1].
We need to build up a graph H having m edges only, that is, g(E(H)) = [q2 + 1,m+ q2].
Notice that g(y2,t2) − g(x1,s1) = m + 1 + f1(x1,s1) + f2(y2,t2) − f1(x1,s1) = m + 1 + q2. We have new
vertices z1, z2, . . . , zm can be colored with g(zj) = g(x1,s1) + j = f1(x1,s1) + j with j ∈ [1,m], and can be
added to G1 ∪G2 to realize the goal of this lemma.
Notice that g(y2,t2)−g(zj) = m+1+f1(x1,s1)+f2(y2,t2)− [f1(x1,s1)+j] = m+1+q2−j ∈ [q2 +1,m+q2]
with j ∈ [1,m], that is {g(y2,t2)− g(zj) : j ∈ [1,m]} = [q2 + 1,m+ q2]. We have the following ways:
Way-1. If joining zj with some vertices y2,i of Y2, then we get g(y2,i) − g(zj) = m + 1 + f1(x1,s1) +
f2(y2,i)− f1(x1,s1)− j = m+ 1 + f2(y2,i)− j, and solve the following inequalities
q2 + 1 ≤ m+ 1 + f2(y2,i)− j ≤ m+ q2, (71)
that is, 1 ≤ q2 − f2(y2,i) + j ≤ m, there is at least one solution q2 − f2(y2,i) = 0 for the inequalities (71).
Way-2. If joining zj with some vertices y1,i of Y1, then we get g(y1,i) − g(zj) = m + q2 + f1(y1,i) −
f1(x1,s1)− j with j ∈ [1,m]. Solve inequalities
q2 + 1 ≤ m+ q2 + f1(y1,i)− f1(x1,s1)− j ≤ m+ q2, (72)
so 1 ≤ m + f1(y1,i) − f1(x1,s1) − j ≤ m, there is at least one solution f1(y1,1) − f1(x1,s1) = 1 for the
inequalities (72).
Nonetheless, we have other ways as follows:
Way-3. If g(y2,j) − g(x1,i) ∈ [q2 + 1,m + q2], we can join x1,i with y2,j together with an edge, and join
zj with y2,t2 by an edge, where g(y2,t2)− g(zj) = m+ 1 + q2− j 6= g(y2,j)− g(x1,i), such that H  (G1 ∪G2)
is connected and admits a splitting set-ordered gracefully total coloring.
Way-4. If g(y1,i) − g(x2,j) ∈ [q2 + 1,m + q2], we can join y1,i with x2,j together with an edge, and join
zj with y2,t2 for g(y2,t2)− g(zj) = m+ 1 + q2 − j 6= g(y1,i)− g(x2,j), such that H  (G1 ∪G2) is connected
and admits a splitting set-ordered gracefully total coloring.
Way-5. If we hope that g(y1,i) − g(x2,j) ∈ [q2 + 1,m + q2], then g(y1,i) − g(x2,j) = m + q2 + f1(y1,i) −
[m+ 1 + f1(x1,s1) + f2(x2,j)] = q2 + f1(y1,i)− 1− f1(x1,s1)− f2(x2,j), also
q2 + 1 ≤ q2 + f1(y1,i)− 1− f1(x1,s1)− f2(x2,j) ≤ m+ q2.
We have some solutions 1 ≤ f1(y1,i) − 1 − f1(x1,s1) − f2(x2,j) ≤ m, so we can join x2,j with y1,i together
with an edge.
Way-6. If g(y2,j)− g(x1,i) ∈ [q2 + 1,m+ q2], then we get g(y2,j)− g(x1,i) = m+ 1 + f1(x1,s1) + f2(y2,j)−
f1(x1,i), and
q2 + 1 ≤ m+ 1 + f1(x1,s1) + f2(y2,j)− f1(x1,i) ≤ m+ q2
as well as
1 ≤ q2 − f1(x1,s1)− f2(y2,j) + f1(x1,i) ≤ m
We have some solutions f1(x1,s1)− f1(x1,i) ≤ q2 − f2(y2,j), such that the vertex x1,i can be joined with the
vertex y2,j together by an edge.
The above deducing process has shown the lemma.
For understanding the proof of Lemma 43, see examples shown in Fig.52 and Fig.53. By Lemma 43 and
mathematical induction, we can prove the following result:
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m=48, vertex set={5,6,…,52}, edge set={11,12,…,58}
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Figure 53: A scheme for illustrating the proof of Lemma 43.
Theorem 44. For a base G = (Gk)
n
k=1 made by disjoint graphs G1, G2, . . . , Gn, where each Gk is a
bipartite and connected (pk, qk)-graph admitting a proper total coloring to be a set-ordered gracefully total
coloring with k ∈ [1, n]. There is a graph H such that the graph H nk=1 Gk is connected and admits a
set-ordered gracefully total coloring f , and then f is a flawed set-ordered gracefully total coloring of the base
G = (Gk)
n
k=1 too.
Remark 7. The graph H in Lemma 43 is a hypergraph sometimes. In case H  (⋃nk=1 akGk) for Gk ∈
G = (Gk)
n
k=1, we rewrite H  (
⋃n
k=1 akGk) by H nk=1 akGk, and let Fset be the set of colored graphs.
Furthermore the set
L(Fset G) = {H nk=1 akGk, ak ∈ Z0, Gk ∈ G = (Gk)nk=1, H ∈ Fset} (73)
is called a set-ordered gracefully total coloring graphic lattice with
∑n
k=1 ak ≥ 1 based on Lemma 43, and
the base is G = (Gk)
n
k=1.
If the base G = (Gk)
n
k=1 holds some strong conditions (for instance, admitting a set-ordered graceful
labellings), and a given tree T of n vertices (such as admitting a set-ordered graceful labelling), we can vertex-
coincide a vertex xk of T with a vertex of Gk into one to obtain a connected graph T nk=1 Gk admitting a
W -type labelling, such as, W -type ∈ {felicitous, super edge-magic total, super set-ordered (k, d)-edge-magic
total, super total graceful, super set-ordered total graceful, super generalized total graceful} (Ref. [53], [39],
[44], [43]). 
Let G′ be a copy of a graph G. Join a vertex x of G with its image vertex x′ of the copy G′ by an edge
xx′, the resultant graph is denoted as G ⊥ G′, called a symmetric graph. See some symmetric graphs shown
in Fig.54 and Fig.55.
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Figure 54: A process of constructing a symmetric graph T4 = T1 ⊥ T ′1 admitting a set-ordered graceful la-
belling/coloring from a non-set-ordered graceful graph T0.
71
Lemma 45. Let G be a bipartite and connected graph admitting admits a proper total coloring to be a
gracefully total coloring. Then the symmetric bipartite graph G ⊥ G′ admits a set-ordered gracefully total
coloring.
Proof. Suppose that a bipartite and connected (p, q)-graph G admits a gracefully total coloring f : V (G) ∪
E(G) → [0, q] such that f(x) = f(y) for some distinct vertices x, y ∈ V (G), each edge uv holds f(uv) =
|f(u) − f(v)|, and the edge color set f(E(G)) = {f(uv) : uv ∈ E(G)} = [1, q]. Since G is bipartite, so
V (G) = X ∪ Y and X ∩ Y = ∅.
Take a copy G′ of G, so we have its vertex set V (G′) = X ′ ∪Y ′ and X ′ ∩Y ′ = ∅, and then G′ admits the
gracefully total coloring f . Join a vertex x of G with its image vertex x′ of the copy G′ by an edge xx′, the
resultant graph is symmetric and denoted as G ⊥ G′. Notice that the symmetric graph G ⊥ G′ is bipartite
too, and its vertex set V (G ⊥ G′) = (X ∪ Y ′) ∪ (X ′ ∪ Y ).
We define a total coloring g of the symmetric graph G ⊥ G′ as follows: g(w) = f(w) for each vertex
w ∈ X ∪ Y ′, g(z) = f(z) + q + 1 for each vertex z ∈ X ′ ∪ Y , and g(uv) = |g(u) − g(v)| for each edge
uv ∈ E(G ⊥ G′).
For edges xy ∈ E(G) with x ∈ X and y ∈ Y , we have
g(xy) = |g(y)− g(x)| = g(y)− g(x) = f(y) + q + 1− f(x),
and for edges x′y′ ∈ E(G′) with x′ ∈ X ′ and y′ ∈ Y ′, we get
g(x′y′) = |g(y′)− g(x′)| = g(x′)− g(y′) = f(x′) + q + 1− f(y′).
If f(y)− f(x) > 0, then f(x′)− f(y′) < 0, as well as g(xy) = q + 1 + f(xy) and g(x′y′) = q + 1− f(x′y′); if
f(y) − f(x) < 0, then f(x′) − f(y′) > 0, thus, g(xy) = q + 1 − f(xy) and g(x′y′) = q + 1 + f(x′y′), which
means that the edge color set g(E(G′)) ∪ g(E(G)) = [1, q] ∪ [q + 2, 2q + 1].
In total, we have the edge color set of the symmetric graph G ⊥ G′ as:
g(E(G ⊥ G′)) = g(E(G′)) ∪ g(xx′) ∪ g(E(G)) = [1, q] ∪ {q + 1} ∪ [q + 2, 2q + 1] = [1, 2q + 1].
Since max g(X ∪ Y ′) < min g(X ′ ∪ Y ), so g is a set-ordered gracefully total coloring of the symmetric graph
G ⊥ G′. This lemma has been proven.
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Figure 55: A scheme for illustrating the proof of Lemma 45.
Observe Fig.55 carefully, we can see that there are many ways to form a symmetric graph H ⊥ H ′
admitting a set-ordered gracefully total coloring. So, for a base T = (Tk)
n
k=1 made by disjoint graphs
T1, T2, . . . , Tn, where each Tk is a bipartite and connected (pk, qk)-graph admitting a non-set-ordered grace-
fully total coloring, we have a symmetric graph Tk ⊥ T ′k admitting a set-ordered gracefully total coloring,
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and then we get a symmetric base T ⊥ T′ = (Tk ⊥ T ′k)nk=1 made by the base T = (Tk)nk=1 and its copy
T′ = (T ′k)
n
k=1. We call the following set
L(F  (T ⊥ T′)) = {H nk=1 ak(Tk ⊥ T ′k), ak ∈ Z0, (Tk ⊥ T ′k) ∈ T ⊥ T′, H ∈ F} (74)
a set-ordered gracefully total coloring symmetric graphic lattice with
∑n
k=1 ak ≥ 1 based on Lemma 43 and
Lemma 45, as well as the base T ⊥ T′ = (Tk ⊥ T ′k)nk=1.
Definition 23. ∗ If a proper total coloring f : V (G) ∪ E(G)→ [1,M ] for a bipartite (p, q)-graph G holds:
(i) (e-magic) f(uv) + |f(u)− f(v)| = k;
(ii) (ee-difference) each edge uv matches with another edge xy holding f(uv) = |f(x)−f(y)| (or f(uv) =
2(p+ q)− |f(x)− f(y)|);
(iii) (ee-balanced) let s(uv) = |f(u)−f(v)|−f(uv) for uv ∈ E(G), then there exists a constant k′ such that
each edge uv matches with another edge u′v′ holding s(uv) + s(u′v′) = k′ (or 2(p+ q) + s(uv) + s(u′v′) = k′)
true;
(iv) (set-ordered) max f(X) < min f(Y ) (or min f(X) > max f(Y )) for the bipartition (X,Y ) of V (G).
(v) (edge-fulfilled) f(E(T )) = [1, q].
We call f a 5C-total coloring of G. 
Theorem 46. A bipartite and connected (p, q)-graph T (6= K1,m) admits a proper total coloring f :
V (T ) ∪ E(T ). The following assertions are equivalent to each other:
(1) T admits a set-ordered gracefully total coloring.
(2) T admits a set-ordered odd-gracefully total coloring.
(3) T admits a set-ordered edge-magic total coloring.
(4) T admits a set-ordered 5C-total coloring.
(5) T admits a set-ordered felicitous total coloring.
(6) T admits a set-ordered odd-elegant total coloring.
(7) T admits a set-ordered harmonious total coloring.
(8) T admits a (k, d)-graceful coloring.
Proof. By the assertion (1), we suppose that the bipartite and connected (p, q)-graph T admits a proper
total coloring f : V (T ) ∪ E(T ) to be a set-ordered gracefully total coloring, max f(X) < min f(Y ), where
(X,Y ) is the bipartition of V (T ). Notice that f(x) = f(y) for some distinct vertices x, y ∈ V (T ), and
f(E(T )) = {f(uv) = |f(u) − f(v)| : uv ∈ E(T )} = [1, q]. Let X = {xi : i ∈ [1, s] and Y = {yj : j ∈ [1, t]}
with s+ t = p. “(k)⇒ (j)” means the assertion (k) deduces the assertion (j) in the following proof.
(1)⇒(2) We define a proper total coloring godd of T as: godd(xi) = 2f(xi)−1 for xi ∈ X, and godd(yj) =
2f(yj) − 2 for yj ∈ Y , godd(xiyj) = |godd(yj) − godd(xi)| = |2f(yj) − 1 − 2f(xi)| = 2f(yj) − 1 − 2f(xi) =
2f(xiyj) − 1, which induces g(E(T )) = [1, 2q − 1]o. godd is a proper total coloring to be a set-ordered odd-
gracefully total coloring. Moreover, we have f(xi) =
1
2godd(xi) for xi ∈ X, and f(yj) = 12 [godd(yj) + 1] for
yj ∈ Y , immediately, we have:“T admits a set-ordered gracefully total coloring if and only if T admits a
set-ordered odd-gracefully total coloring”.
(1)⇒(3) We define a proper total coloring gmag of T as: gmag(xi) = max f(X) + min f(X) − f(xi) for
xi ∈ X, and gmag(yj) = f(yj) for yj ∈ Y , and gmag(xiyj) = q + 1− f(xiyj) for xiyj ∈ E(T ). Then
gmag(xi) + gmag(xiyj) + gmag(yj) = q + 1 + max f(X) + min f(X)
for each edge xiyj ∈ E(T ), so we claim that gmag is a proper total coloring to be a set-ordered edge-magic
total coloring. Thereby, T admits a set-ordered gracefully total coloring if and only if T admits a set-ordered
edge-magic total coloring.
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(1)⇒(4) We define a proper total coloring g5C of T as: g5C(w) = f(w) for each vertex w ∈ V (T ),
g5C(xiyj) = q + 1− f(xiyj) for each edge xiyj ∈ E(T ).
(i) (e-magic) g5C(xiyj) + |g5C(xi) − g5C(yj)| = q + 1 − f(xiyj) + |f(xi) − f(yj)| = q + 1 for each edge
xiyj ∈ E(T ).
(ii) (ee-difference) g5C(xiyj) = q + 1 − f(xiyj) = f(x′iy′j) for xiyj ∈ E(T ), since each edge xiyj ∈ E(T )
corresponds an edge x′iy
′
j ∈ E(T ) form f(xiyj) + f(x′iy′j) = q + 1.
(iii) (ee-balanced) From s(xy) = |f(x) − f(y)| − f(xy) for uv ∈ E(G), we have s5C(xy) = |g5C(x) −
g5C(y)| − g5C(xy) = |f(x)− f(y)| − [q+ 1− f(xy)] = |f(x)− f(y)| − f(x′y′), where f(xy) + f(x′y′) = q+ 1.
So, s5C(xy) + s5C(x
′y′) = [|f(x)− f(y)| − f(x′y′)] + |f(x′)− f(y′)| − f(xy) = 0.
(iv) (set-ordered) max g5C(X) < min g5C(Y ) by the property of the set-ordered gracefully total coloring
f .
(v) (edge-fulfilled) max g5C(E(T )) = [1, q], since f(E(T )) = [1, q].
Thereby, we claim that g5C is a 5C-total coloring of T .
(1)⇒(5) We define a proper total coloring gfel of T as: gfel(yj) = f(yj) for yj ∈ Y , gfel(xi) = max f(X) +
min f(X)− f(xi) for xi ∈ X, and
gfel(xiyj) = gfel(xi) + gfel(yj) = max f(X) + min f(X)− f(xi) + f(yj) (mod q)
= max f(X) + min f(X) + f(xiyj) (mod q)
for each edge xiyj ∈ E(T ). So, max gfel(X) < min gfel(Y ), and gfel(E(T )) = [0, q − 1], that is, the coloring
gfel is really a set-ordered felicitous total coloring of T .
(1)⇒(6) We define a proper total coloring gele as: gele(xi) = 2[max f(X) + min f(X) − f(xi)] − 1 for
xi ∈ X, and gele(yj) = 2f(yj)− 2 for yj ∈ Y , and for each edge xiyj ∈ E(T ), we have
gele(xiyj) = gele(xiyj) + gele(xiyj) (mod 2q)
= 2[max f(X) + min f(X)− f(xi)]− 1 + [2f(yj)− 2] (mod 2q)
= 2[max f(X) + min f(X) + f(xiyj)]− 1 (mod 2q).
We can see that max gele(X) < min gele(Y ), and gele(E(T )) = [1, 2q − 1]o, so gele is really a set-ordered
odd-elegant total coloring of T .
(1)⇒(7) We define a proper total coloring ghar as: ghar(xi) = max f(X) + min f(X)− f(xi) for xi ∈ X,
and ghar(yj) = f(yj) for yj ∈ Y , and for each edge xiyj ∈ E(T ), we have ghar(xi) + ghar(yj) = max f(X) +
min f(X)− f(xi) + f(yj) = max f(X) + min f(X) + f(xiyj), which induces a consecutive set [max f(X) +
min f(X) + 1,max f(X) + min f(X) + q], so we define ghar(xiyj) = ghar(xi) + ghar(yj) (mod q). Clearly,
ghar is a set-ordered harmonious total coloring, since max ghar(X) < min ghar(Y ) and ghar(E(T )) = [0, q−1].
(1)⇒(8) We define a proper total coloring gkd as:gkd(xi) = f(xi) ·d for xi ∈ X, and gkd(yj) = k+f(yj) ·d
for yj ∈ Y , and for each edge xiyj ∈ E(T ), we set gkd(xiyj) = gkd(yj)− gkd(xi) = k + f(yj) · d− f(xi) · d =
k+ f(xiyj) · d. Thereby, gkd(E(T )) = {k+ d, k+ 2d, . . . , k+ qd}, which implies that gkd is a (k, d)-gracefully
total coloring of T .
Notice that each translation between f and gε with ε ∈ {odd, mag, 5C, fel, har, kd} is linear, so it is
easily to obtain the original coloring f from gε, which means the equivalent proof. The theorem has been
shown completely.
Problem 13. Since a colored connected (p, q)-graph G can be vertex-split into some colored trees, or be
leaf-split into colored trees, we have questions as follows:
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Figure 56: Examples for understanding Theorem 46.
Tree-1. Construct graphs or graphic lattices admitting set-ordered gracefully total colorings or set-
ordered graceful labellings.
Tree-2. If a tree T admits a graceful labelling, then does it admit a gracefully total coloring?
Tree-3. Determine each W -type coloring defined in Definition 3 for trees.
Tree-4. Determine trees admitting set-ordered gracefully total colorings, or determine trees refusing
set-ordered gracefully total colorings.
Tree-5. About the parameter vW (G) = minf{|f(V (G))|} over all W -type coloring f of G for a fixed
W ∈ [1, 27] based on Definition 3, for each integer m subject to vW (G) < m ≤ p − 1, does there exist a
W -type coloring g holding |g(V (G))| = m?
4.4 Applications of equivalent colorings
4.4.1 Equivalent coloring-based lattices
Suppose that each graph T ci of the base T
c = (T c1 , T
c
2 , . . . , T
c
n) of a colored graphic lattice L(T
c  F cp,q)
defined in (16) admits a W -type coloring fi, such that T
c admits a flawed W -type coloring f , then we
rewrite L(Tc  F cp,q) as L(Tc  (f)F cp,q). If each W -type coloring fi is equivalent to another W ′-type
coloring gi, such that the flawed W -type coloring f is equivalent to a W
′-type coloring g, thus, we get a
colored graphic lattice L(Tc(g)F cp,q). Thereby, we say two lattices L(Tc(f)F cp,q) (as a public-key set) and
L(Tc (g)F cp,q) (as a private-key set) are equivalent to each other. In the language of graph homomorphism,
we have two homomorphically equivalent graphic lattice homomorphisms L(Tc(f)F cp,q)↔ L(Tc(g)F cp,q).
Also, L(Tc(f)F cp,q)↔ L(Tc(g)F cp,q), a pair of homomorphically equivalent graphic lattices. Consequently,
each colored graph of L(Tc  (f)F cp,q) is equivalent to some colored graph of L(Tc  (g)F cp,q) too.
Let ϕ be a linear transformation between fi and gi, that is, gi = ϕ(fi) with i ∈ [1, n], and g = ϕ(f). So,
fi = ϕ
−1(gi) with i ∈ [1, n], and f = ϕ−1(g). In the view of linear transformation, we have
L(Tc  (g)F cp,q) = ϕ(L(Tc  (f)F cp,q)), L(Tc  (f)F cp,q) = ϕ−1(L(Tc  (g)F cp,q)) (75)
with G = ϕ(H) and H = ϕ−1(G) for H ∈ L(Tc  (f)F cp,q) and G ∈ L(Tc  (g)F cp,q).
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4.4.2 Encrypting graphs for topological authentications
Let Fequ = {Hk : k ∈ [1,m]} be a set of disjoint connected graphs H1, H2, . . . ,Hm with Hi ∼= Hj , where each
Hk admits a Wk-type coloring hk with k ∈ [1,m], and moreover there a linear transformation θi,j holding
hj = θi,j(hi) for any pair of distinct hi and hj . For a given graph G of n vertices with n ≤ m, we can apply
Fequ to encrypt G wholly. In mathematical mapping, we color G with the elements of Fequ in the following
way: Take a proper vertex coloring θ : V (G)→ Fequ, and join some vertices xi,s of Hi with some vertices xj,t
of Hj by edges if uiuj ∈ E(G), where V (G) = {u1, u2, . . . un}. The new graph is denoted as G/Fequ, clearly,
there are many graphs of form G/Fequ. Suppose that the vertex xi,s of Hi is connected with xi,t by a path
P is,t = xi,sxi,s+1 · · ·xi,t−1xi,t, correspondingly, Hj has a path P js,t = xj,sxj,s+1 · · ·xj,t−1xj,t to connect the
vertex xj,s with xj,t in Hj . Then, hj(P
j
s,t) = θi,j(hi(P
i
s,t)), we color the edge xj,sxj,t of G/Fequ by a function
fi,j(hi(P
i
s,t), hj(P
j
s,t)). Thereby, G / Fequ admits a total coloring ϕ made by {hk}m1 and {{θi,j , fi,j}m1 }m1 .
Let J be a connected bipartite graph with bipartition (X,Y ). By two equivalent lattices and the linear
transformation ϕ defined in (75), we use the elements of the lattice L(Tc  (f)F cp,q) to color the vertices of
X, and apply the elements of the lattice L(Tc  (g)F cp,q) to color the vertices of Y , so the resultant graph
is written as SH = J / (L(Tc  (f)F cp,q),L(Tc  (g)F cp,q)), and it is a bipartite graph with the bipartition
(Xf , Yg) such that its edge GxGy with Gx ∈ Xf and Gy ∈ Yg holds Gy = ϕ(Gx) and Gx = ϕ−1(Gy) for
Gx ∈ L(Tc  (f)F cp,q) (as a public-key set) and Gy ∈ L(Tc  (g)F cp,q) (as a private-key set). Since there are
many ways to join Gx with Gy together by edges, and there are many graphs can be used to color two ends
x and y of an edge xy of J , so the number of the graphs of form SH is greater than one.
4.5 (p, s)-gracefully total numbers and (p, s)-gracefully total authentications
As known, each bipartite complete graph Km,n does not admit a gracefully total coloring g with g(x) = g(y)
for some distinct two vertices x, y ∈ V (Km,n), meanwhile Km,n admits a graceful labelling f with f(u) 6=
f(w) for any pair of vertices u,w ∈ V (Km,n). We have two kinds of extremum graphs as follows:
1. If a connected (p, q)-graph H+ admits a gracefully total coloring, and adding a new edge e to H+
makes a new graph H+ + e such that H+ + e does not admit a gracefully total coloring, we say H+ a
gracefully+ critical graph.
2. If a connected (s, t)-graph H− does not admit a gracefully total coloring, but removing an edge e′
from H− produces a new graph H− − e′ admitting a gracefully total coloring, we say H− a gracefully−
critical graph.
A (p, s)-gracefully total number Rgrace(p, s) is an extremum number, such that any red-blue edge-coloring
of each complete graph Km of m = Rgrace(p, s)− 1 vertices does not induce a gracefully+ critical graph H+
of p vertices and a gracefully− critical graph H− of s vertices, such that each edge of H+ is red and each
edge of H− is blue.
If a connected graph G contains a gracefully+ critical graph H+ of p vertices and a gracefully− critical
graph H− of s vertices, and both critical graphs H+ and H− are edge-disjoint in G, then we call G a
(p, s)-gracefully total authentication, and (H+, H−) a (p, s)-gracefully total matching.
We have the following obvious facts:
Proposition 47. (1) Matching of gracefully total graphs hold: If (H+, H−) is a gracefully total matching,
so are (H+ + e,H− − e′), (H+, H+ + e) and (H−, H− − e′) too.
(2) Gracefully total numbers hold: Rgrace(p, s) = Rgrace(s, p) with p ≥ 4 and s ≥ 4.
In Fig.59, we can see the following facts: (1) A red-blue edge-coloring of K5 does not induce a gracefully
−
critical graph H− of four vertices, so the (4, 4)-gracefully total number Rgrace(4, 4) = 6. (2) a red-blue edge-
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Figure 57: (a) (H+1 , H
−
1 ) is a (4, 5)-gracefully total matching, and G1 is a (4, 5)-gracefully total authentication; (b)
(H+2 , H
−
2 ) is a (5, 4)-gracefully total matching, and G2 is a (5, 4)-gracefully total authentication.
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Figure 58: (c) (H+3 , H
−
3 ) is a (5, 4)-gracefully total matching, and G3 is a (4, 4)-gracefully total authentication; (d)
(H+4 , H
−
4 ) is a (5, 5)-gracefully total matching, and G4 is a (5, 5)-gracefully total authentication.
coloring of K6 does not induce a gracefully
− critical graph H− of five vertices and a gracefully+ critical graph
H+ of 5 vertices, such that each edge of H+ is red and each edge of H− is blue. So, the (5, 5)-gracefully
total number Rgrace(5, 5) = 7. and (3) Rgrace(4, 5) ≥ 7.
Problem 14. The gracefully total number Rgrace(p, s) has been designed by means of the idea of Ramsey
number of graph theory. It seems to be not easy to compute the exact value of a gracefully total number
Rgrace(p, s).
A connected graph G containing a (p, s)-gracefully total matching (H+, H−) is just a (p, s)-gracefully to-
tal authentication when H+ is as a public key and H− is as a public key, and G is smallest if |V (G)| ≤ |V (H)|
and |E(G)| ≤ |E(H)| for any (p, s)-gracefully total authentication H. So, there are many smallest (p, s)-
gracefully total authentications by Proposition 47, find all smallest (p, s)-gracefully total authentications.

Let K2,n (as a gracefully
+ critical graph H+) be a complete bipartite graph with its vertex set V (K2,n) =
{x1, x2} ∪ {y1, y2, . . . , yn} and edge set E(K2,n) = {xiyj : i ∈ [1, 2], j ∈ [1, n]}. We define a graceful
labelling f for K2,n in the way: f(xi) = i for i ∈ [1, 2], and f(yj) = 2j + 1 for j ∈ [1, n]; next we set
f(xiyj) = f(yj) − f(xi) = 2j + 1 − i, which deduces f(E(K2,n)) = [1, 2n]. Clearly, K2,n does not admit a
gracefully total coloring g with g(x) = g(y) for some distinct two vertices x, y ∈ V (K2,n).
We remove an edge x2yn from K2,n to obtain a connected bipartite graph K2,n − x2yn (as a gracefully+
critical graph H+), and define a total coloring g as: g(x1) = f(x1) = 1, g(x2) = 2n, g(yn) = 2n, and
g(yj) = f(yj) for j ∈ [1, 2n − 1]; set g(xiyj) = g(yj) − g(xi). So, g(E(K2,n − x2yn)) = [1, 2n − 1], and
g(x2) = 2n = g(yn). We claim that g is a gracefully total coloring of the graph K2,n − x2yn.
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Figure 59: (a) A red-blue edge-coloring of K5; (b) a red-blue edge-coloring of K6.
We add a new vertex w to K2,n, and add new edges wyk with k ∈ [2, n], wx1 and y1yk with k ∈ [2, n] to
K2,n+w, the resultant graph is denoted as G with (n+3) vertices. It is not hard to see that these new edges
induce just a connected bipartite graph K2,n − x2yn. Thereby, G contains a gracefully+ critical (p, q)-graph
H+ = K2,n − x2yn and a gracefully− critical (s, t)-graph H− = K2,n, and both critical graphs K2,n − x2yn
and K2,n are edge-disjoint in G. Thereby, G is a smallest (n+ 2, n+ 2)-gracefully total authentication.
4.6 Constructing gracefully graphic lattices
In [50], the authors have shown the following results for building up gracefully graphic lattices admitting
proper gracefully total colorings.
Definition 24. Suppose that a connected (p, q)-graph G admits a proper total coloring f : V (G)∪E(G)→
[1,M ], and there are f(x) = f(y) for some pairs of vertices x, y ∈ V (G). If f(uv) = |f(u) − f(v)| for each
edge uv ∈ E(G), f(E(G)) = [1, q] and, f(V (G)) ⊆ [1, q + 1], we call f a proper gracefully total coloring. 
Lemma 48. Let G be a connected graph admitting a proper gracefully total coloring. Another connected
graph obtained by adding leaves to G admits a proper gracefully total coloring too.
Theorem 49. Every tree T with diameter D(T ) ≥ 3 admits a proper gracefully total coloring. Furthermore,
let L(T ) be the set of leaves of a tree T , if the tree T − L(T ) obtained by removing all leaves from T holds
|V (T − L(T ))| ≤ |L(T )|, then the tree T admits a proper gracefully total coloring.
Lemma 50. If a tree T with its diameter D(T ) ≥ 3 admits a set-ordered graceful labelling f with f(V (T )) =
[1, |V (T )|], then the resulting tree obtained by vertex-coinciding each vertex xi of T with the maximum degree
vertex of some star K1,mi admits a proper gracefully total coloring.
Let Fso-gra (resp. Fso-odd) be a set of non-star connected graphs admitting set-ordered graceful labellings
(resp. set-ordered odd-graceful labellings), and let K = (K1,ak)
n
k=1 be a star-base made by disjoint stars
K1,a1 ,K1,a2 , . . . ,K1,an . Lemma 50 enables us to obtain a graceful-coloring star-graphic lattice as follows:
L(Fso-gra K) =
{
T nk=1 akK1,ak , ak ∈ Z0, T ∈ Fso-gra
}
(76)
with
∑n
k=1 ak = |V (T )|, where each vertex x of T is vertex-coincided with a vertex of some star K1,ak .
Moreover, we have an odd-graceful-coloring star-graphic lattice
L(Fso-odd K) =
{
H nk=1 akK1,ak , ak ∈ Z0, H ∈ Fso-odd
}
(77)
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with
∑n
k=1 ak = |V (H)|, where each vertex x of H is vertex-coincided with a vertex of some star K1,ak .
If a star-base K = (K1,ak)
n
k=1 holds {ak}nk=1 to be a Fibonacci sequence, we call L(Fso-gra  K) a
Fibonacci-star graceful-coloring graphic lattice, and L(Fso-odd  K) a Fibonacci-star odd-graceful-coloring
graphic lattice.
Lemma 50 can be restated as: “Adding leaves to a tree admitting a set-ordered graceful labelling produces
a haired tree admitting a proper gracefully total coloring.”
Notice that the trees T nk=1 akK1,ak in L(Fso-graK) (resp. H nk=1 akK1,ak in L(Fso-oddK)) forms
a set, in fact, such that each tree in {T nk=1 akK1,ak} (resp. {H nk=1 akK1,ak}) admits a proper gracefully
total coloring (resp. a proper odd-gracefully total coloring).
VERTEX-INTEGRATING algorithm.
Suppose that a connected and bipartite (n, q)-graph T with bipartition (X,Y ) admits a set-ordered
proper graceful coloring f (resp. a set-ordered proper odd-graceful labelling) holding f(X) < f(Y ) for
X = {x1, x2, . . . , xs} and Y = {y1, y2, . . . , yt} with s+ t = n = |V (T )|. Each connected and bipartite graph
Hk with k ∈ [1, n] admits a set-ordered proper gracefully total coloring (resp. a set-ordered odd-gracefully
total coloring). G = T nk=1 Hk is obtained by doing
S-1. For k ∈ [1, s], we vertex-integrate each vertex xk of the graph T with the vertex xk,1 of Hk into one
vertex, denoted as xk still.
S-2. For j ∈ [1, t], we vertex-integrate each vertex yj of the graph T with the vertex ys+j,bs+j of Hs+j
into one vertex, denoted as yj still.
Let A =
∑s
k=1 ek, B =
∑t
r=1 es+r, where ek = |Hk| with k ∈ [1, n]. So, G has eG = eT+A+B = q+A+B
edges in total.
Theorem 51. Suppose that G = T nk=1 Hk is made by the VERTEX-INTEGRATING algorithm. If
f(xk) < 1 +B+
∑s−k
r=1 es−r+1, and A ≥ B, the G admits a proper gracefully total coloring g (resp. a proper
odd-gracefully total coloring) with g(V (G)) ⊆ [1, |E(G)|].
Let H = (H1, H2, . . . ,Hn) = (Hk)
n
k=1 be a base built by disjoint connected bipartite graphH1, H2, . . . ,Hn,
where each Hk admits a set-ordered proper gracefully total coloring (resp. a set-ordered odd-gracefully total
coloring). By Theorem 51, we have a graceful-coloring graphic lattice
L(Fso-gra H) =
{
T nk=1 akHk, ak ∈ Z0, T ∈ Fso-gra
}
(78)
with
∑n
k=1 ak = |V (T )|, and furthermore we have an odd-graceful-coloring graphic lattice
L(Fso-odd H) =
{
Gni=1 akHk, ak ∈ Z0, G ∈ Fso-odd
}
. (79)
with
∑n
k=1 ak = |V (G)|. Each graph of L(Fso-gra H) and L(Fso-odd H) admits a proper gracefully total
coloring, or a proper odd-gracefully total coloring.
For understanding Theorem 51, we show an example though Fig.60, Fig.61 and Fig.62. In Fig.60, we can
see that a tree T with bipartition (X,Y ) admits a set-ordered proper graceful coloring holding f(X) < f(Y )
for X = {x1, x2, x3, x4} and Y = {y1, y2, y3, y4, y5} with 9 = |V (T )|, and each connected and bipartite
graph Hk with k ∈ [1, n] admits a set-ordered proper gracefully total coloring in Theorem 51. Fig.61 is for
understanding the proof of Theorem 51. The result is given in Fig.62.
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Figure 60: A scheme for Illustrating Theorem 51.
4.7 Constructing weak-gracefully graphic lattices
Definition 25. If a connected (p, q)-graph G admits a total coloring f : V (G) ∪ E(G)→ [1,M ], such that
f(uv) = |f(u)−f(v)| and f(u) 6= f(v) with uv ∈ E(G), and f(E(G)) = [1, q], as well as f(V (G)) ⊆ [1, q+1],
we call f a weak-gracefully total coloring. It may happen f(u) = 2f(v) or f(v) = 2f(u) in a weak gracefully
total coloring. Moreover, if G is bipartite, and max f(X) < min f(Y ) for the bipartition (X,Y ) of vertex
set of G, we call f a set-ordered weak gracefully total coloring. 
A base H = (Hk)
n
k=1 is made by n disjoint connected graphs H1, H2, . . . ,Hn (n ≥ 2), we define particular
kinds of graphs as follows:
(a) If there exists an edge set E∗, such that a vertex xi of each Hi is joined with a vertex xj of some Hj
by an edge xixj ∈ E∗, the resultant graph is just connected, denoted as E∗ ⊕nk=1 Hk, called an edge-joined
graph.
(b) A hand-in-hand graph G is made by coinciding a vertex xk−1 of Hk−1 with a vertex xk of Hk into
one vertex xk−1  xk for each k ∈ [2, n], denoted G = (Hk−1 Hk)nk=2.
(c) A single-series graph L is constructed by joining a vertex xk−1 of Hk−1 with a vertex xk of Hk by a
new edge xk−1xk for each k ∈ [2, n], denoted L = E∗ 	nk=1 Hk.
(d) A connected bipartite graph F has n vertices x1, x2, . . . xn, coinciding a vertex ui of each Hi with the
vertex xi of F into one vertex xi ui for i ∈ [1, n] produces a graph, called F -graph, denoted as F nk=1 Hk.
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Figure 61: A connected graph G admits a proper gracefully total coloring as an example for Theorem 51.
Lemma 52. Given a base H = (Hk)
n
k=1 with ek = |E(Hk)| and e1 ≥ e2 ≥ · · · ≥ en, and each Hk admits
a set-ordered weak gracefully total coloring. Then there exists an edge set E∗, such that the edge-joined
graph E∗ ⊕nk=1 Hk admits a set-ordered weak gracefully total coloring too.
Theorem 53. If each each Hk of a base H = (Hk)
n
k=1 is a connected bipartite graph and admits a set-ordered
weak gracefully total coloring, we have
(1) there exists a hand-in-hand graph G = (Hk−1 Hk)nk=2, such that G is a connected bipartite graph
admitting a set-ordered weak gracefully total coloring.
(2) there exists a single-series graph H = E∗ 	nk=1 Hk, such that H is a connected bipartite graph
admitting a set-ordered weak gracefully total coloring.
Theorem 54. If each each Hk of a base H = (Hk)
n
k=1 is a connected bipartite graph and admits a set-
ordered weak gracefully total coloring, and another connected bipartite graph F of n vertices admits a
set-ordered weak gracefully total coloring, then the F -graph F nk=1 Hk is a connected bipartite graph and
admits a set-ordered weak gracefully total coloring.
The examples for illustrating Lemma 52 are shown in Fig.63, Fig.64, Fig.65, Fig.66 and Fig.67. Lemma
52 will produce a recursive connected graph Gm, where G1 = E
∗
r,1 ⊕ (H1 ∪H2), G2 = E∗r,2 ⊕ (G1 ∪H3) and
Gm = E
∗
r,m⊕ (Gm−1 ∪Hm+1), m ∈ [2, n− 1]. For all sets E∗ = {(E∗r,k)nk=1, r ∈ [1,M ]} of possible edges, we
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Figure 62: The compound of the connected graph G shown in Fig.61.
have a set-ordered weak gracefully total coloring graphic lattice based on lattice base H = (Hk)
n
k=1
L(E∗ ⊕H) = {Gn−1 = E∗r,n ⊕ (Gn−1 ∪Hn), E∗r,n ∈ E∗, Hk ∈ H} (80)
such that each graph of the lattice L(E∗⊕H) defined in (80) is a single-series graph and admits a set-ordered
weak gracefully total coloring.
Let (Hi1 , Hi2 , . . . ,Hin) be a permutation of (H1, H2, . . . ,Hn), according to Theorem 53, each connected
bipartite graph (Hik−1 Hik)nk=2 admits a set-ordered weak gracefully total coloring, so let Permu(H) to be
the set of all permutations of (H1, H2, . . . ,Hn), we call the following set
L(./ Permu(H)) = {(Hik−1 ./ Hik)nk=2, (Hi1 , Hi2 , . . . ,Hin) ∈ Permu(H)} (81)
a set-ordered weak gracefully total coloring hand-in-hand graphic lattice. For each k ∈ [1, n], we select ck
connected bipartite graphs Hk from the base H = (Hk)
n
k=1, and construct hand-in-hand graph ./
n
k=1 ckHk
by Theorem 53, we have a set-ordered weak gracefully total coloring hand-in-hand graphic lattice
L(./ H) = {./nk=1 ckHk, ck ∈ Z0, Hk ∈ H}. (82)
We have a lattice
L(./ {H}) = L(./ Permu(H)) ∪ L(./ H), (83)
82
based on H = (Hk)
n
k=1, L(./ Permu(H)) defined in (81) and L(./ H) defined in (82). Moreover, Theorem 54
induces the following F -lattice:
L(F∗ H) = {F nk=1 Hk, Hk ∈ H, F ∈ F∗} (84)
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Figure 63: Four graphs admitting set-ordered weak gracefully total colorings.
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Figure 64: A hand-in-hand graph made by four graphs shown in Fig.63 admits a set-ordered weak gracefully
total coloring.
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Figure 65: A single-series graph made by four graphs shown in Fig.63 admits a set-ordered weak gracefully
total coloring.
Problem 15. Let vweakgtc(G) = minf{|f(V (G))|} over all weak gracefully total colorings of a connected
graph G. Then any tree T with diameter at least three golds vweakgtc(T ) ≥ 12 |V (T )|.
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Figure 66: Another hand-in-hand graph made by four graphs shown in Fig.63 admits a set-ordered weak
gracefully total coloring.
5 Graphic group lattices
Academician Xiaogang Wen of the United States, in his article “New revolution in physics modern mathe-
matics in condensed matter physics”, pointed out: “But since the quantum revolution, especially since the
second quantum revolution, we are more and more aware that our world is not continuous, but discrete.
We should look at the world from the perspective of algebra.” And moreover, the development of modern
mathematics is exactly from continuous to discrete, from analysis to algebra. It also puts forward that
discrete algebra is more essential than continuous analysis.
In [15], [27] and [13] the authors proposed new-type groups (like Abelian additive finite groups), called
every-zero graphic groups made by Topsnut-gpws of topological coding.
5.1 Graphic groups
We introduce a mixed every-zero graphic groups by the following algorithm:
MIXED Graphic-group Algorithm. Let f : V (G) ∪ E(G) → [1,M ] be a W -type proper total
coloring of a graph G such that two color sets f(V (G)) = {f(x) : x ∈ V (G)} and f(E(G)) = {f(uv) :
uv ∈ E(G)} hold a collection of restrictions. We define a W -type proper total coloring gs,k by setting
gs,k(x) = f(x) + s (mod p) for every vertex x ∈ V (G), and gs,k(uv) = f(uv) + k (mod q) for each edge
uv ∈ E(G). Let Ff (G) be the set of graphs Gs,k admitting W -type proper total colorings gs,k defined above,
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Figure 67: A scheme for an idea of proving Lemma 52.
and each graph Gs,k ∼= G in topological structure. We define an additive operation “⊕” on the elements of
Ff (G) in the following way: Take arbitrarily an element Ga,b ∈ Ff (G) as the zero, and Gs,k⊕Gi,j is defined
by the following computation
[gs,k(w) + gi,j(w)− ga,b(w)] (mod ε) = gλ,µ(w) (85)
for each element w ∈ V (G)∪E(G), where λ = s+i−a ( mod p) and µ = k+j−b ( mod q). As w = x ∈ V (G),
the form (85) is just equal to
[gs,k(x) + gi,j(x)− ga,b(x)] (mod p) = gλ,µ(x) (86)
and as w = uv ∈ E(G), the form (85) is defined as follows:
[gs,k(uv) + gi,j(uv)− ga,b(uv)] (mod q) = gλ,µ(uv). (87)
Especially, as s = i = a = α, we have mod ε = mod q in (85), and
[gα,k(uv) + gα,j(uv)− gα,b(uv)] (mod q) = gα,µ(uv) (88)
85
for uv ∈ E(G); and when k = j = b = β, so mod ε = mod p in (85), we have
[gs,β(x) + gi,β(x)− ga,β(x)] (mod p) = gλ,β(x), x ∈ V (G). (89)
We have the following facts on the graph set Ff (G):
(1) Zero. Each graph Ga,b ∈ Ff (G) can be determined as the zero such that Gs,k ⊕Ga,b = Gs,k.
(2) Uniqueness. For Gs,k ⊕ Gi,j = Gc,d ∈ Ff (G) and Gs,k ⊕ Gi,j = Gr,t ∈ Ff (G), then c = s + i −
a (mod p) = r and c = k + j − b (mod q) = t under the zero Ga,b.
(3) Inverse. Each graph Gs,k ∈ Ff (G) has its own inverse Gs′,k′ ∈ Ff (G) such that Gs,k⊕Gs′,k′ = Ga,b
determined by [gs,k(w) + gi,j(w)] (mod ε) = 2ga,b(w) for each element w ∈ V (G) ∪ E(G).
(4) Associative law. Each triple Gs,k, Gi,j , Gc,d ∈ Ff (G) holds Gs,k⊕ [Gi,j⊕Gc,d] = [Gs,k⊕Gi,j ]⊕Gc,d.
(5) Commutative law. Gs,k ⊕Gi,j = Gi,j ⊕Gs,k.
Thereby, we call Ff (G) = {Gs,k : s ∈ [0, p], k ∈ [0, q]} an every-zero mixed graphic group based on
the additive operation “⊕” defined in (85), and write this group by G = {Ff (G);⊕}. G contains pq
graphs. There two particular every-zero graphic subgroups {Fv(G);⊕} ⊂ G and {Fe(G);⊕} ⊂ G, where
Fv(G) = {Gs,0 : s ∈ [0, p]} and Fe(G) = {G0,k : k ∈ [0, q]}. In fact, G contains at least (p + q) every-zero
graphic subgroups.
For two every-zero graphic groups {Ff (G);⊕} and {Fh(H);⊕}, suppose that there are graph homomor-
phisms Gi → Hi defined by θi : V (Gi) → V (Hi) with i ∈ [1,m]. We define θ =
⋃m
i=1 θi, and have an
every-zero graphic group homomorphism {Ff (G);⊕} → {Fh(H);⊕} from a set Ff (G) to another set Fh(H)
(Ref. [32]).
5.2 Graphic group lattices
A technique for encrypting networks. Using an every-zero mixed graphic group G to encrypt a
connected graph H by a mapping ϕ : V (H) ∪ E(H) → G such that ϕ(uv) = ϕ(u) ⊕k ϕ(v) under a zero
Ga,b ∈ G. So, we get another graph obtained by the set {ϕ(x), ϕ(uv) : x ∈ V (H), uv ∈ E(H)}, and join
some vertices of the graph Gu = ϕ(u) ∈ G with some vertices of the graph Guv = ϕ(uv) ∈ G by edges, and
join some vertices of the graph Gv = ϕ(v) ∈ G with some vertices of the graph Guv = ϕ(uv) ∈ G by edges,
we write this graph as H /a,b |(p,q)(s,k)as,kGs,k, where Gs,k ∈ G, each as,k ∈ Z0 and
∑(p,q)
(s,k) as,k ≥ 1.
In general, H /a,b |(p,q)(s,k)as,kGs,k 6∼= H /c,d |(p,q)(s,k)as,kGs,k for two different zeros Ga,b, Gc,d ∈ G. Moreover,
there are many different ways to join the graph Guv = ϕ(uv) with the graph Gu = ϕ(u) (resp. Gv = ϕ(v))
together by edges. We call
L(Fm,n /a,b G) =
{
H /a,b |(p,q)(s,k)as,kGs,k : as,k ∈ Z0, Gs,k ∈ G, H ∈ Fm,n
}
(90)
a graphic group lattice based on a zero Ga,b ∈ G, where
∑(p,q)
(s,k) as,k ≥ 1, and Fm,n is a set of graphs of vertex
number ≤ m and edge number ≤ n. Moreover, we call
L(Fm,n /G) =
⋃
Ga,b∈G
L(Fm,n /a,b G). (91)
a graphic G-group lattice, since each element of the every-zero mixed graphic group G can refereed as the
zero of the additive operation “⊕”.
Since two graphs Ga,b, Gc,d ∈ G form two homomorphically equivalent graph homomorphisms Ga,b ↔
Gc,d, then we have a graphic group lattice homomorphism L(Fm,n /a,b G) ↔ L(Fm,n /c,d G) from a set to
another set.
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5.3 Networks encrypted by graphic lattices
We encrypt a network/graph H ∈ Fm,n by constructing another graph H /a,b |(p,q)(s,k)as,kGs,k with as,k ∈ Z0
and Gs,k ∈ G defined in (90), and we call this way to be one of graphic group colorings.
Theorem 55. Each graph W of a graphic G-group lattice L(Fm,n /G) forms an every-zero graphic group
{Fh(W );⊕} too.
Theorem 56. Any simple graph H admits a graphic group coloring, i.e., there is a graphic group {Ff (G);⊕}
such that H is encrypted as H /a,b |(p,q)(s,k)as,kGs,k with as,k ∈ Z0, Gs,k ∈ {Ff (G);⊕} and
∑(p,q)
(s,k) as,k ≥ 1.
5.4 Tree-like networks encrypted by graphic groups
We apply graphic group colorings to encrypt tree-like networks under restrictions as follows:
Theorem 57. Any tree T with maximum degree ∆ admits a graphic group total coloring θ : V (T )∪E(T )→
{Ff (G);⊕} by any specified zero Gk ∈ {Ff (G);⊕} and |{Ff (G);⊕}| ≥ ∆, such that θ(uv) 6= θ(uw) for any
pair of adjacent edges uv, uw of T .
Theorem 58. Any tree T admits a graphic group total coloring θ based on {Ff (G);⊕}, by any specified
zero Gk ∈ {Ff (G);⊕}, such that θ(E(T )) = [1, |T | − 1].
Theorem 59. The edges of any tree T can be colored arbitrarily by ϕ : E(T ) → {Ff (G);⊕} under any
specified zero Gk ∈ {Ff (G);⊕}, and then ϕ can be expended to V (T ), such that ϕ(uv) = ϕ(u) ⊕ ϕ(v) for
each edge uv ∈ E(T ).
Theorem 60. [19] Let {Fp(G),⊕} be an every-zero ε-group, where Fp(G) = {G1, G2, . . . , Gp}, and ε-group
is one of every-zero Topcode-matrix groups (Topcode-groups), every-zero number string groups, every-zero
Topsnut-gpw groups and Hanzi-groups. If a tree T of p vertices admits a set-ordered graceful labelling, then
T admits a graceful graphic group labelling based on {Fp(G),⊕}.
There is an every-zero graphic group Year = {Ff (G∗);⊕} shown in Fig.68, where Ff (G∗) = {Gi : i ∈
[1, 14]} with Gi admitting a labelling fi(x) = f(x) + i − 1 (mod 14) and Gi ∼= G∗ for i ∈ [1, 14] and, each
edge uv ∈ E(Gi) is labelled by fi(uv) = |fi(u) − fi(v)|. See three tree-like networks admitting graceful
graphic group labellings shown in Fig.69.
Problem 16. We want the solutions, or part solutions for the following questions:
Ggco-1. Does any lobster admit an odd-graceful graphic group labelling ϕ by any specified zero Gk ∈
{Ff (G);⊕}, such that ϕ(u) 6= ϕ(v) for distinct vertices u, v ∈ V (T ), and the edge index set {k : ϕ(xy) =
Gk, xy ∈ E(T )} = {1, 3, 5, . . . , 2|V (T )| − 3}?
Ggco-2. If a bipartite graph T admits a set-ordered graceful labelling ([24, 54, 20]), does T admit a
graceful graphic group labelling θ by any specified zero Gk ∈ {Ff (G);⊕}, such that θ(u) 6= θ(v) for distinct
vertices u, v ∈ V (T ), the edge index set {j : θ(xy) = Gj , xy ∈ E(T )} = [1, |E(T )|]?
Ggco-3. Find W -type graphic group labellings, such as, W -type is edge-magic total, elegant, felicitous,
and so on.
Ggco-4. Motivated from Graceful Tree Conjecture (Alexander Rosa, 1966), we guess: Every tree admits
a graceful graphic group labelling.
Ggco-5. Find W -type graphic group colorings ϕ with ϕ(x) = ϕ(y) for some distinct vertices x, y (resp.
ϕ(uv) = ϕ(wz) for some non-adjacent edges uv,wz), and the number of vertex pairs (x, y) (resp. the number
of edge pairs (uv,wz) ) is as less as possible.
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Figure 68: The every-zero graphic group Year = {Ff (G∗);⊕}.
Ggco-6. Consider various graphic group proper total colorings for the famous Total Coloring Conjecture
(Behzad, 1965; Vadim G. Vizing, 1964). 
5.5 Graphic groups as linearly independent colored graphic bases
Graphic groups have been investigated in [15, 27, 13]. A set F ({Gi}ni=1;⊕) of colored graphs {Gi}ni=1
admitting W -type colorings under the additive operation “⊕” is called an every-zero graphic group (also
Abelian additive group) based on the W -type coloring if:
(i) Every graph Gk of F ({Gi}ni=1;⊕) is as the “zero” such that Gj ⊕ Gk = Gj for any graph Gj of
F ({Gi}ni=1;⊕);
(ii) for each zero Gk, Gi ⊕Gj = Gs ∈ F ({Gi}ni=1;⊕);
(iii) Gi ⊕ (Gj ⊕Gs) = (Gi ⊕Gj)⊕Gs;
(iv) Gj ⊕Gs = Gs ⊕Gj .
Let Gc = (G1, G2, . . . , Gn) with Gi ∈ F ({Gi}ni=1;⊕) be an linearly independent colored graphic base.
We get a colored graphic lattice L(Gc(•)F cp,q) under a graph operation “(•)”.
Definition 26. [16] A total labelling f : V (G)∪E(G)→ [1, p+q] for a bipartite (p, q)-graph G is a bijection
and holds:
(i) (e-magic) f(uv) + |f(u)− f(v)| = k;
(ii) (ee-difference) each edge uv matches with another edge xy holding f(uv) = |f(x)−f(y)| (or f(uv) =
2(p+ q)− |f(x)− f(y)|);
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Figure 69: Three tree-like networks are encrypted by the every-zero graphic group Year = {Ff (G∗);⊕}, and they
both admit graceful graphic group labellings.
(iii) (ee-balanced) let s(uv) = |f(u)−f(v)|−f(uv) for uv ∈ E(G), then there exists a constant k′ such that
each edge uv matches with another edge u′v′ holding s(uv) + s(u′v′) = k′ (or 2(p+ q) + s(uv) + s(u′v′) = k′)
true;
(iv) (EV-ordered) min f(V (G)) > max f(E(G)) (or max f(V (G)) < min f(E(G)), or f(V (G)) ⊆ f(E(G)),
or f(E(G)) ⊆ f(V (G)), or f(V (G)) is an odd-set and f(E(G)) is an even-set);
(v) (ve-matching) there exists a constant k′′ such that each edge uv matches with one vertex w such that
f(uv) + f(w) = k′′, and each vertex z matches with one edge xy such that f(z) + f(xy) = k′′, except the
singularity f(x0) = bp+q+12 c;
(vi) (set-ordered) max f(X) < min f(Y ) (or min f(X) > max f(Y )) for the bipartition (X,Y ) of V (G).
(vii) (odd-even separable) f(V (G)) is an odd-set containing only odd numbers, as well as f(E(G)) is an
even-set containing only even numbers.
We refer to f as an odd-even separable 6C-labelling. 
Example 6. A tree G1 shown in Fig.70 is a (13, 12)-graph admitting an odd-even separable 6C-labelling f
defined in Definition 26.
We do the following jobs in this example:
1. We construct an every-zero graphic group G26roup = {F oddf (G) ∪ F evenf (G),⊕} based on an odd-even
separable 6C-labelling in the following: In Fig.70 and Fig.71, a graph set F oddf (G) = {G1, G3, . . . , G25}
holds G2i−1 ∼= G and admits a labelling f2i−1 with i ∈ [1, 13], and each f2i−1 is defined by f2i−1(x) =
f(x) + 2(i− 1) (mod 25) for x ∈ V (G) and f2i−1(xy) = f(xy) + 2(i− 1) (mod 24) for xy ∈ E(G). Another
graph set F evenf (G) = {G2, G4, . . . , G26} contains G2i holding G2i ∼= G and admitting a labelling f2i with
i ∈ [1, 13], where each f2i is defined by f2i(u) = f(u) + (2i − 1) (mod 25) for u ∈ V (G) and f2i(uv) =
f(uv) + (2i− 1) (mod 24) for uv ∈ E(G). It is easy to see
[fa(x) + fb(x)− fc(x)] (mod 25) = fλ(x) (92)
where λ = a + b − c (mod 25) for x ∈ V (G), and a, b, c ∈ [1, 26]. We have Ga ⊕c Gb = Gλ by (92).
So, G26roup is really an every-zero graphic group based on the 6C-labelling. This every-zero graphic group
G26roup = {F oddf (G) ∪ F evenf (G),⊕} obeys
[fa′(uv) + fb′(uv)− fc′(uv)] (mod 26) = fλ′(uv) (93)
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Figure 70: First part of an every-zero graphic group based on the 6C-labelling cited from [18].
where λ′ = a′ + b′ − c′ (mod 26) for uv ∈ E(G), and a′, b′, c′ ∈ [1, 26]. We call G26roup an edge-every-zero
graphic group, or a bimodule every-zero graphic group based on the 6C-labelling.
Observe this every-zero graphic group G26roup carefully, we can see the vertex color set f2i−1(V (G2i−1))∪
f2j(V (G2j)) = [1, 25], and the vertex color set f2i−1(E(G2i−1)) ∪ f2j(E(G2j)) = [1, 24].
2. Each element G2i−1 ∈ F oddf (G) ⊂ G26roup distributes us a TB-paw D2i−1 as
D2i−1 =f2i−1(x1)f2i−1(x1x2)f2i−1(x2)f2i−1(x2x3)f2i−1(x3)f2i−1(x3x4)f2i−1(x4)f2i−1(x3x5)
f2i−1(x5)f2i−1(x3x6)f2i−1(x6)f2i−1(x3x7)f2i−1(x7)f2i−1(x7x3)f2i−1(x3)f2i−1(x7x8)
f2i−1(x8)f2i−1(x8x7)f2i−1(x7)f2i−1(x8x11)f2i−1(x11)f2i−1(x11x12)f2i−1(x12)
f2i−1(x11x13)f2i−1(x13)
with i ∈ [1, 13]. Thus, we get a string set {D2i−1 : i ∈ [1, 13]}. And, each element of the string set
{D2i : i ∈ [1, 13]} is defined by
D2i =f2i(x1)f2i(x1x2)f2i(x2)f2i(x2x3)f2i(x3)f2i(x3x4)f2i(x4)f2i(x3x5)f2i(x5)
f2i(x3x6)f2i(x6)f2i(x3x7)f2i(x7)f2i(x7x3)f2i(x3)f2i(x7x8)f2i(x8)f2i(x8x7)
f2i(x7)f2i(x8x11)f2i(x11)f2i(x11x12)f2i(x12)f2i(x11x13)f2i(x13).
based on G2i ∈ F evenf (G) in Fig.70 and Fig.71. By the operation “⊕” defined in (92) we can verify the string
set {D2i−1 : i ∈ [1, 13]} ∪ {D2i : i ∈ [1, 13]} to be an every-zero string group.
3. We use Fig.72 to introduce graphs H 26k=1 akGk with ak ∈ Z0 and Gk ∈ G26roup. Fig.72 (a)-(d)
are H 26k=1 akGk with Gk ∈ G26roup, where Gi does not appear in (a)-(d) if ai = 0. In Fig.72(d), the zero
is G12 . Since G12 ⊕12 G8 = G8 defined by (92), based on H ∈ F cp,q shown in (d-1), we join a vertex
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Figure 71: Second part of an every-zero graphic group based on the 6C-labelling cited from [18].
of G12 with a vertex of G8 by an edge, see Fig.72(d), go on in this way, we get H 26k=1 akGk shown in
(d). We can encrypt the network (d-1) by the every-zero graphic group G26roup. In fact, we have a mapping
θ : V (H) ∪ E(H) → G26roup, such that θ(uv) = θ(u) ⊕12 θ(v) for each edge uv ∈ E(H), (d-2) is just the
resultant graph W obtained by joining a vertex of the Topsnut-gpw θ(u) with a vertex of the Topsnut-gpw
θ(uv), and joining a vertex of the Topsnut-gpw θ(v) with a vertex of the Topsnut-gpw θ(uv) for each edge
uv ∈ E(H). 
5.6 Graphic sequence groups
Suppose that a connected (p, q)-graph G admits a W -type total coloring f , we define W -type total colorings
fs,k by setting fs,k(x) = f(x) + s for every vertex x ∈ V (G), and fs,k(uv) = f(uv) + k for each edge
uv ∈ E(G) as two integers s, k belong to the set Z of all integers. So, we have each connected (p, q)-graph
Gs,k ∼= G admits the W -type total coloring fs,k defined above, immediately, we get an infinite graphic
sequence {{Gs,k}+∞−∞}+∞−∞. We take Ga,b as a zero, and any two Gs,k and Gi,j in {{Gs,k}+∞−∞}+∞−∞ hold the
following additive computations: For uv ∈ E(G),
[fs,k(uv) + fi,j(uv)− fa,b(uv)] (mod qW ) = fλ,µ(uv). (94)
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Figure 72: (a)-(d) are H 26k=1 akGk; (d-1) H ∈ F cp,q; (d-2) W is the result of encrypting H by the every-zero
graphic group G26roup.
with µ = k + j − b (mod qW ); and for x ∈ V (G),
[fs,k(x) + fi,j(x)− fa,b(x)] (mod pW ) = fλ,µ(x) (95)
with λ = s+ i− a (mod pW ).
Here, pW = |V (G)| and qW = |E(G)| if the W -type total coloring f is a gracefully total coloring; and
pW = qW = 2|E(G)| if the W -type total coloring f is an odd-gracefully total coloring (see examples shown
in Fig.73 and Fig.74).
Especially, for an edge subsequence Gs,k, Gs,k+1, . . . , Gs,k+qW , and a vertex subsequence Gs,k, Gs+1,k,
. . . , Gs+pW ,k, we have two sets F ({Gs,k+j}qWj=1;⊕; (G, f)) and F ({Gs+i,k}pWi=1;⊕; (G, f)). By the opera-
tion “⊕” defined in (94), F ({Gs,k+j}qWj=1;⊕; (G, f)) is an every-zero edge-graphic group, since there are the
following facts:
(i) Zero. Every graph Gs,k+j of F ({Gs,k+j}qj=1;⊕) is as the “zero” such that Gs,k+r ⊕Gs,k+j = Gs,k+r
for any graph Gs,k+r ∈ F ({Gs,k+j}qj=1;⊕).
(ii) Closure law. For r = i + j − j0 (mod qW ), Gs,k+i ⊕ Gs,k+j = Gs,k+r ∈ F ({Gs,k+j}qj=1;⊕) under a
zero Gs,k+j0 .
(iii) Inverse. For i+ j = 2j0 (mod qW ), Gs,k+i ⊕Gs,k+j = Gs,k+j0 under a zero Gs,k+j0 .
(iv) Associative law. Gs,k+i ⊕ (Gs,k+j ⊕Gs,k+r) = (Gs,k+i ⊕Gs,k+j)⊕Gs,k+r.
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Figure 73: An example for pW = 2|E(G)| = 10 and holding (95).
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Figure 74: An example for qW = 2|E(G)| = 10 and holding (94).
(v) Commutative law. Gs,k+i ⊕Gs,k+j = Gs,k+j ⊕Gs,k+i.
Similarly, F ({Gs+i,k}pWi=1;⊕; (G, f)) is an every-zero vertex-graphic group by the operation “⊕” defined
in (95).
As considering some graphs arbitrarily selected from the sequence {{Gs,k}+∞−∞}+∞−∞, we have
[fs,k(w) + fi,j(w)− fa,b(w)] (mod pW , qW ) = fλ,µ(w). (96)
with λ = s+ i−a (mod pW ) and µ = k+ j− b (mod qW ) for each element w ∈ V (G)∪E(G). See examples
shown in Fig.75 and Fig.76. Thereby, the set F ({{Gs,k}+∞−∞}+∞−∞;⊕; (G, f)) is an every-zero infinite graphic
sequence group under the additive operation “⊕” based on two modules pW and qW and a connected (p, q)-
graph G admitting a W -type total coloring, since it possesses the properties of Zero, Closure law, Inverse,
Associative law and Commutative law.
Remark 8. Let F ∗(G, f)) = F ({{Gs,k}+∞−∞}+∞−∞;⊕; (G, f)). The elements of an every-zero infinite graphic se-
quence group F ∗(G, f) can tile fully each point (x, y) of xOy-plane. And moreover, F ∗(G, f) contains infinite
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every-zero graphic groups having finite elements, such as F ({Gs+i,k}pWi=1; ⊕; (G, f)) and F ({Gs,k+j}qWi=1;⊕; (G, f)).
Also, F ∗(G, f) contains infinite every-zero graphic groups having infinite elements.
Clearly, particular every-zero graphic groups having infinite elements or finite elements can be used
easily to encrypt randomly networks. Suppose that the coloring f of G in F ∗(G, f) is equivalent to an-
other Wg-type total coloring g of G. Then we get another every-zero infinite graphic sequence group
F ∗(G, g) = F ({{Hi,j}+∞−∞}+∞−∞;⊕; (G, g)) with G ∼= Hi,j . Thereby, the every-zero infinite graphic sequence
group F ∗(G, f) is a public-key graphic sequence group, the every-zero infinite graphic sequence group F ∗(G, g)
is a private-key graphic sequence group accordingly.
Since there exists a mapping ϕ : V (G) ∪ E(G) → V (G) ∪ E(G) such that g(w) = ϕ(f(w)) for
w ∈ V (G)∪E(G), we claim that F ∗(G, f) admits an every-zero graphic sequence homomorphism to F ∗(G, g),
and moreover F ∗(G, f) ↔ F ∗(G, g), a pair of homomorphically equivalent every-zero graphic sequence ho-
momorphisms.
Let G admit a graph homomorphism to a connected graph H under a mapping ϕ : V (G)→ V (H), where
H admits a W ′-type total coloring g. By the construction of an infinite graphic sequence {{Gs,k}+∞−∞}+∞−∞,
we get another infinite graphic sequence {{Ha,b}+∞−∞}+∞−∞, and moreover, we have an infinite graphic sequence
homomorphism as follows:
{{Gs,k}+∞−∞}+∞−∞ → {{Ha,b}+∞−∞}+∞−∞, (97)
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where each Ha,b is a copy of H and admit a W
′-type total colorings ga,b defined by ga,b(x) = g(x) + a for
every vertex x ∈ V (H), and ga,b(xy) = g(xy) + b for each edge xy ∈ E(H), and as two integers a, b ∈ Z. 
5.7 Matching graphic groups
In [16] the authors introduce many matching colorings/labellings of graphs, and point out matching di-
versity: configuration matching partition, coloring matching partition, set matching partition, matching
chain; and in the number of matching partitions: one-vs-more and more-vs-more styles of matching par-
titions, configuration-vs-configuration, configuration-vs-labelling, labelling-vs-labelling and (configuration,
labelling)-vs-(configuration, labelling).
5.7.1 Twin graphic groups
Wang et al. in [41] introduced the twin odd-graceful labellings: Suppose f : V (G) → [0, 2q − 1] is an
odd-graceful labelling of a graph G with p vertices and q edges, and g : V (H) → [1, 2q] is a labelling of
another graph H with p′ vertices and q′ edges such that each edge uv ∈ E(H) has its own label defined
as h(uv) = |h(u) − h(v)| and the edge label set f(E(H)) = [1, 2q − 1]o. We say (f, g) to be a twin odd-
graceful labelling, H a twin odd-graceful matching of G. Thereby, we get two twin odd-graceful graphic groups
{Ff (G);⊕} and {Fg(H);⊕} based on a twin odd-graceful labelling (f, g). Notice that G 6∼= H, in general.
See some examples shown in the section of Graphic Lattices.
5.7.2 Dual-coloring/lacelling graphic groups
Suppose that a graph G with p vertices and q edges admits a W -type coloring f . Let max f = max{f(w) :
w ∈ S ⊆ V (G)∪E(G)} and min f = min{f(w) : w ∈ S ⊆ V (G)∪E(G)}. We call g(w) = max f+min f−f(w)
for each element w ∈ S ⊆ V (G) ∪ E(G) the dual W -type coloring of the coloring f . Then, {Fg(G);⊕} is
called the dual graphic group of the graphic group {Ff (G);⊕} based on a pair of mutually dual W -type
colorings f and g. Notice that these two graphic groups were built up on the same graph G. See four dual
total colorings defined in Definition 7.
5.7.3 Other matching graphic groups
If a graph G is bipartite and admits a set-ordered graceful labelling f , then there are dozen labellings gi
equivalent with f , so we get a dozen matching-labelling graphic groups {Ff (G);⊕} and {Fgi(Hi);⊕} with
i ∈ [1,m] for m ≥ 2. For example, these labellings gi are odd-graceful labelling, odd-elegant labelling,
edge-magic total labelling, image-labelling, 6C-labelling, odd-6C-labelling, even-odd separated 6C-labelling,
and so on (Ref. [16]). Here, we refer to {Ff (G);⊕} as a public key, and each {Fgi(Hi);⊕} as a private
key in encrypting networks. Let Gc be the complementary graph of G, that is, V (G) = V (Gc) = V (Kn),
E(G) ∪ E(Gc) = E(Kn) and E(G) ∩ E(Gc) = ∅. So, we have {Ff (G);⊕} and {Fg(Gc);⊕} as a pair of
matching graphic groups.
5.8 Graphic group sequences
Let G
(1)
ro (H) = {Ff (G(1)); ⊕} be an every-zero graphic group. We get an encrypted graph G(2)(H) =
H / G
(1)
ro (H) to be one of set{
H /a,b |(p,q)(s,k)a(2)s,kG(2)s,k : a(2)s,k ∈ Z0, G(2)s,k ∈ Ff (G(1))
}
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with
∑
a
(2)
s,k ≥ 1 after encrypting a graph H by the every-zero graphic group G(1)ro (H). Immediately, we get
an every-zero graphic group G
(2)
ro (H) = {Ff (G(2));⊕} made by the graph G(2)(H), the operation “⊕” and
the MIXED Graphic-group Algorithm. Go on in this way, we get an every-zero H-graphic group sequence
{G(t)ro (H)} based on the initial every-zero graphic group G(1)ro (H) = {Ff (G(1));⊕} and the graph H, where
G
(t)
ro (H) = H / G
(t−1)
ro (H). Clearly, each G
(t)
ro (H) is a network at time step t.
Problem 17. We have the following problems:
Seq-1. Characterize the topological structure of
{
G
(t)
ro (H)
}
. Is G
(t)
ro (H) scale-free? Is G
(t)
ro (H) self-
similar?
Seq-2. Determine colorings admitted by each element of
{
G
(t)
ro (H)
}
.
Seq-3. Estimate the cardinality of
{
G
(t)
ro (H)
}
.
Seq-4. For H = (H1, H2, . . . ,Hm), study every-zero H-graphic group sequence
{
G
(t)
ro (H)
}
.
6 Topcode-matrix lattices, topological coding lattices
In [19] the authors introduce topological coding matrices (Topcode-matrices) and topological matrices.
Topcode-matrices are matrices of order 3 × q and differ from popular matrices applied in linear algebra
and computer science. Topcode-matrices can use numbers, letters, Chinese characters, sets, graphs, al-
gebraic groups etc. as their elements. One important thing is that Topcode-matrices of numbers can
derive easily number strings, since number strings are text-based passwords used in information security.
Topcode-matrices can be used to describe topological graphic passwords (Topsnut-gpws) used for solving
some problems coming from the investigation of Graph Networks and Graph Neural Networks proposed by
GoogleBrain and DeepMind [4].
6.1 Topcode-matrix lattices
Since Topsnut-gpws are related with algebraic matrices, we will introduce Topcode-matrix lattices, and then
show topological coding lattices defined from Topcode-matrix lattices.
6.1.1 Topcode-matrices
Definition 27. [19] A Topcode-matrix (or topological coding matrix ) is defined as
Tcode =
 x1 x2 · · · xqe1 e2 · · · eq
y1 y2 · · · yq
 =
 XE
Y
 = (X, E, Y )T3×q (98)
where v-vector X = (x1, x2, · · · , xq), e-vector E = (e1, e2, · · · , eq), and v-vector Y = (y1, y2, · · · , yq) consist
of non-negative integers ei, xi and yi for i ∈ [1, q]. We say Tcode to be evaluated if there exists a function f
such that ei = f(xi, yi) for i ∈ [1, q], and call xi and yi to be the ends of ei, and q is the size of Tcode. 
Remark 9. A Topcode-matrix Tcode corresponds more graphs with different topological structures, see an
example shown in Fig.77, where two graphs (k′) and (j′) hold (k′) 6∼= (j′) if k 6= j and k, j ∈ {a, b, c, d, e,
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f}. In fact, the Topcode-matrix Tcode corresponds other Topsnut-gpws differing from these six Topsnut-gpws
shown in Fig.77.
Tcode =
 6 5 6 6 6 1 1 1 1 11 2 3 4 5 6 7 8 9 10
7 7 9 10 11 7 8 9 10 11
 (99)
Figure 77: Tcode shown in (99) is the Topcode-matrix of each Topsnut-gpw G(k) with k ∈ {a, b, c, d, e, f}.
Each Topsnut-gpw G(k) with k ∈ {b, c, d, e, f} can be vertex-coincided into the Topsnut-gpw G(a), in
other word, two Topsnut-gpws G(k) and G(j) can be transformed to each other by the vertex-coinciding
operation and the vertex-splitting operation.
In the language of graph homomorphism, each Topsnut-gpw G(k) admits a graph homomorphism to the
Topsnut-gpw G(a) under a mapping θk : V (G(k))→ V (G(a)) for k ∈ {b, c, d, e, f}. 
Theorem 61. We say T to be vertex-equivalent with H if the resultant tree obtained by only doing some
vertex-coinciding and vertex-splitting operations to T is isomorphic to H, denoted this fact as T  ∧ H.
For any two trees T and H with the same number of vertices, we have T  ∧H.
6.1.2 Topcode-matrix lattices
For a given Topcode-matrix Tcode if a graph G admits a W -type coloring f , such that each xi = f(x)
for some vertex x ∈ V (G) and each yj = f(y) for some vertex y ∈ V (G) and every ei = f(vu) for some
edge uv ∈ E(G), then we say Tcode corresponds the graph G, conversely, G has its own Topcode-matrix,
denoted as Tcode(G). Let T
i
code = (Xi, Ei, Yi)
T
3×qi , where Xi = (x
i
1, x
i
2, · · · , xiqi), Ei = (ei1, ei2, · · · , eiqi) and
Yi = (y
i
1, y
i
2, · · · , yiqi) with i = 1, 2. The union operation “unionmulti” of two Topcode-matrices T 1code and T 2code is
defined by
T 1code unionmulti T 2code = (X1 ∪X2, E1 ∪ E2, Y1 ∪ Y2)T3×(q1+q2). (100)
with X1 ∪X2 = (x11, x12, · · · , x1q1 , x21, x22, · · · , x2q2), Y1 ∪ T2 = (y11 , y12 , · · · , y1q1 , y21 , y22 , · · · , y2q2) and E1 ∪ E2 =
(e11, e
1
2, · · · , e1q1 , e21, e22, · · · , e2q2). Moreover, each Topcode-matrix T icode corresponds a graph Gi, and each of
X1∩X2 6= ∅ and Y1∩Y2 6= ∅ holds true, thus the Topcode-matrix of the vertex-coincided graph G1G2 is just
Tcode(G1 G2) = T 1code unionmulti T 2code. So, we vertex-split the vertex-coincided graph H  |ni=1aiTi with ai ∈ {0, 1}
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into disjoint graphs T1, T2, . . . , Tn, H. In the expression of Topcode-matrices, we have the Topcode-matrix
of a vertex-coincided graph H  |ni=1aiTi as follows
Tcode(H  |ni=1Ti) = Tcode(H) unionmultini=1 T icode = Tcode(H) unionmulti T 1code unionmulti T 2code unionmulti · · · unionmulti Tncode, (101)
where T icode = (Xi, Ei, Yi)
T
3×qi = Tcode(Ti) with i ∈ [1, n], such that Tcode(H) = (XH , EH , YH)T3×qH and
one of XH ∩Xi 6= ∅ and YH ∩ Yi 6= ∅ for i ∈ [1, n] holds true, and the size of Tcode(H  |ni=1Ti) is equal to
qH +
∑n
i=1 qi. We call the following set
L(Tcode unionmulti Fp,q) = {Tcode(H) unionmultini=1 aiT icode : ai ∈ Z0, H ∈ Fp,q} (102)
a Topcode-matrix lattice with
∑n
i=1 ai ≥ 1, where Tcode = (T 1code, T 2code, . . . , Tncode) is a group of linearly
independent Topcode-matrix vectors under the vertex-coinciding operation. Notice that the number of graphs
corresponding to Tcode(H) (resp. T
i
code) is not one, in general. So, the cardinality of a Topcode-matrix lattice
corresponding the graphic lattices (resp. colored graphic lattices) is very larger.
Problem 18. About Topcode-matrix lattices, we have the following questions:
Pro-1. If {T icode}n1 is an every-zero graphic group, show properties of the Topcode-matrix lattice
L(Tcode unionmulti Fp,q).
Pro-2. Decompose an evaluated Topcode-matrix Tcode defined in Definition 27 into submatrices T
1
code,
T 2code, . . . , T
m
code, such that each T
i
code is just a Topcode-matrix of a connected graph Hi for i ∈ [1,m].
Pro-3. Define Topcode-matrix lattices for other graphic lattices. 
6.1.3 Text-based strings from Topcode-matrices
We have three reciprocals from Tcode = (X,E, Y )
T : X−1 = (xq, xq−1, · · · , x1), E−1 = (eq, eq−1, · · · , e1)
and Y −1 = (yq, yq−1, · · · , y1), then we get the reciprocal of Tcode, denoted as T−1code = (X−1, E−1, Y −1)T
(Ref. [17]). For a fixed Topcode-matrix Tcode and its reciprocal T
−1
code, there are basic algorithmic routes for
generating text-based passwords (TB-paws) from Topcode-matrices:
Route-1. D1 = x1x2 · · ·xqeqeq−1 · · · e2e1y1y2 · · · yq with its reciprocal D−11 , see Fig.78 (a) and (b).
Route-2. D2 = xqxq−1 · · ·x1e1e2 · · · eq−1eqyqyq−1 · · · y1 with its reciprocal D−12 .
Route-3. D3 = x1e1y1y2e2x2x3e3y3 · · ·xqeqyq with its reciprocal D−13 , see Fig.78 (c) and (d).
Route-4. D4 = xqeqyqyq−1eq−1xq−1 · · · y2e2x2x1e1y1 with its reciprocal D−14 .
Route-5. D5 = y2y1e1x1e2y3y4e3x2 · · ·xq−2eq−1yqeqxq xq−1 with its reciprocal D−15 , see Fig.78 (e) and
(f).
Route-6. D6 = yq−1yqeqxqeq−1yq−2yq−3eq−2xq−1 · · · x2e2y1e1x1x2 with its reciprocal D−16 .
Route-7. Suppose g : {xi, ei, yi : xi ∈ X, ei ∈ E, yi ∈ Y } → {ai : i ∈ [1, 3q]} is a bijection on the
Topcode-matrix Tcode, so it induces a TB-paw
g = g−1(ai1)g
−1(ai2) · · · g−1(ai3q ) (103)
with its reciprocal g−1, where ai1 , ai2 , . . . , ai3q is a permutation of a1a2 . . . a3q. So, there are (3q)! TB-paws
by (103), in general. Clearly, there are many random routes for inducing TB-paws from Topcode-matrices
(see Fig.79).
The number Ntbp of all TB-paws generated from a Topcode-matrix Tcode can be computed in the formula
(104):
Theorem 62. [17] A Topcode-matrix Tcode of size q distributes us
Ntbp = (2q) · (3q)! · q! (104)
different TB-paws in total.
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Figure 78: Examples for illustrating basic algorithmic routes of generating TB-paws from Topcode-matrices.
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Figure 79: Four kinds of algorithms for generating TB-paws from Topcode-matrices cited from [18].
6.1.4 Algebraic operation of real-valued Topcode-matrices
We define an algebraic operation on Topcode-matrices [23]. In Definition 27, the Topcode-matrix Icode =
(X,E, Y )T with xi = 1, ei = 1 and yi = 1 for i ∈ [1, q] is called the unit Topcode-matrix. For two
Topcode-matrices T jcode = (X
j , Ej , Y j)T with j = 1, 2, where Xj = (xj1, x
j
2, · · · , xjq), Ej = (ej1, ej2, · · · , ejq)
and Y j = (yj1, y
j
2, · · · , yjq), the coefficient multiplication of a function f(x) and a Topcode-matrix T jcode is
defined by
f(x) · T jcode = f(x) · (Xj , Ej , Y j)T = (f(x) ·Xj , f(x) · Ej , f(x) · Y j)T
where f(x) · Xj = (f(x) · xj1, f(x) · xj2, · · · , f(x) · xjq), f(x) · Ej = (f(x) · ej1, f(x) · ej2, · · · , f(x) · ejq) and
f(x) · Y j = (f(x) · yj1, f(x) · yj2, · · · , f(x) · yjq). And the addition between two Topcode-matrices T 1code and
T 2code is denoted as T
1
code + T
2
code, and
T 1code + T
2
code = (X
1 +X2, E1 + E2, Y 1 + Y 2)T ,
where X1 +X2 = (x11 +x
2
1, x
1
2 +x
2
2, · · · , x1q+x2q), E1 +E2 = (e11 +e21, e12 +e22, · · · , e1q+e2q) and Y 1 +Y 2 = (y11 +
y21 , y
1
2+y
2
2 , · · · , y1q+y2q ). We have a real-valued Topcode-matrix Rcode defined as: Rcode = α(ε)T 1code+β(ε)T 2code
and another real-valued Topcode-matrix
Rcode(fε, G) = α(ε)Icode + β(ε)Tcode(G) (105)
where Icode is the unit Topcode-matrix, Tcode(G) is a Topcode-matrix of G.
Clearly, the text-based passwords induced by the real-valued Topcode-matrix Rcode(fε, G) are complex
than that induced by a Topcode-matrix of G, and have huge numbers, since two functions α(ε) and β(ε) are
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real and various. We have the following relationships between a Topcode-matrix Tcode(G) and a real-valued
Topcode-matrix Rcode(fε, G):
(1) ei = |xi − yi| in a Topcode-matrix Tcode(G) of a (p, q)-graph G corresponds α(ε) + β(ε)|xi − yi| of
the real-valued Topcode-matrix Rcode(fε, G);
(2) xi + ei + yi = k in Tcode(G) corresponds 3α(ε) + β(ε) · k of Rcode(fε, G);
(3) ei + |xi − yi| = k in Tcode(G) corresponds α(ε) + β(ε) · k of Rcode(fε, G);
(4) |xi+yi− ei| = k in Tcode(G) corresponds α(ε) +β(ε) ·k of Rcode(fε, G) if ei− (xi+yi) ≥ 0, otherwise
|xi + yi − ei| = k corresponds |β(ε) · k − α(ε)|;
(5)
∣∣|xi−yi|−ei∣∣ = k in Tcode(G) corresponds α(ε)+β(ε) ·k of Rcode(fε, G) if |xi+yi|−ei < 0, otherwise∣∣|xi − yi| − ei∣∣ = k corresponds |β(ε) · k − α(ε)|.
6.2 Connection between graphic lattices and traditional lattices
6.2.1 Topological coding lattice and traditional lattices
Yao et al. in [26] discussed the connection between text-based passwords and topological graphic passwords.
We will construct a kind of lattices made by Topcode-matrices in the following.
For a Topcode-matrix lattice L(TcodeunionmultiFp,q) with a group of linearly independent Topcode-matrix vectors
Tcode = (T
1
code, T
2
code, . . . , T
n
code) under the vertex-coinciding operation, we do:
Step 1. Take a determined bijection βi from {xi,j , ei,j , yi,j : xi,j ∈ Xi, ei,j ∈ Ei, yi,j ∈ Yi} of each
T icode = (Xi, Ei, Yi)
T to {bi,j : j ∈ [1, 3q]} to obtain a TB-paw bi,j1bi,j2 . . . bi,j3q , which is a permutation of
the TB-paw bi,1bi,2 . . . bi,3q with i ∈ [1, n], and we write this proceeding as βi(T icode) = bi,1bi,2 . . . bi,3q.
Step 2. Similarly, we have another determined bijection α to translate Tcode(H) for H ∈ Fp,q into a
determined TB-paw α(Tcode(H)) = a1a2 . . . a3q.
Step 3. We cut α(Tcode(H)) into n fragments A1, A2, . . . , An, correspondingly, we cut each TB-paw bi,j1
bi,j2 . . . bi,j3q into n fragments Bi,1, Bi,2, . . . , Bi,n with i ∈ [1, n].
Step 4. Suppose that all as and bi,j are non-negative integers. Thereby, we get a traditional lattice
defined as follows
L(V, Fp,q) =
{
n∑
k=1
AkVk : Ak ∈ Z, H ∈ Fp,q
}
(106)
where
∑n
k=1Ak ≥ 1, and Vi = (Bi,1, Bi,2, . . . , Bi,n) is a vector, V = (V1, V2, . . . , Vn) is a group of
linearly independent vectors, or a lattice base. Clearly, our lattice L(V, Fp,q) defined in (106) is the same as
a traditional lattice L(B) defined in (1), but L(V, Fp,q) generated from the topological structure H (also
a graph) and the mathematical restrictions, that is, Topcode-matrices. So, we call L(V, Fp,q) a topological
coding lattice for distinguishable purpose.
6.2.2 Star-type graphic lattices and traditional lattices
Notice that the graceful-difference star-graphic lattices L(	Ice(GD)) defined in (59) and L(	Ice(LGD))
defined in (40) construct more Topsnut-gpws admitting graceful-difference proper total colorings [48]. We
come to build up a connection between star-graphic lattices and traditional lattices.
We call a tree to be a caterpillar if the remainder after removing all leaves of this tree is just a path, call
this path the ridge of the caterpillar, see a general caterpillar shown in Fig.80(a).
Let L(T ) be the set of leaves of a caterpillar T , and P = u1u2 · · ·un be the remainder T − L(T ) after
deleting L(T ) from T . Furthermore, let Leaf (ui) be the set of leaves adjacent with a vertex ui of the ridge
P = u1u2 · · ·un of the caterpillar T . Thereby, we define Vec(T ) = (a1, a2, . . . , an) to be the topological vector
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of the caterpillar T , where ai = |Leaf (ui)| with i ∈ [1, n]. See a topological vector shown in Fig.80(b).
Obviously, each caterpillar can be expressed by 	∆k=1akK1,k, see Fig.80(b) and Fig.81.
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Figure 80: (a) A general caterpillar; (b) a caterpillar H with its topological vector Vec(H) = (5, 0, 4, 3, 1, 0, 6).
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Figure 81: The star decomposition of a caterpillar H shown in Fig.80(b).
Let each Tk be a caterpillar with its topological vector Vec(Tk) and its ridge Pk = uk,1uk,2 · · ·uk,n for
k ∈ [1,m]. We call the following set
L(T) =
{
m∑
k=1
akVec(Tk) : ak ∈ Z0, k ∈ [1,m]
}
(107)
a topological coding lattice with its lattice base T = {Vec(Tk)}m1 , where
∑m
k=1 ak ≥ 1, Tk belongs to the set
Cater of caterpillars.
We provide a graph corresponding a topological vector
∑m
k=1 akVec(Tk) with ak ∈ Z0 and
∑m
k=1 ak ≥ 1
as follows: Let P jk = u
j
k,1u
j
k,2 · · ·ujk,n be the jth copy of the ridge Pk = uk,1uk,2 · · ·uk,n of a caterpillar Tk
for j ∈ [1, ak]. So, we get a caterpillar T jk with ridge P jk = ujk,1ujk,2 · · ·ujk,n for j ∈ [1, ak], clearly, T jk is the
jth copy of the caterpillar Tk. There are ways:
Way-1. We take a caterpillar G with its ridge P (G) = y1y2 · · · yn such that the leaf set Leaf (yi) of
each yi holding |Leaf (yi)| =
∑m
k=1
∑ak
j=1 |Leaf (ujk,i)| for i ∈ [1, n]. Thereby, this caterpillar G has its own
topological vector Vec(G) =
∑m
k=1 akVec(Tk).
Way-2. We take a new vertex w, and join w with the initial vertex ujk,1 of each ridge P
j
k by an edge
wujk,1 with j ∈ [1, ak] and k ∈ [1,m], the resulting graph is a super spider, denoted by w 	mk=1
(⋃ak
j=1 T
j
k
)
.
We call each caterpillar T jk to be a super leg, and w the body. Moreover, let H = w	mk=1
(⋃ak
j=1 T
j
k
)
, we have
the topological vector Vec(H) =
∑m
k=1 akVec(Tk).
6.3 Directed Topcode-matrix lattices
In Fig.82,
−→
T is a directed Topsnut-gpw, and it corresponds a directed Topcode-matrix A(
−→
T ). In directed
graph theory, the out-degree is denoted by “+”, and the in-degree is denoted by “−”. So, −→T has d+(22) = 5,
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d−(22) = 0, d−(13) = 3 and d+(13) = 0, and so on.
25 24 23 23 23 23 22 22 22 22 22 21
( ) 1 2 3 4 5 6 7 8 9 10 11 12
13 13 13 14 15 16 16 17 18 19 20 22
A T


      
T

22
416
20
7 6
15 1418
8
21
11
13
19 25
23
24
9
12
3
1
10
2
17
5
Figure 82: A directed Topsnut-gpw with a directed Topcode-matrix.
We show the definition of a directed Topcode-matrix as follows:
Definition 28. [19] A directed Topcode-matrix is defined as
−→
T code =
 x1 x2 · · · xqe1 e2 · · · eq
y1 y2 · · · yq
+
−
=
 X−→E
Y

+
−
= [(X
−→
E Y )+−]
T (108)
where v-vector X = (x1 x2 · · · xq), v-vector Y = (y1 y2 · · · yq) and directed-e-vector −→E = (e1 e2 · · ·
eq), such that each arc ei has its head xi and its tail yi with i ∈ [1, q], and q is the size of −→T code. 
A digraph book [3] is very good and useful for studying digraphs. Since digraphs are useful and powerful
in real applications, we believe that digraphs and their directed Topcode-matrices gradually are applied to
Graph Networks and Graph Neural Networks [4].
A directed Topcode-matrix lattice is defined as
−→
L
(−→
Tcode unionmulti −→F p,q
)
=
{−→
T code(
−→
H ) unionmultini=1 ai
−→
T icode : ai ∈ Z0,
−→
H ∈ −→F p,q
}
. (109)
with a group of linearly independent directed Topcode-matrix vectors
−→
Tcode =
(−→
T icode,
−→
T 2code, . . . ,
−→
T ncode
)
,
and
−→
F p,q being a set of directed graphs of λ vertices and µ arcs with respect to λ ≤ p, µ ≤ q and 2n−2 ≤ p,
as well as
∑n
i=1 ai ≥ 1. Moreover, let
−→
T icolored be a colored directed Topcode-matrix and let
−→
F cp,q} contain
the colored directed graphs of p vertices and q arcs. We get a colored directed Topcode-matrix lattice
−→
L c
(−→
Tccode unionmulti
−→
F cp,q
)
=
{−→
T code(
−→
Hc) unionmultini=1 ai
−→
T icolored : ai ∈ Z0,
−→
Hc ∈ −→F cp,q
}
, (110)
with
∑n
i=1 ai ≥ 1.
Definition 29. [18] Suppose that the underlying graph of a (p, q)-digraph
−→
G is disconnected, and
−→
G+E∗ is
a connected directed (p, q+q′)-graph, where q′ = |E∗|. Let f : V (−→G+E∗)→ [0, q+q′] (resp. [0, 2(q+q′)−1])
be a directed graceful labelling (resp. a directed odd-graceful labelling) f of
−→
G+E∗, then f is called a flawed
directed graceful labelling (resp. flawed directed odd-graceful labelling) of the (p, q)-digraph
−→
G . 
Let T ∗k be a half-directed caterpillar with its topological vector Vec(T
∗
k ) and its undirected ridge Pk =
uk,1uk,2 · · ·uk,n for k ∈ [1,m], see an example shown in Fig.83(a). The following set
L(
−→
T) =
{
m∑
k=1
akVec(T
∗
k ) : ak ∈ Z0, k ∈ [1,m]
}
(111)
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is called a directed topological coding lattice with its base
−→
T = {Vec(T ∗k )}m1 , where
∑m
k=1 ak ≥ 1, T ∗k belongs
to the set
−→
C ater of half-directed caterpillars.
Thereby, a directed topological coding lattice L(
−→
T) is equal to a traditional lattice L(B) defined in (1).
By the way, we present the directed gracefully total coloring as follows:
Definition 30. ∗ Let
−→
G be a directed connected graph with p vertices and Q arcs. If G admits a proper
total coloring f : V (
−→
G) ∪ A(−→G) → [1,M ] such that f(−→uv) = f(u) − f(v) for each arc −→uv ∈ A(−→G) and
{|f(−→uv)| : −→uv ∈ A(−→G)} = [1, Q], then we call f a directed gracefully total coloring of −→G , and moreover f a
proper directed gracefully total coloring if M = Q. (see an example shown in Fig.83(b)) 
(a) (b)
-5 0 4 3 -1 0 -6
u1
u2
u3 u4 u5
u6
u7 1419 8-10 -11
-1624
25
-1721
23
-15
-18 7
13
-4
12 -9 -3-1 -2
-5-622
-20
16
18
2 726
21
3 4
9
17
1
6 5 4
3211920
18 17
2223
24
25 26
Figure 83: (a) A half-directed caterpillar T ∗ with its topological vector Vec(T ∗) = (−5, 0, 4, 3,−1, 0,−6); (b) a
directed gracefully total coloring of another directed caterpillar.
Problem 19. For the research of various topological coding lattices and directed topological coding lattices,
we present the following questions:
D-1. Determine the number of trees corresponding a common Topcode-matrix Tcode.
D-2. Since T  ∧  H for any two trees T (as a public key) and H (as a private key) with the same
number of vertices (see Theorem 61), determine the smallest number of the vertex-coinciding and vertex-
splitting operations. Let IS(n) be the set of trees of n vertices. We define a graph GIS with vertex set
V (GIS) = IS(n), two vertices Tx and Ty of GIS are adjacent to each other if they can be did only one
operation of the vertex-coinciding operation and the vertex-splitting operation to be transformed to each
other. Find the shortest path connecting two vertices Hx (as a public key) and Hy (as a private key) of
GIS . Consider this question about the graph GISc having the vertex set V (GISc) = IS
c(n), where ISc(n)
is the set of colored trees of n vertices.
D-3. Connections between traditional lattices and graphic lattices. Can we translate a tradi-
tional lattice L(B) defined in (1) into a (colored) graphic lattice L(H, Fp,q) defined in (11)?
D-4. Translate some problems of traditional lattices into graphic lattices, such as: Shortest Vector
Problem (SVP, NP-hard), Shortest Independent Vector Problem (IVP), Unique Shortest Vector Problem,
Closest Vector Problem (CVP, NP-C), Bounded Distance Decoding (BDD), Shortest Independent Vector
Problem (SIVP, NP-hard), and so on.
D-5. We can provide many methods to build up topological vectors of graphs, for example, a spider
tree Spider with m legs Pi of length pi for i ∈ [1,m], so this spider tree Spider has its own topological vector
Vec(Spider) = (p1, p2, . . . , pm); directly, a graph G has its own topological vector Vec(G) = (d1, d2, . . . , dn),
where d1, d2, . . . , dn is the degree sequence of G. Find other ways for making topological vectors of graphs.
D-6. [28] Number String Decomposition Problem. Suppose that a number string S(n) = c1c2 · · · cn
with cj ∈ [0, 9] was generated from some Topcode-matrix, cut S(n) into 3q groups of substrings a1, a2, . . . , a3q
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holding a1 = c1c2 · · · cj1 , a2 = cj1+1cj1+2 · · · cj1+j2 , . . . , a3q = ca+1ca+2 · · · cn, where each jk ≥ 1 and
n =
∑3q−1
k=1 jk, such that there exists at least a colored graph H with its own Topcode-matrix Tcode(H)
defined in Definition 27, which contains each substring ai with i ∈ [1, 3q] as its own elements and deduces a
Topcode-string a1a2 . . . a3q = S(n).
D-7. ∗ Number Strings and Matrices Problem. In general, we want to cut a number string
D = c1c2 · · · cn with cj ∈ [0, 9] into m×n segments aij such that these segments aij are just the elements of
adjacency matrix A(aij)n×n of a graph of n vertices.
D-8. ∗ Let Istring = c1c2 · · · cn · · · be an infinite number string with cj ∈ [0, 9], and let Tcode(G) ba a
Topcode-matrix of a (p, q)-graph G admitting a gracefully total coloring. For each finite number string Di
induced from Tcode(G), does Di appear in Istring? 
D-9. Determine vgra(
−→
G) = minf
{
|f(V (−→G))|
}
over all of directed gracefully total colorings of
−→
G .
D-10. Define other directed W -type total colorings.
7 Conclusion
We have defined various graphic lattices and matrix lattices by means of knowledge of graph theory and
topological coding, such as: various (colored) graphic lattices, matching-type graphic lattices, star-graphic
lattices, graphic lattice sequences, and so on. We have expressed some facts and objects of graph theory to
be some kinds of graphic lattices. As known, many problems of graph theory can be expressed or illustrated
by (colored) star-graphic lattices, graph homomorphism lattice and graphic lattice homomorphisms.
We have defined parameterized W -type total colorings: parameterized edge-magic proper total coloring,
parameterized edge-difference proper total coloring, parameterized felicitous-difference proper total coloring
and parameterized graceful-difference proper total coloring. Also, we have combined colorings and labellings
to define: (set-ordered) gracefully total coloring, (set-ordered) odd-gracefully total coloring, (set-ordered)
felicitous total coloring, (set-ordered) odd-elegant total coloring, (set-ordered) harmonious total coloring,
(set-ordered) c-harmonious total coloring, (set-ordered) graceful edge-magic total coloring, (set-ordered)
edge-difference magic total coloring, (set-ordered) graceful edge-difference magic total coloring, and so on.
Importantly, we have defined the topological coloring isomorphism that consists of graph isomorphism and
coloring isomorphism, and a new pair of the leaf-splitting operation and the leaf-coinciding operation.
In researching graphic lattices, we have met many mathematical problems, such as: Decompose graphs
into Hanzi-graphs, J-graphic isomorphic Problem, Color-valued graphic authentication problem, Splitting-
coinciding problem, Prove any given planar graph in, or not in one of all 4-colorable planes P4C, Tree and
planar graph authentication, Tree topological authentication, Decompose evaluated Topcode-matrices, Num-
ber String Decomposition Problem, Translate a traditional lattice into a (colored) graphic lattice, Develop
the investigation of the parameterized W -type proper total colorings, (p, s)-gracefully total numbers, (p, s)-
gracefully total authentications etc. However, determining the cardinality of a graphic lattice is not slight,
since one will meet the Graph Isomorphic Problem, a NP-hard problem. The difficulty in solving these
mathematical problems is useful for cryptographers, because they can apply this intractability to protect
information. We need to apply graphic lattices in cryptosystems and the real world. There are complex
problems in Number String Decomposition Problem:
First of all, a number string can be composed of thousands of numbers, so it is difficult to divide it into
(3q)! pieces and write it into a Topcode-matrix Tcode. The number string string may also correspond to
other matrices, such as adjacency matrix, Topcode-matrix, Hanzi-matrix and so on.
Secondly, since a large scale of Topcode-matrix Tcode corresponds to hundreds of colored graphs, so it is
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very difficult to find the specially appointed colored graph, which involves the NP-hard problem of graph
isomorphism.
Thirdly, this number string will involve hundreds of graph colorings and graph labellings as well as many
problems in number theory.
Fourth, because the number string is not an integer, so the well-known technology of integer decomposi-
tion can not be used to solve the Number String Decomposition Problem.
Fifthly, because topological coding is made up of two different kinds of mathematics: topological structure
and algebraic relation, it makes attackers switch back and forth in two different languages, unable to convey
useful information. It is known that listening to two languages at the same time is forbidden by the basic
laws of physics.
We have explored the construction of graphic group lattices and Topcode-matrix lattices, these lattices
enable us to build up connections between traditional lattices and graphic lattices by topological vectors
defined here, and try to find more deep relationships between them two, since we have believed algebraic
technique will help us to do more interesting works on graphic lattices. Thereby, our techniques are not to
enrich topological coding, but also can be applied to encryption networks, since our various graphic lattices
(homomorphisms) can be used to encrypt a network wholly resisting full-scale attacks and sabotage by
classical computers and quantum computers.
A graph in various graphic lattices (homomorphisms) is stored and run in the computer by various
matrices, and the main theoretical technology of various graphic lattices (homomorphisms) comes from
discrete mathematics, number theory, algebra, etc. Graphic lattice is an interdisciplinary product, which
is expected to become the research content in the field of cryptography, or be concerned by the field of
mathematics and computer science. It is known that there is no polynomial quantum algorithm to solve
some lattice problems, so that the Number String Decomposition Problem in the topological coding may be
the theoretical basis of the topological coding against supercomputer and quantum computing, because the
Number String Decomposition Problem is irreversible, and various graphic lattice contains a lot of NP-hard
problems. Moreover, a Topcode-matrix in the topological coding is either a homomorphic property, or it
will be potential applicable. We clearly realize that we are far from the normal orbit of researching graphic
lattices, so we must grope going on and work hard on graphic lattices.
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