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Abstract
We show that if a finite simple group G isomorphic to PSLn(q) or PSUn(q), where either n 6= 4, or q is prime
or even, acts on a vector space over a field of the defining characteristic of G, then the corresponding semidirect
product contains an element whose order is distinct from every element order of G. As a consequence, we prove
that the group PSLn(q), n 6= 4 or q prime or even, is recognizable by spectrum from its covers thus giving a
partial positive answer to Problem 14.60 from the Kourovka notebook.
1 Introduction
If a group H is a homomorphic image of a finite group G then we say that G is a cover for H ,
or that G covers H . This paper is devoted to the following problem included in the Kourovka
notebook [1, Problem 14.60]:
Problem 1 Suppose that G is a proper cover for the finite simple group L = Ln(q), n > 3. Is it
true that G contains an element whose order is distinct from the order of every element of L?
This problem is related to the recognition of finite groups by spectrum. Recall that the spectrum
ω(H) of a finite group H is the set of its elements orders. We call H recognizable (by spectrum)
from its covers if, for every finite group G covering H , the equality of the spectra ω(G) = ω(H)
implies the isomorphism G ∼= H . Thus, Problem 1 asks if every simple group Ln(q), n > 3, is
recognizable from its covers.
Some special cases of this problem have already been treated elsewhere, e. g. [2, 3, 4]. Moreover,
the simple groups L2(q) are recognizable from their covers due to [5, 6].
It can be shown (see Lemma 12) that the consideration of Problem 1 may be reduced to the
case where the cover G is the natural semidirect productW⋋L, whereW is an elementary abelian
p-group, p being the defining characteristic for L = Ln(q), and the action of L on W is faithful
and absolutely irreducible. We prove that such a G usually contains an element of new order.
More precisely, if we denote L+n (q) = PSLn(q) and L
−
n (q) = PSUn(q), then the following holds:
Theorem 1 Let ε ∈ {+,−} and let L = Lεn(q), q = p
m be a simple group. Suppose that either
n > 5, or n = 4 and q is prime, or n = 4 and q is even. If L acts on a vector space W over a
field of characteristic p then ω(W ⋋ L) 6= ω(L).
As follows from the proof, in the case where either n > 5 or q is an odd prime we can assert
even more: the group L contains a semisimple element g of p-maximal order (i.e. such that
p |g| 6∈ ω(L)) which centralizes a nontrivial vector in W . Moreover, if n > 5 and q > 3, such an
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element g may be chosen independent of the module W . The proof uses the properties of weights
of the irreducible modules for the algebraic group of type Al.
As a consequence of this result, we have the following (partial) affirmative solution to Problem 1:
Corollary 1 Let L = Ln(q) be a simple linear group. If either n 6= 4, or q is prime, or q is even
then L is recognizable by spectrum from its covers.
Therefore, the only remaining unresolved case for Problem 1 is where L = L4(q) with q odd
and nonprime. We observe that the action of Lε4(q) in the defining characteristic turned out
to be a more subtle issue. The above methods will not always work as there are examples of
semidirect products W ⋋ L which do not contain elements of order pt for p-maximal order t
coprime with p. This means that the action of unipotent elements of Lε4(q) should also be taken
account of. For example, in characteristic p = 2, let W be the natural module for L = SU4(2).
Then ω(W ⋋ L) \ ω(L) = {8}. There are also more complicated examples of this kind in odd
characteristic.
2 Preliminaries
In what follows, we denote by Fq a finite field of q = p
m elements. The center of a group G is
Z(G).
Let t > 1 and n be natural numbers and let ε ∈ {+,−}. If there exists a prime that divides
tn − (ε1)n and does not divide ti − (ε1)i for 1 6 i < n, then we denote this prime by t[εn] and
call it a primitive divisor of tn − (ε1)n. In general, a primitive divisor need neither exist nor be
unique. The following lemma is a generalization of the well-known Zsigmondy’s theorem:
Lemma 2 Let t, n > 1 be natural numbers and ε ∈ {+,−}. There exists a primitive divisor t[εn]
of tn − (ε1)n, except in the following cases:
(i) ε = +, n = 6, t = 2;
(ii) ε = +, n = 2, and t = 2l − 1 for some l > 2;
(iii) ε = −, n = 3, t = 2;
(iv) ε = −, n = 2, and t = 2l + 1 for some l > 0.
Proof. See [4, Lemma 5]. N
Let q be a power of a prime and let ε ∈ {+,−}. For n ∈ N, we define the generalized primitive
divisor
q∗[εn] =


q[εn], if q[εn] exists,
9, if (ε, n, q) = (+, 6, 2),
2l, if (ε, n, q) = (+, 2, 2l − 1) for l > 2,
2l, if (ε, n, q) = (−, 2, 2l + 1) for l > 2.
Observe that q∗[εn] is not defined if and only if
(ε, n, q) ∈ {(−, 2, 2), (−, 2, 3), (−, 3, 2)}. (1)
The following assertion follows directly from the above definition:
Lemma 3 Suppose that r = q∗[εn] is defined. Then
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(i) r
∣∣ (qs − (ε1)s) if and only if n | s;
(ii) for n > 1, we have gcd(r, q − ε1) = 1, unless (ε, n, q) = (+, 2, 2l − 1) or (−, 2, 2l + 1);
(iii) if s | n and s > 1 then
r
∣∣ qn − (ε1)n
qn/s − (ε1)n/s
, (2)
unless (ε, n, s, q) = (+, 6, 3, 2);
(iv) for n > 1, the group SLεn(q) contains an irreducible element of order r.
In the following lemmas, a quotient of the finite group SLεn(q) by a central subgroup is said to
be a group of type Aεn−1(q).
Lemma 4 Let q be a power of a prime p. A group of type Aεn−1(q) contains an element of order
pt+1, t > 0, if and only if n > pt + 1.
Proof. See [8, Corollary 0.5] N
Lemma 5 (i) Let L = Lεn(q) be a simple group. Then the numbers
qn − (ε1)n
d(q − ε1)
,
qn−1 − (ε1)n−1
d
(3)
are coprime and and maximal by divisibility elements of ω(L).
(ii) Let n ∈ N, let q be a power of a prime p and let ε ∈ {+,−}. Suppose that n = s+b1+. . .+bk,
where s = 0 or s = pt with t > 0, k > 0, and all bi’s are pairwise coprime and greater than 1.
If (ε, q) = (−, 2) then we assume additionally that bi 6= 2, 3 for all i. If (ε, q) = (−, 3) then we
assume that bi 6= 2 for all i. Put ri = q
∗
[εbi]
(which exists due to the restrictions on bi). Then
pt+1r1 · . . . · rk 6∈ ω(SL
ε
n(q)), where it is assumed that t = 0 if s = 0.
Proof. We prove item (ii) first. The particular case s = pt was proved in [4, Lemma 9]; however, we
do not exclude it from the consideration as we give here a different proof. Suppose to the contrary
that there is a ∈ SLεn(q) of order p
t+1r1 · . . . · rk. Then a lies in the centralizer C in SL
ε
n(q) of the
semisimple element u = ap
t+1
. By [7, Propositions 7, 8], C is a central product of groups Mi,j,
i > 2, of type Aεi−1(q
µ(i)j ) extended by an abelian group T of order
∏
i,j(q
µ(i)j − (ε1)µ
(i)
j)/(q − ε1),
where µ(i) is a partition of ni and the numbers ni satisfy
∑
i ni = n. In particular,∑
i,j
i µ(i)j = n. (4)
Observe that u ∈ Z(C) and Z(C) is an abelian group of order dividing
∏
i,j(q
µ(i)j − (ε1)µ
(i)
j ). Since
|u| = r1 · . . . · rk, by Lemma 3(i) it follows that, for each f = 1, . . . , k, there are i, j such that bf
divides µ(i)j
(
if rf is not prime then we should also recall that Z(C) is in fact a subgroup of the
direct product of cyclic groups of the orders qµ
(i)
j − (ε1)µ
(i)
j for all i, j
)
. By hypothesis, all the
numbers bf are coprime and greater than 1; hence, the sum of those µ
(i)
j greater than 1 is at least
b1 + . . .+ bk.
Now, because C contains an element of order pt+1, one of the above components Mi′,j′ is
nontrivial and such that i′ > pt + 1 by Lemma 4. If µ(i
′)
j′ = 1, we have∑
i,j
i µ(i)j > b1 + . . .+ bk + p
t + 1 > n, (5)
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contrary to (4). If µ(i
′)
j′ > 1, then i
′ µ(i
′)
j′ > p
t+1+µ(i
′)
j′ and we still have (5). This contradiction
completes the proof.
We now prove (i). First, following the above argument we show that the numbers in (3) are
in µ(M). Let k denote either of these numbers. It is well-known that L contains an element of
order k. We show the maximality of k in ω(L) (with respect to divisibility). We may assume
that (ε, n, q) 6= (−, 3, 3), (−, 4, 2), because, for the groups U3(3) and U4(2), the assertion is readily
verified. Suppose that there is an element a ∈ L of order a multiple of k. Then the preimage
a ∈ S = SLεn(q) of a lies in the centralizer C in S of a semisimple element u of order k. Observe that
the generalized primitive divisor r = q∗[εn] (respectively, r = q
∗
[ε(n−1)]) exists, since L 6= U3(3),U4(2).
Then u ∈ Z(C) and we conclude as above that n (respectively, n−1) divides some µ(i)j . But then
(4) implies that the decomposition for n is n = n1 = µ
(1)
1 (respectively, n = n1 = µ
(1)
1 + µ
(1)
2,
where µ(1)1 = n− 1 and µ
(1)
2 = 1). In particular, C coincides with its toral part T isomorphic to
the cyclic group of order (qn− (ε1)n)/(q−ε1) (respectively, qn−1− (ε1)n−1). Due to the conjugacy
of the maximal tori, T contains the center Z(S) of order d and hence the order of a ∈ T/Z(S)
does not exceed k.
We finally show that the numbers in (3) are coprime. Denote
x =
(εq)n − 1
εq − 1
, y =
εq − 1
d
, z =
(εq)n−1 − 1
εq − 1
.
Then up to sign the numbers in (3) coincide with x/d and yz, respectively. Note that gcd(x, z) = 1,
since
gcd
(
(εq)n − 1, (εq)n−1 − 1
)
= (εq)gcd(n,n−1) − 1 = εq − 1.
Also, setting f(t) = tn−1+ . . .+ t+1 ∈ Z[t] we can find g(t) ∈ Z[t] such that f(t) = (t−1)g(t)+n.
Then the substitution t = εq gives x = f(εq) ≡ n (mod εq−1). Thus, gcd(x, εq−1) = gcd(n, εq−
1) = d and so gcd(x/d, y) = 1. The claim follows from these remarks. N
Lemma 6 (i) For every real x > 22, the interval (x/3, x/2] contains at least one prime.
(ii) For every real x > 57, the interval (2x/3, x− 16] contains at least one prime.
(iii) For every real x > 45, the interval (3x/4, x− 8) contains at least one prime.
(iv) For every real x > 27, the interval (x/2, x− 8) contains at least two primes.
Proof. (i) For x < 72 the assertion is readily verified. Suppose that x > 72. There exists α ∈ [0, 3)
such that x/3 + α = 3a for an integer a > 1. By [13], the interval (3a, 4a) contains a prime. It
remains to show that 4a 6 x/2. We have 4a = 4(x/3+α)/3 < 4x/9+4 = x/2− (x/18−4) 6 x/2,
since x/18− 4 > 0. Hence, (i) holds.
Items (i)–(iv) can be proved in a similar manner, except that in (ii) we should use a stronger
result that, for every natural n > 119, the interval [n, 1.073n] contains at least one prime, see [15].
N
Lemma 7 (i) For every natural n > 5 there exists a decomposition n = n1 + . . . + nk, where
n1, . . . , nk are pairwise coprime natural numbers at most one of which is equal to 1, such that the
following property holds: for every 1 6 j 6 n, there is a decomposition j = j1+ . . .+jk′ with k
′ 6 k
and an injection η : {j1, . . . , jk′} → {n1, . . . , nk} satisfying, for all i = 1, . . . , k
′, the conditions
(a) ji 6 η(ji);
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(b) if η(ji) > 1 then gcd(ji, η(ji)) > 1.
(ii) For every natural n > 5 and 1 6 j 6 n such that (n, j) 6∈ {(6, 3), (8, 3), (8, 5)}, there exist
a decomposition n = n1+ . . .+nk, where n1, . . . , nk are pairwise coprime natural numbers distinct
from 2, 3 at most one of which is equal to 1, and a decomposition j = j1 + . . . + jk′ having the
same properties as in (i) and satisfying the additional requirement that gcd(ji, η(ji)) 6= 3 whenever
η(ji) = 6, where i = 1, . . . , k
′.
Proof. (i) For a natural m > 1, we denote by κ(m) the largest prime divisor of m.
We will show that a stronger fact holds: there exists a required decomposition n = n1+ . . .+nk
with the additional property that
κ(n1 . . . nk) 6 (n+ 1)/2. (6)
We proceed by induction on n. Suppose that n 6 20.
If n = 5 then n = 1+4 is the required decomposition. Indeed, for j = 1, 2, 4, we may set k′ = 1
and j1 = j, while, for j = 3 or 5, we take k
′ = 2 and j = 1+ 2 or j = 1+ 4, respectively. If n = 6
then we decompose n = 1 + 2 + 3. For all j, the corresponding decomposition j = j1 + . . . + jk′
is obvious. If n = 7, we set n = 1 + 6. For j = 1, 2, 3, 6, we set k′ = 1 and, for j = 4, 5, 7, we set
k′ = 2 and j = 1 + 3, 1 + 4, and 1 + 6, respectively. If n = 9, we set n = 1 + 8. For j = 1 or j
even, we set k′ = 1 and, for j > 1 odd, we set k′ = 2 and j1 = 1, j2 = j − 1.
In all the above cases n = 5, 6, 7, 9, the injection η is straightforward and the property (6)
holds.
Now, for n = 8, 10, 11, . . . , 20 we define recursively n = [n − r] + r for the respective values
r = 3, 5, 5, 5, 7, 7, . . . , 7, 5, 3, where [n− r] denotes the decomposition for n− r already defined. It
is directly verified that all ni are pairwise coprime, at most one of them is 1, and that (6) holds. If
j 6 n−r then the decomposition j = j1+ . . .+ jk′ is defined as for n−r with the same embedding
η, while if j > n− r then we set j = [j − r] + r and extend η by setting η(r) = r. (Note that, for
n = 13 and j = 7, the decomposition [j − r] is considered empty.)
Suppose that n > 21. By Lemma 6(i), there exists a prime r such that (n+1)/3 < r 6 (n+1)/2.
Since n − r > (n − 1)/2 > 5, by induction there exists a decomposition n − r = n1 + . . . + nk0
satisfying the hypothesis and, additionally, such that κ(n1 . . . nk0) 6 (n− r+1)/2. We show that
n = n1 + . . . + nk0 + r is the required decomposition. Since r > (n − r + 1)/2, it follows that
each prime divisor of each ni is less than r; in particular, the numbers n1, . . . , nk0, r are pairwise
coprime, at most one of them is 1, and κ(n1 . . . nk0r) = r 6 (n + 1)/2.
Now let 1 6 j 6 n. As above, if j 6 n− r then the decomposition j = j1 + . . .+ jk′ is defined
by induction with the same embedding η. Suppose that j > n − r + 1. We have n − r + 1 > r.
If j = r then we take this equality for a (trivial) decomposition of j and set η(r) = r; otherwise,
j > r, i.e. 1 6 j − r 6 n− r, and we set j = [j − r] + r, where the decomposition [j − r] and the
embedding η on the components of [j − r] are defined by induction, and set η(r) = r. From the
construction it is clear that all the requirements on η are satisfied, which completes the proof of
(i).
We now prove item (ii). In this case, we will find the needed decompositions for n and j such
that η(ji) = ni for all 1 = 1, . . . , k
′ (we may fix the order of the summands ni, because j is now
fixed.)
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(a) First, we assume that either j = 2, 3, n − 2, n − 3, or (n, j) ∈ {(8, 4), (16, 6), (16, 10)}.
Then the decompositions for n and j are shown in Table 1 in the columns labeled [n] and [j],
respectively. Note that, in each case, due to the restrictions on n and j the components ni in
n = n1 + . . . + nk are distinct from 2, 3, and (ni, ji) 6= 3 whenever ni = 6. All the remaining
requirements are readily verified.
Table 1: A decomposition for j = 2, 3, n− 2, n− 3 or (n, j) ∈ {(8, 4), (16, 6), (16, 10)}
(n, j) restrictions on n k [n] k′ [j]
(n, 2)
n ≡ 1 (mod 2)
n ≡ 0 (mod 2)
2
1
(n− 1) + 1
n
1
1
2
2
(n, n− 2)
n ≡ 1 (mod 2)
n ≡ 0 (mod 2)
2
1
1 + (n− 1)
n
2
1
1 + (n− 3)
n− 2
(n, 3)
n ≡ 1 (mod 2)
n ≡ 0 (mod 6)
n ≡ 2 (mod 6)
n ≡ 4 (mod 6)
2
1
3
2
1 + (n− 1)
n
1 + 4 + (n− 5)
(n− 1) + 1
2
1
2
1
1 + 2
3
1 + 2
3
(n, n− 3)
n ≡ 1 (mod 2)
n ≡ 0 (mod 6)
n ≡ 2 (mod 6)
n ≡ 4 (mod 6)
2
1
3
2
(n− 1) + 1
n
4 + (n− 5) + 1
1 + (n− 1)
1
1
2
2
n− 3
n− 3
2 + (n− 5)
1 + (n− 4)
(8, 4), (16, 6), (16, 10) — 1 n 1 j
(b) We may now assume that j 6= 2, 3, n − 2, n − 3 and (n, j) 6∈ {(8, 4), (16, 6), (16, 10)}. We
show by induction on n that in this case a stronger fact holds: there are needed decompositions
n = n1 + . . . + nk and j = j1 + . . . + jk′ with the additional requirement that ji = ni for all
i = 1, . . . , k′.
Observe that we may also assume that j 6 n/2. (Otherwise, we take n − j instead of j and
decompose n = n1+ . . .+ nk and n− j = n1+ . . .+ nk′. Then j = nk′+1+ . . .+nk is the required
decomposition for j, while n retains the same decompositions with the appropriate permutation
of the summands.) We consider three subcases.
(b.1) Induction base. If n 6 112 then it can be directly verified that, for each admissible pair
(n, j), the required decompositions for n and j have one of the forms
1) n = (j) + (n− j), j = (j);
2) n = (1) + (j − 1) + (n− j), j = (1) + (j − 1);
3) n = (j) + (1) + (n− j − 1), j = (j);
4) n = [j] + [n− j], j = [j];
where in 1) — 3) a summand in parentheses denotes a single component of the decomposition, while
in 4) a summand in brackets is decomposed as shown in Table 2. For example, if (n, j) = (21, 7)
then gcd(j, n− j − 1) = gcd(7, 13) = 1 and so the decompositions in 3) satisfy the requirements.
(b.2) Suppose that n > 113 and j 6 2n/5. Then n− j > 3n/5 > 57 and by Lemma 6(ii) there
is a prime r such that
2(n− j)/3 < r 6 n− j − 16. (7)
Clearly, r 6= 2, 3. Moreover, we have
j 6 2(n− j)/3 < r, (8)
6
Table 2: An exceptional decomposition for admissible pairs (n, j), with 2j 6 n 6 112
(n, j) [n− j] [j] (n, j) [n− j] [j] (n, j) [n− j] [j]
(21, 6) 4 + 11 1 + 5 (76, 36) 40 7 + 29 (99, 22) 77 5 + 17
(25, 10) 4 + 11 1 + 9 (78, 22) 56 5 + 17 (99, 36) 63 5 + 31
(34, 12) 22 5 + 7 (81, 6) 4 + 71 1 + 5 (100, 12) 88 5 + 7
(36, 15) 21 4 + 11 (81, 15) 7 + 59 15 (100, 22) 78 5 + 17
(45, 12) 33 5 + 7 (81, 36) 45 7 + 29 (100, 45) 55 4 + 41
(46, 6) 11 + 29 6 (85, 10) 4 + 71 1 + 9 (105, 14) 91 5 + 9
(46, 10) 7 + 29 10 (85, 15) 11 + 59 15 (105, 39) 5 + 61 39
(49, 21) 5 + 23 21 (85, 34) 51 5 + 29 (105, 40) 65 7 + 33
(51, 6) 4 + 41 1 + 5 (85, 35) 9 + 41 35 (106, 6) 11 + 89 6
(51, 15) 7 + 29 15 (85, 40) 45 11 + 29 (106, 10) 7 + 89 10
(52, 18) 34 5 + 13 (88, 30) 58 7 + 23 (106, 28) 78 5 + 23
(55, 10) 4 + 41 1 + 9 (91, 21) 11 + 59 21 (106, 36) 70 13 + 23
(55, 15) 11 + 29 15 (91, 26) 65 7 + 19 (106, 40) 66 17 + 23
(55, 22) 33 5 + 17 (91, 28) 63 5 + 23 (106, 50) 56 9 + 41
(57, 21) 5 + 31 21 (91, 35) 9 + 47 35 (111, 6) 4 + 101 1 + 5
(64, 28) 36 5 + 23 (91, 39) 5 + 47 39 (111, 12) 99 5 + 7
(66, 26) 40 7 + 19 (92, 14) 5 + 73 14 (111, 15) 7 + 89 15
(69, 18) 51 5 + 13 (93, 24) 69 5 + 19 (111, 33) 5 + 73 33
(70, 24) 46 5 + 19 (96, 20) 76 7 + 13 (111, 36) 75 7 + 29
(76, 6) 11 + 59 6 (99, 21) 5 + 73 21 (111, 45) 7 + 59 45
(76, 10) 7 + 59 10
and hence
(n− j)/2 < 2(n− j)/3 < r. (9)
Now the pair (n− r, j) satisfies the induction hypothesis. Indeed, by (7) we have j 6= 2, 3, n− r−
2, n− r− 3, and n− r > j + 16 > 16. Hence, (n− r, j) is an admissible pair and by induction we
have n − r = n1 + . . . + nk and j = n1 + . . . + nk′, where k
′ 6 k and ni’s are pairwise coprime,
distinct from 2, 3, and at most one of them being 1. Since r > j by (8), and r > n − r − j by
(9), it follows that r is greater than, hence coprime with, all ni’s. Thus n = n1 + . . .+ nk + r and
j = n1 + . . .+ nk′ are the required decompositions for n and j.
(b.3) Suppose that n > 113 and j > 2n/5. Then j > 45 and by Lemma 6(iii) there is a prime
s such that
3j/4 < s < j − 8. (10)
Since (n− j)/2 < 3j/4, we have
(n− j)/2 < s. (11)
Due to j 6 n/2 we also have (n − j)/2 > n/4 > 27 and so Lemma 6(iv) implies that there is a
prime r distinct from s such that
(n− j)/2 < r < n− j − 8. (12)
Consider the pair (n−s−r, j−s). By (12) and (10), we have j−s > 8 > 2, 3; n−j−r > 8 > 2, 3;
and n − s − r = (n − j − r) + (j − s) > 8 + 8 = 16. Thus (n − s − r, j − s) is an admissible
pair and by induction we have n− s− r = n1 + . . .+ nk and j − s = n1 + . . .+ nk′ . By (11) and
(12), we have s, r > (n − j)/2 > j/2. Thus s, r are distinct from, hence coprime with, all ni’s.
Therefore, n = s + n1 + . . .+ nk + r and j = s + n1 + . . .+ nk′ are the required decompositions.
This completes the proof of the lemma. N
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We emphasize that the difference of case (ii) from case (i) of Lemma 7 is not only in the
requirement that ni 6= 2, 3 but also in that the decomposition for n depends on the number j.
Let r be a prime, G a finite group, and g ∈ G. We say that g is an element of r-maximal order
if r |g| 6∈ ω(G). Examples of r-maximal orders for the groups SLεn(q) are given in Lemma 5(ii)
Lemma 8 Let S = SLεn(q), with q = p
m.
(i) Let n > 5 and q > 3. Then S contains a semisimple element g of p-maximal order such
that 〈g〉 ∩ Z(S) = 1 and, for every 0 6 j 6 n, the product of some j distinct characteristic values
of g (in the natural n-dimensional representation) equals 1.
(ii) Let n > 4, 0 6 j 6 n, and (ε, n, q) 6= (−, 4, 2). Then S contains a semisimple element g of
p-maximal order such that 〈g〉∩Z(S) = 1 and the product of some j distinct characteristic values
of g (in the natural n-dimensional representation) equals 1.
Proof. (i) Let n = n1 + . . . + nk be the decomposition whose existence is stated in Lemma
7(i). Then S includes a naturally embedded subgroup isomorphic to SLεn1(q)× . . .× SL
ε
nk
(q). By
Lemma 3(iv) and in view of the restriction q > 3, we may choose an element gi ∈ SL
ε
ni
(q) of order
ri =
{
1, ni = 1;
q∗[εni], ni > 1.
(13)
Set g = g1 . . . gk ∈ S (so that g is the direct sum of diagonal blocks gi). By the coprimality of
n1, . . . , nk, we have |g| = r1 . . . rk, and hence |g| is p-maximal by Lemma 5. Observe also that by
Lemma 3(ii) either |g| is coprime with q − ε1, or q = 2l ± 1 and there is 1 6 i0 6 k such that
ni0 = 2. However, in the latter case, we must have k > 2, since n > 5. These remarks imply that
〈g〉 ∩ Z(S) = 1 by the construction of g.
Clearly, the set of characteristic values for g is the union of those for gi which have the form
{θi, θ
εq
i , θ
(εq)2
i , . . . , θ
(εq)ni−1
i }, (14)
for some θi ∈ F
× of order ri, i = 1, . . . , k, where F is the algebraic closure of Fp.
If j = 0, we set g to be any semisimple element of p-maximal order such that 〈g〉∩Z(S) = 1. Let
1 6 j 6 n and j = j1+ . . .+ jk′ as stated in Lemma 7(i). Without loss of generality (renumbering,
if necessary, the summands in n = n1 + . . . + nk) we may assume that η(ji) = ni, i = 1, . . . , k
′,
where η is defined in Lemma 7(i). It is sufficient to show that the product of some distinct ji
values in (14) equals 1. We may assume that ni > 1 (otherwise, θi = 1 and the claim holds). Then
di = gcd(ji, ni) > 1 by the property (b) in Lemma 7(i). Observe that, by Lemma 3(iii), we have
ri
∣∣ (εq)ni − 1
(εq)ni/di − 1
= 1 + x+ x2 + . . .+ xdi−1, x = (εq)ni/di . (15)
In particular, the set (14) is the union of f = ni/di mutually disjoint subsets
{θi , θ
x
i , . . . , θ
xdi−1
i }, {θ
εq
i , θ
x(εq)
i , . . . , θ
xdi−1(εq)
i }, . . . , {θ
(εq)f−1
i , θ
x(εq)f−1
i , . . . , θ
xdi−1(εq)f−1
i },
in each of which the product of all elements equals 1 due to (15). Since ji/di 6 f by the property
(a) of Lemma 7(i), it follows that the union of arbitrary ji/di of the above subsets gives the
required set of ji distinct characteristic values whose product equals 1.
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(ii) As above, we may assume that j > 0. First, suppose that n > 5 and (n, j) 6∈ {(6, 3), (8, 3),
(8, 5)}. Then we decompose n = n1 + . . . + nk and j = j1 + . . . + jk′ as stated in Lemma 7(ii).
As above, there exists an element g = g1 . . . gk ∈ S of p-maximal order r1 . . . rk, where the ri’s
defined by (13) exist due to the restrictions ni 6= 2, 3. We now repeat the rest of the argument of
(i) to show that there are j distinct characteristic values of g whose product equals 1.
If (n, j) ∈ {(8, 3), (8, 5)} and (ε, q) 6= (−, 2) then because of (1) we may allow a summand of n
to equal 3. So we decompose n = 5 + 3, j = j (trivial decomposition). If (n, j, ε, q) 6= (6, 3,+, 2)
then the divisibility (15) holds by (2) and we may repeat the above argument.
If n = 4 and (ε, q) 6= (−, 2) then again 3 is a possible summand for n and so we decompose
n = 1 + 3 if j = 1 or 3, and decompose trivially n = 4 if j = 2 or 4 and proceed as above.
Suppose that S = SL6(2) and j = 3. Then S contains an element g of 2-maximal order 21
whose characteristic values are νi = θ
2i−1 , i = 1, . . . , 6, where θ ∈ F
×
2 is of order 21. Observe that
Z(S) = 1 and the product of 3 characteristic values ν1, ν3, ν5 of g equals θθ
4θ16 = 1, as required.
Finally, let S = SU8(2) and j = 3 or 5. Then S contains an element g of order 45 (which is
2-maximal) and whose block-diagonal form g = g1g2g3 has three blocks of sizes 4, 3, 1 and the
characteristic values ν1, . . . , ν8 of g are
θ3, (θ3)−2, (θ3)4, (θ3)−8︸ ︷︷ ︸
g1
, θ−5, (θ−5)−2, (θ−5)4︸ ︷︷ ︸
g2
, θ30︸︷︷︸
g3
; (16)
where θ ∈ F
×
2 is of order 45. Then ν1ν3ν8 = ν2ν4ν5ν6ν7 = 1 and so there are j characteristic values
of g whose product equals 1. Since Z(S) = 1, the claim follows. N
Lemma 9 If a Frobenius group KC with kernel K and cyclic complement C = 〈c〉 of order n acts
faithfully on a vector space V over a field of nonzero characteristic p coprime with the order of
K, then the minimal polynomial of c on V is xn − 1. In particular, the semidirect product V ⋋C
contains an element of order p · n and dimCV (c) > 0.
Proof. See [16, Lemma 1]. N
Lemma 10 A group H is recognizable by spectrum from its covers if and only if ω(H) = ω(G)
for every split extension G = N ⋋H, where N is an elementary abelian r-group for some r and
H acts on N absolutely irreducibly.
Proof. Let G be a proper cover forH of minimal order such that ω(H) = ω(G). By [10, Lemma 12],
we may assume that G = N ⋋H , where H acts on the elementary abelian r-group N irreducibly.
Suppose that this action is not absolutely irreducible. Let F be a finite splitting field for H of
characteristic r and consider a proper submodule N0 of the reducible FH-module N ⊗Fp F . It is
sufficient to show that ω(N0 ⋋ H) = ω(H). Suppose to the contrary that n0h ∈ N0 ⋋ H is an
element of order not belonging to ω(H). Then the element 1 + h+ h2 + . . .+ h|h|−1 considered as
a linear transformation of N0 is nonzero. But then it is also nonzero as a linear transformation of
N and hence G contains an element nh of order |n0h|, a contradiction. N
Lemma 11 Let r be a prime and let L = Lεn(q) be a simple group, where q = p
m and ε ∈ {+,−}.
Then ω(Zr × L) 6⊆ ω(L).
Proof. Denote by a1 and a2 the numbers in (3). By Lemma 5(i), there is i = 1, 2 such that r ∤ ai
and rai 6∈ ω(L). Since rai ∈ ω(Zr × L), the claim follows. N
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Lemma 12 Let L = Ln(q) be a simple linear group, where q = p
m. Then L is recognizable by
spectrum from its covers if and only if ω(L) = ω(G) for every split extension G = N ⋋ L, where
N is an elementary abelian p-group and L acts on N faithfully and absolutely irreducibly.
Proof. By Lemma 10, we may assume that G = N ⋋L where N is an elementary abelian r-group
for some r and L acts on N absolutely irreducibly. By Lemma 11, L acts faithfully. The image
in L of the parabolic subgroup of SLn(q) of the shape q
n−1 :GLn−1(q) contains by [3, Lemma 5] a
Frobenius subgroup KC with elementary abelian kernel K of order qn−1 and cyclic complement C
of order a = (qn−1−1)/d, where d = gcd(n, q−1). If r 6= p then, by Lemma 9, we have ra ∈ ω(G).
However, ra 6∈ ω(L) by Lemma 5(i). Hence, r = p. N
3 Weights of irreducible SLn(F )-modules
In this section, we recall some facts from the representation theory of algebraic groups. For details,
see e. g. [12].
Let G = SLn(F ), where F is an algebraically closed field of characteristic p. Then G is a simply
connected simple algebraic group of type Al, where l = n− 1. Denote by ω0 the zero weight and
by ω1, . . . , ωl the fundamental weights of G (with respect to a fixed maximal torus of G and a
system of positive roots). Let Ω = Zω1 ⊕ . . .⊕ Zωl be the weight lattice and ∆ the root system
of G with the set α1, . . . , αl of simple roots. Also, let Ω0 = Zα1 ⊕ . . .⊕ Zαl be the set of radical
weights and Ω+ = {a1ω1 + . . . + alωl ∈ Ω | a1 > 0, . . . , al > 0} be the set of dominant weights.
The weights in the set Ω+k = {a1ω1 + . . . + alωl ∈ Ω | 0 6 a1 < k, . . . , 0 6 al < k} are called
k-restricted, where k is usually a power of p.
For an irreducible (rational, finite dimensional) G-module L, denote by Ω(L) the set of weights
of L and by λ(L) the highest weight of L. It is known that λ(L) ∈ Ω+ and each dominant weight
is the highest weight of some irreducible module L. The irreducible G-module of highest weight λ
is customarily denoted by L(λ). Obviously, Ω(L(ω0)) = {ω0}. The module L is called p-restricted
if λ(L) ∈ Ω+p . The modules L(ωi), i = 1, . . . , l are called the microweight modules. The structure
of the microweight modules is well known and described in the following lemma (see, e.g. [12,
II.2.15]):
Lemma 13 Let G = SLn(F ) and let V = F
n be the natural G-module with the canonical
basis e1, . . . , en. Choose the diagonal subgroup H for a fixed maximal torus of G. Then ei
is an eigenvector for H with the corresponding weight εi. Choose a system of positive roots
{εi − εj | 1 6 i < j 6 n}. Then, for 1 6 k < n, we have ωk = ε1 + . . . + εk and the mi-
croweight module L(ωk) is isomorphic to the k-th exterior power ∧
kV and has the set of weights
Ω(L(ωk)) = {εi1 + εi2 + . . .+ εik | 1 6 i1 < i2 < . . . < ik 6 n}.
The following assertion is a refinement of [9, Proposition 2.3] for groups of type Al.
Lemma 14 Let G = SLn(F ) and let L be an irreducible p-restricted G-module. Write λ(L) =
a1ω1 + . . .+ alωl. Suppose that i ∈ {0, 1, . . . , l} is the uniquely defined integer such that
a1 + 2a2 + . . .+ lal ≡ i (mod l + 1). (17)
Then Ω(L(ωi)) ⊆ Ω(L).
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Proof. By [12, Proposition II.2.4], Ω(L) lies in a single coset of Ω : Ω0 and, by [9, Proposition 2.3],
Ω(L) contains ω0 if λ(L) is radical, and includes Ω(L(ωi)) for some i = 1, . . . , l, otherwise. In the
latter case, the index i is uniquely defined, since the weights ω0, ω1, . . . , ωl form a transversal of
Ω : Ω0 by [11, VIII, §7.3, Proposition 8].
Therefore, it remains to observe that an arbitrary weight λ = a1ω1 + . . .+ alωl ∈ Ω lies in the
coset ωi + Ω0 if and only if (17) holds. Indeed, if λ = αi is a simple root then (a1, . . . , al) is the
ith row of the Cartan matrix of type Al and (17) is directly verified. By the above, every weight
λ is in ωi + Ω0 for some i and adding or subtracting positive roots from λ preserves the relation
(17) and the coset ωi + Ω0. The claim follows from these remarks. N
4 Proofs of the main results
We first give a proof of Theorem 1.
Proof. By Lemma 10, we may assume that W is absolutely irreducible as a module for L.
Moreover, by [14, Theorem 43], we may assume that W is a restriction to S = SLεn(q) of an
irreducible module L(λ) for G = SLn(F ), where λ ∈ Ω
+
q , and F = Fp. Set l = n− 1.
(a) We first consider the case where n > 5 and q > 3. It is sufficient to show that there is a
semisimple element g ∈ S of p-maximal order such that 〈g〉∩Z(S) = 1 which centralizes a nonzero
vector w ∈ W . Indeed, if this is the case then the element wg ∈ W ⋋ L has order p |g| 6∈ ω(L),
due to ω(L) ⊆ ω(S), where g is the image of g in L.
We choose for a fixed maximal torus of G the diagonal subgroup H . Write
λ = λ0 + pλ1 + . . .+ p
m−1λm−1, λi ∈ Ω
+
p .
By the Steinberg Tensor Product theorem [14, Theorem 41], we have
L(λ) ∼= L(λ0)⊗ L(λ1)
ρ ⊗ . . .⊗ L(λm−1)
ρm−1 , (18)
where ρ denotes the twisting by the Frobenius map corresponding to the automorphism x 7→ xp
of F . By Lemma 14, for each i = 0, . . . , m− 1, there exists ki ∈ {0, . . . , l} such that Ω(L(ωki)) ⊆
Ω(L(λi)). In particular, the set Ω(L(λ)) contains all possible weights of the form
µ0 + pµ1 + . . .+ p
m−1µm−1, µi ∈ Ω(L(ωki)). (19)
By Lemma 13, µi can be an arbitrary sum of ki distinct weights in {ε1, . . . , εn}.
Let g ∈ S be the semisimple element whose existence is stated in Lemma 8(i). Then there is
a ∈ G such that h = ag ∈ H . By Lemma 8(i), there are ki distinct characteristic values of g
whose product equals 1 and we define µi to be the sum of the corresponding ki weights εj so that
µi(h) = 1 for all i = 0, . . . , m− 1. Denote by µ the sum (19) with µi just defined. Then we have
µ ∈ Ω(L(λ)) and
µ(h) = µ0(h)µ1(h)
p . . . µm−1(h)
pm−1 = 1.
Let w0 ∈ W be a weight vector for G of weight µ so that w0h = µ(h)w0 = w0. Set w = w0a. Then
wg = w0ag = w0ha = w0a = w.
Thus g is the required semisimple element of S.
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(b) We now suppose that n > 4, q is prime, and (ε, n, q) 6= (−, 4, 2). In this case, λ ∈ Ω+q = Ω
+
p .
By Lemma 14, there exists j ∈ {0, . . . , l} such that Ω(L(ωj)) ⊆ Ω(L(λ)). Hence, by Lemma 13,
Ω(L(λ)) contains the sum of arbitrary j distinct weights in {ε1, . . . , εn}. Now, we choose by
Lemma 8(ii) a semisimple element g ∈ S of p-maximal order such that 〈g〉 ∩ Z(S) = 1 and the
product of some j distinct characteristic values of g equals 1. There is a ∈ G such that h = ag ∈ H
and so the product of some j characteristic values of h equals 1 as well. We set µ equal to the sum
of the corresponding j weights {ε1, . . . , εn} so that µ(h) = 1. (Then µ ∈ Ω(L(λ)) by the above.)
If now w0 ∈ W is a weight vector for G then, as in case (a), wg = w, where w = w0a and so g is
as required.
We emphasize that, in this cases, the principal difference from case (a) is that the module W
is p-restricted and that the choice of g depends on W .
(c) Finally, let n = 4 and let q be even. By Lemma 6 in [4], L contains a Frobenius subgroup
KC with kernel K of order q[ε4] and cyclic complement C of order 4. By Lemma 11, KC acts
faithfully on W and hence Lemma 9 implies that 2|C| ∈ ω(W ⋋ L). However, 2|C| = 8 6∈ ω(L)
by Lemma 4. This completes the proof of the theorem. N
Corollary 1 is now a direct consequence of Lemma 12 and Theorem 1.
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