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ABSTRACT
Parameterized mathematical models play a central role in
understanding and design of complex information systems.
However, they often cannot take into account the intricate
interactions innate to such systems. On the contrary, purely
data-driven approaches do not need explicit mathematical
models for data generation and have a wider applicability
at the cost of interpretability. In this paper, we consider the
design of a one-bit compressive autoencoder, and propose
a novel hybrid model-based and data-driven methodology
that allows us to not only design the sensing matrix for one-
bit data acquisition, but also allows for learning the latent-
parameters of an iterative optimization algorithm specifically
designed for the problem of one-bit sparse signal recovery.
Our results demonstrate a significant improvement compared
to state-of-the-art model-based algorithms.
Index Terms— Compressive sensing, low-resolution sig-
nal processing, deep unfolding, deep neural networks, autoen-
coders
1. INTRODUCTION
In the past decade, compressive sensing (CS) has shown sig-
nificant potential in enhancing signal sensing and recovery
performance with simpler hardware resources, and thus, has
attracted noteworthy attention among researchers. CS is a
method of signal acquisition which ensures the exact or al-
most exact reconstruction of certain classes of signals using
far less number of samples than that is needed in Nyquist sam-
pling [1]—where the signals are typically reconstructed by
finding the sparsest solution of an under-determined system
of equations using various available means.
Note that in a practical settings, each measurement needs
to be digitized into finite-precision values for further process-
ing and storage purposes, which inevitably introduces a quan-
tization error. This error is generally dealt with as measure-
ment noise possessing limited energy; an approach that does
not perform well in extreme cases. One-bit CS is one such
extreme case where the quantizer is a simple sign comparator
and each measurement is represented using only one bit, i.e.,
+1 or−1 [2–7]. One-bit quantizers are not only low-cost and
low-power hardware components, but also much faster than
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traditional scalar quantizers, accompanied by great reduction
in the complexity of hardware implementation. Several al-
gorithms have been introduced in the literature for efficient
reconstruction of sparse signals in one-bit CS scenarios (e.g.,
see [2–7] and the references therein).
1.1. Relevant Prior Art
The current one-bit CS recovery algorithms generally exploit
the consistency principle, which assumes that the element-
wise product of the sparse signal and the corresponding mea-
surement is always positive [2]. In [2], the authors introduce
a regularizer based recovery algorithm called renormalized
fixed point iteration (RFPI) using a convex barrier function
as a regularizer for the consistency principle. We discuss
the formulation of RFPI in Section 2 in details. Another
such reconstruction algorithm can be found in [3], referred
to as restricted step shrinkage (RSS), for which a nonlin-
ear barrier function is used as the regularizer. Compared to
RFPI algorithm, RSS has three important advantages: prov-
able convergence, improved consistency, and feasible perfor-
mance [12]. Ref. [4] introduces a penalty-based robust re-
covery algorithm, called binary iterative hard thresholding
(BIHT), in order to enforce the consistency principle. Con-
trary to RFPI algorithm, BIHT needs the sparsity level of the
signal as input. Both RFPI and BIHT, however, perform very
poorly in the presence of measurement noise, when bit flips
occur. In [5] and [6], authors proposed modified versions of
RFPI and BIHT, referred to as noise-adaptive renormalized
fixed point iteration (NARFPI) and adaptive outlier pursuit
with sign flips (AOP-f), that are robust against bit flips in the
measurement vector.
We note that model-based algorithms, such as the ones
discussed above, often do not take into account the intricate
interactions and the latent-parameters innate to complex sig-
nal processing systems. Therefore, there has recently been
a high demand for developing effective real-time signal pro-
cessing algorithms that use the data to achieve improved per-
formance [13–15]. In particular, the data-driven approaches
relying on deep neural architectures such as convolutional
neural networks [13], deep fully connected networks [14],
and stacked denoising autoencoders [15], have been studied
for sparse signal recovery in generic quantized CS setting.
Such data-driven approaches do not need explicit mathemati-
cal models for data generation and have a wider applicability.
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On the other hand, they lack the interpretability and trusta-
bility that comes with model-based signal processing tech-
niques. The advantages associated with both model-based
and data-driven methods show the need for developing ap-
proaches that enjoy the benefits of both frameworks [16, 17].
In this paper, we bridge the gap between the data-driven
and model-based approaches in the one-bit CS area and pro-
pose a specialized, yet hybrid, methodology for the purpose
of sparse signal recovery from one-bit measurements.
2. PROBLEM FORMULATION
In a one-bit CS scenario, the dynamics of the data acquisition
process (i.e., the encoder module) can be formulated as:
Encoder Module: r = sign(Φx), (1)
where Φm×n denotes the sensing matrix, and x ∈ Rn is as-
sumed to be a K-sparse signal. Having the one-bit measure-
ments of the form (1), one can pose the problem of sparse
signal recovery from one-bit measurements r by solving the
following non-convex program:
min
x
‖x‖0, s.t. r = sign(Φx), (2)
where the constraint in (2) is imposed to ensure a consistent
reconstruction from the one-bit information. Further note
that, the one-bit measurement consistency principle can be
equivalently expressed as RΦx  0, where R = Diag(r)
and  is an element-wise matrix inequality operator. In-
spired by the CS literature, the above non-convex optimiza-
tion problem can be further reformulated as a non-convex
`1-minimization program on the unit sphere:
min
x
‖x‖1, s.t. RΦx  0, ‖x‖2 = 1, (3)
where the `1-norm acts as a sparsity inducing function. The
intuition behind finding the sparsest signal on the `2 unit-
sphere (i.e., fixing the energy of the recovered signal) is two-
fold. First, it significantly reduces the feasible set of the op-
timization problem, and second, it avoids the the trivial so-
lution of xˆ = 0. There exists an extensive body of research
on solving the above non-convex optimization problem (e.g.,
see [2, 3, 5, 7, 18, 19], and the references therein). The most
notable methods utilize a regularization termR(s) to enforce
the consistency principle as a penalty term for the `2-objective
function, viz.
xˆ = argmin
x
‖x‖1 + αR(RΦx), s.t. ‖x‖2 = 1, (4)
where α > 0 is the penalty factor. In this paper, we build upon
the work done in [2] and its proposed RFPI algorithm as a
base-line to design the decoder function of the proposed one-
bit compressive autoencoder (AE). In particular, we unfold
the iterations of a renormalized fixed-point algorithm onto the
layers of a neural network in a fashion that each layer of the
proposed deep architecture mimics the behavior of one iter-
ation of the base-line algorithm. Next, we perform an end-
to-end learning approach by utilizing the back-propagation
method to tune the parameters of both the decoder (i.e., pa-
rameters of the RFP iterations) and the encoder (i.e., the sens-
ing matrix Φ) functions of the proposed compressive AE.
Let y = RΦx. In order to enforce the first constraint
in (4), the RFPI algorithm utilizes the regularization term
ρ(y) , max{−y,0}. Note that the function ρ(·) can be
expressed in terms of the well-known ReLU function ex-
tensively used by the deep learning research community, i.e.
ρ(y) = ReLU(−y). The RFPI algorithm is a first-order op-
timization method (gradient-based) that operates as follows:
Given an initial point x0 on the unit-sphere, the gradient
step-size δ and a shrinkage thresholds α, at each iteration i,
the estimated signal xi is obtained using the following update
steps:
di = ∇
x
R(y)∣∣
x=xi−1
= − (RΦ)T ρ (RΦxi−1) , (5a)
ti =
(
1 + δdTi xi−1
)
xi−1 − δdi, (5b)
vi = sign (ti) ReLU (|ti| − (δ/α)1) , (5c)
xi =
vi
‖vi‖2 . (5d)
After the descent in (5a)-(5b), the update step in (5c) corre-
sponds to a shrinkage step. More precisely, any element of the
vector ti that is below the threshold δ/α will be pulled down
to zero (leading to enhanced sparsity). Finally, the algorithm
projects the obtained vector vi on the unit sphere to produce
the latest estimation of the signal.
While effective in signal reconstruction, there exist sev-
eral drawbacks in using the RFPI method. For instance, it
is required to use the algorithm on several problem instances,
while increasing the value of the penalty factor α at each outer
iteration of the algorithm, and to use the previously obtained
solution as the initial point for tackling the recovery problem
for any new problem instance. Moreover, it is not straight-
forward how to choose the fixed step-size and the shrinkage
threshold, that may depend on the latent-parameters in the in-
formation system. In fact, it is evident that by carefully tuning
the step-sizes and the shrinkage threshold τ = δ/α, one can
significantly boost the performance of the algorithm, and fur-
ther alleviate the mentioned drawbacks of this method. In the
next section, we show how this tuning can be done by learn-
ing from the data. In particular, we slightly modify and over-
parameterize the above updating steps of the RFPI algorithm
and unfold them onto the layers of a deep neural network, and
define a decoder function based on the unfolded iterations,
and seek to jointly learn the parameters of the proposed AE.
3. THE PROPOSED ONE-BIT COMPRESSIVE
AUTOENCODER
We pursue the design of a novel one-bit compressive sensing-
based autoencoder architecture that allows us to jointly de-
sign the parameters of both the encoder and the decoder mod-
ule when one-bit quantizers are employed in the data acqui-
sition process (i.e., the encoding module) for a K-sparse in-
put signal x ∈ Rn. Briefly speaking, an AE is a generative
model comprised of an encoder and a decoder module that
are sequentially connected together. The purpose of an AE
is to learn an abstract representation of the input data, while
providing a powerful data reconstruction system through the
decoder module. The input to such system is a set of signals
following a certain distribution, i.e. x ∼ D(x), and the output
is the recovered signal from the decoder module xˆ. Hence, the
goal is to jointly learn an abstract representation of the under-
lying distribution of the signals through the encoder module,
and simultaneously, learning a decoder module allowing for
reconstruction of the compressed signals from the obtained
abstract representations. Therefore, an AE can be defined by
two functionals: i) an encoder function fEncoderΥ1 : R
n 7→ Rm,
parameterized on a set of variables Υ1 that maps the input
signal into a new vector space, and ii) a decoder function
fDecoderΥ2 : R
m 7→ Rn parameterized on Υ2, which maps the
output of the encoder module back into the original signal
space. Hence, the governing dynamics of a general AE can
be expressed as xˆ = fDecoderΥ2 ◦ fEncoderΥ1 (x), where xˆ denotes
the reconstructed signal.
In light of the above, we seek to interpret a one-bit CS
system as an AE module facilitating not only the design of the
sensing matrix Φ that best captures the information of a K-
sparse signal when one-bit quantizers are employed, but also
to learn the parameters of an iterative optimization algorithm
specifically designed for the task of signal recovery. To this
end, we modify and unfold the iterations of the form (5a)-
(5d) onto the layers of a deep neural network and later use the
deep-learning tools to tune the parameters of the proposed
one-bit compressive AE. In particular, we define the encoder
module of the proposed AE as follows:
fEncoderΥ1 (x) =
˜sign(Φx), (6)
where Υ1 = {Φ} denotes the set of parameters of the en-
coder function, and ˜sign(x) = tanh(c · x), for some choice
of c > 0 (c was set to 100 in numerical investigations). Note
that we replaced the original sign function with a smooth ap-
proximation of it based on the hyperbolic tangent function.
The reason for such a replacement is that the sign function is
not continuous and its gradient is zero everywhere except at
the origin, and hence, the use of it would cripple any stochas-
tic gradient-based optimization method (used in backpropa-
gation method in deep learning). As for the decoder function,
define gφi : R
m 7→ Rn as follows:
gφi(z;Φ,R) =
v
‖v‖2 , with (7a)
v = ˜sign (t) ReLU (|t| − τi) , (7b)
t =
(
1 + δid
Tz
)
z − δid, (7c)
d = − (RΦ)T ρ (RΦz) , (7d)
where φi = {τi, δi} represents the parameters of the func-
tion gφi , and τi ∈ Rn denotes the sparsity inducing thresh-
olds vector. Next, we define the proposed composite decoder
function as follows:
fDecoderΥ2 (z0) = gφL−1 ◦ gφL−2 ◦ · · · ◦ gφ1 ◦ gφ0(z0;Φ,R),
where Υ2 = {φi}L−1i=0 represents the learnable (tunable) pa-
rameters of the decoder function. Note that we have over-
parameterized the iterations of the RFPI algorithm by intro-
ducing a new variable τi at each iteration for the sparsity in-
ducing step (i.e., Eq. (7b)). Moreover, in contrast with the
original iterations, we have introduced a new step-size δi at
each step of the iteration as well. Hence, the above decoder
function can be interpreted as performing L iterations of the
original RFPI algorithm with an additional L(n + 1) − 2
degrees of freedom (as compared to the base algorithm) ex-
pressed in terms of the set of the shrinkage thresholds τi and
the gradient step-sizes δi, i.e. {τi, δi}L−1i=0 . Hence, the pro-
posed decoder function is much more expressive than that of
the iterations of RFPI algorithm.
3.1. Loss Function Characterization and Training
The training of an AE should be carried out by defining a
proper loss function G (x, fDecoderΥ2 ◦ fEncoderΥ1 (x)) that pro-
vides a measure of the similarity between the input and
the output of the AE. The goal is to minimize the distance
between the input target signal x and the recovered sig-
nal xˆ according to a similarity criterion. A widely-used
option for the loss function is the output MSE loss, i.e.,
Ex∼D(x)
{‖x− xˆ‖22}. Nevertheless, in deep architectures
with a high number of layers and parameters, such a sim-
ple choice of the loss function makes it difficult to back-
propagate the gradients, and hence, the vanishing gradient
problem arises. Therefore, for the training of the proposed
AE, a better choice for the loss function is to consider the
cumulative MSE loss of all layers. As a result, one can also
feed-forward the decoder function for only l < L layers (a
lower complexity decoding), and consider the output of the
l-th layer as a good approximation of the target signal. For
training, one needs to consider the constraint that the gradient
step-sizes {δi}L−1i=0 must be non-negative. By parameterizing
the decoder function on the step-sizes and the shrinkage step
thresholds, we need to regularize the training loss function
ensuring that the network chooses positive step sizes and
thresholds at each layer. With this in mind, we suggest the
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Fig. 1. The performance of the proposed method compared to the RFPI algorithm for sparsity levels: (a)K = 16, and (b)K = 24.
following loss function for training the proposed one-bit com-
pressive AE. Let g˜i = gφi ◦ gφi−1 ◦ · · · ◦ gφ0 ◦ fEncoderΥ1 (x),
and define the loss function for training as
G(x; xˆ) =
L−1∑
i=0
wi||x− g˜i(xi)||22︸ ︷︷ ︸
accumulated MSE loss of all layers
+ (8)
λ
L−1∑
i=0
ReLU(−[δ]i) + λ
nL−1∑
i=0
ReLU(−[τ ]i)︸ ︷︷ ︸
regularization term for the step-sizes and shrinkage thresholds
,
where λ > 0, [δ]i = δi, and τ = [τT0 , . . . , τ
T
L−1].
4. NUMERICAL RESULTS
In this section, we present the simulation results that in-
vestigate the performance of the proposed one-bit compres-
sive AE. For training purposes, we randomly generate K-
sparse signals of length n = 128, on the unit sphere, i.e.
x ∈ R128, and ‖x‖2 = 1. Furthermore, we fix the total
number of layers of the decoder function to L = 30; equiv-
alent of performing only 30 optimization iterations of the
form (7). As for the sensing matrix to be learned, we assume
Φ ∈ R512×128. The results presented here are averaged
over 128 realizations of the system parameters. Although we
consider the case that m > n, due to the focus of this study
on one-bit sampling where usually a large number of one-bit
samples are available, as opposed to the usual CS settings.
The proposed one-bit CS AE is implemented using the
PyTorch library [20]. The Adam algorithm [21] with a learn-
ing rate of 10−3 is utilized for optimization of parameters of
the proposed AE. We perform a batch-learning approach with
mini-batches of size 64, and a total number of 8000 epochs.
For training of the the proposed AE, we fixK = 16, and eval-
uate the performance of the proposed method on target signals
withK = 16, as well asK = 24 (which was not shown to the
network during the training phase). In all scenarios, the initial
starting point of the optimization algorithms are the same.
Fig. 1 illustrates MSE for the recovered signal versus total
number of optimization iterations i, for i = 0, . . . , 29, and
for sparsity levels (a) K = 16 and (b) K = 24. We compare
our algorithm with the RFPI iterations in (5a)-(5d), in the
following scenarios:
• Case 1: The RFPI algorithm with a randomly generated
sensing matrix whose elements are i.i.d and sampled from
N (0, 1), and fixed values for δ, and α.
• Case 2: The RFPI algorithm where the learned Φ is utilized
and the values for δ and α are fixed as the previous case.
• Case 3: The RFPI algorithm with a randomly generated Φ
(same as Case 1), however, the learned shrinkage thresholds
vector {τi}L−1i=0 is utilized with a fixed step size.
• Case 4: The proposed one-bit CS AE method correspond-
ing to the iterations of the form (7a)-(7d), with the learned Φ,
{δi}L−1i=1 , and {τi}L−1i=0 .
4.1. Discussion and Concluding Remarks
It can be seen from Fig. 1 that in both cases of K ∈ {16, 24},
the proposed method demonstrates a significantly better per-
formance than that of the RFPI algorithm (described in Case
1)—an improvement of ∼ 10 times in MSE outcome. Fur-
thermore, the effectiveness of the learned Φ (Case 2), and the
learned {τi} (Case 3) compared to the base algorithm (Case
1), are clearly evident, as both algorithms with learned pa-
rameters significantly outperform the original RFPI. Finally,
although we trained the network for K = 16 sparse signals,
it still shows good generalization properties even for K = 24
(see Fig. 1 (b)). This is presumably due to the fact that the
proposed AE is a hybrid model-based data-driven approach
that exploits the existing domain knowledge of the problem
as well as the available data at hand. Furthermore, note that
the proposed method achieves high accuracy very quickly and
does not require solving (4) for several instances as opposed
to the original RFPI algorithm—thus showing great potential
for usage in real-time applications.
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