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Abstract
We consider a classical risk process compounded by another independent process. Both of
these component processes are assumed to be Levy processes. Sharp conditions are given on
the parameters of these two components to ensure when ruin is certain, and also when the time
of ruin is of exponential type. It is shown that under some weak conditions, these problems
depend only on the compounding process. When ruin is not certain, it is shown in Paulsen
(1993) that the ruin probability depends on the distribution function of a certain present value,
and an integro-dierential equation for the characteristic function is found there in the special
case when the two component Levy processes have only a nite number of jumps on any nite
time interval. We generalize this equation to the present case. c© 1998 Elsevier Science B.V.
All rights reserved.
Keywords: Risk theory; Ruin probability; Levy process; Geometric ergodic Markov process;
Stochastic di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1. Introduction
This paper generalizes a model introduced in Paulsen (1993) to describe a risk
process in a stochastic economic environment. The economic environment is assumed
to incorporate both a stochastic rate of ination as well as a stochastic return on
investments. Under some assumptions on the processes involved, a new process that
describes the return on investments in real terms is derived. Consequently, if P is the
risk process in a world without economic factors, and R is the process that describes
return on investments in real terms, compounded assets in real terms at time t equals
Yt =y + Pt +
Z t
0
Ys− dRs; (1.1)
where P0 =R0 = 0.
A major problem in classical risk theory is to nd the probability of eventual ruin,
i.e. the probability that assets ever become negative. Even when R=0 this is not a
simple problem, and the presence of a stochastic R certainly does not make things any
easier. However, assuming that P and R are independent Levy processes, it turns out
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that it is possible to give a fairly exact answer to the question when ruin is certain.
To be more precise, let Ty = infft: Yt<0g with Ty =1 if Y never becomes negative.
Then it is proved that under some mild extra conditions,  (y)=P(Ty<1)= 1 if and
only if E[ ~Rt]60 where ~Rt = logE(R)t , and E(R) is the Doleans{Dade exponential of
R. This means that the answer to when ruin is certain depends only on the return on
investments process R, indicating that people working with risk theory pay too little
attention to nancial uctuations. Furthermore it is proved that Ty is of exponential type
when E[ ~Rt]<0. When E[ ~Rt]>0, a general formula for  (y) is given. This formula
involves the distribution function of the present value Z1=
R1
0 expf− ~Rtg dPt , and an
integro-dierential equation for the characteristic function of Z1 is derived, generalizing
a result of Paulsen (1993).
2. The model
We will assume that all processes and random variables are dened on a ltered
probability space (
;F;F; P) satisfying the usual conditions, i.e. Ft is right-continuous
and P-complete.
As in Paulsen (1993) or Paulsen (1996), let (P; I; R^) with (P; I; R^)0 = (0; 0; 0) be
a three-dimensional semimartingale where P is a surplus generating process, I is an
ination generating process and R^ is a return on investment generating process. By
this we mean that Pt is the surplus at time t in a world with no ination and no
return on investments, and for notational convenience we have assumed that P0 = 0.
The interpretation of I is that if the price level at time zero is 1, then at time t it
will be E(I)t , i.e. the Doleans{Dade exponential of I given as the solution of the
stochastic growth equation E(I)t =1 +
R t
0 E(I)s− dIs; where we throughout the paper
understand
R b
a as
R
(a; b]. Similarly, the interpretation of R^ is that one unit of money
invested at time zero will be worth E(R^)t at time t. In order to prevent assets to
become negative due to a jump in either I or R^, it is assumed throughout the paper
that
P(4It>− 1 8t>0)=P(4R^t>− 1 8t>0)=1: (2.1)
Due to ination, surplus at time t in nominal terms is
Pt =
Z t
0
E(I)s− dPs:
Therefore compounded assets in nominal terms at time t equal
Yt =y + Pt +
Z t
0
Ys− dR^s;
where Y0 =y are initial assets. Finally, assets at time t in real terms become
Yt =E(I)−1t Yt:
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For example, by Jacod (1979), (p. 194) or Paulsen (1993), after a simple rearrangement
the solution is
Yt =e
~Rt
 
y +
Z t
0
e− ~Rs−d
 
Ps − [P; R^]s +
X
u6s
4Pu(4R^u)2
1 +4R^u
!!
;
where ~Rt = logE(R^)t − logE(I)t . Assuming that [P; R^] = 0, this simplies to
Yt =e
~Rt

y +
Z t
0
e− ~Rs−dPs

: (2.2)
If we can nd a semimartingale R so that E(R)=E(R^)=E(I) and [P; R] = 0, it follows
from the above that Y satises the linear stochastic dierential equation (1.1). However,
using the identity E(X )E(Y )=E(X + Y + [X; Y ]), it is not hard to see that this is
satised for
Rt = R^t − It + hI c; I cit −
〈
R^c; I c

t −
X
s6t
(4R^s −4Is)4Is
1 +4Is ; (2.3)
provided [P; I ] = [P; R^] = 0: The interpretation of R is that it is the return on investments
in real terms, and it is generally not equal to R^ − I . It also follows from Eqs. (2.1)
and (2.3) that
P(4Rt>− 1 8t>0)=1: (2.4)
To summarize we have proved:
Lemma 2.1. Assume Eq. (2.1) and that [P; I ] = [P; R^] = 0: Then the expressions (1.1)
and (2.2) for Y are equal when R is given by Eq. (2.3). Furthermore, Eq. (2.4) holds.
As in Paulsen (1993), it is assumed in the rest of the paper that P and (I; R^)
are independent Levy processes w.r.t. the ltration F. Then [P; I ] = [P; R^] = 0, so the
assumptions of Lemma 2.1 are satised (remember we have assumed that Eq. (2.1)
always holds). It is clear from Eq. (2.3) that R is a Levy process as well, hence Y is
a strong Markov process.
The Levy{Ito^ representation of P is
Pt =pt + PWP; t +
Z t
0
Z
fjxj61g
x(P(ds; dx)− KP(dx) ds)
+
Z t
0
Z
fjxj>1g
xP(ds; dx); (2.5)
where WP is a Brownian motion, P is the random measure associated with the jumps
of P and KP is the compensator of P , i.e. a (nonstochastic) Radon measure with
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KP(f0g)= 0 and
R1
−1(x
2 ^ 1)KP(dx)<1: Similarly,
Rt = rt + RWR; t +
Z t
0
Z
fjxj61=2g
x(R(ds; dx)− KR(dx)ds)
+
Z t
0
Z
fjxj>1=2g
xR(ds; dx);
(2.6)
and because of Eq. (2.4) the relation KR((−1;−1])= 0 holds. It will be assumed thatZ
fjxj>1=2g
j log(1 + x)jKR(dx)<1: (2.7)
Then a few calculations give
~Rt = ~rt + RWR; t +
Z t
0
Z 1
−1
log(1 + x)(R(ds; dx)− KR(dx)ds); (2.8)
where
~r = r − 1
2
2R +
Z
fjxj61=2g
(log(1 + x)− x)KR(dx)
+
Z
fjxj>1=2g
log(1 + x)KR(dx):
(2.9)
Dene the integro-dierential operator A by
Af(y) = 12 (
2
P + 
2
Ry
2)f00(y) + (p+ ry)f0(y)
+
Z
fjxj61g
(f(y + x)− f(y)− xf0(y))KP(dx)
+
Z
fjxj>1g
(f(y + x)− f(y))KP(dx)
+
Z
fjxj61=2g
(f(y(1 + x))− f(y)− xyf0(y))KR(dx)
+
Z
fjxj>1=2g
(f(y(1 + x))− f(y))KR(dx);
(2.10)
where f is twice continuously dierentiable and chosen so that the above integrals
exist and are nite for all y. It follows from Ito^’s formula that for any such f,
f(Yt)=f(y) +
Z t
0
Af(Ys) ds+M
f
t ; (2.11)
where Mf is a local martingale. If for all y and t>0 the Dynkin formula,
E[f(Yt)]=f(y) + E
Z t
0
Af(Ys) ds

(2.12)
holds together with the technical assumption,Z t
0
E[jAf(Ys)j] ds<1; (2.13)
then f is said to belong to the domain of the extended generator A of Y .
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3. The results
In this section we retain the denitions and assumptions of Sections 1 and 2. In
addition, we will assume that
P(Pt<0 for some t>0)>0: (3.1)
Note that this is equivalent to either p<0 or 2P>0 or KP((−1; 0))>0.
If Eqs. (2.4) is violated or equivalently if KR((−1;−1])>0, then  (y)= 1. This
follows from Eq. (3.1) and the fact that 4RT6 − 1 implies that YT60. Similarly if
KR((−1;−1))>0, then  (y)= 1 even without assumption (3.1).
We are now ready for our main result. The proof is given in Section 4.
Theorem 3.1. Let Y , P and R be given by Eqs. (1.1), (2.5) and (2.6), respectively.
Also let ~r be given by Eq. (2.9), and assume that Eqs. (2.4), (2.7) and (3.1) hold.
(a) If ~r<0 and for some >0,Z 1
1
xKP(dx)<1
andZ 1
1
xKR(dx)<1;
then E[eTy ]<1 for some >0. In particular,  (y)= 1 and all moments of Ty
are nite.
(b) If R 6= 0 and ~r=0 and for some >0,Z 1
1
(log x)2+KP(dx)<1;
Z −1=2
−1
j log(1 + x)j2+KR(dx)<1
andZ 1
1
xKR(dx)<1;
then  (y)= 1.
(c) If ~r>0 and either
(i)
Z 1
−1
j log(1 + x)jKP(dx)<1 and
Z −1=2
−1
(log(1 + x))4KR(dx)<1,
or
(ii)
Z
fjxj>1g
jxjKP(dx)<1 and
Z −1=2
−1
(1 + x)−2KR(dx)<1
hold, then
 (y)=
H (−y)
E[H (−YTy)jTy<1]
: (3.2)
Here H is the (continuous) distribution function of the a.s. nite random variable
Z1=
Z 1
0
e− ~Rs dPs; (3.3)
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where ~R is given by Eq. (2.8). Finally  (y)<1 unless Pt =pt; Rt = rt and
p<− ry.
Remarks
1. Note that cases a{c in the theorem correspond to E[ ~Rt]<0, E[ ~Rt] = 0 and E[ ~Rt]>0.
Hence from the solution (2.2) of Y , the results of the theorem become quite reason-
able. Indeed, in the three cases the Markov process Y is geometric recurrent, null
recurrent and transient, respectively.
2. In part b of the theorem the assumption R 6= 0 is necessary, for otherwise Pt =y+Pt ,
i.e. the classical risk process, and for this process  (y) is certainly not always equal
to 1.
Example 3.1. Assume that R has only a nite number of jumps on each nite time
interval, i.e. Rt = rt + RWR; t +
PNR; t
i=1 SR; i where
PNR; t
i=1 SR; i is a compound Poisson
process. Assume in addition that SR has the symmetric density
fR(s)=

2
(1− jsj)−11f−1<s<1g; >0;
so that E[SR] = 0. In particular, =1 gives the uniform density, while =2 gives the
triangular density. Letting r()= 2R=2− RE[log(1+ SR)], it follows from the theorem
that  (y)<1 if and only if r>r(). Straightforward calculations give r(1)= 1=22R +
0:307 R and r(2)= 1=22R + 0:114 R. It is easy to prove that r()!1 when  ! 0,
and that r()! 2R=2 when  !1.
The most interesting, but also the most dicult case is the one in part c of The-
orem 3.1. In order to make use of formula (3.2), the distribution function H of Z1
must be known. In Paulsen (1993) an integro-dierential equation for the characteristic
function (u)=E[eiuZ1 ] is given when P and R have only a nite number of jumps
on each nite time interval. Solving this equation, Gjessing and Paulsen (1997) found
the characteristic function of Z1 in two particular cases which have a ruin interpre-
tation. The distribution function H was found in both cases by inversion, and nally
the  (y) were calculated using Eq. (3.2). For completeness, although maybe of lim-
ited practical value, we give the integro-dierential equation for  in the case when
P and R follow the general Levy processes (2.5) and (2.6). The proof is given in
Section 4.
Theorem 3.2. In addition to the general assumptions of Theorem 3.1, assume thatZ 1
−1
x2KP(dx)<1
and
r >
3
2
2R +
1
2
Z
fjxj61=2g
((1 + x)−2 − 1 + 2x)KR(dx)
+
1
2
Z
fjxj>1=2g
((1 + x)−2 − 1)KR(dx):
(3.4)
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Then Z1 given by Eq. (3.3) is a.s. nite, and (u)=E[eiuZ1 ] is twice continuously
dierentiable and satises the integro-dierential equation
L(u) + (u)(u)= 0; (3.5)
where
(u) = ipu− 1
2
2Pu
2 +
Z
fjxj61g
(eiux − 1− iux)KP(dx)
+
Z
fjxj>1g
(eiux − 1)KP(dx)
and L is the integro-dierential operator,
Lf(u) = 12
2
Ru
2f00(u)− (r − 2R)uf0(u)
+
Z
fjxj61=2g
(f(u(1 + x)−1)− f(u) + xuf0(u))KR(dx)
+
Z
fjxj>1=2g
(f(u(1 + x)−1)− f(u))KR(dx)
for f twice continuously dierentiable. Side conditions are
(0)= 1 and j(u)j61 8 u:
Remark. In this paper the purpose of the process ~R has mainly been to serve as a
shorthand for logE(R), and it is understood that the modelling is done in terms of
R, i.e. by specifying r; R; KR and the cuto function 1[−1=2;1=2](x). However, in the
literature it is not uncommon to start with ~R instead, i.e. with ~r; R; ~KR and a cuto
function; this is done in e.g. Eberlein and Keller (1995) and Barndor{Nielsen (1997).
Under the assumption (2.7) the cuto function is not needed, and we can write
~Rt = ~r + RWR; t +
Z t
0
Z 1
−1
x( ~R(ds; dx)− K ~R(dx)ds):
In terms of K ~R, assumptions in Theorem 3.1 such as
R −1=2
−1 j log(1+x)jKR(dx)<1 andR −1=2
−1 (1+x)
−2KR(dx)<1 become
R −1
−1 jxjK ~R(dx)<1 and
R −1
−1 e
−2xK ~R(dx)<1, re-
spectively, and
R1
1 x
KR(dx)<1 becomes
R1
1 e
xK ~R(dx)<1. Furthermore, Eq. (3.4)
becomes
~r>2R +
Z 1
−1
(e−2x − 1 + 2x)K ~R(dx);
while Eq. (3.5) is replaced by the slightly less complicated
~L(u) + (u)(u)= 0;
where
~Lf(u) = 12
2
Ru
2f00(u)− ( ~r − 122R)uf0(u)
+
Z 1
−1
(f(ue−x)− f(u) + xuf0(u))K ~R(dx):
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4. The proofs
Proof of Theorem 3.1. The degenerate case when both Pt =pt and Rt = rt is trivial,
so in the sequel this possibility is excluded. Furthermore, when KP((−1; 0))>0, in
parts a and b we may and will assume that KP((−1;−1))= 0 and that there is a
continuous nonnegative function kP , positive on some interval (−a; 0) with 0<a61,
so that KP((−a; x))>
R x
−a kP(y) dy whenever −a6x<0. This is because replacing 4Ps
with 4P0s>4Ps and denoting the corresponding process by Y 0, then obviously Ty6T 0y
where T 0y = infft : Y 0t <0g.
With the above observations in mind, let us prove part a. As above we may replace
Rs with R0s>Rs. Consequently we can assume that for given  > 0,Z −1=2
−1
j log(1 + x)j1+KR(dx)< 1
so that ~r < 0 still holds.
Let  be the Lebesgue measure on (−1; 0). By the assumed continuity properties, it
is clear that (A)>0 implies that Py(A<1)>0 where Py is the probability measure
conditioned on Y0 =y and A= infft : Yt 2Ag. Therefore Proposition 2.1 in Meyn and
Tweedie (1993a) implies that Y is irreducible. Letting T be an independent standard
exponential variable, we can dene a sampled Markov chain with transition probabilities
K(y; A)=
Z 1
0
Py(Yt 2A)e−tdt=Py(YT 2A):
It is clear that K has a continuous nontrivial component for all y, hence Y is a T-
process. (See Meyn and Tweedie, 1993a, pp. 495 and 496 for the relevant denitions).
Furthermore by Theorem 3.1(i) in Meyn and Tweedie (1993b) together with Eq. (4.1)
below, it follows that Py(Y !1)= 0 for all y, where Y !1 means that Y will
eventually leave any compact for never to return there. Hence by Theorem 4.1(i) in
Meyn and Tweedie (1993a), every compact set is petite, where a petite set is dened on
p. 500 in Meyn and Tweedie (1993a). Therefore, the result follows from Theorem 7.2
in Down et al. (1995), provided we can nd a function V>1 with limjxj!1 V (x)=1
and belonging to the domain of the extended generator A of Y , so that the drift
condition
AV (y)<− cV (y) + d; (4.1)
holds 8y where c and d are positive constants. Here the operator A is given by
Eq. (2.10). Throughout the proof and without further mentioning, ci and di; i=1; 2; : : :
will be positive constants.
Let 0<<^ 1 and let V be a twice continuously dierentiable function so that
V>1 8y; V; V 0 and V 00 are bounded on jyj<1 and
V(y)= 1 + jyj on jyj>1:
We will rst prove that Eq. (4.1) holds for some , and afterwards prove that this V
belongs to the domain of the extended generator of Y , i.e. that V satises Eqs. (2.12)
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and (2.13). It is sucient to prove Eq. (4.1) for large values of jyj. Then since
jjy + xj − jyjj6jxj, it follows that
Z 1
1
(V(y + x)− V(y))KP(dx)
6
Z 1
1
jxjKP(dx) + c1<1: (4.2)
By the binomial formula,
Z
fjxj61g
(V(y + x)− V(y)− xV 0 (y))KP(dx)
6c2
Z
fjxj61g
x2KP(dx): (4.3)
Furthermore,
1

Z
fjxj>1=2g
(V(y(1 + x))− V(y))KR(dx)
= jyj
Z
fjxj>1=2g
1

((1+x) − 1)KR(dx)+ 1 o(jyj
);
where jyj−o(jyj)! 0 as jyj!1. By the mean value theorem, for >0 and x>
− 1; −(1+)j(1+ x)−1j1+= j log(1+ x)j1+(1+ x)(1+) with 0<<. Therefore, the
sequence −1((1+x)−1) is uniformly integrable w.r.t. the nite measure KR( \ [−1=2;
1=2]c) for <0<^ 1. Consequently,Z
fjxj>1=2g
1

((1 + x) − 1)KR(dx)!
Z
fjxj>1=2g
log(1 + x)KR(dx) (4.4)
as ! 0. Also by the dominated convergence theorem,
1

Z
fjxj61=2g
(V(y(1 + x))− V(y))− xyV 0 (y))KR(dx)
!jyj
Z
fjxj61=2g
(log(1 + x)− x)KR(dx) (4.5)
as ! 0. By combining Eqs. (4.2){(4.5), it follows from Eqs. (2.9) and (2.10) that
AV(y)= jyj( ~r + o(1)) + o(jyj);
where o(1)! 0 as ! 0. Therefore, Eq. (4.1) is satised for  suciently small.
We must prove Eqs. (2.12) and (2.13). From Eqs. (4.2){(4.5) it can be seen that
jAV(x)j6c3V(x) + d3 8x: (4.6)
Let n= infft : jYt j>ng. Then from Eq. (2.11) and the above arguments,
E[V(Yt^n)]=V(y) + E
 Z t^n
0
AV(Ys) ds

: (4.7)
Consequently by Eq. (4.6), the positivity of V and Gronwall’s inequality,
E[V(Yt^n)]6

V(y) +
d3
c3

ec3t : (4.8)
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Letting n!1, Fatou’s lemma gives
E[V(Yt)]6

V(y) +
d3
c3

ec3t : (4.9)
By Eq. (4.8) and the fact that V(y)= 1 + jyj when jyj>1, it is clear that E[(V
(Yt^n))
1+]<m for some >0 and m<1, i.e. fV(Yt^n)g is uniformly integrable (for
given <). Therefore, limn!1 E[V(Yt^n)]=E[V(Yt)]. Also,
lim
n!1E
 Z t^n
0
AV(Ys) ds

=E
 Z t
0
AV(Ys) ds

by Eqs. (4.6), (4.8) and the dominated convergence theorem. This in conjunction with
Eq. (4.7) implies Eq. (2.12). Finally, Eq. (2.13) holds by Eqs. (4.6) and (4.9). This
ends the proof of part a.
Now over to part b, which will be proved by a quite dierent method. From Eq. (2.2)
we get
Yn=e
~Rn
 
e− ~Rn−1e ~Rn−1
 
y+
Z n−1
0
e− ~Rs dPs
!
+
Z n
n−1
e− ~Rs dPs
!
=AnYn−1 + Bn;
where
An = e
~Rn− ~Rn−1
Bn = e
~Rn
Z n
n−1
e− ~Rs dPs=
Z n
n−1
e ~Rn− ~Rs dPs:
Note that it is allowed to put e ~Rn under the integral sign in Bn since P and ~R are
assumed to be independent. Also since P and ~R are Levy processes, it is clear that
the f(An; Bn)g are i.i.d., and that (An; Bn) is independent of Yn−1. Furthermore, (An; Bn)
has the same distribution as (A; B) where
A=e ~R1 and B=
Z 1
0
e ~Rs dPs:
By Babillot et al. (1997), Proposition 1.1 and Theorem 3.3, the Markov chain fYng
has a unique (up to a constant factor) unbounded invariant measure , provided that
for some >0,
E[ ~R1]= 0; (4.10)
E[j ~R1j2+]<1; (4.11)
E
" Z 1
0
e ~Rs ds
!#
<1; (4.12)
E
"
Z 1
0
e ~RsdWP; s

#
<1; (4.13)
E
"
Z 1
0
Z
fjxj61g
e ~Rs−x(P(ds; dx)− KP(dx) ds)

#
<1; (4.14)
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E
2
4 log
  Z 1
0
Z 1
1
e ~Rs−xP(ds; dx)
!
_ 1
!!2+35<1; (4.15)
for some  with 0<<^ 1. In Eqs. (4.12){(4.14) we used the fact that (log(jxj
_ 1))2+6c4jxj for all 0<61. In this case, it follows by Babillot et al. (1997),
Corollary 4.2(i), that fYng will visit any open set of positive  measure innitely
often. But by assumption A can become arbitrarily close to 0 while B can become
negative, hence ((−1; 0))= R1−1 P(Ax+B<0)(dx)>0; and consequently,  (y)= 1.
Therefore, it only remains to prove Eqs. (4.10){(4.15).
Obviously, Eq. (4.10) holds by Eqs. (2.7) and (2.8). Write ~R= ~Rc+ ~Rd where ~Rct =
RWR; t . Then trivially E[j ~Rc1j2+]<1, and by arguments similar to those in the proof
of Lemma 4.1 of Protter and Talay (1997),
E[j ~Rd1 j2+]6c1
0
@ Z 1
0
Z 1
−1
(log(1 + x))2KR(dx) ds
!(2+)=2
+
Z 1
0
Z 1
−1
j log(1 + x)j2+KR(dx)
1
A ;
for 0<<^ 2. Both terms on the right side are nite by assumption, so Eq. (4.11)
is proved.
By independence of the various components of a Levy process,
E[e ~R1 ] = exp
(
1
2
22R − 
Z 1
0
Z
fjxj>1=2g
log(1 + x)KR(dx) ds
)
E
"
exp
(Z 1
0
Z
fjxj>1=2g
log(1 + x)R(ds; dx)
)#
E
"
exp
(

Z 1
0
Z
fjxj61=2g
log(1 + x)(R(ds; dx)− KR(dx) ds)
)#
:
It is easy to prove that each term here is nite for  suciently small, hence a straight-
forward application of Doob’s inequality gives
E

sup
s61
e ~Rs

<1: (4.16)
Now, Eq. (4.12) follows trivially from Eq. (4.16), and similarly we get Eq. (4.13) by
conditioning on G= f ~Rs : 06s61g together with Theorem 5, p. 69 in Liptser and
Shiryaev (1989). To prove Eq. (4.14) let
Mt =
Z t
0
Z
fjxj61g
e ~Rs−x(P(ds; dx)− KP(dx) ds):
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Then again upon conditioning on G and using Theorem 5, p. 69 in Liptser and Shiryaev
(1989) together with Eq. (4.16),
E[jM1j]6c5
 Z
fjxj61g
x2KP(dx)
!=2
E

sup
s61
e ~Rs

<1:
Finally, a few calculations give
E
2
4 log
  Z 1
0
Z 1
1
e ~Rs−xP(ds; dx)
!
_ 1
!!2+35
6E
" sup
s61
~Rs

2+
#
E
"
N 2+
NX
i=1
(log4PTi)2+
#
;
where N =#fs61 :4Ps>1g and the fTig are the successive times that 4Ps>1. By
Eq. (4.16) and the assumptions, both terms on the right are nite. This gives Eq. (4.15)
and thus ends the proof of part b.
The formula (3.2) is proved in Theorem 3.2 in Paulsen (1993) when P and R
have only a nite number of jumps on each nite time interval, but under some
stronger integrability assumptions than those assumed here. However, an inspection
of the proof makes it clear that Eq. (3.2) holds when P and R are general Levy
processes provided Z1 exists and is a.s. nite. But it follows from Eq. (2.8) to-
gether with Proposition 2.1 and its proof in Paulsen and Hove (1998) that this holds
under the given assumptions. Therefore, it only remains to be proved that  (y)<1. By
Eq. (2.2),
Yt =e
~Rt (y + Zt);
where Zt =
R t
0 e
− ~Rs dPs! Z1 a.s. as t!1. In addition, it follows from the assump-
tions and Eq. (2.8) that ~Rt !1 as t!1. Let C = f! : Z1>− yg. Then obviously,
P(C)>0, and Yt !1 a.s. on C. But if  (y)= 1, then a.s. Yt<0 on C for some t.
The strong Markov property of Y then implies that there exist stopping times fTng
increasing towards innity as n!1 and a.s. nite on the set C, so that YTn60. But
this contradicts the fact that Yt !1 a.s. on C, hence  (y)<1:
Proof of Theorem 3.2. Using Ito^’s formula, some tedious but relatively straightforward
arguments show that
E[e−2 ~Rt ] =E[E(R)−2t ] = e
−2t ;
where
2 = 2r − 32R−
Z
fjxj61=2g
((1 + x)−2 − 1 + 2x)KR(dx)
−
Z
fjxj>1=2g
((1 + x)−2 − 1)KR(dx)>0
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by assumption. Therefore E[Z21]<1, hence  is twice continuously dierentiable.
Furthermore, the proof of Proposition 3.1 in Paulsen (1993) goes identically through
when P and R are general Levy processes, so that
(u)=Eu

exp
Z 1
0
(Us) ds

;
where Ut =U0e−
~Rt and Eu denotes starting value U0 = u. Letting M be the uniformly
integrable martingale
Mt =Eu

exp
Z 1
0
(Us) ds
Ft

;
it easily follows from the Markov property of U that Mt =Vt(Ut); where Vt =
e
R t
0
(Us) ds: Now, dVt = (Ut)Vt dt, so the integration by parts formula gives
Mt =(u)+
Z t
0
Vs(d(Us) + (Us)(Us) ds): (4.17)
It is not hard to see that dUt =Ut−dXt , where
Xt =−Rt + 2Rt+
X
s6t
(4Rs)2
1 +4Rs ;
so that hX c; X cit = hRc; Rcit = 2Rt and 4Xt =−4Rt=(1+4Rt). Therefore, Ito^’s formula
and some calculations give
d(Us) = Us−0(Us−) dXs + 12
2
RU
2
s−
00(Us−) ds
+(Us−(1 +4Xs))− (Us−)− Us−0(Us−)4Xs
= 12
2
RU
2
s−
00(Us−) ds+ 2RUs−
0(Us−) ds− Us−0(Us−) dRs
+(Us−(1 +4Rs)−1)− (Us−) + Us−0(Us−)4Rs
= L(Us−) ds+dNs;
(4.18)
where N is the local martingale
Nt = −R
Z t
0
Us−0(Us−) dWR; s
+
Z t
0
Z 1
−1
((Us−(1 + x)−1)− (Us−))(R(ds; dx)− KR(dx) ds):
Hence by Eq. (4.17),Z t
0
Vs(L(Us−) + (Us−)(Us−)) ds
is a continuous local martingale with nite variation, i.e. it is identically equal to zero.
Since V>0 it follows that  must satisfy Eq. (3.5).
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