The multicast mechanism is one method of data communication in data networks which aims to transfer data to a group of receivers on a network in an efficient manner. In this work the performance of four well known and widely used multicast protocols are investigated using OMNeT++ open software, which was chosen for this purpose. Individual performance metrics are determined by executing simulation experiments and in addition a unique overall performance indicator is defined to solve the multi-criteria decision problem that is revealed as the network configuration and the service conditions vary. This performance evaluation approach can be used by network protocol designers for building and exploiting optimal protocols when setting up networks so as to achieve the best performance under the multicast traffic load and quality specifications.
INTRODUCTION
Today, as multimedia applications are increasing, they need efficient distribution to a large number of end users over large distances. This trend demands a multicast means of distribution rather than a unicast one. Multicast transmission decreases the usage of network resources compared to unicast and broadcast transmission, which target one recipient and all recipients in a segment, respectively. Figure  1 depicts the differences between unicast and multicast transmission. In our effort to investigate the performance of multicast communication in various types of data networks, our interest is focused on the performance of the protocols which are used in this communication technique. By now a number of multicast protocols have been implemented and tested separately that work perfectly on the internet and intranets. A wellbalanced and effective protocol must be able to cut out the quantity of states that is stored in the routers.
In this paper, four well known and widely used multicast protocols are selected and their performance is investigated. Two of them belong to sparse type protocol and that are the Core base Trees (CBT) protocol and the Protocol Independent Multicast-Sparse Mode (PIM-SM), while the other two, the Protocol Independent Multicast-Dense Mode (PIM DM) and the Distance Vector Multicast Routing Protocol (DVMRP), belong to dense-type protocols. The first pair of protocols is suitable for groups where a very low percentage of the nodes are subscribed to the multicast session. These sparsemode protocols assume relatively small numbers of multicast clients. In contrast, the dense-type protocols (PIM DM and DVMRP) are ideal for groups where many of the end-users subscribe to multicast packets. Dense-mode multicast routing protocols flood packets across the network and then prune off branches where there are no recipients, while sparse protocols have the ability to explicitly construct a tree from each sender to the receivers in the multicast group.
The abovementioned protocols differ significantly in terms of the approach used to implement the many-to-many communication model. They differ in terms of scalability and in that some of them store state-related information in all routers while in the remainder only routers currently participating in the transmission keep these data. Both types of protocols employ different types of trees which have advantages and disadvantages that need to be considered by the network designer. Thus the comparison of results was considered as an interesting topic.
To study the performance of protocols other than by taking direct measurements, which is expensive, it is possible to use a special purpose simulator or an (Bartczak and Zwierzykowski, 2007) ; (Tarik et al, 2001) , and OPNET software (Wang et al, 1999) . In all cases it is possible to define static or dynamic network models and to use graphical interfaces. Finally it was decided that OMNeT++ open software would be used as well as it provides an opportunity to verify the network design in a safe and cheap environment. This open simulator provides the ability to test a network with regard to a failure hypothesis or to trace a flow of multicast streams among sources and receivers. Discrete events simulation like OMNeT++ provides a means to check the behaviour of a network across a wide range of test scenarios, which is not always feasible in laboratory conditions. Contrary to this, obtaining measures from a real multicast network architecture is very expensive and complex as various collaborating components are involved.
Previous Work
Stergiou et al. (Stergiou et al., 2007) present an interesting multicasting architecture that operates using a multicasting firewall over the Multicast Control Protocol (MCP). They evaluate the transition times of IGMPv2 reports on a multicast control server. In 2008 the same group (Stergiou et al, 2008 ) also analysed a broadband multicasting system in an IPv4 environment using the IGMP and MCOP protocols, where a Gigabit Ethernet was used as the delivery network in the client's segment. This evaluation study provides measurements for the two most significant performance metrics, the required bandwidth and the round trip time of packets versus the number of multicasting clients. Chuang and Sirbu (Chuang and Sibru, 1998) studied the cost advantages of a multicast protocol. Their study took into consideration the link cost but ignored the cost of routing table memory and the CPU usage. In Chuang and Sirbu's paper, the normalized multicast tree cost is defined as the ratio of the total length of the multicast distribution tree to the average length of the relevant unicast path. According to (Chuang and Sibru, 1998) this normalized multicast tree cost is proportional to the power, k N , where N denotes the number of routing nodes that have subscribed to the multicast group while k is a factor ranging between 0 and 1.
The previous sentence is called Chuang-Sirbu's Law. The weakness of this study is that it ignores the cost of nodes as it is the cost of routing the table and the bandwidth utilization. Moreover it is worth noting that in (Chuang and Sibru, 1998) the pricing model for the multicast mechanism was also discussed. Chuang and Sirbu's approach was the first step in the study of the performance problems of such protocols. Phillips et al. (Phillips et al., 1999) tried to correct the abovementioned weakness of Chuang-Sirbu's Law, which is presented in (Chuang and Sibru, 1998) . In sequence to that, the Phillips's group analysed the above formula, Chuang-Sirbu's Law, for k-ary trees and for general networks that were not k-ary. Another effort that continued the research of Phillips et al. is the study by Mieghem et al. (Mieghem et al, 2001) , who investigated the function of reachability, which depicts the number of distinct sites that are equal to a constant number. The number of nodes is a specific constant number of hops starting from a source that has been evaluated. The study of Mieghem et al. shows exponential behaviour, as the number of routings in the internet that can be reached from a root grows exponentially with the number of hops. Also the same group states that multicasting provides efficient transmission of data when the receivers are widely spread. Moreover, Zaballos et al. (Zaballos and Segui, 2006 ) examined a few routing properties of the IGP routing protocol using an OPNET simulator. Finally, amazing and enviable work has been presented in the field of multicast protocols which are applied to wireless networks (Gupta et al, 2010) ; (Bhasin et al, 2012) . All the aforementioned works were a considerable asset which we held when we started this project.
This Work
Here, a specific network configuration is obtained as a testbed for our experiments. Multicast-type streams running from load sources to multicast clients via intermediate decreasing carrier links are considered (see Section IV). Based on this network scenario, a model was subsequently implemented using OMNeT++ software. The specific model was run for four multicast protocols which were selected to complete the multicasting communication and which were the main subjects for testing. Two of them were dense-mode protocols (DVMRP, PIM DM) while the other two were classified as sparsemode protocols (CBT, PIM SM). The major motivation for this approach was to find a method of distinguishing some counterparts of multicast protocols in relation to receivers' population segments.
With a specific service scenario in a particular network construction, the performance trends of four natively multicast protocols were determined and compared in a quantitative manner. OMNeT++ open software was preferred as the platform for simulation development because it is an open simulator and does not have limitations in supporting the tracing of data flows. Moreover, the concept of the ANSA (Automated Network Simulation and Analysis) extension module, which expands the INET framework in the OMNeT++ simulation environment, was used and sufficiently exploited here. This simulation comprises the called INET framework in the OMNeT++ environment with some external tools that are created for implementing those specific multicast protocol configurations. In addition to the above, the OMNeT++ platform was chosen because it has the capability to support hierarchically nested modules, and has the ability to handle flexible module parameters, although it is commonly accepted that this product is a rather complicated software to manage. Thus, one obvious contribution of this paper is the simulation approach and the improved router model incorporated in the OMNeT++ model.
Contrary to the majority of publications, which present separate values of some performance metrics without correlating the various results among them, in this paper a general performance indicator is introduced that can be extended to include a more positive or negative performance factors, evaluating any protocol's strengths and weaknesses respectively. So, the introduction and the usage of a unique overall factor is another significant contribution in the field of evaluation of protocols.
Finally, the rationale behind this performance methodology is to provide a tool for estimating the overall performance of protocols in an inexpensive, quick, accurate, and transparent way for a given number of receivers.
The remainder of this paper is organized as follows: in Section 2 we introduce the performance metrics as performance criteria that are related to multicast protocols and that are taken into consideration in our study, and in Section 3 the simulation testbed used is presented. Section 4 presents part of the results of our performance approach, which has been conducted through simulation experiments, and finally Section 5 concludes with basic remarks.
METRICS DEFINITIONS
In order to consider the quality of service (QoS) at the receiver side, we need to define some clear parameters which will show the QoS in a quantitative manner. Several parameters can indicate the QoS at the end-user view such as the latency of packets, the jitter, the packet loss, the availability of connecting a node in a multicast tree, the time period of joining, and so on.
Bearing in mind the need to have a reliable approach, we chose to define the following parameters which can show the QoS at the end-user side sufficiently succinctly.
Relative Packet Latency from Source to end User ( r L )
The relative packet latency from source to end user ( r L ) can be defined as the ratio of latency which packets presents when they travel from sender to receiver in unicast mode ( u L ) to the corresponding packet latency when they travel in multicast mode ( m L ). Thus, the relative latency ( r L ) from source to end user is given by the following expression:
The packet latency transmitted in multicast mode is basically dependent on the number of sources. If the number of sources in a system proliferates then the time consumed increases on each Randezvous Point (RP) router considerably, which raises the total packet latency from sources to end users.
Jitter variation is a parameter that basically determines whether a user who handles multimedia will have a pleasant experience or not.
It is clear that the above two defined metrics have a relationship and that they are directly involved with the QoS at the listeners' side. Contrary to this, network utilization is an alternative aspect of the performance problem. The efficiency or the gain of multicasting in terms of network resource consumption can be compared to the corresponding unicast one. Similarly to the above (the viewpoint of the performance of the end-user), various parameters need to be defined in order to obtain indications of the effectiveness of the network when it manages and handles multicast traffic. Subsequently, we chose to define two major performance parameters through which the capacity of the network is evaluated when it deals with multicast traffic.
Relative Usage of Links
Considering one-to-many communication, in which a source distributes messages (packets) to m different, uniformly distributed destinations along the shortest path, in the unicast mode of transition, these messages are sent m times from the source to each destination. One of the main properties of multicasting is that it can economize on the number of links traversed. Mieghem and Janic present a study (Mieghem and Janic, 2002) which shows how the number of links in a multicast tree changes as the number of multicast users in the group changes. According to (Mieghem and Janic, 2002) , the stability of a tree tends to a Poisson distribution for a large number of receivers. It is obvious that the greater the number of links that are used in a multicast communication, the greater the utilization of links and usage of resources of the network. Hence a performance parameter is defined in order to show the usage of the network. This metric is called the relative usage of links and is defined as the ratio of the number of multicast hops to the number of unicast hops of a packet stream. 
where 1 0   r U . It is apparent here that when the number of members of a multicast group increases, the number of hops also pullulates but this increment has a much lower rate than that in the corresponding unicastmode communication.
General Performance Factor (GP)
From our general experience of multi-criteria system performance it became apparent that the performance metrics can be divided into two major categories: those that cause the system (here the performance of a protocol) to behave better when they are maximized and those that cause the performance of the system to improve when their values are minimized.
We 
 and are the number of performance factors to be maximized and minimized respectively. The optimal solution is to have high values of the first group of performance metrics and low values of the other group. Thus, it is interesting to carry out a general evaluation using exclusively one factor. We wish to have only one factor which will reveal the overall performance. So, this required overall performance factor is defined by relying on the correlation of the two individual groups of metrics. Nevertheless due to the fact that each metric has different units and ranges, it is necessary to normalize them to obtain a common reference value domain. We call this factor the general performance (GP) factor, which is formally defined as:
Supposing we now have three or more protocols and their general performance factors, 1 GP , 2 GP , 3 GP , and so on, respectively. If we have the following inequality regarding the general performance, ....
, then we can say that System 1 is better in comparison to System 2, System 2 is more powerful than System 3, and so on. It is clear that the evaluation and comparison between protocols is transformed into the evaluation of a unique factor and the ideal performance of the system occurs when the value of the GP indicator tends towards zero. It is noteworthy that the GP factor represents the length of the corresponding vector in two-dimensional space and a smaller value indicates a better performance of the examined system. Following the above, another interesting point when we study multi-criteria decision-making problems is that the importance of each criterion is a design problem and depends on the general environment and special considerations. When we want to set a special weight on each individual metric, we have the ability to assign a weight to each performance coefficient and the above formula can be replaced by: In this work we limit our study to the use of three performance metrics, knowing that it is feasible to include additional performance factors that could be chosen to evaluate the performance of the multicast protocol with better accuracy. Additional performance parameters that can be considered include the multicast packet loss, the number of states that are utilized by each intermediate router in order to achieve the multicasting delivery, and so on.
EXPERIMENTAL TESTBED AND SIMULATIONS
A specific networking schema is selected for use as a basic testbed for checking multicast communication (See Figure 2) . This network consists of three distinct zones related to the values of speed and bandwidth. The carrier links that connect these distinct areas is considered to have a corresponding scalar structure, as they serve the load from the sources to the multicast clients. According to our scenario, three multicast senders create multicast traffic at a rate of 256 kbps, obtained as a root of traffic generation, and those servers send load to the core network. The services that are employed on the multicast servers are Web and FTP services which are working over the TCP transport layer, and also the deployed TFTP service which operates over the UDP transport layer. The rationale behind our approach was to firstly create a simulation model of multicast routing and data delivery architecture including the visualisation of the distribution tree and end-user behaviour. (Reschka et al, 2010) . However this simulation used the existing INET module for the TCP sessions. Thus the modules TCPConnection, addSockPair, etc. are correctly exploited by this model. Furthermore, among the other modules included in the INET framework, the OSPFRouter module is used for typical router implementation in our system.
In the first phase of development we used all the above described modules, which already exist in the INET framework of OMNeT++. However, the freely available OMNeT++ simulator is not fullycompliant with the specific protocols under investigation. That forces us to implement modules for the following multicast routing protocols: CBT, PIM SM, PIM DM and DVMRP. In the second phase, special purpose modules are created which include the required multicast features and which are ultimately bound to the ANSA type router. The additional modules are formed in XML language. Simulation model for OMNeT++ was revealed immediately after formed the XML configuration of real devices and links. Our simulation tool was able to setup all devices and a variety of links and initial information, finally running on the network scenario under study.
The StandardHost module is used for making simple host (or receiver) representations.
Moreover each end user is assigned a queue which is capable of collecting and keeping 50 packets at most. That value of the buffer size is considered to be very common in such experiments. Originally 5 receivers were set up in our network system, and step by step this reached a value of 30 receivers. Those receivers were spread randomly throughout the multicast tree.
We ran the simulation many times, again setting all the parameters to separately obtain results in the form of mean values for each multicast protocol.
Metrics such as packet's latency of packets, minimum variation of delay, and number of multicast hops employed for each protocol, were collected. However, the analytical structure of the developed model, as well as the results presented here, is limited by the boundaries of a typical document. The obtained statistics from the simulator were raw numbers that we subsequently handle in order to produce normalised values which are presented in the next section. Extensive simulations to validate our results have also been undertaken. that appears when the packets travel from the sources to the end consumers versus the number of end multicast traffic consumers for each studied protocol. It is obvious that the sharing mode transmission needs more time cycles in comparison to the unicast mode because the transmitted packets have to be first multiplied and then transmitted. According to the definition of relative packet latency (Formula (2)) and the results depicted in Figure 2 , the relative packet latency of multicastmode traffic in the CBT, DVMRP, and PIM DM protocols is
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Relative Packet Latency (
. Thus the packet latency of multicast traffic is:
That means that the maximum possible value of multicast packet latency may be equal to 160% of the corresponding unicast mode packet latency. On the other hand, the relevant packet latency of the PIM SM protocol (the second adjacent bar of each four-tuple set of bars) reaches at most 9 . 0  r L . Hence, the packet latency of multicast traffic is 111 .
That means that the maximum packet latency of the data when the PIM SM protocol is applied never exceeds 111% of that of the corresponding unicastmode traffic. Hence, from all of the above it is concluded that the packet latency of the CBT protocol (the first adjacent bar of each four-tuple set of bars) presents the maximum deviation of the corresponding unicast-type packet latency (and thus the worst case) while the packet latency of the PIM SM protocol shows the minimum deviation of the corresponding unicast mode (the best case in terms of packet latency), and Fig. 3 confirms and illustrates this result quantitatively. In all cases of the multicast protocols it can be noticed that when the number of receivers become greater than 10, the traffic delay from source to client tends to present stability. Moreover it is worth noting that the gain in packet latency shown by the PIM SM protocol over the dense-type of protocols studied here can be considered as marginal, especially when the number of listeners becomes large and the differences are negligible. Figure 4 plots the relative usage of links (in relation to unicast mode) when multicast traffic is employed for various numbers of receivers and for each examined multicast protocol for the given network and service selection. From this graph it is obvious that the two dense-type multicast protocols (PIM DM and DVMRP; the first two successive bars in each four-tuple bar group in Fig. 5 ) employ a considerable number of links especially when the number of receivers is small (less than 25). For example, for an extremely small multicast client population equal to 5 the quantity of links that are engaged by dense-type protocols is approximately 25% over of the corresponding links' quantity that are employed by the sparse-type protocols. On the other hand, when the number of listeners exceeds this threshold (25 listeners) all of the multicast protocols have similar behaviours regarding the metric for the usage of links as there is only a slight discrepancy between their employed links. Also, as the number of receivers increases and the service becomes more fully multicast, the exploitation of the network is improved considerable. Especially, observing Fig. 4 , it can be observed that when the number of listeners is more than 25 the gain in network sources exploitation tends to exceed 80% of the corresponding unicast service. That clearly reveals the main advantage of the multicast way of transferring data.
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General Performance (GP) Indicator
For calculation of the general performance indicator three metrics were taken into consideration: the packet's latency and the jitter variation which were considered with equivalent weights, equal to 40% (w=0.4) and the usage of network's links with its weight equal to 20% (w=0.2). The first pair of metrics is related to the performance of the end user aspect, while the third correlates to capacity of the network. Hence this chosen pattern of weights is useful, especially when there is more interest on the QoS on the receivers' site and less interest on achieving a high network capacity. Moreover, is noteworthy that the metric of packet's latency is a maximised type factor due to its definition (see formula (2)) while the other two metrics are minimised type factors in our performance scenario. Fig. 5 presents the general normalised performance factors as the number of receivers is increased (values domain: 5-30). In the same plot, the general behaviour of multicast streams according to the listeners' view appears to have a small variation (stability) for each protocol. Furthermore, the graph in Fig. 5 clearly shows that the best overall performance is presented when the PIM SM is applied; resulting in a lower value of the GP indicator of approx. 0.45. In contrast to this, the other sparse type protocol (CBT) presents the worst overall performance which is about 28-30% worse in comparison with the PIM SM case protocol for the given network configuration, range of listeners, obtained metrics and specific pattern of weights between them. It is worthwhile noting that the dense type protocols endow an overall yield that is between the performance of the two sparse protocols (approx. 22% worse in comparison to the PIM SM performance and 10% better than the CBT protocol). Also, it must not be ignored that the tension that have all the protocols of slighting deterioration (slight rise in the value of the GP indicator) when the number of listeners exceeds 25 and is increasing.
Finally it is worth mentioning, and to be reminded again, of the variety of network schemas for the chosen metrics and obtained weights that can be studied by applying this methodology for detecting where the performance edge of each multicast performance protocol exists.
CONCLUSIONS
Building up the simulations and making the inevitable validation for each protocol was a difficult task and a time-consuming process; also, the open software OMNeT++ does not have a full range of modules ready and does not provide fully compliant tools for the protocols under study. Finally, to sum up the above, in this paper two sparse-type multicast protocols, CBT and PIM SM, and two dense-type multicast protocols, DVMRP and PIM DM, were investigated with regard to their performance. The performance approach using ONNeT++ software was one of the key contributions and the introduction of a unique performance indicator was the other. The simulation experiments focused on only a few metrics out of many that can be explored and studied. Nevertheless, we believe that the rest of the quantitative properties can be extracted without making considerable changes to the current simulation approach. It is obvious that, so far, the research on multicast protocols is far from exhaustive.
