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Abstract

Improvement of the Accuracy and Forecast capability of the Numerical Weather Prediction
(NWP) models and Air Quality Models (AQM) are critical issues in today’s scientific study of
Meteorology and Air Pollution. The models for these predictions are dependent on topography,
climate, initial and boundary conditions, domain size, and computational efficiency. Different
techniques such as Data Assimilation, Ensemble Methods, Increased Computing Capacity to
achieve higher model resolution, and Improved Physics Schemes can be used to address this
problem. In this study, the NWP models, the Weather and Research Forecast (WRF), and the
HYSPLIT models, were enhanced for the Paso Del Norte (PdN) region by applying these
techniques. In addition, the CAMx model was refined and successfully implemented for this
region. The PdN region comprises El Paso, TX, Ciudad Juarez, Mexico, and some neighboring
cities in New Mexico, an ideal region to perform air quality studies. Several sources of
experimental data, such as Radiosonde, Ozonesonde, Satellite-based sounder profile, Continuous
Ambient Monitoring Stations (CAMS), and Ceilometer, were used in this study. Selecting the best
Physics and Chemistry schemes for the models was also a challenging part of this study. Different
data assimilation techniques like Incorporating Satellite observations from METOPS and NOAA18/19, METAR data, NWS data was another objective of this work. To validate the NWP models’
results for the PdN region, they were inter-compared with meteorological satellite data, ground
stations, and radiosonde datasets. In this study, the ozone results from CAMx were extensively
inter-compared with ozonesonde datasets. Meteorological variables such as temperature, pressure,
relative humidity, wind speed, and ozone concentrations were also analyzed at several locations in
vi

the PdN region. Additionally, several other studies using statistical analysis and machine learning
were performed to predict ground-level pollutant concentration. An in-depth sensitivity analysis
of the planetary boundary layer using different meteorological schemes was also conducted. This
improved the accuracy of the PBL retrieval for this region. Retrieval methods using observational
data (Ceilometers, radiosonde), NWP models (WRF, HYSPLIT), and Satellite data (CALIPSO)
were inter-compared for validation and calibration.
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1. Introduction
From ancient times, humans were vulnerable to natural disasters. Humans always crave to prosper
in terms of Science, Technology, and Survival methods to beat Natural catastrophes and
calamities. Weather forecasting is one of the factors that always plays a vital role in improving life
standards. Humans have been looking for ways to forecast weather and climate to survive and
improve their life standard from the early age of science. Theophrastus wrote a book, Book of
Signs, in about 300 BC, listing more than 200 ways of knowing when to expect rain, wind, fair
conditions, and other kinds of weather (H. and Pack 1949). This quest continues for numerous
reasons. Reliable forecast of Weather and Climate can save countless lives, protect millions of
dollars in property, and most importantly, restore the ecological balance of the earth.
By the definition of Encyclopedia of Britannica, Weather forecasting predicts the weather through
the application of the principles of physics, supplemented by a variety of statistical and empirical
techniques. In addition to predictions of atmospheric phenomena themselves, weather forecasting
includes predictions of changes on Earth’s surface caused by atmospheric conditions—
e.g., snow and ice cover, storm tides, and floods. In other words, Weather forecasting is a scientific
attempt of the meteorologists to predict the state of the atmosphere at some future time and the
weather conditions that may be expected. It is a continuous, data-intensive, multidimensional,
dynamic, and chaotic process. These properties make weather forecasting a formidable challenge.
Forecasting is the process of estimation of unknown situations from historical data. Weather
forecasting is one of the most scientifically and technologically challenging problems worldwide
in the last century. To make an accurate prediction is true, one of the significant challenges that
meteorologists face all over the world. Weather prediction has also been one of the most exciting,
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and fascinating domains. Scientists have tried to forecast meteorological characteristics using
several methods, some of these methods being more accurate than others.
As practiced by scientists, weather forecasting is an example of having to make decisions in the
presence of uncertainty. Weather forecasts are often made by collecting quantitative data about the
atmosphere's current state and using a scientific understanding of atmospheric processes to project
how the atmosphere will evolve in the future. Over the last few years, the necessity of increasing
knowledge of the cognitive process in weather forecasting was recognized. For meteorologists and
scientists, forecasting the weather becomes a task for which the details can be uniquely personal,
although most meteorologists use approaches based on meteorology science (Feltham 2008).
Weather forecasting demands predicting how the present state of the atmosphere will change.
Present weather conditions are attained by different methods like ground observations,
observations from ships, observation from aircraft, radiosondes, Doppler radar, and satellites. This
information are sent to meteorological centers where the data are collected, analyzed, and made
into variety of charts, maps and graphs. High-performance computing methods also play a crucial
role in making weather prediction accurate and prompt. In recent years there has been a remarkable
improvement in the quality and scope of numerical weather predictions (NWP) (Zhang 2014).
A Numerical Weather Prediction model or NWP is the state-of-the-art technology which serves
the demand for the real-time weather forecast. The development of computer models for numerical
simulation and prediction of the atmosphere and oceans is one of the greatest scientific triumphs
after World War 2. Nowadays, NWP models play a central and essential role in operational
weather forecasting, with forecasts now having accuracy ranges beyond a week.

There are several reasons for this:
2

enhancements in model resolution, better numerical schemes, more realistic parameterizations of
physical processes, new observational data from satellites, and more sophisticated methods of
determining the initial conditions (Hollingsworth et al. 2003). The accuracy of global numerical
weather has improved by one-day over the last decade in the northern hemisphere and by one day
over the last three years in the southern hemisphere. Increasingly ensemble weather predictions
are used as the prime medium-range forecasting tool in many countries. The skill of deterministic
forecasts and ensemble forecasts have benefited in equal measure from developments in data
availability, data assimilation methods, model physics, and numeric and resolution (Roulston and
Smith 1995).

Figure 1.: Weather map containing temperature information of USA using NWP
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1.1 MOTIVATION
The United States is one of the countries in the world prone to different natural calamities every
year. Natural hazards like Cyclone, Tornado, Flood, Hurricane, Wildfire, Coldwave, Heatwave,
and Drought are prevalent in this country. Millions of people get affected by these disasters. Major
weather events continue to demonstrate the importance of hazard preparedness and response in the
United States. The Department of Commerce Built a Weather-Ready Nation, and the National
Weather Service’s (NWS) Weather-Ready Nation goal focuses on building community resilience
in the face of increasing vulnerability to extreme weather and water events and providing timely
and useful information to the emergency management community. A strong link exists between
achieving the Department’s mission to create economic growth conditions, opportunity and
mitigating the economic impacts of weather events on businesses and communities. The Nation is
becoming more dependent on weather prediction capabilities. Industries are demanding more
weather information to make informed business decisions. Becoming a Weather-Ready Nation
involves the ability to prepare for, respond to, and recover from weather and water events. To
ensure that the United States has a Weather Service that is second-to-none and meets the demands
for more accurate and reliable forecasts and warnings, we need to advance our weather models
faster.

1.2. RESEARCH PROBLEM
Accuracy and Improvement of the Numerical Weather Prediction Model’s Forecast are everlasting
issues. Meteorologists and Atmospheric scientists always try to resolve the problem with different
4

approaches. In this work, I tried to tackle this perpetual problem with different strategies and
applied it to the Paso del Norte region. Different approaches used included selecting a perfect
physics scheme for the NWP model, data assimilation techniques using experimental data, and
finally, I focused on retrieving the Planetary Boundary Layer (PBL) using different methods and
inter-comparing them with observational data. Numerical Weather Prediction models like the
Weather Research and Forecast (WRF) model, The Hybrid Single-Particle Lagrangian Integrated
Trajectory (HYSPLIT) model are used for this study. In terms of air quality models (AQM), the
Community Multiscale Air Quality (CMAQ), and the Comprehensive Air Quality Model with
Extensions (CAMx) were used. Experimental data sets from National Weather Service (NWS),
the Texas Commission on Environmental Quality (TCEQ), the Environmental Protection Agency
(EPA) were used. Satellites launched by National Oceanic and Atmospheric Administration
(NOAA), Meteorological Operational Satellite (MetOp) were also used for the satellite-based
sounder profiles. Several meteorological parameters like temperature, Wind Speed, Relative
humidity, and pressure were used for the optimizing process. Emphasis on the “Planetary
Boundary Layer” was given for its complex nature for retrieval. Additional validation and
statistical methods were also applied for this study, which included error calculation, bias
calculation, Index of Agreement calculation, Correlation Coefficient.

5

1.3. OBJECTIVE AND SCOPE:
The Objective of my research study was ultimately and foremost aimed at developing and
improving the computational methods and algorithms by performing the following:

Increase Computing Capacity:

High-Performance Computing capacity essential to the

processing of complex weather prediction models, data assimilation, data analysis, product
generation, and prediction capabilities. Increasing the HPC capacity will provide more accurate
and specific forecasting model guidance critical to help build a better numerical weather prediction
model.

Achieve Higher Model Resolution and Physics: Improve model resolution and the underlying
physics schemes upon which the model is built. This means NWP weather forecasts will be more
specific and accurate for extreme and everyday weather. This will be achieved by testing the best
meteorological datasets among Global Forecast System (GFS), North American Mesoscale
(NAM), Higher Resolution Rapid Refresh (HRRR).

Improve Data Assimilation Methodology: Improvements in numerical model prediction have
been due to improvements in data assimilation. Further, advances in data assimilation, and the
upgrade of the statistical Filter, four-dimensional data assimilation will improve the global and
regional scale forecast model.

Incorporate Satellite observations into NWP Models: Timely and accurate forecasts and
warnings depend on data from the integrated global observing systems for initialization. Satellites
are central to providing observations with global coverage, frequent refresh, and resolution to meet
6

state-of-the-art NWP modeling systems' requirements. Applying advanced data assimilation
techniques to incorporate the vast increase in quality, frequency, and coverage of measurements
to be provided by new satellites to be launched (such as GOES-R, COSMIC- 2A, Joint Polar
Satellite System (JPSS), MetOp) improves the analysis of current conditions that drive each cycle
of GEFS prediction. For instance, GOES-R data will improve Atmospheric Motion Vectors
available for the models. Incorporating JPSS and COSMIC-2A data will provide more accurate
information about the distribution of moisture and the temperature structure of the atmosphere, as
well as the state of the land, sea, and ice surface boundaries.

1.4. ORGANIZATION OF THE DISSERTATION
This Dissertation is consisting of seven chapters. The remaining content of the Dissertation is as
follows:
Chapter one is Introduction.
Chapter two reviews the literature about optimizing the NWP and AQ model and previous work
in this area.
Chapter three discusses the Data background used for this study, including ground stations,
Radiosondes, and Satellite.
Chapter four explains the methodology of the optimization process about the models with
different procedures.
Chapter five presents the results and discussion of the research study with different methods.
Chapter six depicts this study's conclusion and the scope of possible future work related to the
study.
7

2. Literature Review
Numerical Weather Prediction model’s concept started from early 1900, when a scientist named
“Lewis Fry Richardson”, produced a six-hour forecast by hand in central Europe. It took
approximately six weeks to calculate the forecast. Later, in 1950, the first programmable computer
called ENIAC was used to create the first weather forecasts which was based on a highly simplified
approximation to the atmospheric governing equations. In 1954, the Swedish Meteorological and
Hydrological Institute used the same model to produce the first operational forecast. United States
began its first Operational numerical weather prediction in 1955 under the Joint Numerical
Weather Prediction Unit (JNWPU), which is a collaboration project of the US air force, Navy and
Weather bureau. A significant improvement developed when Norman Phillips, an American
meteorologist, developed a mathematical model which could realistically depict seasonal patterns
in the troposphere in 1956. That model became the first successful general circulation model of
climate. Following his footsteps, several groups began to work on numerical weather prediction
model. In the late 60s, the National Oceanic and Atmospheric Administration’s (NOAA)
Geophysical Fluid Dynamics laboratory in Princeton developed the first-of-its-kind general
circulation climate model that combined both oceanic and atmospheric processes. Scientists were
now able to understand how the ocean and atmosphere interacted with each other to influence
climate. The model also predicted how changes in the natural factors that control climate such as
ocean and atmospheric currents and temperature could lead to climate change. The model still
stands today as a breakthrough of enormous importance for climate science and weather
forecasting (NOAA 2020).

8

Figure 2.: Diagram of Climate models developed at NOAA

Several Other factors like development of statistical methods, meteorological satellites observation
capability, continuous improvement of initial conditions have contributed significantly to the
increase in forecasting accuracy. Statistical approaches allow a wider variety of meteorological
elements to be predicted than do the models alone. Meteorological Satellites now provide the
capability for nearly continuous viewing and remote sensing of the atmosphere on a global scale.
The improvement in initial conditions is the result of an increased number of observations and
better use of the observations in computational techniques. Data assimilation is one of the
techniques where the observational data is assimilated in the NWP to have more accurate
predication.
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A daily weather forecast consists of thousands of observers and meteorologists from all over the
world. Meteorologist and Weather scientists use a combination of several different methods to
forecast daily weather. They are Persistence, Synoptic, Statistical and Computer Forecasting.
Among all of them persistent forecasting is the simplest method which relies upon today’s
conditions to forecast tomorrow. It is only applicable when it is in a stable state such as summer
season in the tropic or rural area in the monsoon season. Persistence method strongly depends on
the presence of stagnant weather pattern and can be useful for both long- and short-range forecast.
Synoptic forecasting based on the area range of 1000 to 10000 kilometers. It uses the basic rules
of forecasting where a meteorologist based on the observations, predicts the forecast using
meteorological principles and powerful models. Statistical forecasting involves different statistical
methods like simple linear regression, multiple linear regression, error calculation like bias
correction. It also plays an important role at the output of the NWP systems by forecastimprovement methods. Two classes of forecast-improvement methods have been developed,
namely Perfect prognosis (Klein et al., 1959) and Model Output Statistics (Glahn and Lowry, 1972;
Klein and Glahn, 1974). In the former, a statistical model, often a multiple regression, is derived
from simultaneous observations of the tropospheric variables and the variable of interest, whereas
Model Output Statistics consists of determining a statistical relationship between predict and
variables forecast by a numerical model at some projection time. Several other methods like
Bayesian method (Robertson et al. 2013), Ensemble Kalman filter (Crochet 2004) are also used
for better forecasting.
Using all these different forecast methods, meteorologists and weather scientists come up
with the best possible forecast. It has a wide range of operational products divided into the
following groups: Concise range forecast, Short-range forecast, Medium range forecast, and long10

range forecast. Concise range forecast usually predicts the weather for 3-6 hour with most
precision results. Short-range deals with a forecast of 12 hours to 60 hours day forecast. Medium
range forecast products are depicting pressure patterns and circulation centers and fronts for 3-7
days.
The long-range, also known as seasonal forecast, share information regarding a season or 3-5
months. Generally, the Short-range forecast has the most accurate precision, while the long-range
forecast has the lowest accuracy.
Weather forecast using NWP model is becoming the state of art technology. National Weather
Services, National Laboratories, Environmental Protection agencies use model from day to day
basis. For example, in United States, daily weather forecasting begins with a supercomputer at the
National Oceanic and Atmospheric Administration (NOAA) in Washington, DC. In Europe, the
European Centre for Medium-Range Weather Forecasts (ECMWF), the world’s largest numerical
weather prediction center, provides advanced weather guidance for all member countries of the
European Union. Around the world, most countries use NWP as key guidance for their operational
weather prediction. The basic concept of NWP is to solve a set of partial differential equations
(PDEs) that govern atmospheric motion and evolution (Kalnay 2003), this set of PDEs describes
basic conservation laws, including the conservation of momentum, mass, energy, and water vapor.
Current NWP models have two main components: a dynamic solver and a set of physical
parameterization schemes.
The dynamic solver uses algebraic approximations to represent the differential terms in the
atmospheric equations of motion. This requires the selection of appropriate spatial and temporal
discretization. Typical terms approximated by the dynamic solver include advection, the pressure
gradient force, and the Coriolis force resulting from Earth’s rotation. Different approaches have
11

been proposed to represent the differential terms. The most common approach is to use finite
difference schemes. These methods expand the spatial and temporal differential terms into a
polynomial series (a truncated Taylor series). This type of dynamic solver is simple, relatively
easy to code, and widely used in limited area models. An alternative approach is to use spectral
methods. The fundamental idea of spectral methods consists of expanding atmospheric variables
(temperature, winds, moisture, etc.) in frequency (or wavenumber) space. Spectral methods
provide the highest possible order of accuracy for a discretized set of partial differential equations,
and therefore result in reduced errors in representing the transfer of energy towards the finest
atmospheric scales. Spectral methods are most often used in global NWP models and in fine-scale
large eddy simulations (LES).
Regardless of the dynamic solver used, there are additional processes that need to be represented
in an NWP model. These include physical processes that we cannot resolve at the selected grid
spacing, processes that we do not know how to represent analytically, and processes that require
large amounts of calculations to represent explicitly. In these situations, the model includes the
effects of these terms in the form of physical parameterization schemes. The model physics,
therefore, can introduce larger approximations than those introduced in the dynamic solver.
All NWP models parameterize several physical processes (Stensrud 2007). These include
atmospheric radiation, land-surface interactions, turbulent mixing, convective clouds, and cloud
microphysics.
Radiation parameterizations provide atmospheric heating rates and downward irradiance at the
surface. The radiative transfer calculations are divided into shortwave and longwave components.
Longwave radiation accounts for the infrared radiation absorbed and emitted by atmospheric gases,
clouds, and the earth’s surface. On the other hand, shortwave radiation accounts for the absorption,
12

reflection and scattering by gases, clouds and the earth's surface of the solar spectrum centered in
the visible region. Both shortwave and longwave radiative transfer are affected by the modeled
water vapor, clouds, and gases such as ozone, oxygen, and carbon dioxide. Some advanced
radiation schemes also model the interaction with various species of modeled atmospheric
aerosols.
Land surface models (LSMs) represent the interactions between the land and atmosphere, and
quantify soil properties (soil type, vegetation type, soil moisture, and soil temperature), as well as
the surface turbulent fluxes of heat, moisture, and (sometimes) momentum. LSMs usually
represent moisture and heat fluxes in multiple layers of the soil. More advanced LSMs include
vegetation effects, urban effects, snow cover prediction and hydrology. All these processes
ultimately determine the ground temperature, which is used to compute the longwave radiation
emitted by the ground and passed to the radiation parameterization. LSMs also calculate the
albedo, and thus provide feedback to the shortwave radiation package. In addition, the turbulent
fluxes provide the lower boundary condition to the planetary boundary layer (PBL)
parameterization (Stensrud 2007).
PBL parameterizations account for the vertical mixing associated with atmospheric turbulence in
the PBL, which grows and decays with diurnal heating and cooling of the underlying surface. The
turbulent mixing usually includes temperature, water vapor, horizontal momentum, and trace
gases. The atmospheric turbulent fluxes are usually modeled as a combination of local and nonlocal mixing. The parameterizations require a quantification of the surface turbulent fluxes, which
are usually computed via the Monin-Obukhov similarity theory (Monin and Obukhov 1954) in a
surface layer parameterization, which models these fluxes below the lowest model layer of the
PBL scheme, and/or in the LSM directly. Cumulus parameterizations account for the effects on
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temperature and moisture profiles associated with unresolved deep convective and/or shallow
convective clouds. In addition, the schemes provide surface precipitation that feeds back into the
LSM. The deep convective schemes are usually based on closure assumptions valid for horizontal
grid spacing higher than 10 km. These approximations are less accurate at finer grid spacing
because the NWP starts to resolve the convective updrafts/downdrafts that are parameterized. The
deep convective scheme is usually turned off at a grid spacing finer than about 5 km. However,
shallow convection may still need to be parameterized at a grid spacing of about 1 km.
Finally, microphysics parameterizations represent processes involving cloud droplets and/or ice
crystals and the effects of their life cycle on the temperature and moisture profiles, precipitation,
and cloud radiative properties. Microphysics can account for processes in liquid water clouds
(warm clouds) or clouds consisting in water and ice hydrometeors (mixed phase clouds). Hence,
the parameterizations differ in the number of hydrometeors that are predicted and advected by the
model dynamics. Microphysics parameterizations are usually based on a bulk approach wherein
the size distribution of hydrometeors follows a functional form, and one or more parameters of the
distribution are predicted by the parameterization (e.g. mixing ratios).
Scientists seeks to optimize the NWP model in several ways. After the invention of NWP model
to the very date, scientists from all over the world, try to improve the model for diverse reasons.
There are several ways of improving the performance such as benchmark calculation, suitable
domain configuration, combination of robust computational resources and high-speed network,
Observational System, Data Assimilation, etc. For instance, more observed data obtained by the
advanced observation tools have deepened our understanding of certain weather processes, leading
to better dynamic representations of physical processes (Cotton et al. 1982; Dudhia 1989; Janjic
1994; Gregory et al. 2000; Chen and Dudhia 2001; Hong and Lim 2006; Gilliam and Pleim 2010).
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The data assimilation method improves the initial values of the NWP model by merging the
observed data with the simulations (Evensen 1997; Barker et al. 2002; Kalnay 2003; Rabier 2005;
Wang et al.) Parameter optimization states to a process that examines a set of parameter values in
the multi-dimensional parameter ranges by the parameter perturbation method, with the intent of
bringing the simulation results of a model with the selected parameter values closer to the
corresponding observed data (Duan et al. 1994). During parameter optimization, each parameter
perturbation yields a new parameter set that is used to update the original model parameter set to
carry out new simulations.
Optimization can be applied through the proper choice of domain selection. Multiple nested
2-way domain are the most common methods of domain selection. But based on the area of study,
this selection might differ. Proper grid size, different map projection like lambert conformal, polar,
selecting specific reference latitude and longitude are some of the additional steps for the domain
selection method.
Using High-Performance Computing (HPC) System for successfully running NWP model
requires numerous different aspects such as fast interconnect (Network), fast file system and
Models compiled and installed correctly to take advantage of the HPC system. For example, WRF
has been successfully deployed over the decades on a different variety of HPC clustered computing
nodes connected with high speed interconnects, it also depends on the CPU, interconnects and the
software libraries for efficient prediction and high productivity. Several research questions need
to be answered for the analysis of HPC performance. For example: is it possible to solve a problem
with a given resolution in a timely manner, or if the timing of the results will be higher if more
core was used but that run can be in the efficient strong scaling regime, an intermediate one, or in
the very inefficient one dominated by I/O and initialization instead of computing.
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In case of the Air Quality model, optimization requires a different set of focus. An air
pollutant emission inventory provides fundamental information for air quality modeling and
development of air pollution control strategy. Although, the accurate estimation of emissions is
one of the optimizable steps in the simulation process. Most of the inventory is based on the macro
and meso-scale, which is based on the top-down approach with the low resolution of emission
allocation. The potential error in the activity statistics and the application of non-local emission
factors has the ability to introduce significant uncertainty in the emission inventories and can
greatly reduce the accuracy of emission estimation (Sowden et al., 2008; Keenan et al., 2009). A
variety of simulation models have been used to investigate both the characteristics and
contributions of emission sources to air quality (Olson et al., 2009; Huang et al., 2010; Dumanoglu
et al., 2014; Wang et al., 2015). Such as Vedantham et al. (2014) developed a new source-type
identification method (i.e., Reduction and Species Clustering Using Episodes) to examine the
tenuous association between some species and emission source types. Li et al. (2013) proposed a
MM5-CMAx-PSAT modeling approach to analyze the variation of emission contribution to the
urban air quality of Tangshan in China. Although further study is required to examine the impact
of emission sources by developing an emission sensitivity analysis. Previous notable work on that
arena is by Koo et al. 2009 and Tang et al., 2012 where the sensitivity study was examined by
using combination of different AQM. Another worthy work was by Burr and Zhang (2011) who
made a comparison of the source distribution of PM2.5 over Easter side of United States using
CAMx and CMAQ source sensitivity analysis. Similar work has been executed by Baker and Kelly
(2014) where authors applied a source distribution and source sensitivity analysis in a photochemical grid model to isolate the impacts of a specific facility. Generally, there are mainly two
approaches to optimize emission inventory of AQMs. One is the ensemble Kalman filter (EnKF)
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data assimilation and the other is the four-dimensional variational (4D-Var) data assimilation
method. The two approaches have been proved to be useful in various applications. Van loon et
al. 2000 and Gilliland et al. 2003 successfully used a Kalman filter technique in chemical data
assimilation and deduce ammonium emission inventories, respectively. The 4D-Var method has
been widely applied in inverse modeling of CTMs. Elbern and Schmidt (1999) applied 4D-Var to
EURAD-CTM2 modeling system and verified 4D-Var implementation by identical twin
experiments. Elbern et al. (2001) and Elbern and Schmidt (2001) estimated NOx and VOC
emissions from ozone observations, and optimized ozone initial conditions over central Europe
using 4D-Var method. Engelen et al. (2004) and Engelen and McNally (2005) estimated
atmospheric CO2from AIRS radiance data within the ECMWF 4D-Var data assimilation system.
Other methods of AQM optimization is called Offline coupling. It means that the output data from
one model is used to drive a second model. For example, WRF output run is used in CMAQ or
CAMx simulation as a meteorological input. However, this is not always sufficient since
interactions in both directions might be of interest (Leubar et al. 2007). To overcome that problem,
scientists invented a method known as online coupling i.e. the models run simultaneously and
exchange data periodically. More details about online coupling are discussed by Frickenhaus et al.
(2001) and Jacob et al. (2005). In most cases, independently developed model codes are coupled.
In this area of study, Paso del Norte region, several studies were performed based on the
NWP and AQMs performance. From the start of early 1996 Ozone study to end of 2020, numerous
research papers were published based on the simulation results. Some notable work includes (Lu
et al. 2008; Stockwell et al. 2013; Macdonald et al. 2001; Brown et al. 2001; Hicks et al. 2015;
Mahmud et al. 2016, 2020; Karle et al. 2017a; Stewart et al. 2019; Karle et al, 2020). global and
local atmospheric chemistry models such as the Community Multistate Air Quality (CMAQ) or
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the Comprehensive Air Quality Model Extensions (CAMx) were used in this region to calculate
the effects of emission on global oxidizing capacities and develop ozone abatement strategies (EM
Fujita 2001; Funk et al. 2001; RL Seila et al. 2001; Arias et al. 2010; Fernando et al. 2012; Ngan
et al. 2013; Mahmud 2016; Mahmud et al. 2016). Besides those simulation based studies, several
meteorological modeling-based works has been done for this region focusing on light-extinction
methods (Esparza et al. 2011), Air Quality problems (Rincon, 2003), Wind modeling (Rivera et
al. 2009; Pearson et al. 2001). Several machine learning algorithms and statistical approaches also
performed in this region to forecast air pollutant and meteorological variables (Ordieres et al. 2005;
Bhuiyan et al. 2020; Mahmud et al. 2020). Different synoptic and mesoscale level studies also
performed in this topic (Wise et al. 2005; Novlan et al. 2007).
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3. Data Background

3.1. PASO DEL NORTE:
Paso del Norte is one of the most important trans-border agglomerations on the border between
United states and Mexico. Paso del Norte also known as Juarez-Elpaso area or the Borderplex
(Frank et al. 1994). A unique geopolitical location characterizes the Paso Del Norte region. This
region is comprised of three counties in southwestern Texas and southern New Mexico, United
States, and the municipality of Ciudad Juarez in the northern part of the state of Chihuahua of
Mexico (Garfin and Leroy 2018). The Rio Grande separates the two largest cities, El Paso and
Ciudad Juarez, which are connected by five land bridges (Collins et al. 2009). The Paso Del Norte
region has unique meteorological and topographical conditions. El Paso, which is intersected by
the Franklin Mountains, contains the Kilbourne’s Maar Volcanic peaks and it is surrounded by the
Chihuahua desert. The most well-known feature of the area is the Rio Grande River which divides
El Paso, US from Juarez, Mexico. This binational river flows through three US states, Texas, New
Mexico and Colorado and skirts the southern end of the Franklin Mountains, West of Juarez and
El Paso (Garcia et al. 2004). Due to its unique geographic location and transportation
infrastructure, the Paso del Norte Region is the second most important trade corridor between
Mexico and the United States, after the one which connects both countries in Laredo, Texas and
Nuevo Laredo, Tamaulipas, Mexico. The regional climatic conditions are hot and dry for most
part of the year. There are air quality issues pertaining to the regional weather along with high
emissions from automobiles and industrial activities. This region is frequently affected by the
ozone and particulate matter (PM) pollution.
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Figure 3. Area Map of Paso del Norte Region

Paso del Norte (PdN) region has semi-arid climate, which is the next driest climate after the desert
climate. Also, the rainfall is slightly higher than the desert climate and receives precipitation of
between 10 and 20 inches annually. It is often considered the intermediate state between the desert
and humid climates. Semi-arid climates characterize the tropics and subtropics located in the 20o
and 30o latitudes. The countries with this type of climate conditions are mostly located in Africa,
South Asia, some parts of Europe, particularly Spain, Mexico, Southwestern United States, and
parts of South America. In this semi-arid region, the range of the temperature varies around 88–
95 degrees Fahrenheit. Fahrenheit in the summer, while the relative humidity varies between 28–
50 percent throughout that season.
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3.2. GROUND STATIONS:
Texas commission on environmental quality (TCEQ), with the help of the Environmental
Protection Agency, set up a grid of observational data collection stations throughout the state of
Texas (USA), these stations are known as Continuous Ambient Monitoring Station, or CAMS, are
used for measuring both air and water pollutant across the state of Texas. In addition to measuring
air pollutants, CAMS also contain instruments to measure local meteorological parameters like
outdoor temperature, wind speed, wind direction, relative humidity, dew point temperature, solar
radiation, precipitation, etc. [22]. CAMS contain equipment that measures ambient gaseous
materials and particulate matter, ambient concentration of ozone, carbon monoxide and oxides of
nitrogen. Particulate matter is measured in two classifications: PM10 (less than 10 microns in
aerodynamic diameter) and PM2.5 (particles with an aerodynamic diameter of 2.5 microns or less)

Figure 4. TCEQ Monitoring Stations in Elpaso
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Figure 5. New Mexico Air Quality Stations

New Mexico Environment Department’s Air Quality Bureau (AQB) is the state agency of New
Mexico State. The air monitoring network is comprised of nine regions. These regions are:


San Juan County



Taos County



Santa Fe County



Sandoval County



Valencia County



Southeastern New Mexico



Las Cruces



Paso del Norte



Southwestern New Mexico.

Each region has one or more monitoring sites with continuous and/or non-continuous monitors.
Depending on the site, parameters monitored are ozone, sulfur dioxide, nitrogen dioxide, PM10,
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and PM2.5. The continuous monitoring sites also monitor meteorological data. For our study,
following ground stations are used.

Table 1. List of Ground Station from PdN Region

Monitoring Site

City

Address

El Paso UTEP

El paso

250 Rim Rd

Latitude

C12/A125/X151
El Paso Lower

El Paso

El Paso

El Paso

48-141-0054

- 106.402778°

48-141-0055

- 106.455000°

48-141-0044

- 106.303056°

48-141-0057

- 106.425556°

48-141-0053

31.786389°

-106.324167°

48-141-0029

31.79611

-106.58389

6ZM

31.746667°

800 S. San

El Paso

Nevarez Rd.
El Paso

31.765556°

201 South
31.661944°

5050 A. Yvette

C72
Ivanhoe C414

- 106.356111°

650 Thomason

Marcial Street

C49/F312
Skyline Park

48-141-0037

31.703889°

Loop

C41/AH126
Socorro

-106.501111

8470 Plant
Road

C37/A172/X159
Chamizal

EPA/NMED

31.768056°

Valley Sounder
Ascarate Park

Longitude

31.893889°
El Paso.

10834 Ivanhoe
Dr

6ZM Desert

New

5935 Valle

View

Mexico

Vista
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6CM Anthony

New

705 Church St.

32.00361

-106.59917

6CM

31.78778

-106.68278

6ZN

Mexico
6ZN Santa

New

104-2 Santa

Teresa

Mexico

Teresa Blvd.

3.3 NUMERICAL WEATHER PREDICTION MODELS:
For this study, two different Numerical Weather Prediction Models are used. One is Weather
Research and Forecasting Model (WRF), and another is Hybrid Single Particle Lagrangian
Integrated Trajectory Model (Hysplit). Details of these models are given below for better
understanding.

3.3.1. Weather Research and Forecasting Model (WRF):
The Weather Research and Forecasting (WRF) Model (Skamarock et al. 2008) is a next-generation
mesoscale numerical weather prediction system designed for both atmospheric research and
operational forecasting applications. It features two dynamical cores, a data assimilation system,
and a software architecture supporting parallel computation and system extensibility. The model
serves a wide range of meteorological applications across scales from tens of meters to thousands
of kilometers. The effort to develop WRF began in the latter 1990's and was a collaborative
partnership of the National Center for Atmospheric Research (NCAR), the National Oceanic and
Atmospheric Administration (represented by the National Centers for Environmental Prediction
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(NCEP) and the Earth System Research Laboratory), the U.S. Air Force, the Naval Research
Laboratory, the University of Oklahoma, and the Federal Aviation Administration (FAA).
For researchers, WRF can produce simulations based on actual atmospheric conditions (i.e., from
observations and analyses) or idealized conditions. WRF offers operational forecasting a flexible
and computationally efficient platform, while reflecting recent advances in physics, numeric, and
data assimilation contributed by developers from the expansive research community. WRF is
currently in operational use at NCEP and other national meteorological centers as well as in realtime forecasting configurations at laboratories, universities, and companies.
WRF has a large worldwide community of registered users (a cumulative total of over 48,000 in
over 160 countries), and NCAR provides regular workshops and tutorials on it. The WRF system
contains two dynamical solvers, referred to as the ARW (Advanced Research WRF) core and the
NMM (Nonhydrostatic Mesoscale Model) core. The ARW has been developed in large part and is
maintained by NCAR's Mesoscale and Microscale Meteorology Laboratory. The NMM core was
developed by the National Centers for Environmental Prediction (NCEP) and is currently used in
their HWRF (Hurricane WRF) system.
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Figure 6. WRF Model flowchart.

3.3.2. HYSPLIT Model
The Hybrid Single Particle Lagrangian Integrated Trajectory Model (HYSPLIT) [1] is a computer
model that is used to compute air parcel trajectories and deposition or dispersion of atmospheric
pollutants. It was developed by NOAA and Australia's Bureau of Meteorology. One popular use
of HYSPLIT is to establish whether high levels of air pollution at one location are caused by
transport of air contaminants from another location. HYSPLIT's back trajectories, combined with
satellite images (for example, from NASA's MODIS satellites), can provide insight into whether
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high air pollution levels are caused by local air pollution sources or whether an air pollution
problem was blown in on the wind. HYSPLIT is rather unusual in that it may be run in clientserver mode (HYSPLIT-WEB) from the NOAA website, allowing members of the public to select
gridded historical or forecast datasets, to configure model runs, and retrieve model results with a
web browser. The most common model applications are a back-trajectory analysis to determine
the origin of air masses and establish source–receptor relationships (Fleming et al. 2012).
HYSPLIT has also been used in a variety of simulations describing the atmospheric transport,
dispersion, and deposition of pollutants and hazardous materials. The model calculation method is
a hybrid between the Lagrangian approach, using a moving frame of reference for the advection
and diffusion calculations as the trajectories or air parcels move from their initial location, and the
Eulerian methodology, which uses a fixed three-dimensional grid as a frame of reference to
compute pollutant air concentrations (Stein et al. 2015). Diverse meteorological data sets like
Northe American Mesoscale (NAM), Global Data Assimilation System (GDAS), and Global
Forecast System (GFS) are used for the simulation in Hysplit.
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Figure 7. Hysplit Forward trajectories example

It has the following features which includes linear spatial and temporal interpolation of
meteorology, Available converters for different NWP and AQM like ARW, ECMWF, RAMS,
MM5 etc. Different methods of determining planetary boundary layers is available like TKE,
Temperature profile. Multiple simultaneous meteorology and concentration grids, nested
meteorology grids, nonlinear chemistry modules etc. are also some of the prominent features of
this model. This model has executables in Windows, Mac, and Linux operating system. Standard
graphical output can be presented using Postscript, Shape files or Google earth kml file.
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3.4 AIR QUALITY MODEL:
Air quality models use numerical techniques and mathematical equations to simulate the physical
and chemical process that affect different air pollutants as they diffuse and react in the atmosphere
and ground level surface. Depends on inputs of various meteorological data and source information
like emission rates and stack height, these air models are designed to simulate primary pollutants
that are emitted directly into the atmosphere. In the field of weather forecasting, several air quality
models exist. Community Multiscale Air Quality Modeling System (CMAQ) developed by EPA
and Comprehensive Air Quality Model with Extensions (CAMx) developed by Ramboll Environ
are in the lead positions. Details of these models are given below:

3.4.1. CMAQ:
CMAQ was formulated and designed to facilitate extensions needed to study emerging linked
multi pollutants air pollutions issues. CMAQ is designed for applications ranging from regulatory
and policy analysis to probing and understanding the complex interactions of atmospheric
chemistry and physics. It is a three-dimensional Eulerian (i.e., gridded) atmospheric chemistry and
transport modeling system that simulates ozone, particulate matter (PM), toxic airborne pollutants,
visibility, and acidic and nutrient pollutant species throughout the troposphere. Designed as a “oneatmosphere” model, CMAQ can address the complex couplings among several air quality issues
simultaneously across spatial scales ranging from urban to hemispheric (Binkowski et al. 2003).
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Figure 8. Overview of CMAQ System (CMAQ User guide, 2012)

CMAQ belongs to Eulerian class of mathematical models that calculate a mass balance within
each grid cell by solving the transport across each cell boundary and chemical transformations
within each cell boundary and chemical transformations within each cell during a given time
period. As a framework for simulating the interactions of multiple complex atmospheric processes,
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CMAQ thus requires two primary types of inputs: meteorological information, and emission rates
from sources of emissions that affect air quality (Appel et al. 2011). The weather research and
forecasting model is compatible with CMAQ in that both models can be configured to use identical
horizontal and vertical coordinate and grid structures and is commonly used to drive CMAQ.
Besides meteorological input, CMAQ requires emission rates from emission inventory. To obtain
that, open source processors such as the Sparse Matrix Operator Kernel Emissions (SMOKE) are
available. SMOKE compute the emission inputs from emission inventories, and it must be
specified on CMAQ’s horizontal and vertical grid structure. Like WRF, CMAQ is also community
model which means that air quality model development should be a collective effort by a diverse
community of developers, and cross-disciplinary expertise needed to keep the physical, numerical
and computational parts of this modeling system at the state-of-the-science. The main part of the
CMAQ system, CMAQ Chemistry Transport Model (CCTM) contains the principal equations
used for prediction pollutants concentrations given the inputs. These partial differential equations
are designed for mass conservation and consider a myriad of important processes such as
emissions, chemical reaction, uptake to clouds and precipitation, and dry deposition. The
meteorology data provided by the upstream meteorological model (e.g. WRF) is prepared for input
to the CCTM by the Meteorology-Chemistry Interface Processor (MCIP). The CCTM also requires
inputs for specifying the initial and boundary conditions of each chemical species treated by the
model. Several post processing tools are also required to process and visualize the data. There are
many additional sources available for visualizing and evaluating the CMAQ data like AMET,
VERDI, Panoply, Vapor, etc.
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3.4.2. CAMx:
The Comprehensive Air Quality Model with Extensions (CAMx) is a state-of-the-art
photochemical grid model that consist a “one-atmosphere” treatment of tropospheric air pollutants
like ozone, Particulate matters, air toxics over a spatial scale. Like all the other model, it is open
source system and computationally efficient and flexible, although it is not a community model
like CMAQ. The distinct features of the models are Two-Way nested grid structure, Parallel
Processing, Multiple Photochemical Gas Phase Chemistry Mechanism, Advanced Photolysis
model, Particulate Matter Chemistry, Mercury Chemistry, Horizontal Advection Solver Options,
Surface Chemistry, Lateral and Top Boundary Conditions and many more. Meteorological inputs
are supplied to CAMx from separate weather prediction models (specifically WRF, MM5 and
RAMS are supported). Emission inputs are supplied from external pre-processing systems (e.g.,
SMOKE and EPS3). It is developed by Ramboll environ, a leading company of developing
scientific tools.
CAMx comprises the core component of an air quality modeling system. CAMx inputs are
developed using independent third-party models and processing tools that characterize
meteorology, emissions, and other environmental conditions such as land cover, radiative
properties, and boundary conditions. Interface programs are needed to translate the products of
each of these models/processors into the specific input fields and formats required by CAMx. After
the air quality simulation is completed, additional programs are used to post process the
concentration fields, develop model performance statistics and measures, manipulate Probing Tool
output into various reportable formats, and further translate raw results into forms necessary for
regulatory purposes. Commonly available graphical software can be used to view native CAMx
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binary output files; some like PAVE and VERDI can read CAMx files directly, others require
CAMx data to exist in common data formats like NetCDF.

3.5 RADIOSONDE AND OZONESONDE:
Sondes are packages which are attached to the weather balloon and allowed to rise through the
atmosphere to sample data at frequent intervals. Sondes usually reach the height of 30 km in the
atmosphere, depending on the size of the balloon. For the current study, two types of weather
balloons were used, one with a weight of 600 g and the other with a load of 350 g. These balloons
reached up to the average height of 30 km and 20 km, respectively.
Worldwide there are about 1,300 radiosonde launch sites.[17] Most countries share data with the
rest of the world through international agreements. Nearly all routine radiosonde launches occur
45 minutes before the official observation time of 0000 UTC and 1200 UTC, so as to provide an
instantaneous snapshot of the atmosphere. This is especially important for numerical modeling. In
the United States the National Weather Service is tasked with providing timely upper-air
observations for use in weather forecasting, severe weather watches and warnings, and
atmospheric research. The National Weather Service launches radiosondes from 92 stations in
North America and the Pacific Islands twice daily.
The ozonesonde is a lightweight, balloon-borne instrument that is mated to a conventional
meteorological radiosonde. As the balloon carrying the instrument package ascends through the
atmosphere, the ozonesonde transmit to a ground receiving station information on ozone and
standard meteorological quantities such as pressure, temperature, and humidity. The heart of the
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ozonesonde is an electrochemical concentration cell (ECC) that senses ozone as is reacts with a
dilute solution of potassium iodide to produce a weak electrical current proportional to the ozone
concentration of the sampled air.
The radiosonde and ozonesonde data were obtained from a campaign called Tropospheric Ozone
Pollution Project which took place during the summer of 2017, with the collaboration of University
of Texas at El Paso, New Mexico State University and St Edwards University. Sixty radiosondes
from four different locations in Paso Del Norte region were launched during this campaign. Those
radiosondes were built and developed by IMET (International Met Systems) with the capability of
extracting different meteorological parameters at different heights (Wierenga et al. 2005). The
ozonesondes used in the campaign were built by En-Sci manufacturing company. Details of the
Ozonesonde and Radiosonde are given below:

Table 2. Radiosonde and Ozonesonde description

Characteristics

Radiosonde

Ozonesonde

Device name

iMET-1-RS

En-Sci/DMT

Operating principle

General positioning system

Electrochemical concentration cell

Nominal telemetry frequency

403 MHz

–

Altitude

> 30 km

> 30 km

Operating time

>3h

>3h
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Weight

260 g

480 g

Sampling rate

1/s

Parts per billion

Pressure type

Piezo resistive

–

Pressure range

2–1070 hPa

1050–4 hPa

Pressure accuracy

0.5 hPa < 400 hPa

± 5%

Temperature type

Bead thermistor

–

Temperature range

(− 95°) to (+ 50°)

(− 90°) to (+ 40°)

Temperature accuracy

0.2 °C

–

Humidity sensor type

Capacitive

–

Humidity range

0–100% RH

–

Humidity accuracy

5% RH

–

3.6 NATIONAL WEATHER SERVICE:
National weather service is the governmental agency of weather in the United States. It has
branches all over the United States, with more than millions of employees working for the agency.
NWS's primary responsibilities are included but not limited to weather forecasting, Hazards
warning, climate forecasting and analysis, and many more. For this study, Santa Teresa branch of
national weather service is used which is located at the border between El Paso and New Mexico
State.
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Figure 9. National Weather Forecast Office, El Paso

Various instruments like WSR-NEXRAD 88D radar, Radiosonde Observation (RAOB) are
available in the NWS office at Elpaso. Forecaster use software like AWIPS and different models
like WRF, MM5, etc. for their forecasting job.

3.7. WEATHER SATELLITE
A satellite is an object that orbits a larger object, like a planet in the Universe. For example, Moon
is like a satellite for Earth as it orbits around the Earth. A weather satellite is a type of satellite that
is primarily used to monitor the weather and climate of the earth. There are two types of weather
satellites available, one is polar orbiting which covers the entire Earth asynchronously, and another
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is the geostationary, hovering over the same spot on the equator. Geostationary Orbiting
Environmental Satellites (GOES) orbit the Earth above the equator at altitudes of 35,880 km
(22,300 miles). Because of this orbit, they remain stationary with respect to the rotating Earth and
thus can record or transmit images of the entire hemisphere below continuously with their visiblelight and infrared sensors. Several geostationary meteorological spacecrafts are in operation. The
United States' GOES series has three in operation: GOES-15, GOES-16 and GOES-17. GOES-16
and-17 remain stationary over the Atlantic and Pacific Oceans, respectively (Tollefson et al. 2018).

Figure 10. GOES Satellite (left), POES Satellite (Right)

Polar Orbiting satellites travel in a circular orbit from pole to pole. Those satellites are much closer
to the Earth than the GOES and collect data in a path beneath them as the earth rotates on its axis.
Hence, a Polar Orbiting Environmental Satellite (POES) can observe the entire planet twice in a
24-hour period. The United States has the NOAA series of polar orbiting meteorological satellites,
presently NOAA-15, NOAA-18 and NOAA-19 (POES) and NOAA-20 (JPSS). Europe has
the Metop-A and Metop-B satellites operated by EUMETSAT. Russia has the Meteor and
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RESURS series of satellites. China has FY-3A, 3B and 3C. India has polar orbiting satellites as
well. In this study, data from NOAA-19 and MetOp-B satellites are used.
Metop-B (Meteorological Operational) is Europe's first polar-orbiting operational
meteorological satellite. It was the European contribution to the Initial Joint Polar System (IJPS),
a co-operative agreement between European Meteorological satellite (Eumetsat) and the US
NOAA (National Oceanic and Atmospheric Administration) to provide data for climate and
environmental monitoring and improved weather forecasting (Edward et al, 2000). Metop-A and
Metop-B are currently active, with Metop-C recently launched. Metop-B spacecraft is the second
in a series of three European developed satellites used for weather forecasting and collecting long
term data sets for climate records of the earth. It carries a set of state-of-the-art sounding and
imaging instruments that offer improved remote sensing capabilities to both meteorologists and
climatologists. Among all these instruments, for this study, the legacy ATOVS (Advanced TIROS
Operational Vertical Sounder) was used to retrieve different meteorological parameters (Li et al.
2000). ATOVS consists of a High-Resolution Infrared Radiation Sounder (HIRS), the Advanced
Microwave Sounding Unit-A (AMSU-A) and AMSU-B for retrieving temperature, humidity, and
ozone sounding in all weather conditions (NOAA website, 2014). Currently, the ATOVS generates
profile data from the NOAA-19, Metop-A, and Metop-B. This instrument package provides
information on temperature and humidity profiles, total ozone, clouds, and radiation on a global
scale to the operational user community.
NOAA 19 is the fifth in a series of five Polar-orbiting Operational Environmental Satellites
(POES) with advanced microwave sounding instruments that provide imaging and sounding
capabilities. Circling 530 statute miles [850 km] above Earth and completing a revolution every
100 minutes, the NOAA-N Prime will operate in the so-called "afternoon" polar orbit to replace
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NOAA-18 and its degraded instruments. The orbit crosses the equator from south to north at 2
p.m. on the trips around the planet. NOAA-N Prime is outfitted with instruments that provide
imagery, atmospheric temperature and humidity profiles, and land and ocean surface temperature
observations, all of which are key ingredients for weather forecasting. In addition, the information
generates decades-long databases for climate monitoring and global change studies. In addition,
the NOAA satellites are equipped with search and rescue packages that detect distress signals from
emergency beacons. Over the past 26 years, the network has been credited with more than 24,000
rescues worldwide.

3.8. INSTRUMENTATION:
Several Remote sensing instruments are installed in the Atmospheric Physics Lab of University of
Texas at El Paso namely Ceilometer, Satellite Receiver, Spectrometer, Multi Filter Rotating
Shadowband Radiometer (MFRSR). Data from all those instruments are used for the validation of
different NWP and AQ models. Details of these instruments are described below:

3.8.1. Ceilometer
The Vaisala ceilometer CL31 is an eye-safe single lens mini-lidar with short, low power, nearinfrared laser pulses with a high frequency system, used to detect cloud base heights and vertical
visibility by continuously monitoring the aerosol backscatter profiles at a wavelength of 910 nm.
There are multiple reasons, such as, good atmospheric transmission and inexpensive laser diodes
and photodiodes working within this range, which is why this wavelength is used. These profiles
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can also be used for determining the convective mixing layer height. The laser is an InGaAs
MOCVD diode with a pulse frequency of 10 kHz, and the measurement range is from 0 – 7.7 km.
The typical uncertainty of the attenuation of the backscatter coefficient for ~ 30 min average
duration is ± 20% and the changeover MLH determination for ~ 30 mins is ± 200 m [4]. The CL31
has a enhanced single lens optics with excellent accuracy for the whole range and high
performance in all weather conditions. Some of the benefits of the single lens optics include strong
and stable signal even from the very low critical altitudes and robustness against changes in the
mechanical alignment. It also enables good overlap of laser beam and receiver field of view which
in turn decreases the effect of the multiple scattering, leading to more consistent operation during
the precipitation and fog.
The Ceilometer CL31, located at the UTEP campus, was used to estimate the PBLH during
the ozone events. It can perform well in many situations such as dust storms, and shallow nocturnal
layers. It has been operational since 2015 and collecting data since then. The details of the
instrument and its functionality can be found in. Aerosol backscatter profile obtained from the
ceilometer is saved in the “.DAT” format through the default Vaisala CL-view software. The
backscatter profile is imported into the Vaisala PBLH algorithm which is capable of identifying 3
layers of PBL structure based on the backscattering intensity gradient.
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Figure 11. Ceilometer CL-31
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4. Methodology
In this chapter, several techniques applied to improve the models will be discussed. Those
methodologies include improving the HPC system, comparing the vertical profile of different
meteorological and air pollutant parameters, Sounder profiles of weather satellites, Physics scheme
parameterization, meteorological dataset parameterization, and statistical, machine learning
approaches, Data assimilation approaches.

4.1.OPTIMIZED PERFORMANCE OF WRF ON HPC CLUSTER:
Starting from the year of 1950, computer technology was increasing its forecasting capability in
terms of computational power and speed. Today, forecasts consist of hundreds of billions of
arithmetic operations per second which run on from hundreds to thousands of CPUs in parallel
communicating over high-speed networks. WRF simulation requires high performance computing
resources like clusters as It requires an effective computing resource which can handle complex
and parallel simulations as well as big data. HPC clusters are scalable performance which can
compute solutions based on the state-of-art standard connected through a private system high speed
network. The main advantage of using a HPC cluster for WRF simulations are affordability,
flexibility, availability, scalability and finally, High performance. A cluster uses the aggregated
power of compute server nodes to form a high-performance solution for parallel applications such
as the WRF model. When more compute power is needed, it can be simply achieved by adding
more server nodes to the cluster (Shainer et al. 2009).
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HPC clusters are architected in such a way that it has a great impact on the overall performance
and productivity of any software. In order to meet the demand of more powerful HPC servers,
more execution cores are being added into each processor and more processors are being interconnected. Although, there are severe challenges to integrate that method like higher
computational capacity leads to high power consumption which leads to higher computational cost.
In this study, HPC clusters from three different Hardware Configurations were used to verify the
speedup of the process. To calculate the performance matrix for the HPC clusters, two different
methods were executed, Speedup and Efficiency. Speedup known as the ratio of serial runtime of
the best sequential algorithm for solving a problem (or a simulation) to the time taken by the
parallel algorithm to solve the same problem (or a simulation) on P number of Processors.

Speedup, 𝑆 = 𝑇𝑠 /𝑇𝑝

And Efficiency of any parallel system is defined as the ratio of Speedup to the number of the
Processor.

𝑆

𝑇

Efficiency, 𝐸 = 𝑝 = 𝑝𝑇𝑠

𝑝

Also, we compute the cost of solving any problem or simulation in a parallel system, which is
define as the product of run time and the number of processors.
Cost, 𝐶 = 𝑇 ∗ 𝑝

For the sake of performance evaluation, 3 different High-Performance Computing Clusters are
used. They are Texas Advance Computing Center (TACC), University of Maryland Baltimore
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County’s High Performance Computing Facility (HPCF) and University of Texas at El Paso’s
HPC Cluster. Details of their hardware configuration are given below:

4.1.1 Stampede2 on TACC:
Texas Advance Computing Center or TACC is one of the pioneering HPC cluster not only in
United States but in the World. It is situated and operated by University of Texas at Austin. The
mission of TACC is to enable discoveries that advance science and society through the application
of advanced computing technologies. Specializing in high performance computing, scientific
visualization, data analysis & storage systems, software, research & development and portal
interfaces (Wikipedia, TACC). TACC's Stampede2 is the flagship supercomputer of the Extreme
Science and Engineering Discovery Environment (XSEDE), a single virtual system that scientists
can use to interactively share computing resources, data, and expertise and provides HPC
capabilities to thousands of researchers across the U.S. The system entered full production in fall
2017 as an 18 petaflop system that builds on the successes of the original Stampede cluster it
replaced.
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Figure 12. TACC HPC Cluster (Stampede 2)

Table 4. Stampede2 Compute Node Specifications
Model

Intel Xeon Phi 7250

Total cores per KNL node:

68 cores on a single socket

Hardware threads per core:

4

Hardware threads per node:

68 x 4 = 272

Clock rate:

1.4GHz

RAM:

96GB DDR4 plus 16GB high-speed MCDRAM.

Cache:

32KB L1 data cache per core; 1MB L2 per two-core tile.

Local storage:

107GB /tmp partition on a 200GB Solid State Drive
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4.1.2 UMBC HPCF:
The UMBC High Performance Computing Facility (HPCF) is the community-based,
interdisciplinary core facility for scientific computing and research on parallel algorithms at
UMBC. Started in 2008 by more than 20 researchers from ten academic departments and research
centers from all academic colleges at UMBC, it is supported by faculty contributions, federal
grants, and the UMBC administration.

Figure 13. HPCF Cluster Racks

46

Table 5. HPCF Compute Node Specifications
Model

Intel Xeon Gold 6140

Total cores per KNL node:

18 cores on a single socket

Hardware threads per core:

4

Hardware threads per node:

36x 4 = 144

Clock rate:

2.6 GHz

RAM:

12 x 32 GB DDR4

Cache:

24.75 L3 cache

Local storage:

120GB Solid State Drive (SSD).

4.1.3 UTEP HPC
University of Texas at El Paso’s High-Performance Computing Cluster provides researchers with
access to computational resources. Access to these resources is provided through Virtual
Computing Lab (VCL) and High-Performance Cluster (HPC). HPC is used to execute parallel
programs or multiple instances of the same program each driven by a different parameter set. The
High-Performance Computing (HPC) services are specialized to meet the current and upcoming
requirements of UTEP’s researchers. These services allow all researchers and colleges to access
computing resources for very complex data analysis, solving numerical problems and execute any
scientific software code as needed. The infrastructure offers industry strength hard and software
technology with easy to use interfaces. UTEP HPC shares knowledge and collaborates with
established HPC centers such as TACC at UT Austin. This service is powered by IBM Platform
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HPC Version 3.2, which incorporates LSF Express. Remotely submit a job to a specified number
of computers for execution.

Figure 14. UTEP HPC Cluster

The High-Performance Computing (HPC) environment at UTEP offers to research community a
cluster of 57 hosts with a total of 118 CPUs, 720 cores, and 3.3TB of memory and one K80 for
GPU computation. There is 60TB storage available to the HPC environment for computation,
storage, and archiving. The cluster is connected using 10GB network connection among hosts, the
storage, and backup system. Each host in the HPC environment has 2 CPUs with a total of 12
cores, 64GB of memory and 300GB of storage.

Table 6. UTEP HPC Specifications
Model

Intel Xeon™ E5649
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Total cores per KNL node

24 Cores

Hardware threads per core

6

Hardware threads per node

2x 6x4 = 48

Clock rate

2.53 GHz

RAM

4 GB/Core

Cache

L1I 32KB/core, L1D 32KB/core,L2 256KB/core,
L3 12MB/processor

Local storage:

IBM 300GB 10K RPM 6Gbps

4.2 VERTICAL PROFILES COMPARISON:
The atmosphere that we lived in has four layers vertically, Troposphere, which we live in near the
surface of the earth, Stratosphere that houses the ozone layer, Mesosphere which is a colder and
lower density later and last is Thermosphere, which is at the top of the layer where the air is fragile
but hot.
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Figure 15. Vertical Structure of Earth’s Atmosphere

Scientists are always trying to measure the vertical profiles of different meteorological parameters
using different methods. From early 1900, meteorologists use radiosonde to measure the vertical
profiles. In this study, several upper air campaign data were used to study the vertical profile of
parameters like temperature, relative humidity, pressure, potential temperature. Besides,
radiosonde data from the national weather service, which launched daily at 12 Zulu time and 00
Zulu time, also compared with the vertical profile of the Weather model. The radiosonde and
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ozonesonde data were obtained from a campaign called Tropospheric Ozone Pollution Project
which occurred during the summer of 2017, 2019 and 2020 with the collaboration of University
of Texas at El Paso, New Mexico State University, St Edwards University and University of
Houston. One hundred and twenty-six radiosondes and Ozonesondes from four different locations
in Paso Del Norte region were launched during those campaigns. Those radiosondes were built
and developed by IMET (International Met Systems) with the capability of extracting different
meteorological parameters at different heights (Wierenga, R. D. et al.2006). The ozonesondes used
in the campaign were built by En-Sci manufacturing company. Locations and timing of the sonde
launching are presented in the following table

Table 7: Launching Locations of Ozonesonde and Radiosonde
Sites

Launching time

Latitude

Longitude

UTEP

19:30/21:30

31.7709 N

106.5046 W

Santa Teresa

19:30/20:30

31.8729 N

106.6978 W

Skyline Park

19:00/21:30

31.8924 N

106.4257 W

Socorro Hueco Tank

20:30

31.6171 N

106.2882 W

The radiosonde launchings generally took place at mid-day or early afternoon to retrieve the
maximum meteorological parameter output (Rappenglück et al. 2008). This timing was also
relevant when determining the height of the convective boundary layer. To calibrate the radiosonde
data, the launching sites contained a surface observational station which aided in comparison of
the data.
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Figure 16. Sample Vertical Profile data with Temperature

Other than using radiosonde and ozonesonde vertical profiles, sounder profile from Meteorological
Satellites are also used for the comparison methods. NOAA-19 and MetOp-b, satellite launched
by NOAA and EUMETSAT respectively, are used to validate our NWP model. For tracking down
those satellites, In-house satellite receiver was used. Real Time sounding profile data from those
satellites are used for the inter-comparison. Later, an average value of the ground data also used
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to inter-compare the meteorological parameters retrieved from all those sources. Illustration of the
methodologies are given below:

Illustration 1: Inter-comparison of Vertical Profiles
4.3 DATA ASSIMILATION TECHNIQUES
Data Assimilation is the techniques where observational data are combined with output from a
numerical model to produce an optimal estimate of the evolving state of the system. Data
assimilation is a powerful technique which has been widely applied in investigations of the
atmosphere, ocean, and land surface. It combines observation data and the underlying dynamical
principles governing the system to provide an estimate of the state of the system which is better
than could be obtained using just the data or the model alone (zhang et al. 2015). In this study,
built-in data assimilation techniques of WRF has properly studied and applied for Paso del Norte
region. There are several methods of data assimilation techniques available to the WRF system.
3D-VAR (Three-Dimensional Variational Data Assimilation), 4D-VAR (Four Dimensional
Variational Data Assimilation), EnKF (Ensemble Kalfman Filter) are most famous techniques of
data assimilation of WRF techniques. The general equation of Data Assimilation as follows:
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𝑋 𝑎 = 𝑋 𝑏 + 𝑊[𝑦 0 − 𝐻(𝑥 𝑏 )]

Where
𝑋 𝑎 = Analysis from the WRFDA data Assimilation System
𝑋 𝑏 = First guess, either from previous WRF forecast or WPS/real.exe output
𝑦 0 = Observation process data
H = observation operator that converts the initial state into observed equivalents for comparison
with the corresponding observations
W = Weights that are determined based on the estimated statistical error covariance of the forecast
and observations

But the 3DVAR method produces an optimal estimate of the true atmospheric state of the analysis
time through the iterative solution of a prescribed cost function as follows:

1
1
𝑇
𝐽(𝑋0 ) = ( ) (𝑋0 − 𝑋0𝑏 ) 𝑩−𝟏 (𝑋0 − 𝑋0𝑏 ) + ( ) (𝐻(𝑋0 ) − 𝑌0 )𝑇 𝑅 −1 (𝐻(𝑋0 ) − 𝑌0 )
2
2
This solution represents the a posteriori maximum likelihood (minimum variance) estimate of the
true atmospheric state given two sources of a priori data: the background (previous forecast) 𝑋0𝑏
and observations 𝑌0 . H is the observation operator that converts the initial state into observed
equivalents for comparison with the corresponding observations, R is the error covariance matrix
of the observations and matrix B contains the background error covariance for each atmospheric
variable. The control variable are: stream function, unbalanced velocity potential, unbalanced
temperature, relative humidity and unbalanced surface pressure. The WRF-3DVar system
developed by (Barker et al. 2004) is used in this study in tandem with the WRF model for
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assimilating the satellite radiance data and the traditional observations. The performance of the
data-assimilation system largely depends on the plausibility of the background error covariance
(BE), that is, the matrix 𝐵 in the above equation.
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4.4 STATISTICAL APPROACH
Data from NWP model requires statistical calculation and analysis. Oftentimes it requires
downscaling which is known as Statistical Downscaling (SD) which convert Global scale model
to a regional scale model. Statistical downscaling involves developing quantitative relationships
between large-scale atmospheric variables (predictors) and local surface variables (predictands).
The most common methods of using the SD method is predcitands as a function of predictors
(Wilby et al. 2004). Statistical forecasting falls into the category of the objective forecasting which
is known as a forecast which does not depend for its accuracy upon the forecasting experience or
the subjective judgement of meteorologist using it. Statistical methods studies through the
observational data that numerical models were formulated and improved. Also, the statistical
techniques permit the use of predictors that are suggested by the NWP models. The statistical
relation- ships are usually much stronger between concurrently measured variables than between
time-lagged variables. For instance, the cloud patterns are more closely related to the simultaneous
pressure distribution than they are to the pressure distribution 24 hr earlier. Therefore, the
statistical technique should rely on the numerical product for its input in many applications (Glahn,
1965). There are several methods available for statistical downscaling of the NWP models. Linear
Regression, Scatter Diagram, Multiple Linear Regression, Correlation Coefficients, Bias
Correction, Error calculation like Mean Average Error, Root Mean Square Error etc. In this study,
one of the very common and applicable method, Bias correction were applied. Besides, A
Stochastic approach to study the Wind Speed based on Relative Humidity was also applied.
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4.4.1 Bias Correction
It is very well known that NWP model forecasts contain systematic biases in the forecast of near
surface parameters due to imperfect model physics, initial condition, and boundary conditions
(Krishnamurti et al. 2004; Hart et l.2004; Mass et al. 2002). The objective of the bias correction is
to reduce the systematic error the next forecast using bias from past errors. NWP models have
shortcomings in the physical parameterization of weather events and have the inability to handle
sub-grid phenomena successfully. The statistical algorithms used for minimizing the bias of the
next forecast are running-mean (RM) bias correction, best easy systematic estimator, simple linear
regression and the nearest neighborhood (NN) weighted mean, as they are suitable for small
samples (Durai et al. 2014). Models necessarily simplify and homogenize the orographic and land
surface characteristics by representing the domain of simulation as an array of grid points. As a
result, small scale effects which are important to local weather may be represented weakly or
excluded from the simulation. To overcome all these problems, following bias correction methods
are applied in this study.

Best easy systematic error
The bias parameter for each model at each grid box is provided by the BES mean static using
Forecasts (F) and the Observation (O) from the same forecast hours. It can be ranged from day 1
to 90 days. Following formula is used for the correction:

𝐵𝐼𝐴𝑆𝐵𝐸𝑆 = (𝑄1 + 2𝑄2 + 𝑄3 )/4
Where
𝑄1 = Error (F-O) sample at first quartiles
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𝑄2 = Error (F-O) sample at second quartiles
𝑄3 = Error (F-O) sample at third quartiles

Linear Regression

Linear Regression bias correction method computes bias using the linear regression of the time
series of the data at each grid point is given by:
𝑌 = 𝑎𝑋 + 𝑏
where X is the forecasts for each model and Y is the observed value of any parameters. Coefficient
a and b represent the model bias and systematic bias, respectively.

Running Mean:
Running mean is defined as following equation:

𝑁

𝐵𝐼𝐴𝑆𝑅𝑀 = 1/𝑁 ∑ |𝐹 − 𝑂|
𝑖=1

Where N = Number of days
4.4.2 Stochastic Approach
Forecasting and analyzing of wind speed are always complicated and challenging to weather
scientists and meteorologists. Weather based and time series based are the two methods to forecast
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wind speed. The former uses hydrodynamic atmospheric models which incorporate physical
phenomena such as frictional, thermal, and convective effects. The latter uses only historical data
recorded at the site to build statistical models from which forecasts are derived. In this paper, we
apply a combination of both approaches to forecast the wind speed based on the relative humidity
time series data. Forecasting of atmospheric time series with stochastic parameters is very
imperative in the field of weather research, climate forecasting, and prediction analysis. Currently,
NWP models are widely used to forecast the weather, as they can capture many statistical
properties of data. However, those models have some limitations like complex topography,
horizontal resolution, initial, and boundary condition problem. In this study, atmospheric data
shows dynamic behavior as they evolve. Therefore, stochastic technique is useful in predicting
with higher accuracy for those data series.
Stochastic regression is a technique for estimating the probability distribution of potential
outcomes by allowing for random variation in input variables. In this study, we use SR model to
forecast the wind speed (yt) of atmosphere based on the relative humidity (zt) data. So, the relative
humidity is considered as a stochastic regressor in this model. An advantage of stochastic regressor
is that the consequences of ordinary least square estimator is unbiased, and it is efficient to predict
the target variable. We now define the SR model as follows:

𝑦1 = 𝛼 + 𝛽𝑡 𝑍𝑡 + 𝑣𝑡
Where α is a fixed constant, βt is a stochastic regression coefficient, and vt is a white noise with
variance σ2. The distribution of estimators βt depends on the distribution of vt and zt. To estimate
the stochastic regression term βt, we use a first order auto regression as follows:
(𝛽𝑣 − 𝑏) = 𝜙(𝛽𝑡−1 − 𝑏) + 𝜔𝑡
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Where b is a constant, and ωt is a white noise with variance 𝜎2. Both noise terms, vt and ωt in the
SR model are considered as uncorrelated. The approach is to estimate the likelihood of parameters
𝜙, a, b, 𝜎w, 𝜎v and to compare the estimated asymptotic standard errors and bootstrapping errors
of each estimation.
For this study, different surface stations operated by TCEQ have been used. TCEQ, with the help
of the Environmental Protection Agency, set up a grid of observational data collection stations
throughout the state of Texas (USA), these stations are known as Continuous Ambient Monitoring
Station, or CAMS, are used for measuring both air and water pollutant across the state of Texas.
In addition to measuring air pollutants, CAMS also contain instruments to measure local
meteorological parameters like outdoor temperature, wind speed, wind direction, relative
humidity, dew point temperature, solar radiation, precipitation, etc. [22]. CAMS contain
equipment that measures ambient gaseous materials and particulate matter, ambient concentration
of ozone, carbon monoxide and oxides of nitrogen. Particulate matter is measured in two
classifications: PM10 (less than 10 microns in aerodynamic diameter) and PM2.5 (particles with
an aerodynamic diameter of 2.5 microns or less). We specifically choose two different locations
around the Paso del Norte. These areas are geologically unalike and contain divergent
environmental significance. One is CAMS 12/UTEP and another is Chamizal/CAMS 51.

4.5 PHYSICAL PARAMETERIZATION
NWP model runs on different Physics Scheme which represent different essential meteorological
equations. Default values of these Schemes are typically based on the theoretical and experimental
investigations by scheme designers and scientists. Short range forecast is significantly impacted
by the specifications of parameters of any models. The presence of a multiple parameters and
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output variables in the model renders appropriate parameter value identification quite challenging.
In this section, the uncertainty and the biasness of the model outcomes were reduced through the
recognition of parameters which most strongly affect the model performance and prediction
accuracy.

To obtain the perfect physics scheme suitable for the Paso del Norte region, comparison of
performance of various physics scheme were performed. In this study, several important physics
schemes of WRF such as planetary boundary layer, Surface layer, Cumulus Physics Micro Physics
and shortwave/longwave radiations are used. To calculate the model performance, several
evaluation methods are used including correlation coefficient, Mean Bias, Mean Average Error.
For the sake of simplicity, the Ensemble designs are consisting of only the selected physics scheme
for the following parameters.

Table 8. Choice of physics parameterization schemes used in the study
PBL Schemes

Surface Layer

Cumulus

Micro-Physics

Shortwave/Longwave

Scheme
YSU

ETA

KF

WSM3

Dudhia

MYJ

MM5

BMJ

WSM5

RRTM

WDM5

CAM

MYNN
ACM2

RRTMG

Those physics schemes were chosen after reviewing literature based on the WRF run on Texas or
South-west part of United States and examining the similar topographical region. Schemes
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described at table 8 has the record of providing more accurate results of forecasting compared to
the other physics schemes. Based on these schemes, 36 different ensemble members were created
and inter-compared. The combination of the ensembles is provided below in table 11.

Table 9. Ensemble designs with the physics Schemes
Ensemble #

PBL

SL

Cumulus

Micro

Shortwave/Longwave

1.

YSU

ETA

KF

WSM3

Dudhia/RRTM

2.

MYJ

MM5

BMJ

WSM5

CAM/RRTMG

3.

MYNN

MM5

KF

WDM5

RRTM/RRTMG

4.

ACM2

ETA

BMJ

WSM3

Dudhia/CAM

5.

YSU

MM5

KF

WSM5

Dudhia/RRTM

6.

MYJ

MM5

BMJ

WDM5

CAM/RRTMG

7.

MYNN

ETA

KF

WSM3

RRTM/RRTMG

8.

ACM2

MM5

BMJ

WSM5

Dudhia/CAM

9.

YSU

ETA

KF

WDM5

Dudhia/RRTM

10.

MYJ

MM5

BMJ

WSM3

CAM/RRTMG

11.

MYNN

ETA

KF

WSM5

RRTM/RRTMG

12.

ACM2

MM5

BMJ

WDM5

Dudhia/CAM

13.

YSU

MM5

KF

WSM3

Dudhia/RRTM

14.

MYJ

MM5

BMJ

WSM5

CAM/RRTMG

15.

MYNN

ETA

KF

WDM5

RRTM/RRTMG
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16.

ACM2

MM5

BMJ

WSM3

Dudhia/CAM

17.

YSU

ETA

KF

WSM5

Dudhia/RRTM

18.

MYJ

MM5

BMJ

WDM5

CAM/RRTMG

19.

MYNN

ETA

KF

WSM3

RRTM/RRTMG

20.

ACM2

MM5

BMJ

WSM5

Dudhia/CAM

21.

YSU

ETA

KF

WDM5

Dudhia/RRTM

22.

MYJ

MM5

BMJ

WSM3

CAM/RRTMG

23.

MYNN

ETA

KF

WSM5

RRTM/RRTMG

24.

ACM2

MM5

BMJ

WDM5

Dudhia/CAM

25.

YSU

ETA

KF

WSM3

Dudhia/RRTM

26.

MYJ

MM5

BMJ

WSM5

CAM/RRTMG

27.

MYNN

ETA

KF

WDM5

RRTM/RRTMG

28.

ACM2

MM5

BMJ

WSM3

Dudhia/CAM

29.

YSU

ETA

KF

WSM5

Dudhia/RRTM

30.

MYJ

MM5

BMJ

WDM5

CAM/RRTMG

31.

MYNN

ETA

KF

WSM3

RRTM/RRTMG

32.

ACM2

MM5

BMJ

WSM5

Dudhia/CAM

33.

YSU

ETA

KF

WDM5

Dudhia/RRTM

34.

MYJ

MM5

BMJ

WSM3

CAM/RRTMG

35.

MYNN

ETA

KF

WSM5

RRTM/RRTMG

36.

ACM2

MM5

BMJ

WDM5

Dudhia/CAM
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The physics ensemble was generated using the WRF version 3.9.1. All experiments use the Noah
land surface model. Each simulation is 24 hours run, with 48 hours as warm-up or spin-up run for
the simulations. There are 3 domains used, which are 36, 12 and 4km, respectively. Reference
latitude and longitude of the simulations are 31.76 and -106.50 which represent the Physical
Science campus at University of Texas at El Paso.

4.6 METEOROLOGICAL DATASET
Every NWP and AQM model require meteorological dataset for the initial and boundary condition
to complete the simulation. To have more accurate prediction capability and forecasting
proficiency, scientists are using several types of meteorological dataset. In this study, several
meteorological datasets are used to simulate a test case and inter-compared. Details of these
datasets are given below:

GFS (Global Forecast System):
Global Forecast System of GFS is a weather model produced by the National center for
Environmental Prediction. Different atmospheric and land-soil variables are available in this
dataset such as temperature, winds, precipitation, soil moisture, ozone concentration and many
more. It is a global scale meteorological data sets which covered by the base horizontal resolution
of 18 miles between grid points. It has forecasting capability of 16 days and spatial and temporal
resolution of 1 degree and 0.5 degree. Various types of data like GFS analysis, GFS analysis
historical are also available in different data access links such as HTTPS, FTPS. Available time
steps are 0, 3- and 6-hour intervals. Gridded data are available for download through the NOAA
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National Operational Model Archive and Distribution System (NOMADS). Forecast products and
more information on GFS are available at the GFS home page.

NAM (North American Mesoscale):
North American mesoscale or NAM is also one of the major weather models that developed and
run by National Center for Environmental Prediction. Like the other meteorological datasets,
dozens of weather parameters are available from the NAM grids, from temperature and
precipitation to lightning and turbulent kinetic energy. In January 2005, NCEP officially changed
the name of this model from Meso-ETA to the North American Mesoscale Forecast System
(NAM). This dataset contains a 12 km horizontal resolution Lambert Conformal grid covering the
Continental United States (CONUS) domain. It is run four times daily at 00z, 06z, 12z and 18z out
to 84 hours with a 1-hour temporal resolution.

HRRR (High Resolution Rapid Refresh)
HRRR developed by National Oceanic and Atmospheric Administrator (NOAA) is a real time 3
km resolution, hourly update, cloud resolving, convection allowing atmospheric model. It consists
of several parameters like pressure, wind, wind gust, rain, cloud temperature, humidity and others.

ERA Interim:
Using a much-improved atmospheric model and assimilation system from those used in ERA-40,
ERA-Interim represents a third generation reanalysis. Several of the inaccuracies exhibited by
ERA-40 such as too-strong precipitation over oceans from the early 1990's onwards and a too65

strong Brewer-Dobson circulation in the stratosphere, were eliminated or significantly reduced.
ERA-Interim now extends back to 1979 and the analysis is expected to be continued forward until
the end of 2018.

4.6 MACHINE LEARNING ALGORITHM

Classification problem using Machine Learning algorithms is very well adopted by the scientific
community all over the world. To improve the ozone forecast capability, several supervised
machine learning algorithms were applied for this Paso del Norte region. Historical data from all
ground stations situated in El Paso were used in this study. Different meteorological and air
pollutants such as temperature, wind speed, relative humidity, dew points, NOx, Particulate
matters 2.5 are used to predict Ozone concentration. Machine learning algorithms like logistic
regression, linear regression, Support vector mechanism, KNN were applied for determining the
ground level ozone concentration. For this study, we have used the data sets of air pollutants and
meteorological variables from 2015 to 2019 from the El Paso area, which frequently exceeds the
National Ambient Air Quality Standard. Five supervised machine learning techniques are studied
to classify the likelihood of high/low ozone days in the atmosphere with great accuracy. These
techniques help to obtain primary variables that cause high ozone concentration. We predicted the
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data based on the key variables and computed the prediction accuracy using several evaluation
metrics. The results suggest that supervised machine learning techniques are useful in classifying
high/low ozone days in this area. The models used are Logistic regression, Principal component
regression, Random Forest, Multivariate adaptive regression splines, and Support vector machine.
The objective of this study is twofold: first, to predict the high/low ozone level and to conclude
whether the environment is safe with the ozone level contained; second, to identify the attributes
which cause high ozone concentration in the atmosphere. We explore the complicated relationship
between ozone and other variables based on ambient air monitoring measurements using stated
ML techniques (Bhuiyan et al. 2020) .
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5. Results and Discussion

In this chapter, we are showing all the results and discussing about all the methods that were
applied to improve the regional scale forecasting capabilities. Besides, additional discussion and
scope of future works are also mentioned if required.

5.1. HPC CLUSTER:

(a)

(b)
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(c)

(d)

Figure 17. Performance Matrix of HPC clusters

Table 10. Simulation Run Time of the clusters
Cluster

#of MPI Process

Execution Time (minutes)

2

300

4

180

8

75

16

42

32

27

64

18

128

16

256

12

UTEP

69

UMBC

TACC

2

260

4

160

8

67

16

33

32

22

64

16

128

13

256

14

2

240

4

135

8

58

16

29

32

19

64

10

128

8

256

8

As is demonstrated in the table above, the simulation runtime for the UTEP is much higher than
the TACC and UMBC HPC cluster. The Serial runtime for the simulation chosen for the test case
(June 05, 2017) was around 15 hours, equivalent to 900 minutes. 8 Nodes were used for all the
simulations. Several performance matrixes were used, such as Efficiency, Speedup, Cost, and
execution time. Results clearly describe that the optimum value of the processor used in the study
are 128. After reaching that value, all the efficiency, speedup becomes constant.
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5.2. VERTICAL PROFILE COMPARISON:
The WRF model results were compared against ground observational data from the Texas
Commission of Environment Quality’s Continues Ambient Monitoring stations. Several
representative days were selected for the inter-comparison. High ozone days, low ozone days, high
temperature, and low-temperature days were among those days selected for the inter-comparisons.
First, we inter-compared the WRF ground temperature results with TCEQ surface temperature
observations at four different locations. The selected days were mostly high ozone and hightemperature days from the summer of 2017. Subsequently, we extracted the WRF vertical profile
for different meteorological variables at the same locations using NCAR command language
(NCL) scripts and then compared them against the corresponding radiosonde data. The days and
locations that were selected were May 15 for the UTEP location, June 06 for the skyline location,
June 12 for the Santa Teresa location, and June 22 for the Socorro location. The radiosondes were
launched from the same locations and days. The vertical profiles of ozone concentration obtained
with the ozonesondes on three different high ozone days were also inter-compared with
corresponding CAMx’ simulations.
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Figure.18. Meteorological vertical profiles inter-comparisons at Socorro on June 22, 2017

Above figure shows an inter-comparison between model’s results and radiosonde data released
from the Socorro location at 13 MST on June 22. Pressure and temperature show good agreement
between the observation and model’s results; however, there are some discrepancies for relative
humidity and wind speed.
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Fig. 19. Meteorological profiles of June 05 with Skyline observational data

Figure 19 shows the comparison between radiosonde data model’s results released from the
Skyline location at 13 MST on June 05.Like the figure 18, this figure also demonstrated shows
good agreement between the observation and model’s results for temperature and pressure; while
the wind speed and relative humidity has some deviant .
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Figure 20. Meteorological profiles of May 15 with UTEP observational data

74

Figure.21. Meteorological Profiles of June 12 with Santa Teresa Observational data
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Figure 21 and 22 showing the exact comparison of vertical profile retrieved from model and
radiosonde data for UTEP and Santa Teresa location. The vertical axis which represent altitude
has maximum values to 20 kilo meters and above while horizontal axis represents values of the
meteorological parameters. All four figures following the same trend analysis which shows a good
agreement with temperature and pressure, however some discrepancies for relative humidity and
wind speed.

Figure.22. Vertical profiles of ozone concentration inter-comparisons between CAMx results and
Ozonesondes for high ozone days

Finally, to inter-compare the values of WRF, radiosonde, and Metop-B satellite, the average values
for temperature and pressure were calculated for all the locations on selected representative days
as it is depicted in figure 23 and 24.

76

UTEP,May15
90

80

80

70

70

60

60
Temperature(F)

Temperature(F)

Soccoro,June22
90

50
40

50
40

30

30

20

20

10

10

0

RS

WRF

0

METOPB

RS

WRF

METOPB

Skyline,June06

Santa Teressa,June12
90

80

80

70

70

60
Temperature(F)

Temperature(F)

60

50
40

50
40

30

30

20

20
10

10

0

0

RS

WRF

RS

WRF

METOPB

METOPB

Figure.23. Temperature inter-comparisons between WRF, RS and METOP-B Satellite
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Fig.24. Pressure inter-comparisons between WRF, RS and METOP-B

Upon comparing data from four different TCEQ locations and Balloon launching, we subsequently
conducted several statistical tests among the datasets of numerous meteorological parameters. For
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the vertical profile, we chose the values at 9 altered altitudes, which are at:1.5,2,3,4,5,6,10,15 and
20 kilometers, respectively. Statistical measures like Correlation Coefficient (R), Median Absolute
Deviation (MAD), which quantifies the variability of a univariate sample of quantitative data, have
been applied to those data sets. Mean Square Error (MSE) and Root Mean Square Error (RMSE)
were also used to calculate the contrast from the simulated data to the experimental data. Mean
Absolute Percentage Error (MAPE), which is a measure of prediction accuracy, was also applied
to our study. Finally, we computed the Index of agreement and bias error (M.A Hasan et al. 2018)
to see how much those predictions and real values matched in between them.

Table 11. Statistical test results between the Radiosonde and WRF value in a different location
Location

Parameters

R

MAD

MSE

RMSE

MAPE

IOA

BIAS

Skyline

Temperature

0.99

0.68

0.63

0.79

5.98

0.99

− 0.58

Rela. humidity

0.9

7.59

79.89

8.93

1135.6

0.6

7.59

Pressure

0.99

0.005

0.005

0.007

0.153

0.99

0.004

Wind speed

0.92

1.85

5.18

2.28

48.74

0.78

0.33

Temperature

0.99

0.81

0.80

0.89

7.72

0.98

− 0.57

Rela. humidity

0.95

6.69

65.35

8.08

41.03

0.62

5.30

Pressure

0.99

0.02

0.005

0.02

0.48

0.99

− 0.02

Wind speed

0.62

1.65

4.03

2.00

35.53

0.51

0.71

Temperature

0.99

2.03

4.97

2.23

23.57

0.96

−1.69

Rela. humidity

0.71

12.57

217.5

14.75

142.2

0.57

5.85

Pressure

0.99

0.01

0.002

0.016

0.25

0.99

0.01

Wind speed

0.93

3.81

22.88

4.78

39.50

0.81

1.51

Socorro

Utep
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Santa

Temperature

0.99

0.77

0.71

0.84

14.92

0.98

− 0.40

Teresa

Rela. humidity

0.41

6.63

56.93

7.54

218.4

0.41

2.21

Pressure

0.99

0.06

0.005

0.07

1.36

0.98

0.06

Wind speed

0.84

2.59

4.56

3.18

32.97

0.73

0.64

From the above table, temperature, and pressure at four different locations show a prominent and
impeccable match with our regional weather model simulation data. Index of the agreement and
correlation coefficients showed a strong relationship between observed and forecast values in
every single case. On the other hand, parameters like wind speed and relative humidity show less
correlation between projections and observed value. Especially after crossing the troposphere
zone, the deficiency increased for both of those variables.

5.3. PHYSICS PARAMETERIZATION
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Figure 25. Time Series Plot (Top) and Taylor Plot (bottom) for the different Physics Scheme
comparing Relative humidity
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Figure 26. Time Series Plot (Top) and Taylor Plot (bottom) for the different Physics Scheme
comparing Temperature
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Figure 27. Values of RMSE and Corr. Coeff.

As shown in those above figures 25 and 26, Taylor plots, and time series are plotted for relative
humidity and temperature. Diurnal plots of June 05, 2017 were simulated using all the different
ensemble of physics schemes. In time series plots, the best close ensemble scheme with the
observational data are plotted in bold line plots. Root mean square and Correlation coefficient of
all those combinations are calculated and plotted in the Taylor plots. Also, side by sidebar plots is
created to show the difference between all those schemes. As it is demonstrated in figure 27,
combination number 13 is the best match to the observational data with the lowest root mean
square error and highest Correlation coefficient. So, the winning combination of this physics
scheme is as follows: YSU as PBL Scheme, WSM3 for Micro physics scheme, Monin obukov
(MM5) scheme for Surface layer, and Dudhia/RRTM scheme for shortwave/longwave schemes.
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5.4 DOMAIN SELECTION
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Figure 28. Domain Selection using ESRL lab’s domain wizard application

Figure 29 (a). Domain with a 30 km coarse resolution (Top) and 36 km coarse resolution
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Choosing a perfect domain for an NWP model simulation is essential to improve the accuracy of
the forecast. Generally, the domain is generated by using the namelist of WRF. Another approach
that has been applied to the study is using the Domain wizard Software developed by Earth
research System laboratory. As shown in Figure 26, the domain wizard helps create the domain
size and ratio more accurately for any given area. In this study, two different domain sizes (36km
and 30 km) were applied to study the domain comparison. Although it is generally accepted that a
high-resolution domain size requires more computational power and time hence computationally
expensive. However, there is a threshold value to choose between computational cost and accuracy
of the forecast.
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Figure 29 (b). Temperature and Humidity with the Domain with a 30 km coarse resolution
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Figure 29 (c). Temperature and Humidity with the Domain with a 36 km coarse resolution

In figure 28 and 29, concentration map of two different meteorological parameters namely
Temperature and Relative humidity has been plotted in two different domains. The simulation was
for June 05, 2017 which was a high ozone day in the PdN region. In those simulation, the impact
of Texas climate and Paso del Norte region climate were observed and inter-compared. As it
demonstrated in the above figures (28 and 29), the impact remains very indifferent. The values of
the meteorological parameters are closely similar for all three domains. However, the coarse
domain demonstrates some variance due to the area covered. Range of the temperature and relative
humidity values are also very similar in all three domains. In future, a more details study is required
to observe the climate impact of coarse domain. A natural disaster can be chosen as a test case to
perceive the results of the climate impact.
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5.5 METEOROLOGICAL DATASET COMPARISON
Meteorological Data or “Met” data, in HYSPLIT-format, must be provided to the model to run a
trajectory or dispersion (concentration) simulation. Met data includes things like wind speed and
direction, temperature, humidity, and precipitation. Most met data used by HYSPLIT are gridded
outputs created by meteorological models, including numerous models that are run at NOAA. Met
data can be “forecast” or be “archived”. Anyone has to be registered user to use forecast data. For
the typical user, however, archived data is generally used, e.g., to run the HYSPLIT model to help
analyze air pollution measurements. Numerous regional, continental, and global meteorological
datasets are archived at the Air Resources Laboratory, in HYSPLIT format, and are freely
available.
Several ways to obtain met data:


Through the GUI



Through the HYSPLIT met data website -- right click on a file and “save target as”
(https://ready.arl.noaa.gov/archives.php)



Via an FTP browser (if anyone want to download multiple files)

Conversion programs are available in the HYSPLIT suite that can be used to convert user
generated met data to HYSPLIT format. HYSPLIT-format meteorological data files are in
“binary” format, so user can’t readily examine them in a text editor or word-processor. But, met
data can be examined with various tools and utilities through the Graphical User Interface (GUI),
e.g., “text profile”. The met data files can be large. A single one-day file of global met data at ¼
degree (~25 km horizontal resolution) is 2.7 GB. But some are relatively small: a one-month file
of global met data at 2.5 degree horizontal resolution (~250 km) is only about 115 MB. Met data
can also be examined, analyzed and processed by numerous different programs available in the
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HYSPLIT suite, e.g., the Profile program, which extracts the meteorological data at a given
location from a given meteorological data file. For our inter-comparison, we chose four different
days from different season. This study only focused on the North American meteorological
datasets which are: NARR (North American Regional Analysis), EDAS (Eta data assimilation
system), HRRR (High rapid refresh resolution) and NAM (North American Mesoscale).

Table 12. Statistical analysis of Met. Data comparison
Season

Met. Data Input

IOA

RMSE

Fall

NAM

0.7

256.5

EDAS

0.58

458.3

NARR

0.6

572.9

HRRR

0.8

137.9

NAM

0.8

341.5

EDAS

0.28

462.5

NARR

0.47

854.9

HRRR

0.74

370.2

NAM

0.75

350.7

EDAS

0.62

588.6

NARR

0.47

1202.9

Winter

Summer
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Spring

HRRR

0.82

246.2

NAM

0.72

427.8

EDAS

0.49

625.2

NARR

0.52

865.6

HRRR

0.68

512.7

As it is depicted in the above table, different meteorological datasets are used in different season.
We categorized the whole year into four different season namely Winter, Fall, Summer and Spring.
Index of agreement and Root mean square errors are the performance matrices for different season.
In summer, the HRRR shows the maximum IOA and minimum RMSE values. Meanwhile, NAM,
EDAS and NARR shows the less IOA and RMSE values respectively. This trend is demonstrated
in throughout the other season of year. However, in Spring NAM shows better performance than
HRRR.
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Figure 30. Meteorological dataset comparison using HYSPLIT for PBL.

Figure 31. Inter-comparison of Met dataset using HYSPLIT-WRF input

As it is demonstrated in the above figure, the Hysplit WRF applied to the meteorological dataset
provides better results than any other existing meteorological dataset. It shows a great correlation
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and agreement with the observational ceilometer data whereas the WRF and EDAS dataset files
shows less agreement and higher RMSE for those cases.

5.6. PLANETARY BOUNDARY LAYER SEASONAL COMPARISON
Planetary boundary layer (PBL), one of the important meteorological parameters to track down
the pollutant and air particle concentration. In our study, we conduct an in-depth yearlong study to
see the diurnal pattern of PBL in different season for Paso del Norte region. Linear regression of
Hysplit and ceilometer extracted PBL values are calculated with the box and whisker plots.
Additionally, an average diurnal plots of PBL values are plotted for both Ceilometer and Hysplit.
Different tests to evaluate the performance and resemblance between hysplit and ceilometer has
been computed, such as Pearson Correlation Coefficient, Refined Index of Agreement of model
performance, mean absolute error, Root mean square error, P- values. Also, general exploratory
data analysis methods are applied such as mean, median, maximum, minimum, Standard deviation,
skewness etc.
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For the diurnal variation throughout the year we have selected the following months for analysis:

Season

Months

Summer

May 2018 , May 2019

Winter

December 2018 , January 2019

Fall

October & November, 2018

Spring

March & April,2019

January 2019:

Table 13: Descriptive Statistical tests for the January 2019 data retrieved from UTEP
Tests

Ceilometer

Hysplit

Mean

433.06

275.41

Month: January,2019

Median

350

154.8

Location: UTEP

Standard Deviation

268.23

261.68

Skewness

0.82

1.41

Lat and Lon : 31.76 N

Maximum

1280

1374.8

and -106.5 W

Minimum

130

28.1

Kurtosis

2.93

4.87

Variance

7194.9

6847.9

Altitude:1247.5 m asl
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Mean values of Ceilometer and Hysplit are 433.06 and 275.41 respectively. The standard deviation
is closer to both ceilometer and hysplit. The maximum value of experimental and Simulation
PBLH value is 1280 and 1374.8.

Table 14: Performance and Error calculation tests for the January 2019 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.608

Index of Agreement

0.605

Mean Absolute Error

180.7386

RMSE

235.8362

The Pearson Correlation Coefficient is 0.6 and Index of agreement is almost the same. The RMSE
and MSE value is around 180 and 235 meters correspondingly.
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Figure 32. Statistical plot for January 2019

December 2018:

Table 15: Descriptive Statistical tests for the December 2018 data retrieved from UTEP
Tests

Ceilometer

Hysplit

Month:

Mean

461.87

327.49

December,2018

Median

410

176.10

Standard Deviation

245.27

362.81

Skewness

0.53

1.57

Maximum

1150

1671.3

Lat and Lon: 31.76 N

Minimum

120

12.4

and -106.5 W

Kurtosis

2.11

5.21

Variance

6106

13164

Location: UTEP
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Altitude:1247.5 m asl

Mean values of Ceilometer and Hysplit are 461.87 and 327.49, respectively. The skewness of
hysplit is higher than the ceilometer. The minimum value of experimental and Simulation PBLH
value is 120 and 12.4.

Table 16: Performance and Error calculation tests for the December 2018 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.60

Index of Agreement

0.55

Mean Absolute Error

251.49

RMSE

320.21

The Pearson Correlation Coefficient is 0.6 and Index of agreement is almost the same. The RMSE
and MSE value is around 250 and 320 meters correspondingly.
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Figure 33.: Statistical analysis and diurnal plots for December 2018

March, 2019:

Table 17: Descriptive Statistical tests for the January 2019 data from UTEP
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Tests

Ceilometer

Hysplit

Mean

697.28

732.49

Median

636.66

451.50

Standard Deviation

409.27

704.12

Skewness

0.88

1.10

Lat and Lon: 31.76 N

Maximum

2023.3

3127

and -106.5 W

Minimum

150

16.9

Altitude:1249.5 m asl

Kurtosis

3.28

3.21

Variance

49291

16751

Month: March,2019

Location: UTEP

As extracted from the above table, the Mean and median values of Ceilometer and Hysplit are
differed around 150 m. Skewness and Kurtosis which shows the symmetry of the datasets are
closer to each other.

Table 18: Performance and Error calculation tests for the March 2019 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.6408

Index of Agreement

0.6702

Mean Absolute Error

374.5453

RMSE

540.6693

Correlation Coefficient and Index of agreement shows a numerical value closer to 0.7 which
indicate good resemblance between those data. RMSE and MAE values are around 400 to 500
meters.
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Figure34.
analysis and
for March

Statistical
diurnal plots
2019.

April 2019:

Table 19:

Descriptive
Statistical tests for the April 2019 data retrieved from UTEP location
Tests

Ceilometer

Hysplit

Mean

760.88

1060.2

Median

610

673.35

Standard Deviation

572.59

1062.3

Lat and Lon: 31.76 N Skewness

1.70

0.99

and -106.5 W

3740

4724.1

Month: April,2019

Location: UTEP

Maximum
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Altitude:1247.5 m asl

Minimum

150

27.2

Kurtosis

6.53

3.05

Variance

32787

112412

As interpret from the above table, the Median values of Ceilometer and Hysplit are differed around
50 meters. Due to high temperature, Maximum value of PBLH is almost 4000 meters from both
experimental and simulation values.

Table 20: Performance and Error calculation tests for the April 2019 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.68

Index of Agreement

0.65

Mean Absolute Error

608.99

RMSE

842.95
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The Pearson Correlation Coefficient is 0.7 and Index of agreement is almost the same. The RMSE
and MSE value is around 600 and 842 meters correspondingly.

Figure: 35. Statistical analysis and diurnal plots for April 2019.
October 2018:
103

Table 21: Descriptive Statistical tests for the October 2018 data retrieved from UTEP
Tests

Ceilometer

Hysplit

678.36

613.55

Median

600

561.5

Standard Deviation

387.50

511.21

Skewness

0.544

1.105

Lat and Lon : 31.76 Maximum

1750

2516

Nand -106.5 W

Minimum

140

26.7

Kurtosis

2.25

4.033

Variance

15016

26134

Month: October, 2018 Mean

Location: UTEP

Altitude:1249.5 m asl

The maximum and minimum values of PBLH using Hysplit and Ceilometers are 2516, and 1750
meters. Mean and Median values are closer to 600.

Table 22: Performance and Error calculation tests for the October 2018 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.70

Index of Agreement

0.58

Mean Absolute Error

283.91

RMSE

369.05

From the table above, Correlation Coefficient and Index of agreement demonstrate a good value
closer to 0.7. RMSE and MAE values are small compared to the data range.

104

Figure: 35. Statistical analysis and diurnal plots for October 2018.
November, 2019:

Table 23: Descriptive Statistical tests for the November 2019 data retrieved from UTEP
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Tests

Ceilometer

Hysplit

Mean

542.66

378.37

Median

500

201.30

Standard Deviation

281.30

390.12

Skewness

0.75

1.04

Maximum

1520

1796.7

Minimum

140

12.5

Kurtosis

3.21

3.23

Variance

7194.9

6847.9

Month: November 2019

Location: UTEP

Lat and Lon: 31.76 N
and -106.5 W

Altitude:1247.5 m asl

From the above table, different statistical information about hysplit and ceilometer can be
retrieved. For example: the Skewness and Kurtosis values are closer to each other which indicates
the uniform distribution of the datasets. In winter season, the maximum PBLH is really low
compared to other season, which is around 1500 meters.

Table 24: Performance and Error calculation tests for the November 2019 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.68

Index of Agreement

0.60

Mean Absolute Error

261.7831

RMSE

328.5871

The correlation coefficient and IOA is almost 0.7 and 0.6 respectively. Mean absolute error and
Root mean square errors are around 260 and 330 meters which is low compare to other seasons.
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Figure 36: Statistical analysis and diurnal plots for November, 2018.

May, 2018:

Table 25: Descriptive Statistical tests for the October 2018 data retrieved from UTEP
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Tests

Ceilometer

Hysplit

Mean

1056.2

1292.2

Median

1020

791.35

Standard Deviation

495.73

1323.6

Lat and Lon : 31.76

Skewness

0.7196

0.5644

N and -106.5 W

Maximum

3100

4529.8

Altitude:1249.5 m asl

Minimum

300

15.9

Kurtosis

4.0177

1.9137

Variance

24579

17520

Month: May, 2018

Location : UTEP

The maximum and minimum values of PBLH using Hysplit and Ceilometers are 4529 and 3100
meters. Mean and Median values are above 1000 meters which is very common value of PBLH in
a summer season.

Table 26: Performance and Error calculation tests for the May, 2018 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.58

Index of Agreement

0.60

Mean Absolute Error

949.07

RMSE

1157.3

Index of agreement and Pearson correlation coefficient depict a value closer to 0.6 which indicate
mediocre similarities between those PBLH values.
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Figure 37. Statistical Analysis and diurnal plot of May, 2018
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May 2018:

Table 27: Descriptive Statistical tests for the May 2018 data retrieved from Socorro location
Tests

Ceilometer

Hysplit

Mean

1116.9

1263

Median

900

803.15

Standard Deviation

745.03

1275.7

Skewness

1.15

0.50

Maximum

3510

3948.6

Lat and Lon: 31.66 N

Minimum

200

24.7

and -106.29 W

Kurtosis

3.74

1.73

Altitude:1117.7 m asl

Variance

55508

162740

Month: May,2018

Location: Socorro

Table 28: Performance and Error calculation tests for the May, 2018 using Socorro data
Test

Values

Correlation Coefficient (Pearson)

0.18

Index of Agreement

0.53

Mean Absolute Error

1368.4

RMSE

1078

Index of agreement and Pearson correlation coefficient depict a value closer to 0.6 which indicate
mediocre similarities between those PBLH values.
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Figure 38: Statistical analysis and diurnal plots for May, 2018.

May, 2019:

Table 29: Descriptive Statistical tests for the May 2019 data retrieved from UTEP location
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Tests

Ceilometer

Hysplit

Mean

972.31

1399.2

Median

550

950.3

Standard Deviation

911.12

1270.6

Skewness

1.30

0.75

Lat and Lon : 31.66 N

Maximum

3950

5794.7

and -106.29 W

Minimum

150

17.5

Kurtosis

3.84

2.45

Variance

8.30e05

1.61e06

Month: May,2019

Location : UTEP

Altitude:1117.7 m asl

The maximum and minimum values of PBLH using Hysplit and Ceilometers are 3950 and 5800
meters. Mean values are above 1000 meters which is very common value of PBLH in a summer
season.

Table 30: Performance and Error calculation tests for the May, 2019 using UTEP data
Test

Values

Correlation Coefficient (Pearson)

0.79

Index of Agreement

0.72

Mean Absolute Error

595.84

RMSE

883.03

Index of agreement and Pearson correlation coefficient depict a value closer to 0.8 and 0.7 which
indicate an excellent resemblance between those PBLH values.
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Figure 39. (a): The statistics of the PBLH diurnal cycles over Socorro
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Logarithmic Scale Regression:

Figure 39 (b). Logarithmic Scale plot with applied linear regression for all 4 seasons

As the data from all the linear regression looks very condensed and coagulated at the center, we
applied logarithmic scale to all the data. We use base 10 log for the logarithmic distribution. After
that, we applied regression techniques on the data. Only different that we observe is in the
correlation coefficient value. Value of RMSE, IOA, MAE remain same for all the season.
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5.7. DATA ASSIMILATION
In this study, the in-built data assimilation technique of WRF model, namely 3D Var and Nudging
are applied for a study case. A simulation run without the Data Assimilation (DA) and with the
DA techniques were applied and compared with the observational data. In this case, Texas
Commission on Environmental Quality’s (TCEQ) ground station values are used for the
observational purpose. The meteorological parameters used in this study is diurnal values of
Temperature and Relative Humidity.

Figure 40. Temperature values without the DA (left) with the DA (right)

As it is demonstrated in the above figure, the range of the temperature differ from one another.
However, it is difficult to distinguish the difference using eye balling techniques. To improve the
scenario, point based measurement of temperature and relative humidity were calculated and intercompared with the ground station observational value. Root mean square error also calculated to
find the best fitted model in between DA and without the DA.
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Figure 41. Comparison of DA technique

In the above figure, the blue line represents the observational value of temperature and relative
humidity, orange line represents WRF simulation the Data assimilation while the yellow line
symbolizes WRF without the Data simulation. The bottom figure demonstrates the root mean
square error of the WRF and WRF DA techniques and it is proven that WRF rmse value is much
higher.
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5.8. STATISTICAL ANALYSIS:

Stochastic regression was applied to analysis the wind speed from relative humidity data as both
variables shows stationary behavior. We applied the stochastic regression technique to estimate
the time-varying parameters of wind speed in the PdN Region. We use two different datasets from
UTEP and Chamizal TCEQ ground station alongside with Simulation dataset from WRF run.
Later, we applied the maximum likelihood approximation to calculate the values of all the
variables such as α, φ, ϭw, ϭv. The following tables demonstrate all the values from the four
different datasets.

Table 31: Parameter estimation of different source
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We analyzed 432 data points for each dataset obtained from two sources, such as UTEP and
Chamizal CAMS. Because the datasets were not large, we used the bootstrapping technique to
estimate the errors of fitted model. An advantage of bootstrapping is that it does not require any
distributional assumptions, such as normally distributed errors. The time-varying parameters in
Eqs 1 and 2 were initialized in order to observe the stochastic regression effect during a set of wind
speed for relative humidity in the atmosphere. We set the initial values as 𝜎0 = 0.02, 𝜙 = 0.80, 𝛼=
−0.065, b = 0.75, 𝜎𝜔= 0.09, and 𝜎𝑦 = 1.50. The bootstrapping has been replicated 500 times with
relative tolerance 0.001 to obtain the convergence of numerical optimization.
Tables 31 summarize the estimation of parameters 𝜙, 𝛼, b, 𝜎𝜔, 𝜎𝑦, asymptotic standard errors, and
bootstrapping standard errors for the data sets from UTEP and Chamizal CAMS sources. We see
that the variations of time-varying parameters are very low, so the model has good predictive
ability. At this point, we can say that estimates are close to the true parameters. In these tables, the
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asymptotic standard errors are typically much smaller than the bootstrapping errors. For most of
the cases, the bootstrapped standard errors are at least 40% larger than the corresponding
asymptotic value, which shows our stochastic regression model fits well into the atmospheric data.

5.9. MACHINE LEARNING ALGORITHMS:

Table 32. Descriptive statistics of the variables used in the model

In this study, different meteorological variables were used to study the Ozone concentration for
our area. Several air pollutants like Nitric Oxide, Oxides of Nitrogen, Particulate Matter 10, are
also included in the study. The results of this study was two-fold: first, to predict the high/low
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ozone level and to conclude whether the environment is safe with the ozone level contained;
second, to identify the attributes which cause high ozone concentration in the atmosphere. We
explore the complicated relationship between ozone and other variables based on ambient air
monitoring measurements using stated ML techniques. The results show an in-depth analysis of
the dependence of ozone concentrations on different primary pollutant concentrations and
meteorological variables.
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Figure 42. Variable importance plot using MARS model for Ozone datasets.

Figure 43. Variable importance plot using Random Forest model for Ozone datasets.
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Table 33. Model evaluation for datasets

Table 34. Model evaluation for both Ozone datasets.
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Figure 44. ROC Curve for Ozone dataset 1.

123

Figure 45. ROC Curve for Ozone dataset 2.

This study demonstrates a comparison of different machine learning methods within the context
of short-term ground level ozone forecasting in the El Paso–Juarez area. Being labeled as one of
the United States non-attainment cities, El Paso is considered one of the best cities to predict high
ozone days. Furthermore, The ML techniques used in the paper allow us to determine the
meteorological variables that play an essential role in causing high ozone in the atmosphere. To
obtain a good fit for the data, we first performed the exploratory data analysis and used the machine
learning techniques: logistic regression, Ridge regression, Random forest, MARS model, and
SVM model. The exploratory data analysis provides the correlation, association, and dynamics
among the variables of ozone. We have also shown that the ML techniques provide high
classification accuracy for both ozone datasets using MSE, MCR, ROC curve, and other model
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evaluation metrics. It is evident that the ML techniques have higher accuracy in classifying the
ozone concentration compared to other conventional methods like air quality models or simulation
of the photochemical process.
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Conclusion
In this study, the WRF and CAMx model results were presented and validated against experimental
data. In the summer of 2017, a tropospheric ozone study was conducted in order to obtain vertical
meteorological and ozone data throughout the Paso Del Norte region. WRF and CAMx simulations
were also performed during the summer of 2017, and the results inter-compared with the ground
and vertical observational data. Different meteorological parameters such as temperature, wind
speed, relative humidity, wind direction, and pressure were inter-compared. The observational
ground data from the Texas Commission on Environmental Quality’s Continuous Ambient
Monitoring station was used. The vertical meteorological and ozone data were inter-compared
against sonde data. The inter-comparison for the temperature and pressure results of the WRF
model showed excellent agreement with all the observational data, while the relative humidity and
wind showed reasonable agreement. We attribute the minor discrepancies to the fact that the model
provides averages of the values, even at the smallest 4 km grid size, while the observations are
point values. For example, the temperature is more uniform throughout the grid, resulting in better
agreement with the local point observations. The CAMx model performs well in our simulations;
however, some over-prediction are observed at higher altitudes with the ozonesondes data as the
balloon moves horizontally and vertically inter-comparison cannot be performed at the exact same
location, causing the discrepancies.
Subsequently, the same meteorological parameters were obtained using the Metop-B Satellite. It
can provide the vertical profile data for those variables (Eumetsat 2018) and use an in-house
satellite antenna, the satellite results were inter-compared against the WRF results and
radiosonde’s data. Several appropriate statistical tests were performed to assess accuracy.
Although the radiosonde launch and the satellite passing were not accurately synchronized, and a
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temporal average of the whole datasets was needed to make the inter-comparisons, the comparison
between the satellite, WRF, and radiosonde showed good agreement.
This study provides valuable insight and direction for future work in the Paso del Norte Region,
and similar Southwest regions, particularly in assessing the effect of mountainous terrain, for
planetary boundary layer studies, for satellite meteorological data validation, and for accurately
predicting air quality from models. Additionally, it will provide a more in-depth analysis of
different statistical and machine learning algorithms that can be applied into the amazing field of
Atmospheric Science. Different machine learning algorithms like Random Forest, Linear and
logistic regression, Support vector mechanism, can be applied to predict different air pollutants
such as Ozone, Particulate matter 2.5, 10 and others. Exemplary statistical methods like the
stochastic regression model can also determine the other meteorological variables.
The optimization techniques that were implemented for the Paso del Norte region, can be used for
more micro-scale weather forecasting analysis in this region.
For the Planetary boundary layer analysis, it can be inferred that the seasonal analysis of
simulation agrees with the instrumentation analysis. Seasonal patterns are showing good
agreement with both in-situ and model values. However, an extended analysis of that comparison
is required to have a clearer picture. Different retrieval methods with a higher temporal frequency
can be used to expedite this research. Empirical data sources like radiosonde, ceilometer, wind
profiler, LIDAR can be used to determine the PBL height. A ceilometer with a higher temporal
and Spatial frequency can also help to determine the PBL height properly.
We also applied optimization techniques using High-performance computing methods. To achieve
that, several performance metrics like speedup, efficiency, and cost are a computer for three
different HPC clusters, namely UTEP, TACC and UMBC HPCF. A single day of the simulation
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was performed to calculate the performance metrics with varying processor size. Results clearly
indicate TACC is outperforming other two in all the sector.
Several methods were applied to improve the performance of WRF, CAMx and HYSPLIT, such
as Data Assimilation, Meteorological dataset, Physics Parameterization and Domain selection.
Data assimilation techniques contain two different methods, called 3DVAR and Grid nudging.
After successfully assimilate the observational data, we improve the forecasting capabilities for
WRF significantly. Additionally, the RMSE error was decreased in great magnitude after DA
applied. Another approach taken was Physics parameterization which deals with selecting the best
physics scheme for a given region. Among several physics schemes that we created based on
previous published work, RMSE and Correlation coefficient were calculated. After comparing all
the results of pre-defined combinations, we successfully select the best physics scheme for this
region. Meteorological dataset was another method that was instigated to escalate the weather
forecast efficiency. Different datasets like NAM, HRRR, GFS, and EDAS were used to run the
models, and results were subsequently compared with different model evaluation tools.
It is evident that making a weather forecast more accurate and precise requires years of research
with numerous resources and manpower. This study's main goal of this studyis study was to
optimize the NWP and AQM models for Paso del Norte region. We inter-compared our optimized
results with observational data and model evaluation toolkit as well. It demonstrates an outstanding
improvement that can lead to a wider field of optimizing, yielding the scope of improving models
for any given region.

128

Future Work
NWP models always have a scope of improving forecast accuracy. Scientists from different fields
such as meteorology, computational, geology, chemistry, and many other interdisciplinary
scientific fields are relentlessly trying to improve weather forecast standards. Below are the
proposed future works that can be continued based on this study:

1.

Improvement of NWP using different Meteorological datasets: FV3 or Finite Volume 3 is
the new meteorological dataset, higher in accuracy and prediction. The application of this state
of art meteorological dataset can dramatically improve accuracy. However, it is still in the
testing phase and will be released in the public domain by the end of this year.

2.

Higher Resolution: Building an NWP model with a higher resolution is always the solution to
any forecasting issues. Nevertheless, the obstacle to get the solution is computational resources.
The demand for hyper-accurate forecasting rises as private companies get involved in this
sector. Computational scientists are also working hard to get to the optimum values of
computational efficiency. However, Cloud computing deployment like Microsoft Azure,
Amazon web services might be a significant milestone to achieve the solution.

3.

Different sources of observational/empirical data: The Weather prediction model's accuracy
dramatically depends on the data assimilation techniques. In the 21st century, any devices with
the potentiality of being IoT (Internet of Things) device, it is possible to use that as an
observational data source.
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4.

Planetary boundary layer retrieval methods: PBL retrieval methods are one of the most
thoroughly researched area and scientists are still in search for a better method. A better retrieval
method with a high temporal frequency and accuracy for this region can be achievable as a
future research goals. Using Unmanned aerial vehicle can be another source of observational
data which can be applied

5.

Machine Learning Algorithms implementation: To improve the weather prediction
accuracy, implementation of Machine learning is one of the state-of-the-art technology.
There are several ML algorithms that can be used to classification problem, supervised
learning. Unsupervised learning etc. Methods like Naive Bayes Classifier, K-Nearest
Neighbors Algorithm, Decision tree classifier, XGBoost Algorithms, Stochastic Gradient
Descent Classifier can be applied to predict ground level ozone or pollutant like Particulate
Matter 2.5 or 10.

6. Relationship between Covid-19 and Local Meteorology: Covid-19 is the pandemic
disease that shook core of the world. Scientists from all over the world are trying to find
the influence and reasons behind this disease. An in-depth statistical analysis can be
implemented with the help of machine learning to study the impact of local meteorology.
As our study area is one of the hot spots of this fatal disease, it would be a perfect area for
studying the relationship. Also, a meteorological impact of Juarez can also be studied
further along the road.
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