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Abstract: Analysis of strain and the study of flexural moments of a
deformed object is of utmost importance in non-destructive testing and
evaluation. In digital holographic interferometry (DHI), this information is
provided, respectively, by the first and second-order derivatives of the in-
terference phase. This paper introduces high-order instantaneous moments
based approach for the simultaneous measurement of displacement, strain
and curvature distributions of a deformed object in DHI. Simulation and
experimental results are presented to demonstrate the ability of the proposed
method in accurately providing the direct estimation of the unwrapped
distributions corresponding to the interference phase and its derivatives in a
computationally efficient manner.
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1. Introduction
Determining first and second-order derivatives of the interference phase is of profound im-
portance in non-destructive testing (NDT) with applications in reliability assessment, quality
control, safety monitoring, material characterization etc. as they provide information about the
slope/strain and curvature/twist pertaining to a deformed object. Last two decades have wit-
nessed an ever increasing interest in the measurement of slopes and curvatures as evident from
the development of various optical interferometric techniques [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12],
processing algorithms [13, 14, 15, 16], and their widespread applications [17, 18, 19, 20, 21,
22, 23, 24, 25]. Interferometric techniques employed for this task include shearography, digi-
tal holographic interferometry (DHI), and various interferometers based on Moire´. Being able
to directly provide fringe maps corresponding to the slope information can be ascribed to
be among the main reason behind the prominence of shearography in NDT. In the light of
some of the unique advantages associated with DHI (such as allowing digital recording of
holograms and facilitating numerical reconstruction), efforts have been made during recent
years [26, 27, 28, 29, 30, 31] to extend its use to the measurement of slopes and curvatures.
The fact that digital holography directly provides the complex amplitude of the reconstructed
object wave field, and that digital shifting and multiplying with a conjugated version of a com-
plex amplitude equivalently differentiates its phase have been exploited in the above methods.
However, as the first and second-order derivatives calculated in this manner are observed to be
contaminated with severe noise (in addition to being wrapped), different filtering schemes such
as those based on average filter, sine/cosine transform and short-time Fourier transform have
been proposed [30, 31].
This paper proposes an elegant solution for accurate and simultaneous determination of phase
and its derivatives by approaching the problem from a different perspective. The reconstructed
interference field in DHI is modeled as a piecewise polynomial phase signal embedded in noise.
The polynomial coefficients of the phase, in each segment of the reconstructed interference
field, are determined by iterating the process of calculating the high-order instantaneous mo-
ments of the signal and estimating their frequencies. The unwrapped distributions correspond-
ing to the phase and its derivatives are then directly calculated from the estimated polynomial
phase coefficients. This approach is found to provide noise-free, unwrapped distributions in
a single-go. The theory of the proposed method is presented in section 2. Section 3 presents
simulation and experimental results followed by conclusions in section 4.
2. High-order instantaneous moments based approach for simultaneous estimation of
interference phase and its derivatives
The reconstructed interference field in digital holographic interferometry can be represented
as [32]
A(x,y) = b(x,y) exp [ jΔφ(x,y)]+η(x,y) (1)
where b(x,y), Δφ(x,y) and η(x,y) represent, the amplitude, the interference phase and the
noise term, respectively. The proposed technique relies on dividing each row/column of the
reconstructed interference field into different segments and subsequently modeling the data
in each segment with a polynomial phase signal embedded in additive complex white Gaus-
sian noise (ACWGN). Each row of the reconstructed interference field is thus represented as a
piecewise-polynomial phase signal:
Ayi = byi exp( jΔφyi)+ηyi (2)
where y, i and η represent the index of the row, the index of the segment and the ACWGN
with zero-mean and σ2 variance, respectively; y and i take values from 1 to N and 1 to Nw,
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(a) (b) (c)
Fig. 1. (a) Simulated fringe pattern using the peaks function in MATLAB (SNR = 30 dB, 256×
256), (b) 3D mesh plot of the estimated phase distribution using the HIMs based method (c)
Error in phase estimation.
respectively. If the data in each segment is approximated with a polynomial phase signal of
order M, then we have:
g(x) = b(x)exp
[
j
(
M
∑
q=0
aqx
q
)]
+η(x) (3)
The interference phase and its derivatives within each segment can then be calculated as:
Δφ(x) = a0 +a1x+a2x2 + ...+aMxM (4)
∂Δφ
∂x = a1 +2a2x+3a3x
2 + ...+MaMxM−1 (5)
∂ 2Δφ
∂x2 = 2a2 +6a3x+12a4x
2 + ...+M(M−1)aMxM−2 (6)
Equations (1)-(6) suggest that the problem of the estimation of phase and its derivatives from
Eq. (1) boils down to the problem of estimating the parameters {aq} in Eq. (3). These coef-
ficients can be estimated by calculating the high-order instantaneous moments (HIM) of the
signal [33, 34]:
HIMM [g(x),τq] =
M−1
∏
q=0
[
g†q(x−q τq)
]
(
M−1
q
)
(7)
where g†q(x) =
{
g(x) if q is even
g∗(x) if q is odd
(·)∗ denotes complex-conjugation, τ1,τ2, ..,τM−1 are the set of delay parameters and(
x
y
)
=
x!
(x− y)! y! .
Note that the HIMM operator of the original high-order ambiguity function (HAF)
method [32, 33] uses a single delay parameter τ , which is equivalent to imposing equal values
to all M−1 delay parameters. But by considering M−1 different delay parameters as in Eq. (7),
all of which are chosen to minimize the mean square error of the estimated coefficients [34],
a considerable improvement in the accuracy of estimation can be observed, especially when
the order of the polynomial approximation is three or greater. One should, moreover, note that
while the original HAF method approximates the entire row with a polynomial phase signal, the
present method approximates only a segment of it as such. This modification bestows several
advantages as will be shown in the later part of this paper.
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(a) (b)
Fig. 2. Patterns analyzed with the proposed method for estimating phase and their derivatives
(a) Simulated fringe pattern (SNR = 30 dB, 256× 256) (b) Fringe pattern obtained in a DHI
experiment corresponding to the central loading of a circularly clamped object (256×256).
The HIMM operator possess an unique feature of being able to transform an Mth order poly-
nomial phase signal into a single-tone whose frequency, say ω0, is directly proportional to the
highest-order polynomial coefficient aM:
aˆM =
ω0
M! γ (8)
where γ =
M−1
∏
q=1
τq and aˆM denotes the estimate of aM . Subsequent polynomial coefficients can be
estimated by removing the effect of the highest-order phase term by ‘peeling-off’ the signal as
gd(x)= g(x) · exp
(− jaˆMxM). The new signal gd(x) thus formed is a polynomial phase signal of
the order (M−1). Computing HIMM−1 of gd(x) results in a single-tone signal whose frequency
is directly proportional to aM−1. This process of estimating the highest-order coefficient in each
iteration and peeling-off the signal to reduce its polynomial phase order is to be repeated until
all the coefficients are estimated. After estimating all the coefficients, constructing polynomials
according to Eqs.(4)-(6) results in the direct estimation of the unwrapped distributions of the
interference phase and its derivatives.
Please note that the analysis of interferograms by fitting specific types of polynomials (such
as Zernike polynomials) or combinations of them is an old idea and many reports have ap-
peared [35, 36, 37, 38, 39]. But it has met with limited success as it was possible only to
address specific problems since, in general, representing experimentally obtained data by poly-
nomials is a difficult mathematical problem. Nevertheless, the approach presented in this paper
overcomes this limitation by approximating the interference phase with a piecewise polyno-
mial signal model. To illustrate the potential implication of the piecewise polynomial phase
approximation, the fringe pattern shown in Fig. 1(a) is analyzed as explained in the preceding
paragraphs and the estimated phase distribution is shown in Fig. 1(b). Error in phase estimation
is shown in Fig. 1(c). This example confirms the ability of piecewise polynomial approxima-
tion in accurately representing even complex phase distributions (not limiting to polynomial
signals) and thereby extending its applicability to wide range of applications. It is worth noting
that if a typical row/column (say middle column) of the pattern shown in Fig. 1(a) is to be rep-
resented with a polynomial phase signal, polynomial of order 20 or higher is needed to achieve
the accuracy shown in Fig. 1(c). Practically, it is not feasible to estimate those many coeffi-
cients by HIMs or, for that matter, by any other method. On the other hand, dividing the signal
into eight segments, and approximating the data in each segment with a fourth-order polyno-
mial signal has enabled to accurately estimate the phase. However, the choice of the number
of segments and the order of polynomial approximation in each segment depends on the type
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(a) (b) (c)
(d) (e) (f)
Fig. 3. 3D mesh plots of the estimated distributions from Fig. 2(a) with the proposed method cor-
responding to (a) interference phase, (b) first-order derivative of phase (c) second-order deriva-
tive of phase, (d), (e), (f) wrapped phase maps generated for the purpose of illustration corre-
sponding to (a), (b) and (c) respectively.
of experiment and the functional complexity of the measured deformation. Nevertheless, divid-
ing each row/column into eight or sixteen segments and modeling data in each segment with a
fourth or second order polynomial phase signal is found to provide accurate results for many
distributions, which can be considered as a general guideline. The following section presents
the simultaneous determination of displacement, slope and curvature using the HIMs based ap-
proach for a typical simulated fringe pattern and for the case of central loading of a circularly
clamped object in a DHI experiment.
3. Simulation and experimental results
A simulated fringe pattern (corresponding to the simulated reconstructed interference field)
with a signal-to-noise ratio (SNR) of 30 dB is shown in Fig. 2(a). This pattern of dimensions
256× 256 pixels (i.e. N=256) is generated using the AWGN function in MATLAB, which adds
additive white Gaussian noise of a specified level to the actual signal. Applying the HIMs based
estimation procedure as explained in the previous section, by segmenting each column of the
signal into four pieces (Nw = 4) and approximating the data in each segment with a fourth-order
polynomial phase signal (M = 4), interference phase and its first and second-order derivatives
along y-axis are computed. We have used iterative frequency estimation by interpolation on
Fourier coefficients (IFEIF) algorithm [40] for the estimation of single-tone signals’ frequen-
cies that are formed by the HIM operator. The proposed method is thus referred as HIM based
rather than polynomial phase transform or HAF based [32]. We found that the use of IFEIF
significantly expedites the overall estimation process of phase and its derivatives as compared
to using FFT followed by an optimization routine like that of FMINBND in MATLAB. Figs. 3(a)-
3(c) shows the 3-D mesh plots of the estimated continuous distributions of the interference
phase and its first and second-order derivatives respectively. The corresponding wrapped dis-
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Fig. 4. 3D mesh plots of the estimated distributions from Fig. 2(b) with the proposed method
corresponding to (a) out-of-plane displacement, (b) slope, (c) curvature, (d), (e), (f) wrapped
maps generated for the purpose of illustration corresponding to (a), (b) and (c) respectively, (g),
(h), (i) phase and its derivatives calculated using conventional direct differentiation approach
shown for the purpose of comparison.
tributions, generated for the purpose of illustration are shown in Figs. 3(d)- 3(f), respectively.
In order to evaluate the performance of the proposed method in terms of the accuracy of esti-
mation, the root mean square errors (RMSE) in the estimation of phase and its derivatives by
the HIMs method are calculated. Since in simulation we know the actual noise-free phase dis-
tribution, its first and second order derivatives are calculated by numerical differentiation and
this information is used to calculate RMSE vales that are found to be 7.2× 10−3, 1.4× 10−3
and 1.3×10−4 respectively.
Experimental results shown in Fig. 4 substantiate the potential utility of the proposed method
for simultaneously estimating the displacement, slope and curvature in digital holographic in-
terferometry. Two digital holograms are recorded by illuminating the test object with a Coherent
Verdi laser (532 nm), one before and the other after loading the object. Discrete Fresnel trans-
form [41] is used to perform the numerical reconstruction of the individual holograms. Since
these holograms are recorded in an off-axis configuration, the real and virtual reconstructions
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of the object and the undiffracted pattern can be easily separated. From the two reconstructed
object wave fields obtained in this manner (one before and the other after deformation), the re-
constructed interference field is formed by complex conjugate multiplication. Fig. 2(b) shows
the real part of the reconstructed interference field corresponding to the central loading of a
circularly clamped object (of 6 cm in diameter), located at a distance of 110 cm from the
CCD camera (SONY XCL-U1000, 1628× 1236). Figs. 4(a)- 4(c) show the 3-D mesh plots of
the estimated continuous distributions of the displacement, slope, and curvature, respectively.
The corresponding wrapped phase maps generated for the purpose of illustration are shown in
Figs. 4(d)- 4(f), respectively. It can be noticed that, since the method fits polynomials with the
assumption that the phase distribution that is being estimated does not contain abrupt varia-
tions such as discontinuities, the estimated phase maps are always smooth and are free from
noise/spurious jumps. For the sake of comparison, direct results obtained by the conventional
procedure of digital shifting and conjugate multiplication are shown in Figs. 4(g)- 4(i). As can
be seen from the figures, the direct calculation method provides noisy wrapped phase maps
and thereby necessitates filtering and unwrapping procedures to get continuous distributions
whereas the proposed method directly provides the unwrapped estimates.
4. Conclusions
This paper has introduced a new approach for the simultaneous measurement of displacement,
slope and curvature in digital holographic interferometry. The proposed approach based on
high-order instantaneous moments directly provides the unwrapped distributions corresponding
to the interference phase and its derivatives in a computationally efficient manner. By modeling
the reconstructed interference field as a piecewise polynomial phase signal, high-order instan-
taneous moments based approach has made possible the simultaneous computation of phase
and its derivatives. In addition to providing noise-free results, the propagation/accumulation of
errors while calculating higher order derivatives from the lower-order ones is thus prevented.
The method with its advantages with respect to the accuracy of estimation and computational
efficiency should find great utility in non-destructive testing.
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