Summary
Recently, there has been increasing interest in forecasting methods that utilise large data sets.
There is a huge quantity of information available in the economic arena which might be useful for forecasting, but standard econometric techniques are not well suited to extract this. In an effort to assist in this task, econometricians began assembling large macroeconomic data sets and devising ways of forecasting with them. Standard regression techniques cannot be used in this context, as the number of variables is far too large. Instead, broadly speaking there are two methodologies that can be applied: factor modelling and forecast combination. In the former, a factor structure is imposed on the data and then techniques such as principal components are used to extract the factors that are subsequently used in forecasts. This approach has been widely used in macroeconomic forecasting in recent years.
The alternative methodology is forecast combining, often of simple and probably misspecified models. This grew out of the observation by forecast practitioners in the 1960s that combining forecasts (initially by simple averaging) produced a forecast superior to any single forecast. If it were possible to identify the correctly specified model and the data generating process (DGP) is unchanging, then this approach would not be sensible. However, models may be incomplete, in different ways; they employ different information sets. Forecasts might be biased, and biases can offset each other. Even if forecasts are unbiased, there will be covariances between forecasts which should be taken into account. Thus combining misspecified models may, and often will, improve the forecast.
Despite this, combining forecasts will not in general deliver the optimal forecast, while combining information will. Nevertheless, it may not be practicable to estimate the fully encompassing model, not least because the set of variables is vast. Thus we have a justification for combining forecasts. One could call this the frequentist misspecification case. It should be clear that in this context forecast combining is viewed as mainly a stop-gap measure that works in practice but would be surpassed by an appropriate model that addressed the underlying misspecification. A further practical problem is that with standard combining methods the forecast weights can only be reliably constructed for a relatively small number of models. Nevertheless, given that the true DGP may involve a vast number of variables, it is clear that forecast combination is a route into the combining of information, and this is how it is interpreted in the literature relating to large data sets.
Forecast combining can be also be interpreted in a Bayesian framework. Here it is assumed that there is a distribution of models. The basic problem, that a chosen model is not necessarily the correct one, can then be addressed in a variety of ways, one of which is Bayesian model averaging.
A chosen model is simply the one with the best posterior odds, but posterior odds can be formed for all models under consideration and offer weights for forecast combinations.
There is an analagous frequentist information theoretic approach, on which we focus in this paper.
Given we have a set of models, we can define relative model likelihood. Model weights within this framework have been suggested by Akaike in a series of papers. In practical terms such weights are easy to construct using standard information criteria. Our purpose, then, is to consider this way of model averaging as an alternative to Bayesian model averaging.
We address this in two ways. We first assess the performance of information theoretic and other model averaging techniques by means of a Monte Carlo study. We then examine how various schemes can perform in forecasting UK inflation. For this, we use a UK data set which emulates a well-known data set constructed by Stock and Watson for the United States. We find that model averaging techniques can be beneficial with the information theoretic weights performing very well. Our findings partly confirm that Bayesian model averaging can provide good inflation forecasts, but we find that the frequentist approach also works well, and dominates in a large subset of the cases we examine for UK data. It is unlikely that a single technique would be more useful than all others in all settings. Nevertheless, our work indicates that information theoretic model averaging provides a useful addition to the forecasting toolbox of macroeconomists.
Indeed, we find that the information theoretic method is the most robust of those we examine. This paper does not describe the way in which the Bank of England generates its forecasts. The findings in this paper pertain to a specific type of forecasting model which is only part of a much broader approach to forecasting applied at the Bank. The Bank does not use a single model to forecast inflation or other variables; instead it uses a 'suite' of many models ranging from purely theoretical through purely data driven to the Bank's macroeconometric model, the Bank of England Quarterly Model (BEQM). All these models are useful in a particular context: in no case will any one model provide a uniquely best forecast.
Introduction
In recent years there has been increasing interest in forecasting methods that utilise large data sets.
There is an awareness that there is a huge quantity of information available in the economic arena which might be useful for forecasting, but standard econometric techniques are not well suited to extract this. This is not an issue of mere academic interest. Lars Svensson described what central bankers (1) do in practice in Svensson (2004) . 'Large amounts of data about the state of the economy and the rest of the world ... are collected, processed, and analyzed before each major decision.' In an effort to assist in this task, econometricians began assembling large macroeconomic data sets and devising ways of forecasting with them: James Stock and Mark
Watson (eg, Stock and Watson (1999) ) were in the vanguard of this campaign.
Broadly speaking, there are two methodologies that can be applied: factor modelling, which summarises a proportion of the variation in all the data in a limited number of factors which are then used to forecast; and forecast combination, where information in many forecasting models, typically simple and incomplete, are combined in some manner.
In the first of these approaches a factor structure is imposed on the data and then techniques such as principal components (see, eg, Stock and Watson (2002) ) or dynamic principal components (see, eg, Forni, Hallin, Lippi and Reichlin (2000) ) are used to extract the factors and subsequently carry out forecasting. An issue with such an approach relates to the possibility of imposing a factor structure where none can be supported in the data. There is little work on the formal statistical testing of whether a factor structure is supported by the data. Nevertheless, this approach has been widely used in macroeconomic forecasting in recent years.
A related strand of work concerns the determination of a satisfactory regression model to be used in forecasting. One of the leading approaches in this work is the widely used 'general-to-specific' approach, developed and popularised in a number of papers by David Hendry and his co-authors.
(3) Briefly summarised, this approach involves starting from a general dynamic
(1) We do not wish to suggest that this paper describes the way in which the Bank of England generates its forecasts. The Bank does not use a single model to forecast inflation or other variables; the underlying philosophy and a description of some models in use in the recent past are set out in Bank of England (1999 , 2000 , 2005 . The Bank's use of models is discussed in Pagan (2003) .
(2) See the survey in Stock and Watson (2006) , where they suggest the method has often been successful. The alternative methodology that can be applied to large data sets is forecast combining. This grew out of a different tradition from the large data set programme, after the observation by forecast practitioners that for whatever reasons, combining forecasts (initially by simple averaging) produced a forecast superior to any element in the combined set. Why would we want to have a variety of models generating different forecasts, rather than the single correct model? If it were possible to identify the correctly specified model and the data generating process (DGP) is unchanging, then the frequentist (5) answer would be that we would not. But the weight of evidence dating back to Bates and Granger (1969) and Newbold and Granger (1974) reveals that combinations of forecasts often outperform individual forecasts.
(6) Models may be incomplete, in different ways; they employ different information sets. Forecasts might be biased, and biases can offset each other. Even if forecasts are unbiased, there will be covariances between forecasts which should be taken into account. Thus combining misspecified models may, and often will, improve the forecast.
Despite this, combining forecasts will not in general deliver the optimal forecast, while combining information will. Clements and Hendry (1998) 
This methodology has been implemented in the computer package PCGETS: see also Krolzig and Hendry (2001) .
(5) Statisticians are divided into two camps with different views of what a 'probability' means. The frequentist view is that a probability gives the relative frequency with which an event is observed, and in principle is knowable to any desired degree of precision, given enough data. A Bayesian believes probabilities are essentially subjective. However, even a subjective view is informed by data, and Bayes theorem shows how to update prior beliefs in the light of new evidence.
(6) Recent surveys of forecast combination from a frequentist perspective are to be found in Newbold and Harvey (2002) and Clements and Hendry (1998) ; see also Clements and Hendry (2002) .
given that the true DGP may involve a vast number of variables, it is clear that forecast combination is a route into the combining of information: and this is how it is interpreted in the literature relating to large data sets.
But there is an alternative way of looking at this problem, most clearly seen from a Bayesian perspective. Here it is assumed that there is a distribution of models, thus delineating the concept of model uncertainty more rigorously. The basic problem, that a chosen model is not necessarily the correct one, can then be addressed in a variety of ways, one of which is Bayesian model averaging. From this point of view, a chosen model is simply the one with the best posterior odds; but posterior odds can be formed for all models under consideration, thereby suggesting a straightforward way of constructing model weights for forecast combinations. This has been used in many recent applications; for example, forecasting US inflation in Wright (2003a) .
There is also a frequentist information theoretic approach in an analogous vein. In this context, information theory suggest ways of constructing model confidence sets. Given we have a set of models, we can define relative model likelihood. Model weights within this framework have been suggested by Akaike in a series of papers (see Akaike (1978 Akaike ( , 1979 Akaike ( , 1981 Akaike ( , 1983 ) and expounded further by Burnham and Anderson (1998) . In practical terms such weights are easy to construct using standard information criteria such as Akaike's information criterion. Our purpose, then, is to consider this way of model averaging as an alternative to Bayesian model averaging.
In this paper we address this in two ways. We first assess the performance of information theoretic model averaging and other model averaging techniques by means of a Monte Carlo study. We then examine how various schemes can perform in forecasting UK inflation. For this, we use a UK data set which emulates the data constructed by Stock and Watson (2002) . (7) We find that model averaging techniques can be beneficial with the information theoretic weights performing very well. Our findings partly support the findings of Wright (2003a) who concludes that Bayesian model averaging can provide superior forecasts for US inflation, but we find that the frequentist approach also works well, and dominates in a large subset of the cases we examine for UK data.
(7) In total, this data set has 131 series, comprising 20 output series, 27 labour market series, 9 retail and trade series, 6 consumption series, 6 series on housing starts, 10 series on inventories and sales, 8 series on orders, 7 stock prices, 5 exchange rate series, 7 interest rate series, and 6 monetary aggregates, 19 price indices, and an economic sentiment index. We restrict attention to the set of 58 variables, described in Appendix B, where there are at least 90 observations.
The paper is organised as follows: Section 2 discusses the various model averaging schemes we consider; Section 3 provides some Monte Carlo results; Section 4 carries out the forecasting exercise on UK CPI inflation; and finally, Section 5 concludes.
Forecasting using model averaging

Bayesian model averaging
The idea behind forecasting using model averaging reflects the need to account for model uncertainty in carrying out statistical analysis. From a Bayesian perspective, model uncertainty is straightforward to handle using posterior model probabilities. The use of posterior model probabilities for forecasting has been suggested, discussed and applied by, among others, Min and Zellner (1993) , Koop and Potter (2003) , Draper (1995) and Wright (2003a,b) . Briefly, under
Bayesian model averaging a researcher starts with a set of models which have been singled out as useful representations of the data. We denote this set as
where M i is the i-th of the N models considered. The focus of interest is some quantity of interest for the analysis, denoted by . This could be a parameter, or a forecast, such as inflation h quarters ahead. The output of a Bayesian analysis is a probability distribution for given the set of models and the observed data at time t. Let us denote the relevant information set at time t by D t . We denote the probability distribution as pr ( |D, M) . This is given by to be specified.
Thus we need to obtain a number of expressions for (1) to be operational. First, using Bayes'
where pr(D t |M i , D t−1 ) denotes the conditional probability distribution of the data given the model M i and the previous period's data, pr(M i |D t−1 ) denotes the conditional probability of the model M i being true, given the previous period's data.
(3) is the likelihood of model M i and θ i are the parameters of model M i . Given this, the quantity of interest is
In theory (see, eg, Madigan and Raftery (1994) ) when is a forecast, this sort of averaging provides better average predictive ability than single model forecasts.
Information theoretic model averaging
Model averaging is not confined to the Bayesian approach. In the context of forecasting the idea of model averaging (ie, forecast combination) has a long tradition starting with Bates and Granger (1969) . The main suggestion of this line of work is to use forecasts obtained during some forecast evaluation period to determine optimal weights from which a forecast can be constructed along the lines of (4). These weights are usually constructed using some regression method and the available forecasts. A problem with this class of methods arises if N is large. For example, setting N to 93 as in Wright (2003a) would require an infeasibly large forecast evaluation period.
An alternative which has received little attention in the literature, can be based on the analogue of pr(M i |D t ) for frequentist statistics. Such a weight scheme has been implied in a series of papers by Akaike and others (see, eg, Akaike (1978 , 1981 , 1983 and Bozdogan (1987) ) and expounded further by Burnham and Anderson (1998 
Here f (x) is the unknown true model generating the data, g(x|.) is the entertained model andθ is the estimate of the parameter vector for g(x|.). The KL distance is an influential concept in the model selection literature and forms the basis of the development of AI C. Within a given set of models, the difference of the AIC for two different models can be given a precise meaning. It is an estimate of the difference between the KL distance for the two models. This may be viewed as as a crucial difference from a Bayesian analysis, in which it is assumed that a model in M or a weighted average of the models in M is the true model.
It is natural to normalise ex p (−1/2 i ) so that
where i w i = 1. We refer to these as AIC weights.
We note w i are not the relative frequencies with which given models would be picked up according to AIC as the best model given M. Since the likelihood provides a superior measure of data based weight of evidence about parameter values compared to such relative frequencies (see, eg, Royall (1997)), it is reasonable to suggest that this superiority extends to evidence about a best model given M. The w i can be thought of as model probabilities under non-informative priors giving a parallel to Bayesian analysis. However, this analogy should not be taken literally as these model weights are firmly based on frequentist ideas and do not make explicit reference to prior probability distributions about either parameters or models. Also, the Akaike criterion is only one criterion which can form the basis of such weights. We also consider weights based on the Schwartz information criterion, which has a similar rationale. We refer to these as SIC weights.
A Monte Carlo study
We now undertake a small Monte Carlo study to explore the properties of various model averaging techniques in the context of forecasting. As we discussed above, model averaging aims to address the problem of model uncertainty in small samples. There are two broad cases to consider. The first is when the model that generates the data belongs to the class under consideration. In this case it addresses the issue that the chosen model is not necessarily the true model, and by assigning probabilities to various models provides a forecast that is, to some extent, robust to model uncertainty. The second, perhaps more relevant case, is where the true model does not belong to the class of models being considered. Here there is no possibility that the chosen model will capture all the features of the true model. As a result, the motivation for model averaging becomes stronger, since forecasts from different models can inform the overall forecast in different ways. We examine this latter case.
In the experimental design, we adapt the set-up proposed in Fernandez, Ley and Steel (2001) and used more recently in Eklund and Karlsson (2004) , which therefore offers a standard problem to
series in the first 2N/3 columns are given by
where t is i.i.d. N (0, 1) and N is divisible by 3. The last N/3 series are constructed as
where E is a T × N/3 matrix of standard normal variates. This set-up allows for some cross-sectional correlation in the predictor variables. The true model is given by
where ε t is i.i.d. N (0, 1). The numbering of the variables is prompted partly by the size of the data set and features of the models investigated in the source references, but this is not a critical feature of the design. The important point is that none of the models considered are the true DGP.
The design in Eklund and Karlsson (2004) sets N = 15 and α = 0. We generalise the set-up in two directions. First, we set N = 60. By increasing N we provide a closer approximation to real-world situations where large data sets are considered when forecasting models are built.
Second, we let α i ∼ U (0.5, 1). The α i introduce persistence, which we allow to be random.
We evaluate eight categories of forecasts in total.
The benchmark is the forecast produced by a simple AR(1) model for y t (AR). For the remaining forecasts, we use variants of the model
for the h-step ahead forecast, where x t is a K -dimensional regressor set, and K takes the values of 1 or 2. The second single forecast is chosen in sample by the Akaike information criterion and can vary with h (AIC). As K is no greater than 2, this can never select the true model. 
We next consider information theoretic model averaging (ITMA), where the weights are given by (5), and the individual models are again given by (9). We consider two versions, one based on AIC weights (AITMA) and the other on SIC weights (SITMA).
Finally, we examine equal-weight model averaging (AV) where the weights are given by 1/N . This last scheme is motivated by the work of Stock and Watson (2004) (see also Stock and Watson (2003) ), and is a commonly used scheme often thought to work well in practice.
We set T = 50, 100. The forecast evaluation period for each sample is the last 30 observations. Finally, we examine the forecast horizons h = 1, . . . , 8. For all model averaging techniques and AIC we consider two different classes of models over which the weighting scheme is applied. The first class is simply the class of all models with one predictor variables (K = 1). The second class is the class of all models with two predictor variables (K = 2). It is clear that neither of these two classes of models contains the true model. We do not allow for higher K for two reasons. First, most forecasting models used in practice, and found to have good performance, are parsimonious.
Second, we assign weights to all members of the model class. With our set-up and K = 2 we have 1,711 models to consider. For (say) K = 3 the number of models rises to 32,509 and therefore becomes computationally intensive.
The main measures of forecast performance that we use are based on RMSE. Results for RMSE itself are given in Table 1 . The best forecast method in a particular row (that is, for given K , T and horizon) are indicated in bold. Variations in performance are reasonably large. It is immediately evident that for this model design the simple AR(1) does not perform well, being dominated at all values of K , horizon and sample sizes by the combined forecasts. Similarly, using AIC to pick the best model is an inferior method. Using simple averaging (AV) does better than either single forecast, while the Bayesian (BMA) method works better still, dominating in many cases, especially for low horizons. It is best for a large shrinkage parameter, giving the data more weight.
But the information-criteria based methods also do well, especially at longer horizons, where they dominate BMA.
(10) This is a robust result across samples and choice of K . In the remainder of the paper we see if this conclusion carries over to the real data.
(9) Note that there exist methods to search the model space efficiently that bypass this problem. One is that discussed by Fernandez et al. (2001) and based on Markov Chain Monte Carlo algorithms. Another is by Kapetanios (2005) which uses genetic and simulated annealing algorithms to search for good models in terms of information criteria. We do not explore these methods in this paper.
(10) The two methods (AITMA and SITMA) are based on penalty factors that are numerically similar in this experiment, so the results are correspondingly close.
An application to forecasting UK inflation
Our main interest is practical, and in particular the practice of inflation forecasting using the model averaging schemes examined in the Monte Carlo study. The models we consider are a standard specification, as discussed in Stock and Watson (2004) . We modify our Monte Carlo design by using a k lags autoregressive process augmented with a single predictor variable (AR X (k)). The number of lags is either set to 1 or 2 or chosen optimally for each model, each sample and each forecast horizon using the Akaike information criterion. Different models are specified for each forecasting horizon. Model i for forecasting horizon h is given by
where π t is UK year-on-year CPI inflation, x it is the i-th predictor variable at time t and t is the error term, with variance σ 2 . We consider 58 predictor variables, where the data span 1980
Where we average models, we consider Bayesian, information theoretic and equal-weight model averaging. The information theoretic weights are given by (5). We include the AR forecast, making a total of 59 forecasts to combine. As in the Monte Carlo exercise, both AIC and SIC are considered. The Bayesian weights are given by the scheme discussed in the Monte Carlo section.
We also consider two factor model forecasts. As discussed in the introduction, these are widely used alternatives to forecast combination in large data sets. In this case we specify models of the form given by (10) where the exogenous variables are replaced by either the first or the first five principal components of the data set as estimated in the full sample.
Forecast performance
We evaluate the forecasts over two post-sample periods: 1990 Q2-1997 Q1 (pre-MPC) (12) and 1997 Q2-2004 Q1 (MPC). We consider h = 1, . . . , 12 and j = 1, . . . , 4. The number of lags in the pair (k 1 , k 2 ) are set either to (1, 1), (2, 2) or (1, k) where k is chosen optimally for each model, each sample and each forecast horizon using the Akaike information criterion. We report three performance indicators of the forecast of the mean: (i) relative RMSE, compared to the benchmark AR model; (ii) the percentage of models of the form (10) which perform worse than a given model averaging scheme in terms of relative RMSE; and (iii) the proportion of periods in which the model averaging scheme has a smaller absolute forecast error than the AR model. In the relative RMSE tables we report a Diebold-Mariano test (13) of whether the forecast is significantly different from the benchmark AR model at the 10% level, indicated with an asterisk. In addition,
we report the identity of the variables whose individual models (10) get the ten largest weights, averaged across the periods in the forecast evaluation period and the horizons.
These results are reported in Tables 2-31 . We first consider the (chronologically later but more pertinent) MPC forecast evaluation period (Tables 2-16 ). The key tables are 2, 7 and 12, which
give RMSE, and these are the ones we focus on in this section. (14) It is striking that the factor models do not work well, contrary to the commonly received wisdom.
(15) For many horizons and specifications they underperform relative to the benchmark (R M S E > 1). Moreover, in many cases the forecasts are significantly worse for the AR X (1), AR X (2) and AR X (k) models than the benchmark. In this sample, the five-factor model tends to do a little better than the single-factor model, but is still outperformed by most other schemes at most horizons. The Akaike information theory based AITMA does not work well for the AR X (1) and AR X (2) models at short forecasting horizons. However, it works better than all methods across all AR specifications by a significant margin for longer horizons, and at almost all horizons for AR X (k) models. Moreover, for the longer horizons not only does it perform well but is also significantly better than the benchmark.
The performance of the SIC based scheme SITMA is practically identical to the AITMA, with AITMA having a slight edge in the AR X (k) case. The Bayesian BMA scheme works best for high φ (giving the data a high weight) but is inferior to AITMA overall. It follows that high φ dominates the simple averaging scheme AV, which amounts to setting φ = 0. (13) Diebold and Mariano (1995) . (14) The tables giving the proportion of models beating ARX models on RMSE and periods beating AR models on absolute error give equivalent rankings.
(15) For example, see Stock and Watson (1999) . (16) This suggests that structural breaks, thought to favour simple averaging over other methods, are not the main source of forecast error in this set.
Over the pre-MPC period, then, there is strong support for using Akaike weights for forecast combinations. The superiority of the information criteria emerges most clearly in the AR X (k)
cases. In only one case (horizon 5) is the best model not based on an information criterion.
Despite this RMSE dominance, only half the AITMA forecasts are significantly different from the benchmark; this indicates that the information-based forecasts are more volatile than those based on Bayesian averaging, especially with a low value for the shrinkage factor.
Tables 6, 11 and 16 list the top-ten ranked models for the Bayesian and information theoretic schemes. Generally, the information theoretic schemes put more weight on a smaller number of variables. The AITMA and SITMA rankings are not identical but are extremely close. For the one-lag models 85% of the information theoretic weights is on S21 (weekly hours in manufacturing), which is also given the highest weight in the BMA schemes, but at a lower level:
11% in the φ = 20 case. S23 (manufacturing trade balance) comes in a distant second at 4%. This is the case where AITMA does relatively badly at short horizons. For two lags (Table 9) , the AR (with no additional explanatory variable) is given the highest weight in the BMA cases. For AITMA, S21 is still ranked highest, but with a lower weight (55%), while S11 (inverse unemployment rate) comes in at 15%, S24 (consumers' total expenditure) at 8%, followed by S45
(the one-year interest rate spread) at 7% and S28 (services consumption) at 5%. One should not read too much into what series have been chosen as this is an atheoretic method, the series are transformed to stationarity and all the models enter with a positive weight, but the fact that two labour market quantities and consumption are in the top three does not ring alarm bells. S21 tops the ranking in the Akaike selected lag length case as well (Table 16 ): S23 returns with a 4% weight in the fourth rank.
The broad conclusions remain the same in the pre-MPC forecast evaluation period (Tables 17-31: the key tables being 17, 22 and 27). In fact the AITMA emerges stronger in this period. In almost all horizons AITMA dominates all other models, including the best BMA model (once again, φ = 20). On the basis of these results one would unambiguously choose AITMA as the most robust method. Although their failure is less marked than in the post-MPC period, factor forecasts once again do not justify their reputation in this data set. They are hardly better than AR forecasts at any horizon and forecast evaluation period, and in some cases they are worse. The information (17) However, forecast predictive tests have notoriously low power. As Ashley (1998) concludes, 'a model which cannot provide at least a 30% MSE improvement over that of a competing model is not likely to appear significantly better than its competitor over post sample periods of reasonable size.' criteria methods emerge most strongly in the AR X (2) and AR X (k) comparisons. In this case, it is the AR X (2) comparison which gives the strongest relative performance, although once again the results are not all significantly better than the benchmark. Tables 21, 26 and 31 again list the top-ten ranked models for the Bayesian and information theoretic schemes. In this period, while the AITMA continues to place more weight on fewer variables, the weights are less concentrated. For the AR X (1) case, S23 (manufacturing trade balance) enters first with a weight of 17%, followed by a succession of labour market quantity variables (S21 (manufacturing weekly hours), weight 15%; S11 (employment rate), weight 11%; S12 (non-agricultural employment), weight 10%; S13 (private employment), 7%), then another trade balance, labour market variables and an interest rate spread. Roughly the same set of variables is juggled in the other cases.
Forecast density evaluation
Recent work in the forecasting literature has moved away from focusing on point forecasts and towards forecasting the whole probability distribution of the variable(s) of interest. Interest in this aspect of forecasting has partly arisen out of the introduction of inflation-targeting regimes. Risks to the forecast evolution of inflation translate into an interest on the whole forecast distribution.
The Bank of England has been at the forefront of this development, pioneering the publication of 'fan charts' in its quarterly Inflation Reports precisely because it is misleading to ignore the variance and possibly other moments of the forecast distribution. Nevertheless little work has been carried out on the possibility of constructing forecast density combinations. To partly amend for this we address the issue of density combining in this subsection.
In this context it is important to compare the forecast probability distribution with the actual data distribution. There is considerable work on how such comparisons can be carried out. We briefly outline the main ideas. Assume there exists a true conditional distribution for inflation using information available at time t − s, s > 0. Let us denote this by F t|s (π) = Prob(π t < π|I t−s ), where I t−s is the information set available at time t − s. Its estimate is denoted byF t|s (π). We assume that this distribution is differentiable and denote its derivative (ie, the conditional probability density function) by f t|s (π). Note that f t|s (π) is allowed to vary with t as well as s. So inflation is assumed to be generated by f t|s (π). We denote the estimate of f t|s (π) byf t|s (π). We wish to test the hypothesis thatf t|s (π) = f t|s (π) for all t, s, π: ie, that the estimate of the true distribution does not differ significantly from the truth.
This may at first seem a difficult task. However, we note that for any inflation realisation pi t , F t|s (π t ) is a uniform U (0, 1) random variable. F t|s (π t ) is referred to as the probability integral transform. Diebold, Gunther and Tay (1998) 
since the uniform cumulative density function, F U (.), is the identity function. Large values for the test indicate a significant difference between the assumed and empirical distributions, and therefore rejection of the null hypothesis that they are the same. It can be shown that the significance level is given by
Following the work of Diebold et al. (1998) there has been a considerable amount of work in the area, efficiently summarised by Corradi and Swanson (2006) .
Our innovation is to construct forecast densities via model averaging. To do this we need the component empirical distributions. We obtain these using stochastic simulations on (10). These use the estimated parameters for (10), resampling the residuals of (10) over the estimation period. Tables 3, 8 and 13 present KS tests for the MPC period that the forecast and actual distributions are equal. We note that this may be a hard test to pass, not least because it is highly probable that all the component models are misspecified. Informally, the criteria used to combine the models are all loosely designed to mimimise mean-square error, not match higher moments.
The results are striking. Almost all the models fail the test at very high levels of significance. We cannot reject equality of the five-factor model at h = 1 for AR X (1), at h = 1, 2 for AR X (2), or at h = 1, 23, 4 and 7 for AR X (k). But in no cases can we not reject at 5% for the forecasts not based on AITMA or SITMA. By contrast, for AITMA and SITMA in the AR X (k) case (Table 13) , we cannot reject at 5% for horizons up to and including 7. Moreover, for longer horizons the rejection significance is lower than in all other cases. Similar results hold for the AR X (1) case, and while there are more rejections for AR X (2) the test performance greatly exceeds that of the other schemes. For the pre-MPC period (Tables 18, 23 and 28), the information criteria again strongly dominate. Although there are less rejections than for the MPC period and the factor models perform relatively well, in most cases the forecasts not based on AITMA or SITMA reject at 5%, while 8 out of 12 of the AITMA cases do not reject at 5% and a further 3 at 1% for the AR X (k) results, and there are even less rejections for the AR X (1) and AR X (2) cases. By contrast, in all cases for the other schemes rejections outnumber non-rejections. The conclusion to be drawn from this analysis, then, is that in this data set the information-theoretic methods generate forecasts which distributed more similarly to the data than those produced by other combining methods.
Conclusions
In recent years there has been rapid growth of interest in forecasting methods that utilise large data sets, driven partly by the recognition that policymaking institutions process large quantities of information. While large information sets might be helpful in the construction of forecasts, standard econometric methods are not well suited to this task. A growing set of techniques have been developed to deal with large data sets, including factor models and model averaging.
This paper focuses on model averaging as a means to improve forecast accuracy. We consider two averaging schemes. The first is Bayesian model averaging. This averaging scheme has been used in a variety of forecasting applications in economics with encouraging results. The second is an information theoretic scheme that is motivated from the concept of relative model likelihood developed by Akaike. Although this model averaging scheme has not received much attention in economics, our results based on a Monte Carlo study and a forecasting application to UK CPI inflation indicate that it has the potential to provide a useful forecasting technique. As there is a clear correspondence with Bayesian averaging, inasmuch as both are based on model performance, it would be odd if the alternative scheme were not also useful. But our work shows that it may outperform Bayesian weights in some cases. The forecast distributions are also better matched to that of the actual data than with other methods.
It is important to realise that it is highly unlikely that a single technique would be more useful than all others in all settings. Nevertheless, our work indicates that information theoretic model averaging provides a useful addition to the forecasting toolbox of macroeconomists. Indeed, in this paper we find that the information theoretic method is the most robust of those we examine.
Appendix A: Tables   Table 1: Monte Carlo study: RMSE of various model averaging schemes Table 7 : Relative RMSE of out-of-sample CPI forecasts using ARX(2) models (period: 1997
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