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Abstract 
This is the first of a short series of papers intended to provide one common semantics for 
several different ypes of specification language, in order to allow comparison and translations. 
The underlying idea is that a specification describes the behaviour of a system, depending on 
parameters. We can represent his behaviour as a functor which acts on structures representing 
the parameters, and which yields a structure representing the behaviour. We characterise in 
domain-theoretic terms the class of functors which could in principle be specified and imple- 
mented; briefly, they are the functors which preserve directed colimits and whose restriction to 
finitely presented structures is recursively enumerable. We also characterise those functors 
which allow specification by initial semantics in universal Horn classes with finite vocabulary; 
these functors consist of a free fun&or (i.e. left adjoint of a forgetful functor) followed by 
a forgetful functor. The main result is that these two classes of fun&or are the same up to natural 
isomorphism. 
In this paper and its successors I describe a class of functors which I call spec$ca- 
tion finctors. To justify the name, I claim that this class is the class of intended 
interpretations of formal specifications of the behaviour of systems. (In the first section 
of this paper I explain what I mean by “behaviour”.) The class of functors can be 
defined in several ways, which correspond to different approaches to specification. 
There are at least two kinds of argument in support of the claim. The first kind is to 
show that the various definitions of “specification functor” do indeed catch the same 
class of functors (just as one supports Church’s thesis by showing that different 
notions of “computation” all lead to the same class of “computable function”). The 
second kind of argument is to take individual specification languages and show that 
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the specifications actually written in them do correspond to our class of functors. 
The first kind of argument is purely mathematical, the second makes empirical 
claims. 
In principle, the mathematical proofs of equivalence give effective translations 
between different specification languages. I have to say “in principle” because there is 
work to be done in tying up the formal definitions with the actual specification 
languages, and we are some way from having workable algorithms for doing this. 
The first four papers of this series are as follows: 
l Domains and initial models. This is the present paper. It defines specification 
functors domain-theoretically and algebraically, and proves that the two defini- 
tions are equivalent. 
l Set-theoretic specijcation. This paper is [lo]. It treats specification as a question in 
generalised recursion theory. One outcome is a third definition of specification 
functors, and a proof of its equivalence to the definitions in the first paper. 
l An analysis of Z. This paper analyses a number of specifications in Z, and shows 
that after very minor adjustments they lie within a fragment of Z (I call it IZ for 
Implementable Z) which can be mechanically translated into the set-theoretic 
language of the second paper (and hence into algebraic specifications). 
l Specijcation and definition. This is a more philosophical paper which analyses the 
notion of a semantics for specifications. 
Versions of the last two papers exist. For completeness I have included in the present 
paper some brief summaries of results or arguments from the later papers, mostly on 
loose and set-theoretic specification. This was at the kind request of a referee. 
We start at the mathematical end of this programme. This paper will give two of the 
definitions of the class of specification functors. The first is abstract and domain- 
theoretic; the second arises from the algebraic approach to specification. The main 
result (Theorem 14 below) is that the two classes of functors coincide up to natural 
isomorphism. 
1. Preliminaries 
For our purposes the behaviour of a system consists of the operations which it 
performs. We describe the behaviour by presenting these operations as labelled 
functions or relations in a structure. 
Of course, this is a very narrow view of behaviour. Ideally, a description of the 
behaviours of two systems will tell us what can happen if the two systems are 
combined together into a single system. For this we generally need to know several 
things besides the operations. First we need to distinguish between internal states, 
inputs to the system and outputs from the system. It would be quite easy to add 
distinguishing labels to the structures discussed in this paper, but there would be no 
point because the arguments of the paper never use them. Second, we need to know 
how the operations are carried out in time. Notions such as fairness, liveness, 
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deadlock, clocks and lock-step belong here. To incorporate these notions into the 
set-up of this paper would mean a major change in depth and complexity, and I doubt 
my competence to do it. There is still plenty of work to be done at the shallower level, 
and perhaps some of it needs to be done before we can really understand the deeper. In 
any case, many specification languages have little or nothing to say about these deeper 
notions. 
I shall make some basic assumptions about what a specification is. These assump- 
tions will not be defended in this paper. 
1. At a first approximation, every specification (or at least every successful one!) 
specifies the behaviour of a system, which I shall call the target system. 
2. In general, the behaviour of the target system is not specified outright. Instead it 
is described in terms of some given items, some of which may come from other systems 
that will be specified elsewhere. These given items can be regarded as the behaviour of 
a single system, the source system. Strictly, then, a specification does not specify the 
behaviour of a single target system; it specifies a function r. This function takes the 
behaviours of possible source systems A to the behaviour of the corresponding target 
system r(A). 
3. The behaviour of a system can be represented as a structure in the sense of model 
theory or universal algebra, i.e. a set of elements (the data elements), which may be 
grouped into sorts, and an indexed collection of relations and functions on these data 
elements. Since specifications contain only finitely many symbols, the indexed collec- 
tion of relations and functions should be finite. 
4. The structures in question can be chosen in such a way that atomic formulas 
represent “positive information”. When this is done, the specified function r carries 
homomorphismsf: A + B between source structures to homomorphisms r’: T(A) + 
T(B) between target structures, in a functorial way (i.e. r(l,) = lr(,,) and r(fg) = 
r(.!-).r(g)). 
5. There is no loss in supposing that the specified functor f is defined on the 
category of all structures of a given signature and all homomorphisms between them. 
If it is not defined everywhere, there is always a canonical way of extending it so that 
it is. 
One might also consider adding the claim. 
6. Each source structure A forms part of the target structure T(A) in a canonical 
way. 
But this stipulation would make no difference of principle to anything in this paper, 
and 1 omit it. 
As far as this paper is concerned, a reader who does not believe the assumptions 
listed above should regard the paper as being about those specifications which do 
specify functors of the kind described. (Later papers will argue for the assumptions. In 
[lo] I assume only 1-3 and the first sentence of 4; then 5 and the rest of 4 will fall out 
as theorems.) 
Categorical notions and notation will generally be as in [ 151. The relevant notions 
from model theory are assembled in [9], particularly Sections 9.1-9.3. 
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2. Model-theoretic background 
We need to define what a signature is. To avoid clutter I start with a special case, 
namely where the signature has no sorts and no partial functions. Section 7 will show 
how to drop these restrictions. For the remainder of this section I gather together 
some classical facts. 
A signature a is a 2-tuple (Rel,, Fun,,) where Rel, and Fun,, are functions whose 
domains are disjoint and whose values lie in w. The elements of the domain of Rel, are 
called relation symbols; the arity of a relation symbol R is the number Rel,(R). 
Relation symbols of arity 0 are also known as propositional symbols. Likewise the 
elements of the domain of Fun, are called function symbols; the arity of a function 
symbol F is the number Fun,(F). Function symbols of arity 0 are also known as 
constants. The equality symbol = is not included in Rel,. 
The signature 0 isjnite if both Rel, and Fun, have finite domains. More generally, 
the cardinulity of 0, (01, is the cardinality of the union of the domains of Rel, and Fun,. 
We say that the signature (T is recursively enumerable (r.e.) if, after some suitable Giidel 
numbering, the graphs of the functions Rel, and Fun, are r.e. sets. 
A structure A of signature CJ (for short, a a-structure) consists of a set dam(A) 
together with the following items: for each relation symbol R of u, a Rel,(R)-ary 
relation R* on the set dam(A), and for each function symbol F of 0, a total function 
F * : dom(A)F”“u(F) + dam(A). In the case where the arity is 0, we can identify R* with 
an element of the set (1 ( = Truth), 0 ( = Falsehood)), and F* with a single element of 
dam(A). 
A homomorphism of o-structuresf: A + B is a mapf: dam(A) + dam(B) such that for 
every n < o and every n-tuple C? of elements of A, if R is a relation symbol of arity 
n then ti E R * implies f(C) E RB, and if F is a function symbol of arity n then 
f(F*(E)) = F”(f(Z)). (When R is a propositional symbol, we interpret this condition 
as saying that if R * = 1 then RB = 1.) 
For each signature CJ there is a corresponding first-order language. I assume the 
reader is familiar with this. The atomic formulas of signature cr are of three kinds: R(f) 
where R is a relation symbol of CJ and 7 is a Rel,(R)-tuple of terms of a; s = t where 
s and t are terms of a; and J_ (the formula which is everywhere false). The symbol = is 
always read as identity. A strict atomicformula is an atomic formula which is not 1. 
A theory is a set of sentences. A strict Horn clause is a sentence of the form 
VX(fJ5, A ... A 61+ 4”X 
where n 2 0 and q&,, . . . . 4” are strict atomic formulae. A strict Horn clause theory is 
a set of strict Horn clauses. (“Strict” means that I does not appear.) 
Sentences of signature CT are either true or false in each a-structure. We say 
a o-structure A is a model of a theory T if every sentence in T is true in A. The set of all 
models of a strict Horn clause theory T(in a fixed signature) is called a quasivariety; we 
say that T defines this quasivariety. If T and T’ both define the same quasivariety, then 
T and T’ are logically equivalent theories. A quasivariety isjinitely uxiomatised if it is 
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defined by some finite strict Horn clause theory. It is recursiuely axiomatised if it is 
defined by some recursive strict Horn clause theory. (One can show that if it is defined 
by an r.e. strict Horn clause theory, then it is defined by a recursive one too.) 
We regard a quasivariety as a category by taking the structures in it as the objects, 
and all homomorphisms between them as the arrows. 
Fact 1. Regarded as a category, a quasivariety is both left and right complete. 
Proof. This is well known, but here is a sketch proof. By model theory a quasivariety 
Q is closed under products and substructures; hence it is closed under products and 
equalisers, and hence under all limits. It follows by the adjoint functor theorem that 
Q is closed under colimits too. q 
We write Mod(a) for the category of all a-structures and all homomorphisms 
between them. This category is a finitely axiomatised quasivariety, defined by the 
empty theory. 
In any quasivariety Q, say of signature 6, we can define structures by giving 
presentations. A presentation is a pair (E, CD) where E is a sequence of distinct constant 
symbols which are not in 6, and CD is a set of strict atomic sentences of the signature 
CJ + E got by adding the constants Z to (r. The constants in Fare called the generators of 
this presentation, and the atomic sentences in @ are called its relations - the terminol- 
ogy comes from group theory. This presentation defines (or presents) a o-structure 
A as follows. Let T be the theory defining the quasivariety Q. The elements of A are 
the equivalence classes of ground terms of cr + E under the equivalence relation 
N defined by 
sw t o (Tu@)l-s=t. 
The relations RA and functions F* are chosen so that the strict atomic sentences of 
u + E which are true in A (when we take each constant in E as a name of its equivalence 
class) are exactly those which are deducible from T u @. (Thus, A is the initial model of 
@ in the quasivariety.) 
A presentation (E, @) isjnite if both C and @J are finite. We say that a structure A in 
a quasivariety isjnitely presented if it is isomorphic to the structure presented by some 
finite presentation. 
Lemma 2. In a quasivariety, every structure is a directed colimit ofjinitely presented 
structures. 
Proof. Let A be a structure in the quasivariety Q in signature 6. Let 5 be a sequence 
(in general infinite) of new constants listing the elements of A; we can regard A as 
a ((r + ci)-structure in which every element is named by a constant. Let @ be the set of 
all atomic sentences of (T + C which are true in A. Let D be the set of all pairs (6, Y) 
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where Y is a finite subset of @ and 6 is a finite subsequence of ti which includes all the 
constants of 6 mentioned in Y. Then D is a directed set, partially ordered by the 
relation “6 is a subsequence of 6’ and Y s Y”‘. Each element of D is a finite 
presentation. Writing Bd for the structure in Q presented by the element d of D, we 
have a homomorphism hd,dP : B,, + Bd, whenever d Q d’ in D. This defines a directed 
diagram of finitely presented structures in Q, and this colimit is A. 0 
3. Quasivarieties as domains 
Our first definition of specification functions (in Section 4 below) can be stated 
without using any domain-theoretic notions. But for motivation, and to introduce 
some machinery, I put it into a domain-theoretic setting from the start. 
In any category A we can think of each object A as representing a set of items of 
information; each arrow A + B represents a way in which the information contained 
in B includes the information contained in A. From this point of view several of the 
notions of domain theory can be generalised from partial orderings to categories. 
I suppose that the generalisations proposed in this section are at least folklore, cf. [ 18, 
p. 533ff]. 
We begin by taking the generalisation of union of directed set to be colimit of directed 
diagram. So the generalisation of partial ordering closed under directed unions (dcpo) 
will be category closed under directed colimits (dc category). By Fact 1, every 
quasivariety is a dc category. 
Let C be a dc category and C an object of C. We say that the object C is compact if 
for every directed diagram A : D -+ C, the natural map of homsets, 15 C (C, A ( - )) + 
C(C, 15 A), is a bijection. (In a partial ordering this reduces to the usual definition of 
compact elements.) 
Fact 3. In a quasivariety the compact objects are the jinitely presented structures. 
For varieties this is noted by Gabriel and Ulmer [S, p. 11. 
By a base of the dc category C we mean a set of compact objects of C which contains 
at least one representative of each isomorphism type of compact object of C. This 
reduces to the usual domain-theoretic notion of a base when C is a partial ordering. 
At first sight the natural generalisation of “algebraic domain” should run as follows: 
we say that a dc category C with base B is algebraic if for every object C of C: 
1. The comma category (B, C) is directed. (The objects of the comma category are 
the arrows x : B + C of C such that B is an object in B. The arrows are the obvious 
commuting triangles.) 
2. The object C is the colimit of the directed diagram A :(B, C) + C where 
A (x : B -+ DC) = B, etc. 
This is a reasonable definition, but quasivarieties may fail to satisfy it because the 
comma category need not be partially ordered. 
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(For the simplest example, take C to be the quasivariety of sets, 1 and 2 the 
representative l-element and 2-element sets, and A any nonempty set. Then if a is an 
element of A, there are arrows x : 1 + A and y : 2 + A which map 1,2 onto {u}. These 
arrows are objects of the comma category, and in that category there are two distinct 
arrows from the first object to the second.) 
One possible repair would be to say that C is algebraic if for every object C there is 
some directed diagram of compact objects which has C as its colimit. This does reduce 
to the usual notion in the case of partial orderings, and in the case of quasivarieties it is 
true by Lemma 2. The snag is that, unlike the case of partial orderings, there may be 
no canonical choice of the directed diagram. Since we shall need a canonical choice for 
the proof of Theorem 12 below, I follow a different path (which was charted already by 
Gabriel and Ulmer [S]). 
We say that a category C is$ltered if 
1. for any two objects A, B of C there are an object C and arrowsf, g: 
2. for any two arrows f, g from A to B in C there is an arrow h : B + C such that 
hf = hg. 
A diagram A : B --) C is said to beJiltered if B is a filtered category. AJiltered colimit 
is the colimit of a filtered diagram. 
Note that a filtered partial ordering is the same thing as a directed small category. 
Note also that the colimit of a filtered diagram of structures can be constructed in 
essentially the same way as the colimit of a directed diagram. (In brief, we introduce 
a constant for each element of any structure in the diagram, and we define an 
equivalence relation - on the constants by making two constants equivalent when- 
ever there are homomorphisms in the diagram which take them to the same element. 
The elements of the colimit structure are exactly the equivalence classes c- of 
constants. If an atomic formula fJ (ci , . . . , c,) holds in some structure in the diagram, 
then $(ci, . . . . c;) holds in the colimit structure; no atomic formulas hold in the 
colimit structure except for this reason.) 
Abandoning the earlier definition, we shall say that a dc category C with a base B is 
algebraic if for every object C the comma category (B, C) is filtered and the diagram 
A : (B, C) + C (as before) has C as colimit. The choice of base B is clearly irrelevant in 
this definition. We say C is I-algebraic if C is algebraic and the base B can be chosen to 
be of cardinality < A. (Warning: The literature contains another notion of “algebraic 
category” which is not connected with our domain-theoretic definition. We shall never 
need this other notion.) 
Theorem 4. A quasivariety of o-structures is A-algebraic, where ,I = 10) + co. 
Proof. Let Q be a quasivariety and B a base of Q. For “algebraic” we note that if C is 
a structure in Q, then the comma category (B, C) is filtered, and the diagram taking 
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x : B + C to B, etc., has C as colimit. We find the bound A by counting the number of 
finite presentations whose generators are taken from a particular countable set 
co, Cl, . . . . 0 
We say that a functor is directed-continuous (resp. jilter-continuous) if it preserves 
directed (resp. filtered) colimits. These two definitions yield two generalisations of the 
notion of (Scott-)continuous function between domains. Fortunately, the two general- 
isations coincide in quasivarieties. Deligne proved the following lemma (for which see 
Cl, P. 65W). 
Lemma 5. Let C be a smalljiltered category. Then there are a partial ordering D and 
a jiunctor H: D + C such that (a) for every object C of C there are an object D of D and 
an arrow x: C + H(D); (b) if C, D are any objects of C, D, respectively, and x, y are 
arrows from C to H(D), then there is an arrow z: D -+ D’ of D such that 
H(z).x = H(z).y. 
Deligne’s lemma tells us how to replace filtered diagrams in a quasivariety by 
directed diagrams. Using the fact that quasivarieties are right complete, we can 
deduce: 
Theorem 6. Let Q and W be quasivarieties and B: Q -+ W a functor which preserves 
directed colimits. Then % also preserves filtered colimits. 
It also follows that in quasivarieties we can replace “directed” by “filtered” in the 
definition of compact object. But this is easy to check directly. 
4. Recursively based directed-continuous functors 
We are now equipped to give a first definition of “specification functor”. The 
definition will be a formalisation of the following principle. 
Principle. A specification functor r is a functor such that for each source structure A, 
every finite piece of positive information about the corresponding target structure TA 
depends in a uniform and effective way on some finite piece of positive information 
about A. 
We shall formalise this principle in terms of functors r from a source category 
Mod(o) to a target category Mod(z). 
We can formalise the condition that “finite depends on finite” at once: it says that 
a specification functor is directed-continuous (or equivalently, filter-continuous). 
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The formalisation of “uniform and effective” will take a little longer, but there is not 
much scope for free choice. By our assumptions in Section 1, both the signatures 0 and 
T are finite. In any quasivariety whose signature is finite, we can index the symbols by 
natural numbers. Thus, we can Giidel number the first-order language of the signa- 
ture. Some of the definitions below will assume that a fixed GGdel numbering has been 
chosen. 
Let V be a quasivariety with finite signature v, defined by a recursive strict Horn 
clause theory T. By a recursive base of V we shall mean a listing ((ail @i): i < o) of 
finite presentations for V, such that 
1. for each i, ai is a finite sequence of natural numbers, 
2. the maps i H ai and i H @i are recursive, 
3. up to the choice of generators, every finite presentation for V appears in the 
listing. 
Given a recursive base of V as above, let Bi be the structure in V which is presented by 
the ith presentation in the list. We can recursively enumerate the set of all homomor- 
phisms h : Bi + Bj with i,j < w, as follows. Each such homomorphism h is determined 
when we know the image h(ai) of the generators of Bi. This image is a tuple 6 of 
elements of Bj, where each item in 6 is of the form s(tij) for some term s of signature v; 
so h can be described by giving i, j and the sequence of Gadel numbers of the terms s. 
We know that a homomorphism h with these parameters exists as soon as we find 
a proof of the sentences @i(6) from the axioms Tu @j; the set of all proofs from these 
axioms is recursively enumerable (uniformly in @j). By formalising this argument, we 
can ensure that the listing of the homomorphisms is derived from the recursive base in 
a canonical way; we call the resulting list the canonical listing of homomorphisms 
associated with the recursive base. 
Let V and W be quasivarieties with finite signatures v and p, respectively, and 
recursive defining theories. Let r be a functor from V to W. Choose a recursive base 
((ai, @i): i < co) for V. Define structures Bi in V as above, and let x be the canonical 
listing of homomorphisms. Our aim is to say what it means to give an effective 
description of the behaviour of r on the structures Bi and on the homomorphisms 
between them. In practice, looking at the functors r which arise from real-world 
engineering problems, it is nearly always true that the target structures I’(Bi) are 
finitely presented. But there are no grounds for assuming this in the definition. The 
most we can ask for is that these structures hould be enumerable in an effective and 
uniform way (and likewise with the homomorphisms). 
Choose a fixed sequence C = (c,: n < w) of distinct new constants. Coding up c, as 
n (for example), we can Giidel number the first-order language of the signature p + C. 
By an assignment of E to a p-structure B we mean a surjective map a from the 
set of constants in E to the domain of B. The positive diagram of B with respect 
to this assignment, diag: (B), is the set of all atomic sentences of signature p + c 
which are true in B when each constant c, is taken as a name of the element a(c,); 
by Giidel numbering we can regard the positive diagram as a set of natural 
numbers. 
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By a recursive description of r with respect to the given recursive base, we shall 
mean the following pair of items. 
1. A recursive map yab’ : w + o such that for each i < o there is an assignment Cli of 
F to r(Bi), such that vabj(i) is an r.e. Godel number of the set diagz (f (Bi)). 
2. A recursive map y”” : o 4 w such that for each n < O, if h: Bi -+ Bj is the nth 
homomorphism in the canonical listing x, then yarr(n) is the GGdel number of 
a recursive function /I: w + w such that for every m < w, h(xi(c,)) = C(j(cb(m)). 
We say that the functor r is recursively based if there is a recursive description of r. 
Lemma 7. The question whether or not r is recursively based is independent of the 
choice of recursive base for the quasivariety V. 
Proof. Routine. q 
We now have our first definition of specification functors. If 0 and T are finite 
signatures, and r is a functor from Mod(a) to Mod(r), we say that r is a specijcation 
functor if r is recursively based and directed-continuous. 
Example. Imagine we are specifying an automaton which receives a stream of natural 
numbers and may respond at most once by outputting one natural number; the 
output depends only on the stream input so far. The possible input streams are objects 
of the source category Mod(a), as follows. The signature 0 carries a constant 0, a 1-ary 
function symbol s and a 2-ary relation symbol R. A stream (n,, . . . . nk) is represented 
by a structure C which consists of the natural numbers 0, SO, ss0,. .., together with the 
relation RC which holds of the pairs (0, no), . . . , (k, nk); likewise for infinite streams. The 
target category is Mod(r) where T is (T together with one 1-ary relation symbol U to 
express the output. 
To represent the behaviour of the automaton, let the functor r take C as above to 
a structure D = TC which is the same as C except that UD consists of the output (if 
any) of the automaton when it receives the input represented by C. Note that for any 
two source structures C1, Cz representing input streams, and any homomorphism 
h: Cl + C2, there is a unique homomorphism g: l-C, + TC,; this is because the 
automaton cannot withdraw or change its output when further natural numbers are 
input. We put Th = g. 
One can show that r as above can be extended to a specification functor if and only 
if it satisfies two conditions. First, if C represents an infinite stream then TC is the 
union of the structures TC’ where C’ represents finite initial segments of the stream. 
Second, r restricted to structures representing input streams is recursively based. 
These two conditions say first that any output of the automaton depends on only 
a finite initial part of the stream, and second that there is an algorithm for finding the 
output of the automaton given any finite input stream. 
To violate the first condition but not the second, let the automaton output nothing 
for any finite stream, but 1 for every infinite stream. To violate the second condition 
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but not the first, choose a nonrecursive function f: N + N and let the automaton 
outputf(n,) to any nonempty stream (no, n, ). 
5. Subreplica functors 
Our second definition of specification functors is also a formalisation of a principle. 
But this time the principle has a very different origin. It formulates an idea that has 
been found convenient for specification in practice, rather than an abstract idea of 
what constitutes a specifiable object. (Not everybody accepts this principle. See the 
remarks in Section 8 below on loose semantics.) 
Principle. A specification should be a finite set of first-order sentences which, given 
a source structure, determine a unique target structure up to isomorphism. 
(Compare a formulation by Wand [20]: “Thesis A. A specification is a set of 
sentences in some logical language. The names of the functions, predicates, and 
procedures which the specification is intended to specify appear as nonlogical symbols 
in these sentences.“) 
In general a first-order theory does not determine a particular structure. However, 
it is well known that a strict Horn clause theory does have a range of distinguished 
models, namely its free models over bases of cardinality K where K is any cardinal. The 
free model over the empty basis is called the initial model of the theory. Many 
well-known data types are naturally described as the initial models of equational 
theories, which are a particular kind of strict Horn theory. This observation led to the 
suggestion (for example, by the ADJ group [6] in connection with data types) that 
a specification might be given as an equational theory; the specified structure would 
be the initial model of the theory. Very soon the same suggestion was made for 
theories consisting of conditional equations [19], and then for universal Horn theories 
c31. 
As we noted earlier, specifications in general describe not a structure but a function 
taking structures to structures. There is a very natural way to adjust the notion of 
initial models so as to deal with this. It was pointed out by Mal’tsev in the 1950s (see 
his [17, $11.31) and rediscovered many times since. The definition below is adapted 
from Mal’tsev’s. The chief departure from Mal’tsev is that I allow relativised reducts 
where he has reducts. 
Let V and W be quasivarieties of signatures v, p, respectively, and let W be a strict 
Horn clause theory which defines W. Suppose that v E p, and one of the symbols of 
p is a 1-ary relation symbol P which is not in v. For any structure A in V there is 
a structure A (A) in W defined as follows. Introduce a sequence E = (ai: i < w) of new 
constant symbols to name the elements of A; we write aA for the element of A named 
by the constant a. Let @ be the set of all atomic sentences of the signature v + ti which 
are true in A, together with the set of sentences P(a) with a a constant from a. The set 
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@ has an initial model in W. Dropping the added constant symbols, this initial model 
becomes a p-structure in W; A(A) shall be this structure. The structure A(A) is called 
the replica of A in W (the name is from Mal’tsev). 
(To be a little more explicit: by the construction of initial models in quasivarieties, 
each element of A(A) is an equivalence class s(G)-, where s(X) is a term of signature 
p and - is the equivalence relation such that ground terms ti and t2 of signature 
p + a are equivalent under - if and only if @u WI-(t, = t2).) 
If h: A + J3 is a homomorphism between structures in V, then h induces 
a homomorphism A (h): A (A) + A (I?). (More explicitly, let a, 6 be the sequences of new 
constants used to name the elements of A, B, respectively. Let d be a sequence 
(di: i < co) such that for each i, di is a constant from 6 which names the element h(at). 
Then for each term s(X) of p, the homomorphism A (h) takes the element s(G)- of A (A) 
to the element s(a)- of A(B).) 
This defines a functor A from V to W. Note that A is determined up to isomorphism 
by the quasivarieties V and W, and hence by the defining theories of these quasivarie- 
ties. A functor of this type between quasivarieties is said to be a replica finctor (by P). 
Under a suitable condition on W we can go in the other direction, from W to V, as 
follows. Consider the strict Horn clause theory X of signature p which consists of all 
the sentences 
VX l...X,(P(Xl)A ... r\P(x,)-rP(F(x,,...,x,))), 
where F is a function symbol of v, say of arity n. (Here n can be 0, to include the case 
where F is a constant.) Write Wx for the full subcategory of W consisting of the 
structures which are models of X. The replica functor A can be regarded as a functor 
from V to Wx. Let B be any structure in Wx. Then the set of all elements which satisfy 
P(x) in J3 forms a substructure of the v-reduct of B; call this substructure O(B). Any 
homomorphismf: B + C between structures in Wx induces a homomorphism O(f): 
@(I?)+ O(C). In this way we define a forgetful functor 0: Wx + V which we call 
relativised reduction from Wx to V. We shall also speak of 0 as relativised reduction by 
v and P. 
Fact 8. Let V and W be quasivarieties as above, and let Wx, A and 0 be dejined as 
above, Then A is left adjoint to 0. More generally, replica functors are exactly the left 
adjoints of relativised reduction functors. 
Thus, replica functors are “free functors” - they are left adjoint to forgetful functors, 
and hence in particular they preserve all colimits. 
In most forms of algebraic specification, a parametrised data type is in fact a 
replica functor with one extra twist: after forming C from the source structure A, we 
throw away some of the parts of C. In other words, a parametrised ata type consists 
of a composed functor EA, where A is a replica functor to a quasivariety and E 
is a relativised reduction functor. In the usual terminology, the features which 
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are forgotten by the relativised reduction are said to be hidden (see, for example, 
[4, Sections 5.16, 6.83). 
Accordingly, a subreplicafunctor from c to r is a functor of the form EA where A is 
a replica functor from Mod(u) to some quasivariety W, and d is a relativised reduction 
functor from W to Mod(T). (The theory defining W must imply the theory X above, so 
that 5 makes sense.) 
Out of respect for the Principle above, we want each specification functor to be 
given by a finite theory. Accordingly, we shall say that the subreplica functor above is 
offinite type if the quasivariety W has finite signature and is defined by a finite theory. 
We shall say that it is of r.e. type if the signature of W and the defining theory of W are 
both r.e. sets. 
Our second definition runs as follows: A specijicationfunctor from c to T is a functor 
Or where r : Mod(o) + Mod(z’) is a subreplica functor of finite type, r’ is a signature 
isomorphic to r and 0 is the “renaming” functor which translates r’-structures into 
r-structures. (The addition of 0 gives a little more freedom; in practice one can usually 
ignore it.) 
Note that unlike our first definition, this definition makes no use of any recursion- 
theoretic notions. 
6. Proofs of equivalence 
The task of this section is to show that our two definitions of “specification functor” 
agree up to natural isomorphism. We begin by showing that the second definition 
implies the first. 
Theorem 9. Every subreplica functor between quasivarieties is directed-continuous. 
Proof. A subreplica functor is a composite of a left adjoint and a relativised reduction 
functor. Left adjoints preserve all colimits. It is not hard to check that relativised 
reduction functors between quasivarieties preserve directed colimits. 0 
Since renaming functors are obviously directed-continuous too, this takes care of 
the continuity. It remains to show that every subreplica functor of finite type is 
recursively based (since we can ignore the renaming functor here again). We shall 
prove more. 
Theorem 10. Let r : Mod(c) + Mod(T) be a subreplicafunctor 0fr.e. type. Then f is 
recursively based. 
Proof. By assumption there is a quasivariety W of r.e. signature p z cr, defined by an 
r.e. strict Horn clause theory W, such that r = BA where A is the replica functor from 
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Mod(a) to W and E is a relativised reduction from W to Mod(T), say by T and a 1-ary 
relation symbol E of p. Note that T c p since 5 exists. 
Choose a recursive base ((ai,~i): i < w) for Mod(o). Write Bi for the structure 
defined by the ith presentation in this list, and x for the canonical listing of homomor- 
phisms. For each i < co, write pi for the set of all atomic sentences of signature p + ai 
which are deducible from the following set of sentences: 
0 @i. 
l All sentences P(s(ai)) where s(X) is a term of signature CJ. 
0 w. 
Thus, Ti is the positive diagram of the replica A(&) of Bi in W. Clearly, Ti is 
recursively enumerable; in fact, there is a recursive function which takes each i < w to 
an r.e. Giidel number of Ti. 
Every element of A(&) is of the form s(ai)- for some term s of p. Since ~1 is r.e., this 
gives us an r.e. listing of the elements of A(&) (possibly with repetitions). Since Ti is 
r.e., we also have an r.e. listing, say eo, el, . . . . of the elements off (Bi); they are those 
elements s(ai)- such that Ti FE(s(di)). Let C(i be the assignment C, I+ e, of 2 to T(Bi). 
From an r.e. Godel number of the set Ti we readily find an r.e. Godel number of the set 
diagz (T(Bi)), in a way which is uniform in i. This defines the recursive map yobj. 
Let h be a homomorphism from Bi to Bj; let 6 be the image of tii under h. Then T(h) 
takes s(ai)- to S(~i)-, for each term s(X) of p. From this we can compute the recursive 
function y ““. 0 
Corollary 11. Every subreplica functor of r.e. type is recursively based and directed- 
continuous. 
We turn to the other direction. Again we begin by side-stepping the question of 
recursiveness. 
Theorem 12. Let V and Q be quasivarieties of signatures v and T, respectively, and 
r : V + Q a directed-continuous finctor. Then there are quasivarieties W, Q’ of signa- 
tures p, 7’ and functors A : V + W, Z : W -+ Q’ and 0 : Q’ + Q such that 
l A is a replica functor, 
l E is a relativised reduction functor, 
l z’ is an isomorphic copy of T, Q’ is the resulting copy of Q and 0 is the renaming 
functor, 
a T is naturally isomorphic to OZA. 
Proof (A variant of Hodges [S, Theorem 223). We assume that v and z have no 
symbols in common. The renaming functor is needed purely to reduce to this case. 
Henceforth, Q’ is Q and 0 is the identity functor. 
List as ((ai, pi): iE I) all finite presentations of structures in V whose generators 
come from some fixed countable set. For each i, @((Xi) is a finite set of atomic formulas 
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a of signature v. Write Bi for the structure defined by the ith presentation. Then 
B = { Bi: i E I ) is a base of V. 
If A is a structure in V, we can write A as the colimit of a filtered diagram C on the 
comma category (B, A) (by Theorem 4). Since r is directed-continuous, it follows by 
Theorem 6 that T(A) is the colimit of TC. We shall code up this construction as 
a replica functor which adds T(A) to A, followed by a relativised reduction which 
throws away everything but r(A). 
To achieve this, we shall write down a strict Horn clause theory W which defines 
a quasivariety W in a signature p containing new 1-ary relation symbols P and E. The 
functor A : V +‘W will be the replica functor by P, and the functor Z: W + Q will be 
relativised reduction by z and E. We also need to describe a natural isomorphism 
P/:T-+ EA. It will be helpful to define Jo and q first; then W will be crafted so as to make 
4 an isomorphism. 
We define p. For each pair (i, c) where i E I and c is an element of f (Bi), introduce 
a new function symbol Fi,c whose arity is the length of pi. Let p be the signature 
consisting of the symbols of v, the symbols of r, the 1-ary relation symbols P, E and the 
new function symbols Fi,c. 
We define n. Let A be a structure in V as above, and b an element of r(A). Since r is 
filter-continuous by Theorem 6, there is some arrow x : Bi + A such that b lies in the 
image of r(x); suppose b = T(x)(c) with c in r(Bi). By the definition of replicas, the 
term Fi,c(ai) defines an element d of A(B,). We define q__,(b) to be A(x)(d). 
First we must ensure that qa(b) is independent of the choices of x in (B, A) and c in 
the pre-image x - ’ (b) of b. Suppose x’ : Bi + A is another homomorphism whose 
image contains x, and suppose b = x’(c’). By the directed property of filtered dia- 
grams, there are an arrow y : Bj + A and homomorphisms h : Bi 4 Bj and h’ : Bi + Bj 
such that x = yh and x’ = yh’; we can choose y so that h(c) = h’(c’) in Bj. Since we 
chose B by listing all finite presentations, we can choose Bj so that the jth presentation 
has the form (P^C’*x Y (P, Z,J)) where h takes ~5 to P, h’ takes a’ to Z, and Y (2, Z,f) 
contains the images of pi and pi,. 
By the definition of A on arrows, we have A(h)(d) = Fi,,(C)‘in A(Bj), and likewise 
A(h’)(d’) = Fi*,,*(P’)*. We design W SO that these two elements of A(Bj) are equal. It 
suffices to put into Wall the strict Horn clauses of the form 
vuu’u ( AY(t7, U’f V)+ (Fi,,(li) = Fi’,,‘(u’) > 7 (1) 
where Y (U, U’, V) is a finite set of atomic formulas of v meeting the following condition: 
There are finite presentations (ti, @((a)), (a’, @‘(U’)) defining v-structures B, B’ 
respectively, and there are elements c,c’ of T(B), T(B’), respectively, such that 
@(U) s Y (U, U’, IT), @(ii’) G Y (Is, U’, V), and T(h)(c) = T(h’)(c’) where D is defined by 
the presentation (aA ~3-6 Y (a, Z’, z)) and h : B + D, h’ : B’ + D are the homomor- 
phisms induced by the formula inclusions. 
This ensures that qa(b) is a well-defined element of A(A). 
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The next task is to ensure that qA(b) lies in the relativised reduct EA(A); in other 
words, that it satisfies the predicate E(x) in A(A). For this we put into W the strict 
Horn clauses 
VX ( /\@i(.f) + E(Fi* c(X)) > (2) 
for all i in I and all c in r(Bi). Note that it follows automatically that the set defined by 
E is closed under the function symbols of t, so that the relativised reduction functor 
E makes sense. 
Thirdly, we must make sure that qA is a homomorphism from f(A) to Ed(A). For 
this it suffices to put into W the strict Horn clauses 
whenever i is in I, C$ is an atomic formula of r and @(cl, . . . , c,) is true in T(Bi). (By the 
filter property, every n-tuple of elements of A is the image of some n-tuple (cr , . . . , c,) in 
some Bi.) 
Fourthly, each map qA is an isomorphism from F(A) to Ed(A). It is surjective 
because the clauses (2) put into EEbA only those elements which arc in the image of q,., .
A similar argument with the clauses (3) shows that it preserves the negations of atomic 
formulas. 
It remains only to check that u] is natural. I leave this to the reader. (7 
We have to show that if the functor r of Theorem 12 is also recursively based, then 
the quasivariety W can be chosen so that it has finite signature and finite defining 
theory. The next result takes us half-way. 
Corollary 13. Suppose that the jiunctor r of theorem 12 is recursively based. Then we can 
choose W to be recursively axiomatised. 
Proof. It suffices to find an r.e. set of defining axioms for W. We check that under the 
given conditions, all the sets of clauses (l)-(3) in the proof of Theorem 12 are r.e. 
We can choose a recursive base {Bi: i < oj as in the proof of the theorem, by first 
listing recursively all finite presentations (&, Gi(Ci)). By assumption there are recur- 
sive maps yobjr y”” as in Section 4, with associated assignments cli (i -C CO). For each 
pair of natural numbers i, m we introduce a new function symbol Fi, m which will serve 
as Fi,mi(c,); thus, the signature p can be chosen to be recursive. 
We begin with the clauses (1). With the help of the canonical listing of homomor- 
phisms, we can effectively list all the pairs of homomorphisms h : Bi + Bj, h’ : Bf + Bj 
such that pi c Gj(r?, u’, V) and ipi. s Gj(r.i, u’, 6). Let a given such pair be, 
respectively, nth and n’th in the canonical listing; we can compute the Godel numbers 
yarr(n), yarr(n’) of recursive functions B, /?‘. Then for this pair h, h’ we can effectively list 
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all pairs (m, m’) of natural numbers such that h(Ui(c,)) = h’(cciV(c,,)), since this 
equation can be written tLj(cg(,)) = aj(cg,(m,) )  and yobj( j) lists all the atomic sentences 
which are true in r(Bj) under the assignment Uj. In short, the set of clauses (1) is r.e. 
The argument for clauses (2), (3) is similar but easier. 0 
It remains to replace the recursively axiomatised quasivariety W by a finitely 
axiomatised quasivariety. I omit the details for two reasons. In the first place it is well 
known that the initial model of an r.e. strict Horn clause theory is a relativised reduct 
of the initial model of some finite strict Horn clause theory (see, for example, [2]). 
Given this fact, all we have to do is to check that the proof is uniform enough to carry 
over from initial models to replica functors. In the second place, a full proof will fall 
out of the arguments of Hodges [lo]. (See Corollary 22 in that paper. The key steps 
are first to define a class of objects which represent hose sentences with parameters 
from a structure A, which are deducible from an r.e. theory T together with the 
positive diagram of A; and second, to write a positive C, formula of set theory which 
defines this class.) 
Putting everything together, we have the required theorem. 
Theorem 14. Let a and t be signatures. Every recursively based directed-continuous 
jiunctor r from Mod (a) to Mod(r) is naturally isomorphic to a subreplica functor ofjinite 
type, composed with a renaming functor. 
Note one property of specification functors which is easy to prove using the 
subreplica definition, but thoroughly unpleasant using the definition in terms of being 
recursively based. 
Corollary 15. The composition of two specijcation functors is a specijication functor. 
Proof. It quickly reduces to showing that the composition of two replica functors is 
a replica functor. Taking adjoints, this is equivalent o showing that the composition 
of two relativised reductions is a relativised reduction, which is clearly true. 0 
7. Signatures with sorts and partial functions 
We can introduce sorts and partial functions without damaging the results above. 
There is just one point on which we have to be careful: we need to make sure that in 
this more general setting, presentations still define unique structures in quasivarieties. 
It is well known that this holds if the sorts are disjoint. But there are many advantages 
in letting the sorts overlap, and in this situation there can be problems with presenta- 
tions. Here I describe a framework which allows a good deal of freedom without 
running into trouble. 
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Considerations of this kind are notoriously tedious, so I simply sketch the high- 
lights. The sorts serve to determine the domains of the functions; in particular, they tell 
us what terms can be formed from the function symbols when we form initial models. 
No similar question arises with the relation symbols, so there is no need to put sorts 
on their argument places. (One may want to do it anyway as a help to error checking, 
but this is not our concern here.) When partial functions are allowed, again we need to 
know what terms we can put into their argument places, and for this I introduce 
a “domain relation” aF which defines the domain of F. 
A sortal signature CJ is a 4-tuple (Sorts,,, Sortal Theoryb, Rel,, Fun,) where 
l Sorts, is a nonempty set whose elements are called sorts. 
l SortalTheory, is a set of (not necessarily strict) Horn clauses of the signature got by 
regarding the sorts as 1-ary relation symbols, in which the symbol = never 
appears. We require that this set of Horn clauses does not imply that any of the 
sorts of u is empty (this is the consistency condition, and it is decidable). 
l Rel, is a map which takes values in the set o; the elements R of the domain of Rel, 
are the relation symbols of r~, and the arity of R is the value Rel,(R). 
l Fun, is a map whose values are expressions so*. . *s,_ 1 + s, where n < o and 
sO, . . . , s, are sorts; the elements F of the domain of Fun, are thefunction symbols of 
0, and the arity of F is the expression Fun,(F). 
l For every function symbol F, say of arity s,,^. . *s, _ 1 + s,, Rel, contains a relation 
symbol c?F of arity n. 
l The domains of Rel, and Fun, are disjoint. 
If 0 is a sortal signature, a a-structure A consists of the following items: 
l For each sort s, a set sA called the domain ofsort s. It is required that all the clauses 
in the sortal theory are true when each expression s(x) is read as “x is an element of 
sort s”. For example, if the sortal theory contains the clause Vx(s(x) A s’(x) + I), 
then sA and sIA are disjoint; if it contains Vx(s(x) + s’(x)) then sA E s’*. We write 
don@) for the union of the sets s*. 
l For each relation symbol R, say of arity n, an n-ary relation R* on dam(A). 
l For each function symbol F, say of arity s~^...*s,_ 1 + s,, a function F* whose 
domain is the set (so” x a.. x s.“_ 1) n (CIF)*, taking its values in the set s,“. 
The constants of 0 are the function symbols of arity -+ s; we write cS for a constant of 
this arity. Likewise each variable will now have a sort; xS is a variable of sort s. If 
to, .**, t,_,aretermsofsortss, ,..., s,_~, respectively, and F is a function symbol of 
arity (so*. . As,_l+s,), then F(t, ,.,., t,_,)isa termofsort s,. 
There are three kinds of atomic formula of 6: 
1. If to,... , t,- 1 are terms (of any sorts) and R is a relation symbol of arity n, then 
R(to, . . . . t,_ 1) is an atomic formula. 
2. If so.sl and s are sorts such that the sortal theory implies the clauses 
Vx(so(x) + s(x)) and Vx(sl (x) + s(x)), and to, tl are terms of sorts so, sl, respectively, 
then (t =s t’) is an atomic formula. 
3. There is an atomic formula 1. 
All the atomic formulas except I are said to be strict. 
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Atomic formulas of 0 are interpreted in a o-structure A in the obvious way; where 
a partial function leads to a term being undefined under some assignment, any atomic 
formula containing the term is reckoned false under this assignment. 
Clauses are formed from atomic formulas in the obvious way, and there is no 
problem about their interpretation. Every universal quantifier Vu” ranges over the 
domain of sort s. 
If Wis a Horn clause theory and 4 an atomic sentence, both in signature 0, then we 
define W ä C#J to mean that every a-structure which makes W true also makes 4 true. 
One can devise a complete proof calculus for this relation, and thus deduce: 
Theorem 16. If the sortal signature (T is recursively given and W is an r.e. Horn clause 
theory of signature a, then the set (4: W~I$} is also r.e. 
This is needed for the proof of Theorem 10 when sorts and partial functions are 
allowed. 
As before, a quasivariety is the class defined by a strict Horn clause theory. 
If W is a quasivariety defined by a strict Horn clause theory W in the sortal 
signature a, then a presentation for W consists of a pair (P, @) where E is a sequence of 
new constants, each of which has a sort in Sort,, and @ is a set of atomic sentences of 
the signature a + E got by adding the new constants C to a. This presentation defines 
a structure A in W as follows. 
Let Y be the set of atomic sentences 4 of a + E which are deducible from W u @ (i.e. 
such that Wu @ k~$). Let G be the set of all ground terms t of a + E such that if 
t contains a subterm F (tb, . . . , tA_ 1) then Y contains aF(tb, . .., tA_ 1). For each sort 
s we write X, for the set of terms t in G which are of some sort s’ such that the sortal 
theory implies Vx(s’(x) + s(x)). We define an equivalence relation ws on X, by putting 
t ws t’ iff the sentence (t =s t’) is in Y. The sortal domain sA will be the set of 
equivalence classes of -s. The rest of the definition of A is straightforward. 
It has to be checked that this structure A really is a a-structure, i.e. that it satisfies 
SortalTheory,. The condition on SortalTheory, guarantees this. Cl 
8. Remarks 
1. There are many specification languages, and the semantics which are on offer for 
the different languages are very varied. So it is hardly surprising that many of these 
semantics are quite different from the one proposed in this paper. 
In the first place, the purposes are different. The semantics proposed in this paper is 
based on an abstract analysis of what a specification language can do in principle, and 
it is intended for comparing one specification language with another. By contrast the 
semantics offered for a particular language will reflect what that particular language is 
good for. And secondly, there are different notions of what a semantics is meant to 
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capture. For example, if it is meant to describe in some sense the class of possible 
implementations, then it is bound to look different from ours. 
So, for example, there is nothing surprising about the fact that our semantics is 
different from the “loose” semantics associated with several algebraic languages uch 
as LARCH [7], (According to “loose” semantics, a specification is a kind of theory 
and its semantic interpretation is the class of models of this theory, at first approxima- 
tion. In some versions of loose semantics one cuts down the class of models, 
for example, to the term models or the term parts of models.) We should perhaps 
be surprised that our semantics is so close to the “second level of semantics” 
of ACT ONE (cf. [4]). Here I make no comment on this, except to say that it 
certainly should not be read as a vote in favour of ACT ONE as opposed to other 
languages. 
How is our semantics related to loose semantics? The answer is quite complicated 
and depends on the details of the language. A paper on mathematical foundations is 
not the appropriate place for a detailed discussion. But here are some pointers. 
a. A many-valued (and hence incompletely specified) function may be the same 
thing as a completely specified relation. 
b. A function whose value at a particular argument is unspecified may 
become completely specified (parametrically) when we take the missing value as 
a parameter. 
c. In practice, loose semantics often turn out to be a lot less loose than their 
advocates might suggest. For example, the theory associated with a specification is 
often an infinitary theory whose models are automatically term models, and inspec- 
tion shows that the theory (as it stands or after some innocent tweaking) often has 
a unique model up to isomorphism. 
d. Depending on how they handle proof obligations, some algebraic languages 
with loose semantics allow specifications which are not implementable in principle. 
These specifications were never intended to have an interpretation in our semantics. 
As points (c) and (d) suggest, engineering practice often imposes ome regularities that 
are not there in the official definition of a language. To compare one language with 
another, we need to seek out these regularities. (This is a major theme of Hodges [ 123, 
which studies a set-theoretic language.) 
2. Some readers will wonder why I allowed uncountable structures in the domains 
of specification functors, since they have no relevance to real-life computations. The 
reason was pure convenience, but it is not hard to eliminate the uncountable struc- 
tures if one wants to. 
Briefly, suppose Q is a category of structures; we write Q”” for the full subcategory 
of Q whose objects are at most countable. If a functor r : Q + W is directed-continu- 
ous, then its restriction to Qsw is a directed-continuous functor from Q”” to W’“. 
Conversely, if Q and W are quasivarieties and d : Q’“’ + W ‘w is directed-continuous, 
then the proof of Theorem 12 can be applied directly to d. 
Note also that if Q and W are categories of structures, and r:Q60+ W”” is 
a functor, then r is directed-continuous if and only if it preserves colimits of linearly 
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ordered diagrams of order-type o. Functors with this property are said to be 
o-continuous. 
3. It can be argued that Theorem 14 justifies initial model semantics in the 
following sense. Initial model semantics was introduced (first by Kaphengst and 
Reichel [13], and later but more definitively by the ADJ group [6]) for what were 
essentially engineering reasons: the semantics happended to work efficiently for the 
examples that people had to hand. As far as I know, there was no attempt to draw 
a line around the class of systems that could in principle be specified, and prove 
a theorem to the effect that initial model semantics would work for everything inside 
the line. Section 4 draws that line; Theorem 14 proves that theorem (see the end of 
Section 4 for examples). 
For two contrasting views of the role of initial models of Horn clause theories in 
computer science generally, see [l 1, 161. 
4. In an influential paper on specification of data types, Lehmann and Smyth [ 141 
proposed a definition of data types in terms of o-continuous functors, and claimed 
that their category-theoretic method “helps to explain the fundamental role of 
initiality, by showing that this is just (the generalization of) the least fixpoint prop- 
erty”. In spite of some common language, there seems to be very little in common 
between their conclusions and mine. 
Lehmann and Smyth work with certain categories of partial orderings; by implica- 
tion they study structures whose domains are these partial orderings. But much of 
what they say could be applied equally well to quasivarieties. Their central idea is that 
a data type is specified by giving an w-continuous endofunctor. For any o-continuous 
endofunctor T they define the category of T-algebras; they prove that this category has 
an initial object, and that this initial object is a fixpoint of T. They show that in a range 
of examples, the operations of the data type can be recovered in natural ways from the 
endofunctor. Via a detour through functor categories, they show that the map sending 
an o-continuous functor to its initial fixpoint can be recast as an o-continuous 
functor. These resulting functors are parametrised ata types. 
Lehmann and Smyth do not aim to prove that their class of functors derived from 
endofunctors is also definable in some other way, for example, in terms of initial 
algebras. In fact, their theorems are virtually all about the construction and properties 
of the fixpoints. Their comparison with initial algebras is entirely by examples. 
Thus, they do not have (and probably would not want) our Theorem 12, which 
implies that every parametrised ata type in their sense, with domain the class of finite 
or countable structures in a quasivariety, is in fact definable in terms of initial 
algebras. 
The converse theorem would say that every parametrised ata type definable in 
terms of initial algebras is also definable in terms of fixpoints of endofunctors. Before 
trying to prove this, we would need to define what is a “data type definable in terms of 
initial algebras”. One essential part of the idea of a data type, it seems to me, is that it is 
closed off under some process of adding elements. (For example, a stack can have any 
element of the appropriate type pushed on top of it.) Fixpoints are a very natural way 
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of expressing this idea of closing off. I do not know a natural way of expressing it in 
terms of initial algebras. 
In short, Lehmann and Smyth “help to explain fundamental role of initiality” by 
looking at it in a new light from the point of view of category theory; but they do not 
offer any measure of its power to define functors. Moreover, they are concerned with 
the specification of data types in particular, and the implications for specification in 
genera1 are not so clear. 
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