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Preface
Scores of literature have been published in the area of process identification. Most
of them work fine for simple systems. But the real life problems are quite complex
and multivariable in nature. There are, however, very few contributions which lead
to algorithms which really work in practice. So from the viewpoint of practitioner
one can say.
"Yes everything seems to work well in theory, but not in practice."
From the theoretician point of view this can be answered in two ways.
" The implementation of the underlying theory is not perfect and one needs to
develop effective implementation method"
or
"The present body of knowledge is not sufficient to solve the problem efficiently,
hence there is a need to develop a new method"
I tried to address the problem form the latter prospective. Bridging the gap
between the theory and practice of process identification has been the primary issue
of my research. I feel that theory which can be translated into practice is far better
.than its counterpart which fails to cross the boundary.
Some of the chapters presented in this thesis would be difficult to grasp for the
first time reader or a novice in the area of process identification. I would like to
apologize for that, but would like to point out, "A step in a right direction is always
better that no step at all".
May 7th, '96
v
Hemant Jha
Lehigh University
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Abstract
The availability of the process model is the first and the most important step in
the design of a model based control1er. The dynamic model can be obtained from a
process operating in open or closed-loop configuration. Closed-loop identification is
beneficial not only from the economic viewpoint but also from the perspective of the
controller's design. Selecting the injection point for the identification input signal,
affect the frequency accuracy of the derived model. Prediction Error Method (PEM)
and Subspace methods are the two major classes of techniques which are examined
here. The classical PEM methods, like direct identification, work well for data
having low noise to signal ratio. The accuracy of the identified model deteriorates as
the noise contribution in the signal is increased. The Two Step Method overcomes
this drawback by breaking the problem in two open-loop identification step. It
is indicated that the existing controller tuning plays a vital. role in deciding the
location of the external signal. The signal is injected such that the corresponding
input-output sensitivity function is flat in the desired frequency range. This leads
to lower bias in the identified model.
For multivariable systems the number of parameters to be identified for PEM is
quite large and the convergence to the global minimum is difficult to achieve because
it involves the solution to a nonlinear optimization problem. Subspace techniques
are non-parametric and non-iterative in nature and hence are suitable in the identifi-
cation of complex multivariable systems. They use advanced linear algebra concepts,
like matrix projection, singular value decomposition and QR factorization for an ef-
fective implementation. Matrix projections form the basis for subspace algorithms
and hence are examined in some detail. The closed-loop problem is solved in a
1
jI
joint input-output manner. The open-loop subspace technique is applied to identify
the overall closed-loop transfer function between the combined output (consisting of
plant inputs and outputs) and the external signal from which the information about
the plant dynamics can be obtained by suitable matrix manipulation. A symetric
view of the closed-loop configuration is used to prove that defining the combined
output in terms of controller input and output variables results in the identification
of the controller transfer function. The required matrix manipulations are explained
in terms of the state space description of the overall closed-loop system. This closed-
loop algorithm is simplified further and the plant and controller states are extracted
separately by modifying the least squares identification procedure. It is pointed out
that this simplified algorithm leads to a biased estimation of the state sequence for
data of finite length. The stability of the identified model can be guaranteed by
modifying the extended controllability matrix.
Simulation results from the 4x4 Amoco FCCD, operating in closed-loop with PI
controllers, are presented to compare the performance of the Two Step method and
the Subspace identification technique. It is indicated that the subspace algorithms
identify all the process transfer function quite accurately, whereas the Two Step
method identifies only some of the transfer function fairly well.
2
Chapter 1
Introduction, Motivation and
Background
System Identification is quite a diverse and challenging field. A lot of interesting
developments have taken place in this area during the last few decades. This has
not only improved our understanding about the area but also increased the range of
the problems that could be addressed by it. In Section 1.1 we introduce the problem
statement of this thesis and explain the motivation behind solving this problem. Sec-
tion 1.2 explains some basics concepts regarding system identification. The attempt
is to introduce this vast area from the user's or practitioners perspective. Section
1.3 outlines the important development which has taken place recently in the area
of system identification. It also indicates the future trends and possible direction of
research. Section 1.4 explains the organization of this thesis.
3
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1.1 Motivation and Background
A process plant consists of large number of complex unit operations i.e reactors,
distillation columns, compressors etc. These unit operations are required to operate
according to predefined specifications. A control system causes the process to oper-
ate in some desired fashion. In the absence of such a system, the uncertainties in the
process behavior (unmeasured disturbances) will drive the process to a different and
undesirable operating point. Furthermore, recent trends in economic and environ-
mental conditions have imposed more stringent demands on process productivity,
product quality and process flexibility. Higher quality standards are demanded at
lower operating costs and with less harmful emissions. The required control perfor-
, .
mance could be achieved by replacing traditional control strategies (e.g PID) with
more advanced control strategies such as Model Predictive Control (MPC). Imple-
mentation of MPC requires at least the knowledge of a linear model of the process.
Moreover, periodic modeling of the process may be required to achieve the desirable
state of operation because the process characteristics may change with time.
Process modeling can be classified into several subgroups: the white-box, 'the
black- box and the grey-box modeling. The former method is based on the for-
malization of fundamental knowledge of a dynamic process, such as physical laws
and relations. This approach often leads to a very detailed model for the process.
The second approach, black-box modeling, is the development of a model form
the observed or collected data and can be referred to as a data driven model.This
is also commonly referred as system identification A grey-box model is built from
the observed input-output data as well as from the prior knowledge of the process.
Typically, a grey-box model is developed from first principles and the value of the
involved parameters are evaluated from the observed input-output data. Models
identified using the system identification techniques are less detailed and are suit-
able for the development of a model based controller. In this thesis we just focus on
the development of models based on the system identification techniques.
Traditionally, open loop data is used for system identification. This is an un-
desirable state of operation for plant managers due to safety and product quality
4
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requirements. The disturbances affecting the plant may drive the process to an un-
desirable state if the process is operating in open loop. Hence there is a great need
to perform the identification step in closed loop. Focus of the project is to adapt
and further develop closed-loop identification methodologies for the identification of
black!box models suitable for controller design.
During the early days of feedback control, the controllers were constructed by
trail and error. The control theory took a big leap by the introduction of PI and
PID controllers and their corresponding tuning rules. (Zeigler and Nichols, 1942)
These tuning rules proved successful in most of the industrial application because
they provided reasonable initial guesses. Furthermore, the desired performance was
obtained by fine tuning the controllers in the field. The drastic increase of energy
bills in 1970's lead to the development of energy efficient processes. The developed
processes were quite complex in their processing scheme because of the energy inte-
gration of the system. Integration of various units lead to the decrease in the energy
consumption but only at the cost of more complex and interacting system. The job
of control engineer became difficult as the available PI and PID controllers proved
inadequate for complex multivariable system. This lead to the development of new
branch of control theory called model-based controller design, which expanded the
dimension of the problem that could be addressed by effective process control tech-
niques. This explains the growing interest in the area of model-based controller
design. The basic assumption made in the application of this technique is that the
dynamic characteristics could be described by some model. The black box mod-
els are particularly suited for these application because controller design techniques
generally require a mathematical model only describing the input-output behavior
of the process. (Morari and Zafiriou, 1989; Astrom and Wittenmark, 1~89)
A general closed-loop configuration of a multivariable plant is schematically
shown in Fig 1.1. The objective is to keep the plant outputs close to their setpoints,
even in the presence of unknown disturbances. The typical outputs of the plant
which are to be controlled are inventory levels, process temperatures and pressures,
product concentration and some of its flowrate. The plant outputs are fed-back
to the controller, where they are compared with the desired setpoints. The errors,
5
1.1. MOTIVATION AND BACKGROUND
utput
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Controller Plant
tpoint Control 0Action
Se
Feedback
Figure 1.1: A general setup of plant with controller
differences between the plant outputs and the setpoints, is then used to calculate a
control signal which drives the process input· such that the outputs remain closed.
to its setpoint. The required knowledge of the system, which the controller uses
to calculate the control moves, is obtained from the system identification step i.e
from the data set of input-output measurements. The input-output data is usually
obtained from experiments which consists of injecting a test signal at the process
input and recording the dynamic behavior of the plant outputs as well as the used
inputs. The input signal should be designed such that it excites the important plant
dynamics. Hence we are ready to state the problem statement of this thesis.
Given a complex multivariable system with unknown dynamics} d.esign the closed
loop experiments so as to obtain relevant plant dynamics and develop identification
methodologies such that the identified process model could be used in the design of
high performance model based controller.
The problem statement basically addresses three major issues:
• Closed Loop Experiment Design
• Development of Closed loop Identification Methodology
• Identification of process model suitable for the design of high performance
model based controller
Each of the step is interlinked with the other. The Controller design step will
6
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fetch good results only when the model identified form the second step is accurate
enough. Moreover, accurate model can be obtained only when the identification
experiment is properly designed. But the design of experiments for a given system
requires some a priori knowledge about the system dynamics. So the identification
task is an iterative procedure. The identified model can be used to determine the
frequency range of interest and hence help in the design of tl:ie most proper input
signal, the second time around.
1.2 System Identification: A Quick Overview
In the area of process control the identification problem can be referred as the
process of obtaining a good and reliable process model with a reasonable amount of
work. Number of techniques have been developed over the years to accomplice this
task successfully. Since these methods are quite general in nature, they leave several
choices for the user to tailor them according to his own specific needs. Experimental
design, candidate model structure for data representation, estimation method, model
validation methods are some of the choices which the user has to make for the
application of these techniques.
As indicated in Ljung (1987) and Soderstrom (1989) the experimental design step
is one the most important step in identification. The experimental design includes
the following aspects about the input and the outputs:
• Which inputs should be excited, how they should be perturbed, how much
they should be varied and for how long
• Which outputs should be measured and how often.
The test signal should be selected such that the data obtained is informative
enough i.e the input is persistently exciting (Ljung, 1987). The presence of process
disturbance and measurement noise mainly affects the variance of the estimated
model parameters. The variance of parameters can be reduced by increasing the
7
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System Identification
Figure 1.2: A general methodology used for System Identification
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System ldentifirolion
Figure 1.2: A general methodology used for System Identification
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length of the identification experiment. In practice the data acquisition is not cost-
less, hence the length of the experiment is dictated by economic considerations.
The energy of the test signal should be concentrated in the frequency range where
precise information is required about the process. The requirement of informative
experiment still leaves the user with a considerable degree of freedom in designing
the experiments. Hence one can analyze the "best" experiment within the set of
informative ones. This is referred as optimal input design. Survey papers on this
aspect details some of the progress made in this area (Goodwin and Payne, 1977;
Mehra, 1981; Zarrop, 1979). Depending on the intended model application Gev-
ers and Ljung (1985,1986), Franklin and Kosut (1989) attempted to optimize the
experimental design.
Choice of sampling rate is another design aspect during identification. Slower
sampling rate leads to data set that is less informative, whereas higher sampling rate
leads to poor noise rejection capabilities of the model. Moreover, a model built from
data with a sampling interval that is small, compared to the natural time constants
of the process, leads to a numerically sensitive procedure (poles are clustered around
unit circle). (Ljung, 1987). So a good choice of sampling rate should be a trade
off between the noise reduction and the relevance of the process dynamics. The
collected data has to be prefiltered before it is used in the identification algorithm.
Filtering of data suits two important purpose:
• Removes the information which can cause error in the estimated model
• Improves the model accuracy in the desired frequency range.
Data filtering involves removal of outliers, e.g error in measurement devices which
contains no relevant information. Furthermore, least squares prediction error meth-
ods are relatively sensitive to this type of error. Low pass filtering of data removes
the higher frequency component and avoids the distortion of the frequency spectrum
due to aliasing. Removal of mean, linear trends and low frequency drifts, improves
the quality of the estimated model.
So far the problem of obtaining the data suitable for dynamic modeling has
been discussed. In order to utilize these data for estimation and control design
9
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it is necessary to select a model structure to represent the data. Model structure
selection basically involves:
• Choice of type of model set. i.e selec~ion between a nonlinear and a linear
model, between a parametric or a state space type of model, and so on.
• Choice of size of model in the assumed model set and model parameteriza-
tion. For parametric models this refers to the choice of degrees of polynomial,
whereas for a state space model it refers to the order of state-space model
The quality of the identified model can be viewed in the background of bias and
variance. Bias in the identified model can be reduced by increasing the number
of parameter in the model structure. But the flexibility obtained is only at the
cost of increased parameter variance. So the best model structure is thus a trade
off between reducing the bias and the variance of the parameters of the identified
model. Given an identified model the quality should be evaluated with respect to
the model capability to describe the data, the model complexity and the intended
application. Once a model set has been chosen the identification procedure provides
us with a particular model in the model set. This model may be the best available
one, but the crucial question is whether it is good enough for the intended purpose.
Testing if a given model is appropriate is known as model validation. Usually the
performance of the the model is evaluated by calculating the error, related to the
model accuracy with which it predicts, on a fresh data set and is referred as cross
validation. Some important results detailing the effect of design parameters on the
bias distribution was reported by Wahlberg and Ljung (1986).
1.3 Recent Development in system identification
Economic and safety reasons have increased the need to perform the identification
experiment in closed loop. If the plant is open-loop unstable it is impossible to do an
open-loop test without damaging the plant and its environment. Even if the plant is
open-loop stable the controller must stay active to react to the disturbances. Other-
wise the plant will be producing lot of off-specification product during the open-loop
10
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identification tests and hence will result in loss of revenue. Several methods have
been presented in the literature to identify a model from closed-loop data i.e di-
rect identification, indirect identification, joint input-output identification. Direct
identification consists of straightforward application of prediction error method to
the recorded input-output data, neglecting the presence of feedback. The bias intro-
duced by the approximation has been calculated in Ljung (1987). The identifiability
conditions have been derived by Anderson and Gevers (1982), Wellstead (1978) and
Ljung et. el (1974)..
Indirect identification consists of two sequential steps. First, the closed loop
transfer function between external signal and the plant output is identified. The
basic assumption made during the application of indirect identification is that the
controller transfer function is known. Estimates of the closed loop transfer function
and the knowledge of the controller is then used to calculated the plant transfer
function. Properties of indirect identification have been considered by Ljung et.
el (1974), Soderstromet. el (1975), Gevers (1978) and Zhengand Feng (1991).
In the joint input-output method the closed loop system is viewed as black box
with white noise source as input and the process input and output as the joint
output. The resulting black box model can be estimated using prediction error
method (Soderstrom and Stoica, 1989), spectral factorization (Anderson and Gevers,
1979) or stochastic realization (Van der Klauw and den Bosch P.P.J, 1991). The
identifiability with joint input-output has been considered by Sin and Goodwin
(1980), and by Aling and Bosgra (1990).
Application of most of the methods discussed above, results in the estimation of
biased model. It has been realized that due to undermodeling there will always be
a plant model mismatch. This has lead to the development of the algorithm Two
Step Method which controls the bias distribution explicitly. The Two Step Method
of Van den Hof and Schrama (1992,1993) , controls the bias of the identified model
by solving the identification problem in two steps, each of which uses the open loop
identification technique. Control of bias distribution during identification has added
a new dimension in the area of identification. In control literature it is commonly
known as control-relevant identification. The idea is based on the fact that the
11
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model has to be more accurate in certain frequency range for the design of high
performance controller. This design aspect is taken care during identification, to
come up with models which have lower uncertainty in the desired frequency range.
Several algorithms incorporating the identification step in the controller design step
has been proposed in the literature. (Schrama, 1992j Shook et al., 1992; Astrom,
1993j Rivera and Bhatnagar, 1992; Rivera et al., 1992).
Traditional system identification techniques like the Prediction Error Method
(PEM) (Ljung, 1987) and the Instrumental Variable Method (IV) (Soderstrom and
Stoica, 1989), performs well on many systems. But they fall apart as the complexity
of the system increases. Use of PEM for multivariable cases results in a nonlinear
optimization problem with large number of unknowns (> 100), for which the optimal
parameter estimation is practically impossible. The solution to this problem is
the use of Orthonormal basis functions (Heuberger, 1991)." so that the optimization
problem reduces to a least squares one. The development of a state-space model
is another important approach. Subspace based state-space identification methods
result in a numerically reliable state-space model even for complex multi-variable
dynamical systems.
Most of the a priori parameterization can be avoided by using the state space
approach. The only input required is the number of block rows to be used for defining
the Hankel matrix (Van Overschee, 1995). The order of the system is determined
through the inspection of dominant singular value of the oblique projection matrix
which is calculated during identification. Subspace identification algorithms are the
input-state-output generalization of the classical realization theory as developed in
the sixties. Classical Identification scheme (Ho and Kalman, 1966) identifies a state-
space model from the impulse response (Markov Parameters). Number of algorithms
has been proposed to improve the robustness of this algorithm. (Dicksinson et al.,
1974bj Dicksinson et al., 1974aj Kung, 1978j Zeiger and McEwen, 1974). Most
of them introduce the SVD as a tool to reduce the sensitivity to errors in the
measured impulse response. Furthermore, recently number of algorithm extending
this idea has been reported in the literature. (Ljung, 1991j King et al., 1988; Liu
and Skelton, 1991; Bayard, 1992). A non-parametric approach for the estimation of
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impulse response is the use of frequency domain identification. Mackelvey uses the
inverse discrete Fourier transform for the non-parametric estimation of the transfer
function (McKelvey et al., 1994; McKelvey, 1995b; McKelvey, 1995a). This approach
is interesting from the viewpoint of control-relevant identification because the bias
in the frequency domain can be directly affected during the identification. The class
of techniques, which identify the impulse response coefficients from the input-output
data, is referred as realization-based subspace identification methods.
Realization-based subspace algorithms requires special input sequences such as
impulse response or white noise sequences, hence are difficult to apply in practice.
This lead to the development of another class of identification algorithm which are
referred as direct subspace identification algorithms. The alternate. approach is the
estimation of the observability and/or the controllability matrices without forming
the impulse response coefficients (Moonen et al., 1989; Moonen and Vanderwalle,
1990; De Moor et al., 1988; Verhaegen and Deprettere, 1991; Verhaegen, 1993; Ver-
haegen, 1994; Viberg M. and Ljung, 1993). Meanwhile, the stochastic realization
problem can also be solved to get the noise characteristic. The pioneering work of
Akaike (Akaike, 1974; Akaike, 1975) introduced the canonical correlations in the
stochastic realization framework. Useful insights can be obtained form recent work
on stochastic identification problem. (Arun and Kung, 1990; Desai and Pal, 1984;
Desai et al., 1985). Several techniques has been proposed recently to solve the com-
bined ( deterministic-stochastic) identification problem (Larimore, 1990; Verhaegen,
1991; Verhaegen and Dewilde, 1992; Van Overschee and De Moor, 1994b).
Some good review papers have been recently published on this subject which
describe the whole class of subspace algorithms (Rao and Arun, 1992; VanDer Veen
et al., 1993; Viberg, 1994). The area of subspace-based system identification is still
not very mature. The problem which is yet to be answered is the accuracy of the
estimation from finite length of data. For PEM, the expression for the parameter
variance and the approximation performance (the bias distribution) is well-known
(Ljung, 1987). Whereas for subspace identification the results concerning the asymp-
totic bias in the case of undermodeling is yet to be published. An effort of relating
subspace identification to the classical techniques is suggested in Janson (1994),
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where the unknown state sequence is replaced by a reconstructed state sequence
from an optimal observer. (Jansson and Wahlberg, 1994). An interesting inter-
pretation connecting the weighting of oblique projection in subspace identification
with the pre-filtering in PEM is presented by Van Overschee. (Van Overschee and
De Moor, 1993b; Van Overschee and De Moor, 1994c; Van Overschee and De Moor,
1994d; Van Overschee and De Moor, 1994a)
1.4 Organization of the Thesis
Chapter 1
Explains the motivation behind the closed loop system identification and states the
problem addressed in this thesis. It gives a quick overview about various aspects of
system identification. Moreover, the traditional techniques and some recent devel-
opment are discussed to get some useful insight about the closed loop identification
problem and indicates the trends in the future research.
Chapter 2
Classical identification schemes like Prediction Error Method (PEM) and Instrument
variable (IV) Method are discussed in detail. The advantages and disadvantages of
traditional closed loop identification techniques like direct identification, indirect
identification and joint input-output identification are discussed. The frequency do-
main expressions for each of the methods are analyzed to get some knowledge about
the possible bias distribution. Furthermore, a known SISO system is considered to
provide some guideline about the possible injection point of the external signal in
the closed loop. A recent development in the area of closed identification, the Two
Step Method, is also described in detail. The identification results for the Amoco
FeCD using the Two Step method and the direct identification are compared to
prove the effectiveness of Two Step method.
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Chapter 3
This chapter introduces the subspace based state space identification algorithms.
The geometric tools regarding matrix projections is discussed. Since matrix projec-
tion forms the basis for subspace identification algorithm, concept like the vector
space, column space, row space etc. are dealt in detail. The chapter introduces the
simple problem of subspace identification of deterministic systems, where process
noise and measurement noise are assumed to be zero. Even though the results have
been published somewhere else in this area, we discuss it here because we want to
introduce the reader to the area of subspace system identification. Moreover, the
open-loop deterministic technique forms the basis for the closed loop problem which
is discussed latter in the thesis. The combined deterministic-stochastic algorithm is
also discussed to give a complete picture about the identification problem. In each
method, it is discussed how the system states can be recovered from the plant input-
output data. The reader should refer to the following publication for fine details
and more through treatment of the subject. (De Moor, 1988; Van Overschee and
De Moor, 1992; Van Overschee and De Moor, 1993aj Van Overschee and De Moor,
1994b; Van Overschee and De Moor, 1994cj Van Overschee and De Moor, 1994dj
Van Overschee, 1995).
Chapter 4
Open loop identification techniques are not directly applicable to closed loop data
due to correlation between input and ~nmeasured disturbances. -Current subspace
theories and methodologies support state-space identification for open-loop data
only. Hence there is a need to develop a technique such that it could be applied to
closed loop data. The chapter describes such a methodology which extends the open-
loop identification algorithm to closed-loop data by incorporating a modification in
the open-loop identification algorithms. The validity of the method is proved using
the linear algebra concepts. The chapter summarizes the derivations which were
done to support the development. In addition a technique to increase the robustness
of the algorithm is also proposed. The technique guarantees the stability of the
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identified model whereas traditional methods tends to compute unstable systems
for lightly damped poles. The stability aspect is really critical when identification is
done online, so the proposed identification scheme is suitable for online application
too. Simulation results from a 4th order S1S0 system indicates that the proposed
~algorithm does a reasonable job of capturing the system dynamics. Moreover, the
result suggests that controller transfer function can also be identified accurately.
The suggested stability modification was applied to a 2nd order lightly damped
system and the validity of the technique was proved.
Chapter 5
The chapter presents the application of the developed closed loop subspace algo-
rithms on a MIMO system. The algorithm was applied to a 4x4 Amoco FCCU
operating in closed loop and the results are compared with the Two Step algorithm.
Chapter 6
Summarizes the present work on system identification. The research in this area is
far from over as lots of question of practical importance are yet to be answered. The
major issues in this area was spotted and was listed as future work. Possible ways
of improving the current theory has also been indicated.
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Chapter 2
System Identification : Prediction
Error Method
In this chapter we present the basic tools required for process identification. The focus
here} is to discuss the classical and the recent development in the area of Prediction
Error Method. In Sec. 2.2 we discuss the open loop identification methods. Sec
2.3 introduces the techniques which have been developed in the area of closed loop
identification. Sec. 2.3.4 discusses one of the promising closed loop identification
methodology namely Two Step Method. Frequency domain expression for Two Step
Method is analyzed to evaluate the bias distribution for the case of undermodeling.
Simulation example for open and closed-loop identification are presented in Sec 2.4
to get some some insight into the theory which is discussed in this chapter. Some of
the closed loop identification issues like] location of external signal in the loop] design
of input signal} is treated in Sec 2.4. Since most of the real life measurements are
corrupted with noise} results of noise to signal ratio on the identification methodology
is discussed in Sec 2.4.2
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2.1 Preliminaries
We will assume that the true process can be described as
ST : Yk = G(z )Uk +H(z )ek (2.1 )
where Yk is the process output, Uk is the process input and ek is a zero mean
random signal. G(z) and H(z) are process and disturbance transfer functions re-
spectively. We wish to estimate the model for the plant of the form
M : Yk = G(z, B)Uk +H(z, e)e~ (2.2)
where e~ represents the prediction error for the model with G(z) and H(z) as
process (lnd disturbance transfer function respectively. Our goal is to perform es-
timation of the parameter vector B such that the model captures the important
dynamic properties of the plant. To extract enough information about the process,
the input signal need to be sufficiently rich or persistently exciting (Ljung 1987).
2.2 Open-Loop identification
The Literature is quite rich in the area of open loop identification. Important
inferences can be made about the closed loop identification problem from the open
loop techniques. Hence the open-loop technique'S should be addressed before we
delve into the close-loop problem. Several approaches can be taken to tackle the
open loop problem. They can be broadly classified as follows :
2.2.1 Parametric Identification
Prediction Error Method
Given the description Eq. 2.2 and having at hand the input-output data (u,y), the
one step ahead prediction error can be computed as (see Ljung(87) for the basi2s
theory)
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1 K=N
where (GN(z, ()), HN(z, ())) = argmin- l: L(z) [ek(())]2 (2.4)
N K=l
The objective function for parameter estimation is to minimize the squared fil-
'..}
tered prediction error. Prediction errors are prefiltered, by L(z), to facilitate better
control over the frequency domain bias in the estimated process model. Eq 2.2 can
be written equivalently in the frequency domain as
(2.5)
representing the output error spectrum as
(2.6)
where <I>u and <I>v represent the power spectra for the input and disturbance
variables, respectively. Eq. 2.5 illustrates the fact that G( ()) converges to the model,
within the assumed model set, that minimizes a frequency weighted integral of the
squared error with a frequency weighting, a function of input signal power spectral
density <I>u, prefilter transfer function L(z) and the noise model H( ()). One important
advantage of open loop identification is that consistent estimates of the process
transfer function caIi be obtained, even if the assumed noise model is incorrect, as
long as H( ()) and G( ()) are independently parameterized. This is because of the
fact that model parameters G(z, () and the unknown noise characteristic <I>v appear
separately in the optimization criteria (Eq. 2.5).
The optimization criteria given by Eq.2.5 will result in an accurate plant model
for the frequency range where input spectrum is higher in magnitude. In other
words, the bias IG - GI will be small where <I>u is higher in magnitude. For the
case of independently parameterized noise model the parameter of the noise model
converges to the value such that the model noise spectrum IH(z, ())1 2 resembles the
error spectrum <I> ERR as much as possible, within the chosen model noise spectrum.
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, -1
Ideally <I> ERR should be white noise and hence H( z, B) should be the inverse of
the actual noise transfer function. For the case when the plant and disturbance
model have some common parameters, no clear cut estimate of the resulting model
accuracy could be given. Intuitively speaking, the common parameters in the process
and the disturbance model will fit the process model in the higher frequency range.
Hence an ARX model will result in high frequency fit. To avoid this problem the
plant model and the noise model should be independently parameterized and the
possible choice of models for this case are Output Error (9E) and Finite Impulse
Response (FIR) model. ,The main features of the model obtained form the open
loop identification are:
1. In the case of ST E M, the objective function is minimal when G(z) = G(z, B)
and H( z) = iI(z, B) and we get consistent estimates of both the process and
disturbance transfer function.
2. For the case of ST ~ M and GEM, we can get consistent estimate of
G irrespective of H( z, B) by using independent parameterization of G and
iI. This is an important issue form the controller point of view since we
are more interested in obtaining an accurate estimate of G(z) and not the
noise/disturbance transfer function.
3. Often the ;~se is that the models G(z, B) is only a lower Qrder approximation
of the actual process and we may have a situation in which P ~ M. In this
case, we can still influence the bias distribution by proper choice of the input
spectrum and/ or the prefilter L(z).
These are important characteristics of an identification scheme since they estab-
lish the conditions under which consistent estimate can be obtained.
Instrumental Variable Methods
The predictor model can be expressed in a linear or pseudo-linear regression model.
Regressors are constructed from the past input and output data. Least square
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estimate of ecan be expressed as
(2.7)
Due to correlation between vo(t) and ¢(t), eN will not tend to eo in typical cases.
So general co~relation vector e(t), instrumental variables, can be used which has the
property E(e(t)vo(t)) = O. This gives
(2.8)
The models presented in this thesis are estimated primarily using Prediction
Error Method (PEM). A good initial guess of parameters are required particularly
for MIMO case because of local minima problems. In these cases instrumental
variables could serve as an handy tool to form an initial estimate for the PEM
approach.
2.2.2 Non-parametric Identification
A non-parametric method provides the model for G(z) only. No parameterization
is done in this case. Since only a small data reduction is achieved, the variance
of the estimate is quite high. Hence this technique should be applied only when
sufficient measurements are available, otherwise it could lead to highly misleading
results. Techniques, like windowing, are applied to smoothen (can also be referred
as variance reduction) the estimate but only at the cost of the introduction of bias.
If the window is "wide", then many frequencies will be weighted together in Eq.
2.11. This will lead to a smaller variance in the transfer function estimation. But at
the same time it will result in increased bias. So the width of the window will thus
control the trade-off between bias and variance. Some common windows used for
this purpose are Bartlett, Parzen and Hamming. Non-parametric method serves as
a good validation tool for parametric identification. Equation 2.1 can be interpreted
in frequency domain as
21
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'.
IG(eiw )/2<J?U(W) + ).IH(eiw )/2
IG(eiW )1 2<J?u
(2.9)
(2.10)
the spectral estimate is obtained from the input output data by applying suitable
lag window WM . The estimates are then formed as (Ljung 1987)
r=M
<I>u(w) = L Ru(T)WM(T)eiwr
r=-M
(2.11)
<I> (w) = <I> (w) _ leI!yu(w)12
v y cI>u(w) (2.12)
2.3 Closed Loop Identification
e(t)q/l
+
r(t) + +~O ~I +~O y(t)~I u(t) G(z) ~~ C(z)
Figure 2.1: Closed loop system configuration
It is assumed that under the influence of feedback controller C (z) the closed loop
system is stable. The closed loop identification problem is to estimate process model
G(B) from the closed loop data {YN, UN} as shown in figure 2.1. It is assumed that
"
the external signal Ud( t) or r(t) is present. The relationships between various signals
can be given by equation 2.14 and 2.13, whereas S(z) = (1 + P(z)C(z)t 1 is the
closed loop sensitivity function.
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u( t)
y( t)
S(Z)Ud(t) + C(z)S(z)r(t) - S(z)C(z)H(z)e(t)
S(z)P(Z)Ud(t) +P(z)S(z)r(t) + S(z)H(z)e(t)
(2.13)
(2.14)
Given the closed loop configuration of Fig 2.1, we are interested in a solution
of the closed-loop identification method such that the attractive features of the
open-loop identification problem are retained. The open-loop prediction error iden-
tification methods applied to closed loop data, can yield parametric model that
describe that dynamic behavior of the process. However, the identification criterion
as given by Eq. 2.5 and the subsequent interpretation is not valid when applied
to the closed loop data due to the correlation between U and e and the inherent
difficulties associated with the closed loop identification. The problems in closed
loop identification are due to identifiability and bias.
Identifiability: It refers to the ability to estimate the model parameters using the
closed-loop data. There are two types of identifiability concepts given in literature
(Rivera and Bhat ,92)
• System Identifiability (SI): Model parameter estimates that correctly represent
the dynamic behavior of the process can be obtained from the data provided
that certain conditions are met with regards to the model parameterization,
controller configuration and experimental conditions .
• Strong System Identifiability (S8I): This property means that no special re-
strictions are imposed on the model parameterization or the controller to be
able to obtain parameter estimates.
Bias : Bias refers to the error between the model and the process transfer func-
tion that occur in the identified model due to factors as model parameterization,
input signal and the experimental conditions. We have seen the effect of bias while
discussing the open-loop identification. These errors persist even with infinite num-
ber of measurements are available and the identifiability conditions are satisfied.
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2.3.1 Direct Identification: (DI)
Direct identification consist of straightforward application of a PEM to closed loop
data ignoring the effect of feedback. The frequency domain objective function for
this case is give as
J~ V = 2~ 1: (IG - G(OW [<T?ud(W) + ICI2<T?r(W)]) ISLH-1(OWdw
+2~1: (11 +G(O)CI<T?v(w)) ISLH-1(OWdw (2.15)
It is not possible to control the bias distribution in the estimation of G(B) be-
cause it is affected by the unknown disturbance characteristic, by the presence of
second term in Eq. 2.15, even if the process and the disturbance transfer function
is independently parameterized. In other words, the model parameters G(z,O) are
now directly effected by the unknown noise characteristic, <T?v. This is a serious
drawback of the direct identification and leads to a recent development in closed-
loop identification,referred as the Two Step method, which is described later in this
section. In spite of the serious drawback DI is still an attractive method due to its
simplicity. In the absence~oLan..y_externaLsigm~Lth~_IIl_odelwill try to approximate
the inverse of the _controller. Key features of the identification results based on the
Eq. 2.15 are
1. If ST E M, the objective function is minimal when G(z) = G(z,O) and H(z) =
H( z, 0) and we get consistent estimates of both the process and disturbance
transfer function.
2. However, if ST ~ M the estimate of P(z) would be biased even if P EM.
Thus is to say that we can not obtain unbiased estimates of the process trans-
fer function even with a correct parameterization if the disturbance transfer
function is not modeled correctly.
3. The model fit is influenced by the controller in two ways. First the controller
is present in the closed loop transfer function which weigh the bias term P - p.
We can also see the effect of the controller in (1 +P(0)t 1 which weighs the
disturbance transfer function.
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4. External signal is needed for closed-loop identification. Without the presence
of either Ud(t) or r(t), the model will try to approximate the inverse of the
controller, -C-1 .
5. Also, we do not have direct control over the bias in the estimation of G{z,B)
in the case of under modeling since' the bias distribution still depends on the
unknown distribution characteristic due to the second term in Eq.2.15. In this
case, even the independent parameterization of process and the disturbance
transfer function does not eliminate the bias unl~e the case of open loop
identification problem.
From the practical point of view the identifiability conditions can be assured by
injecting a persistently exciting signal.
2.3.2 Indirect Identification: (II)
Indirect identification Method consists of two sequential steps:
1. The closed loop transfer function is estimated between the external input and
the output.
2. Estimate of the process transfer function is obtained from the known controller
transfer function and the estimate obtained from the first step.
For the case when the signal is injected at the setpoint, the first step involves
the identification of Ge(z) = G(z)S(z)C(z) and He = S(z)H(z) as process and
disturbance transfer function respectively. The model (G(z, ()), H(z,fn) is obtained
as
whereas (Ge ( ()N), He( ()N)) is the closed loop model obtained from {Yt, rt} in the
first step. G(()N) can be estimated correctly only if the model in the first step is
determined accurately, which is impractical as the unmeasured disturbances effect
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the bias distribution. Similar to direct identification the identifiability conditions are
satisfied in the presence of an external signal. But the assumption the the controller
transfer function is known is quite restrictive for the application of this technique.
It may not be always possible to obtain this information in practice.
2.3.3 Joint Input-output Identification : (JIG)
J In Joint inpltt-output identification the closed l~op system is treated as a black box
with white noise as an input and the process input and output variables as the
output variable of the closed-loop black-box system. The closed loop system can be
described as
Zt = ( ~:) [~::~:: ] ( 1::: ) (2.17)
where ~y,t and fu,t are the uncorrelated white noise input to~e system. It can be
shown that G(BN ) = W12(Z)W22(Zt 1 . Either of the three method, PEM, spectral
factorization or stochastic realization could be applied to estimate W.
2.3.4 Two Step Method
..
Two step ( Van den Hof and Schrama 1993) method is arecent development in the
area of closed loop identification. Consistent estimate of plant transfer function can
be obtained from the closed loop data even in the situation where the noise model is
not accurate. Moreover, explicit expression for the bias distribution can be obtained
of the resulting model. Steps involved in the identification methodologies can be
summarized as
1. The clo~ed loop sensitivity function is identified from the closed loop data
using high order linear model. The identified model is used to reconstruct the
noise free input signal.
(2.18)
(2.19}
U(t)
y(t)
2. The reconstructed signal then is used to identify the process transfer function.
C>
So(q) [Ud(t) +C(q)r(t)] - So(q)C(q)Ho(q)e(t)
So(q)Go(q) [Ud(t) +C(q)r(t)] +So(q)Ho(q)e(t)
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whereas un = So [Ud(t) +C(q)r(t)] is the reconstructed noise free, input, hence the
process transfer function can be estimated by '.
y(t) = Go(q)un+So(q)Ho(q)e(t) (2.20)~
This method reduces the closed loop problem to two open loop identification prob-
lems. In both the steps one step ahead prediction error criteria is used for identifi-
cation. The_open loop identification criteria can be used in both the steps because
the inputs ud,ur (first step) and un (second step )are uncorrelated with the noise
e(t). Identification criterion in £.frequency domain can be represented as (Van den
Hof and Schrama 1993)
Frequency Domain Expression for First Step :
(2.21)
Frequency Domain Expression for Second Step:
(2.22)
The first and second step are parameterized with parameter vector 13 and ()
respectively. Where as Hu C(3) , Hy ( ()) are noise model, and L1, L2 are the prefilter.
Since noise model and the process model should be independently parameterized,
high order FIR, OE or Orthogonal FIR can be used for this purpose. The first part
in the Eq. 2.22 can be represented as (Van den Hof and Schrama 19~3)
[GoSo - G(())S(f3)] = [Go - G(())] So + [So - 5(13)] Ge (2.23)
, v J\. V' J
Secondstep fir ststep
the result shows that the error in estimation of G( B) consists of part which comes
from the first and th~second step. It shows that the consistent estimation of sensi-
tivity function So is not mandatory to get good approximation of process transfer
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function. The requirement of small error in the sensitivity function is sufficient to
model the input- output transfer function accurately. Comparing Eq. 2.21,2.22
with 2.15 it is evident that both two step and direct identification will yield the
same result if no disturbance is present or the applied input spectrum has larger
dominance, over that of the noise signal, in the frequency range of interest. Hence
the first step can be thought of as a noise -rejection step. It removes the correlation
between the input and the unmeasured disturbance, so the consistency property of
open loop identification can be invoked. If the reconstructed input signal is such
that it resembles the original noisy input signal then not much can be expected from
the two step method because then it reduces to the Dr approach.
2.3.5 Non Parametric Identification
Soderstrom and Stoica (1989) have shown that nonparametric identificatio~ does
not give satisfactory results for closed loop data. The spectral estimate tries to
compromise between the real process and the inverse of the controller, -11Gb• This
problem can be avoided by using an external input. Asymptotic unbiased estimate
" .~~
can be obtained, provided the spectra <l>yr(w) and <l>ur(w) can be estimated consis- /
tently.
<I>yr(W) = Go(eiw)So(eiw)<I>r(w)j <I>ur(W) = So(eiw)<I>r(W);
GN(eiw ) = <I>yr,N(W)<I>;:r~N(W)
2.4 Simulation Example: FCCD Simulation
2.4.1 Open Loop Identification:
(2.24)
(2.25)
The rigorous model for Amoco FCCU was developed by combined efforts of CPMC
at Lehigh University and Amoco corporation (McFarlane et al. 1993). The details
about the process in given in Sec 5.2.1. This dynamic model captures the important
nonlinearities, multi-variable interaction along with the constraints. The controlled
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variables are: 1)Reactor riser temperature, Tr 2) Regenerator Bed temperature,
Treg 3) Stack gas oxygen concentration, 02 sg 4) Stack\gas carbon monoxide con-
centration, OOsg and 5) Wet gas compression suction valve position, ViI . The
manipulated variables are 1) Feed flow rate, F3 set 2) Slurry recycle flow rate, F4set
3) Liftair flow rate, F9 set 4) Reactor-Regenerator differential pressure, Dpset .
Sampling Rate: Sampling of system leads to information losses. So it is im-
portant to select the sampling interval so that the losses are insignificant. It is well
known that the information for the frequency higher than WN (Nyquist frequency)
is lost due to the aliasing effect. For costless data aquisition higher sampling rate
seams to be the first choice but this leads to problems like poor noise rejection, model
fit in the higher frequency region and numerically sensitive procedures (Ljung 1987).
From the studies by (Kalra and Georgakis 1995) it was found that largest ultimate
frequency Wu was around 0.0139 rad/sec. So the sampling time of 5 sec seams a safe
choice. The data can always be resampled to increase the low frequency fit.
Excitation Signal (SISO case): Pseudo random binary signal (PRBS) (Mc-
Farlane and Ri~era, 1992), and Generalized Binary Signal (GBN) (Tulken, 1990)
are the common sequences used for identification purpose. Only PRBS design has
been considered for this report. Tel (minimum switching time) and N (No. of shift
registers.) are the two important design parameters for PRBS design. To cover the
desired frequency range a combination of two PRBS signal was chosen. A switching
time of 100 sec with 5 shift registers was found to be a good choice for high fre-
quency content, whereas switching time of 250 sec and 6 shift register covered the
intermediate frequency range. The minimum length of PRBS test for the former
case can be calculated as (2n - 1)Tel = 3100sec, whereas for the latter case it is
15750 sec. The test was conducted for the duration of two input sequences. Hence
the combined input ( both PRBS signals) was conducted for the length 40,000 sec.
A total of 8000 samples were generated for the sampling rate of 5 sec. Amplitude
of excitation was chosen by trial and error for each of the input.
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Identification Results : Generated data was treated to remove the linear
trends. It was also checked for outliers by visual inspection. Different model struc-
ture, Output Error (OE) and Auto Regressive eXtra (ARX), 1 2 was considered
for identification purpose. For a given model structure AIC (Akaike's Information
Criterion) or FPE (Final Prediction Error) criterion can be applied to come up with
suitable model order. Its difficult to apply the AIC or the FPE criteria for the
MISO case because of the number of iteration involved. Since MISO results are to
be compared with SISO, similar validation techniques were used for both the cases.
A model which had acceptable time domain fit ( represent high frequency content),
suitable step response ( low frequency content) and good residual analysis was cho-
sen as the final model. High or low frequency fit can be influenced by choosing
suitable model structure. Cross validation was done on the data set having twice
the amplitude of the identification data. As seen in the Fig. 2.2 and 2.3 the OE
model does a good job of capturing the low frequency as well as high frequency
information. Since the process is quite nonlinear for Cosg their is a difference in the
actual steady state and the predicted steady state values.
2.4.2 Closed Loop Identification:
Excitation Signal Issues: As mentioned in the introduction to the closed-loop
identification problem, an external signal can be injected at two different places in
the loop. Once an excitation signal with the desired properties has been designed,
the proper location, Ud( t) or r( t), for the signal injection should be chosen.
IThe Output Error model is given as
2The ARX model is given as
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A straightforward analysis of the frequency domain bias expression for the closed-
loop identification criterion given by Eq 2.15 provides some useful insights into this
issue. The closed-loop transfer functions S(z) and S(z)C(z) act as weights on the
parameter estimation problem just as a prefilter L(z). These are functions of the true
process and the specific nature of these transfer functions determines the fre~uency
ranges that are attenuated or amplified. In the case of injecting the signal Ud, the
transfer function weighting the effect of Ud( t) is the sensitivity fun.ction S(z). If
the external signal is introduced at the set point i.e. the signal r(t) is used for the
excitation, the signal is weighted by S(z)C(z). These closed-loop transfer functions
,
globally weigh the bias P - P in the identification criterion for both the DI and TS
methods.
To. illustrate the difference between the two locations, the closed-loop transfer
functions for a known linear system with a digital implementation of a PI controller
was studied.
G (z) = 8.96z2 - 11.81z1 +3.69 Gc(z) = kcz - a
P z4 - 2.38z3 +1.88z2 - 0.49z . a z - 1
whereas a = ( T[ )
Ts +T[
Fig. 2.4 shows the frequency response of the known linear system and the con-
troller for 4 sets of tuning parameters. The sensitivity function S(z) and the transfer
function S(z)C(z) for thefour different controller tunings are shown in Fig 2.5 and
2.6. As shown in the Fig 2.5, for controllers with Kc = 0.1, T[ = 20, the sensitivity
function tends to a as w approaches zero. The dip in the function S(z) is far more,
per decade of frequency, then that of S(z)C(z). This means that the low frequency
information of the signal injeCted at Ud is attenuated due to the control action and
the resulting model has better fit in the higher frequency range. Hence the exter-
nal signal should be injected at setpoint because the weighting function and will
result in smaller bias for lower frequency. Also from Fig 2.6, for controllers with
Kc = O.OOl,T[ = 20, the change in amplitude plot is almost similar for S(z) and
S(z )C(z). But the frequency function S(z )C(z) dips at higher frequency, whereas
S(z) is almost flat for w > O.Olrad/s. Since we would like to have an accurate
estimate of the the ultimate frequency of the system, which is around 0.1 rad/sec, it
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Figure 2.4: Frequency response the known linear system and the controller for
4 controller tuning. K c = 0.1,7[ = 20 (solid)" K c = 0.001,7[ = 20 (dotted) ,
K c = 0.1, 7[ = 200(dash-dotted), K c = 0.001, 7[ = 200 (dash-dotted)
would be advisable to inject the signal at process input because the weighting func-
tion in that cas'e,S(,z), is almost flat. The Fig. 2.5 and 2.6 thus illustrates that the
controller tuning can play an important role in deciding the injection point in the
closed loop. Similar trends were observed even when 7[ was increased to 200. and
increases with increasing frequency. The results have been summa~ized' in Table.
5.1
Case Controller Settings Location of Signal
Kc 7[ Signal Injection Weighting Fn.
Case I 0.1 20 Setpoint C(z )S(z)
Case II 0.1 200 Process Input S(z)
Case III 0.001 20 Setpoint C(z)S(z)
Case IV 0.001 200 Process Input S(z)
Table 2.1: Signal injection in closed loop for four different controller tuning
In practice, however, the nature of these closed-loop transfer functions are not
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known a priori and the external signal design should be based on some prior knowl-
edge about the process. Just as in the case of open-loop identification, the whole
exercise is an iterative procedure. However, some important general conclusions can
be made by examining the nature of the amplitude plots of the closed-loop transfer
functions in Figure 2.4. Even though, the real nature of these transfer functions is
not known, their relative behavior is completely determined by the controller. If the
controller parameters are chosen such that the amplitude of the controller transfer
function is less than one for all frequencies, then the magnitude of S(z)C(z) is al-
ways less than that of S irrespective of the actual nature of S. This implies that a
signal injected at the set point, r is attenuated as compared to the signal introduced
at the manipulated variable, Ud. On the other hand, if the controller tuning is such
that amplitude of C is always greater than one, then the signal at the set point, r
is amplified as compared to Ud. This type of behavior may have important implica-
tions on the identification of processes which are highly nonlinear with respect to the
input magnitude. In this case, depending on the nature of the particular' controller
employed during the identification experiment, the external signal may result in a
very high magnitude of the process input and influence the identificatipn results
------
due to to the presence of process nonlinearities. Similarly, the identification results
may be affected in the presence of measurement noise and unmeasured disturbances
also, since the signal to noise ratio will be influenced by the magnitude of the input
variable.
Closed Loop Identification : FCCD Simulation
The excitation signal was injected at Ud for the identification. Form the prelim-
inary knowledge of the sensitivity function and controller tuning it was found that
the signal will be attenuated hence the input amplitude was increased to over come
the effect of noise in the input signal. A digital version of the continuous time digital
PI was used. Controlled setting was determined from the Z-N rule. The knowledge
of ultimate gain Ku and ultimate frequency W u was obtained from open loop data.
Simulations were carried out with random noise in the coking factor.
~ The effect of noise on the identified model for TS Method and DI is discussed
here. First simulation was carried out with low noise to signal ratio whereas the
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Figure 2.7: Step response and the simulated output for transfer function between
Treg and Liftair identified using TS and D1 for closed loop operation. Open loop
S1SO model(solid), High noise to signal ratio (dot-dash), Low noise to signal ratio
(dash)
second set of data was generated using higher noise contribution in the signal. From
Fig 2.7 it can be observed that step response of the model identified using TS method
has almost similar dynamics for both the cases, unlike D1. For direct identification
we has similar results as compared to TS method for less noisy signal, which is
obvious because the bias introduced in the model will be small as the disturbance
spectrum is not a dominating term in the frequency weighting term. Whereas we
find that for noisy signal their is a deterioration in the performance of the model
i~entifie~~siIJ.g 1)1. §(). th~~xample illust~~~es!~ fact.y~~.~_ TS_me~~od.~.~ .~~_1~_~~.. .._. _
remove the correlation between the process input and the noise by reconstructing
the noise free signal. The TS method will perform better than D1 for closed loop
data particularly for the case of high noise to signal ratio.
Simulation using TS method with Liftair as a manipulated variable is also dis-
cussed in this section. Fig. 2.8 shows the frequency response of the identified
model between Liftair and VII. To get some insight about the bias of the identified
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model frequency response of the closed loop sensitivity function is also given in Fig.
Comparing with the actual frequency response of the system it can be seen that
identified model does a reasonable job of identifying the high frequency component
of the system. But the steady state fit was not very accurate, this is because of the
attenuation at lower frequency due to the nature of the sensitivity function (seen in
Figure 2.8).
V11
0>~ -200
.c
a..
-400
Sensitivity In
10°
-
________F~jg;.tJJilrLe-'2"--'-'"8~·Erequency---response of the Liftair:Vl1 pair and the frequency response of
the closed loop sensitivity function. Open loop 8180 model(solid), Two step method
8180 Closed loop (dot-dash)
2.5 Conclusion
In this chapter we have treated Prediction Error Method for open loop and closed loop
----------iiienfijicat~on.- TmporianTco--:;;J:usions re;arding the bias in the closed-loop case was
obtained form the open-loop analysis. Frequency domain expression was analysed
in view of model parameterization to indicate the accuracy of the identified model
in various frequency range. It was pointed out that various parameterization like
ARX or DEI has different effects on the model fit. Optimization criteria for Two
Step method suggests that error in the identified model is due to the modeling error
from both the steps. But the consistent estimate of closed-loop sensitivity function
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is not mandatory for good model fit in the second step. This indicates that we
could afford higher bias in the estimation of sensitivity function for the frequency
range where it is low in magnitude} and still estimate a good plant model for that
frequency. Example for SISO cases were presented and it has been shown the PEM
methods work well for these cases. A known linear system was studies to develop
some guidelines about the injection of signal in closed loop. It was indicated that
signal should be injected at the location which results in weighting function which
is fiat in the desired frequency range. It was pointed' out that the controller tuning
plays an important role in deciding the signal injection in closed loop. Simulation
results on FCCU indicates that the TS method results in better models as compared
to DI} particularly for high noise to signal ratio. Simulation studies indicates that
I
the bias in the identified model was high for the frequency range for which the closed
loop sensitivity function was low in magnitude.
Results for multivariable system are not discussed here. We feel that compar-
ative study between various algorithm will be more beneficial in understanding the
advantages and disadvantage between them.. The theory for one of the multiv~ri~ble
algorithm is discussed-in-ne~Ei-few Ghaptersihence we have treated the multivariable
problem somewhere latter in the thesis ~
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Chapter 3
.Open Loop Subspace
Identification Algorithm
This chapter provides the mathematical foundation required to build up the subspace
identification algorithm. In\ Sec 3.1 some preliminary definition regarding vector
and vector sEace is discussed. Subspace identificati?n algorithm are often based on
geometric concepts. As it is shown in this chapter} the system characteristics can
be revealed form the geometric manipulation .9f certain matrices. Sec. 3.2 uses the
matrices to define a vector space and subsequently the matrix projection namely Or-
thogonal and Oblique projection. Instead of prese'(Lting them in system identification
framework} they' are described from linear algebra point" of view and hence they can
be applied directly in any other development. Efforts are made in Sec 3.3 to analyze
I
the matrix projection in terms of basis for vector space. In Sec. 3.4 we discuss the
classical and recent development in subspace identification. The Sec 3.4.3 describe
the deterministic algorithm} whereas Sec. 3.4.4 details the deterministic-stochastic
identification algorithm of Vanoverschee (1995)
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3.1 Vectors and Vector Space
A vector is an element of a linear vector space S that satisfies some requirements.
A vector space S is the set S whose members satisfy the following criteria:
• An operation denoted by + , called addition, is defined in such a way that
for all x and y that are element of S, the operation x +y results in a another
element which is also a part of S. Furthermore addition should be commutative
and associative.
v x, yES =? x +y = y +xES
V x,y,z E S =?(x+y)+z =x+(y+z)E S (3.1)
• S contains a null vector, 0 such that for all x that are element of S, addition
of the element to null vector will result in the original element itself.
:J a zero vector, 0 E S :3 x +0= x V xES (3.2)
• For each x in S there is a vector "-x" such that addition operation between
the two will result in a null vector 0 .
V xES =? :J a vector - x 3 x + (-x) = 0 (3.3)
• An operation called scalar multiplication is defined in such a way that for all
the x that are element of S and the scalar a the operation ax results in a
vector which is also a part of S
VxES and Va, {3 E ~ =? (a +(3)x = ax +(3x E S (3.4)
The set M = ~nxm containing all n x m matrices) satisfies all the properties
of vector space, hence M can be thought as an element of this vector space. We
are familiar with the projection of one vector on to another. Since matrices can be
treated as members of a vector space we can likewise define matrix projection, which
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refers to the fact that a matrix can be decomposed along two different matrices. This
fact is discussed in detail in the next few sections.
For the following few section we assume that Matrix A E ~pxj, B E ~qxj, C E
~TXj. The element of a row of one of the given matrices can be considered as the
coordinates of a. vector in the j-dimensional vector space. The matrix projection
can be interpreted in terms of the column space 1 or the row space 2 of a matrix.
The projection of row space of A on to the row space of B can be interpreted as the
decomposition of rows of A as the linear combination of the rows of B. Similarly
projection of column space of one matrix on the another is nothing but decomposing
the columns of a matrix in terms of linear combination of columns of another matrix.
In the following few sections we define two types of matrix projection, Orthogonal
and Oblique, which form the basis for the subspace identification technique.
3.2 Geometric Tools : Matrix Projection
. 3.2.1 Orthogonal Projection
The projection of row space of matrix A on to row space of B represents a matrix
which has the rows that are the least square solution of royvs of A, where the rows
of B and its orthogonal complement defines the vector space. If the row space of A
. and B are the same, then it is implied that the rows of A can be expressed exactly
as the linear combination of rows of B. So for the case when the row space of both
the matrices are the same, the projection of A on B will result in the matrix A.
Whereas if the row space of both the matrices are orthogonal to each other the
matrix projection will result in a null matrix.
1If a vector space S consists of all the linear combinations of the particular vectors e1, e2, ... , en,
then these vectors span the space. In other words, every vector v in S can be expressed as some
combination of ej Column space: Is the space spanned by the columns of the given matrix i.e it is
the vector space formed by the linear combination of all the columns of a matrix.
2Row space:. Is is the vector space generated by the linear combination of all the rows of a
given matrix. For a matrix the number of linearly independent rows is equal to the number of
linearly independent columns, hence row space and the column space are of same dimension and
is equal to the rank of the matrix.
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Figure 3.1: Orthogonal Projection of a matrix A on to the roW space of B and its
orthogonal complement B.l..
If TIB denotes the operator that projects the row space of a matrix onto the row
space of the matrix B E ~qxj then the operator can be interpreted as 3
(~-
(3.5)
For the definition of the projection operator given by 3.5 we can define the
projection of A E ~pxj on B E ~qxj as
(3.6)
If IIB.L denotes the operator that projects the row space of a matrix onto the
orthogonal component of row space of the matrix B E ~qXj then the operator can
be interpreted as 3.7 and the projection of A E ~PXj on the orthogonal component
of B E ~qxj can be given as 3.8
IIB.L = I j - IIB
AIB.l.. = AIIB.L
3t represents the pseudo-inverse of a matrix
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Moreover the combination of the projection TIB and TIB.L can be used to decom-
pose the matrix A into two matrices of which the row spaces are orthogonal.
(3.9)
In other words the projection decomposes the row space of A as the linear com-
bination of the rows of B and those of the orthogonal component of B.
where B1. represents the orthogonal component of the row space of B.
LBB = AIIB
LB.LB1. = AIIB.L
3.2.2 Oblique Projection
(3.10)
(3.11)
(3.12)
Generalizing the concept of orthogonal projection we can define another matrix
projection namely Oblique Projection, which is used extensively in the subspace
identification algorithm. Instead of projecting the row space of A on to Band
then decomposing it as a linear combination of B' and B1., we can project it onto
the combined row space of Band 0 and then represent it in terms of B, 0 and
B1.,01.. Moreover the projection on to the combined row space of Band 0 can be
decomposed along Band C separately, which we refer as an oblique projection.
The matrix A can be written in terms B, 0 and orthogonal component of B1., 01.
as
(3.13)
where the component along B,O (compound projection) can be expressed as
3.14. The oblique projection,LcO , is the component of the compound projection
43
3.2. GEOMETRIC TOOLS: MATRIX PROJECTION
c
A
B
Figure 3.2: Oblique Projection of matrix A on to the combined row space of Band
C
along the matrix C. In other words it is the projection of row space of A along
the rowspace of B on the row space of C. Similarly the term LBB represent the
projection of row space of A along the rowspace of C on the row space of B
LB,G ( ~ ) = LBB+LeC (3.14)
A/BC = LeC (3.15)
A/eB =LBB (3.16)
Using Eq. 3.6 we can write the projection on the compound row space of B, C
as
(3.17)
According to (Van Overschee 95) the oblique projection can be calculated as
[(
T T ) t]A/BC = A(CT BT) CC CB C
BCT BBT
first r columns
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It can be also be represented terms of Orthogonal Projection as
A/BC = [A/B-L] [C/B-Lr C
A/eB = [A/C-L] [B/C-Lr B
(3.19)
(3.20)
Here are some of the properties of Oblique Projection which gives the more
insight regarding the conneeti~g between Oblique and Orthogonal Projection.
1. If B = 0 or BCT = 0 (B, C are orthogonal to each other) the oblique projection
reduces to
A/BC = AIC
A/eB = A/B
2. Projection of B along B on C results in null matrix
3. Projection of C along B on C results in C matrix itself
CIBC = C
BleB = B
3.3 Norm and Inner Product
(3.21)
(3.22)
(3.23)
To make the vector space complete one has to be provide it with the sense of length
and direction. The full significance of addition and multiplication operation, defined
earlier in this chapter, can be realized only under this complete definition. For a
vector we define an operator, norm, which gives us the length of a vector. We
introduce an operator, inner product, such that it gives some sense of direction.
The norm and inner product of a vector space has to satisfy some requirements.
Moreover one can ask, for the matrix projection defined in the previous section,
what is the definition of norm and inner product.
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3.3.1 Definition for Norm and Inner Product
The norm, 11.11, should have following properties for all xES
1.
Ilaxll = lalllxli
2. Positiveness:
Ilxll > 0 V x i- 0
Ilxll=O "Ix = 0
3. Triangle inequality
Ilx +yll ::; Ilxll + Ilyll
(3.24)
c (3.25)
(3.26)
The inner product between two vectors, (x, y), should satisfy the conditions given
below.
1. Conjugate Symmetry:
(x,y) = (y,x)
2. Linearity:
(ax +f3y, z) = a(x, z) +f3(y, z)
3. Positiveness
(x,x»O "Ix i- 0
(x,x)=O "Ix = 0
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3.3.2 Basis for Vector Space
Furthermore a vector set S is n dimensional if it contains a set of n linearly inde-
pendent vectors. If el, e2, ... , en form the basis for the given vector space then any
n-dimensional vector can be represent in terms of linear combination of them.
x = al el + a2 e2 +... + an en
(x,ej)
whereas aj = -=-------'--'-(ej,ej) (3.30)
(x, ej) and (ej, ej) are defined as the corresponding inner product for the vector
space.
For the case of Matrix projection we have shown before that A E 3(pxj can
be decomposed as the linear combination of rows of B E 3(Qxj and its orthogonal
component.
where (3.31)
The row of matrix A can be considered as the coordinate of a vector in j -
dimensional vector space. If A is of full rank, we require p (here we assume the
number of columns are greater that number of rows, hence the rank of the matrix
is equivalent to maximum row rank) independent rows (in a j-dimensional space) to
decompose the rows of A in terms of other matrix. We find that rows of Band Bl-
form a j dimensional space and hence are sufficient to expand any matrix of rank
j in the j dimensional subspace. Instead of expanding the rows of matrix in terms
of the j independent rows we can use more compact notation and can expand in
term of Band Bl-. Unlike 3.30, we will have aj as matrices for this expansion. The
coefficient, aj, can be easily calculated using the definition of inner product and
norm as.
(A,B)
a1=(B,B)
(A, Bl-)
a2 = (B.l, Bl-)
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But for the Eq. 3.31 we know
LB = ABT(BBT)t
LBl- = ABJ..T(BJ..BJ..Tf
3.3.3 Example for Orthogonal Projection
(3.33)
Considering the orthogonal projection of matrix A on B, where A, B are defined as
A = [::: ::: 1= [; ~1= [1, 1,1
a31 a32 5 9 I I
B = [::: ::: 1= [~ ~1= [1, 1,1
b31 b32 0 0 I I
(3.34)
We can interpret the projection in terms of the column space of B. All the
possible linear combination of B1 and B2 defines the column space of B. If the
column of A are in the column space of B the projection of A on B will result in A
itself. But for this example neither of the column of A is in the column space of B,
hence the projection will result in the least square solution. The projection on B
and the projection on orthogonal component of B is shown in Fig. 3.3
3.4 State Space Identification Problem
Considering a linear time invariant (LTI) system with the state space realization
(3.35)
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Matrix Projection
all a l2 7 8 bll b l2 1 0
A= 3 1 B= b21 b22 = 0 1~I ~" =
a 31 a 32 5 9 b31 b32 0 0
all
[all]A2 = 3 22
3 32 ~I
Figure 3.3: Orthogonal Projection of matrix A on to row space of B and its orthog-
onal complement B.l..
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Here Xk, Yk, Uk are vectors with dimensionality n, m and l respectively. Also the
dimensionality of the matrices involved are A E ~nxn, B E ~nxm, C E ~Ixn andD E
~Ixm. We assume that we have N measurements of inputs Uk and outputs Yk.
Furthermore Wk and Vk are assumed to be nand l dimensional zero mean white
noise vectors and represents the process and measurement noise respectively.
3.4.1 Classical Realization Theory
In the absence of any noise the input-output relation can be described as
k<O
k=O
k > 0
(3.36)
Here hk E ~Ixm is the impulse response matrix of the system. Classical realization
theory deals with the problem of finding a minimal state-space model given the
impulse response hk . Constructing the Hankel Matrix of order (n xl) x (n xl) as
follows
hI h2 hn +1
H=
h2 h3 hn +2 (3.37)
hn+1 hn+2 h2n+l
it can be easily shown that it can be factorized as
C
CA (3.38)
r n, nn are the observability and the controllability matrix of the system. The system
matrices B,C can be readily calculated from the first column block (m columns) of
nn and first row block (1 rows) of rn respectively. The A matrix can be calculated
from the shift invariant structure of r n
(3.39)
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3.4.2 Subspace Identification for Open Loop case
For purely deterministic system we have no measurement or process noise Vk = Wk =
O. So the state space representation can be written as
X~+l = Ax~ +BUk
Yk = CX~ +DUk (3.40)
where ()d stands for the deterministic part. It is assumed that {A, C} is observable
while {A, B} is controllable.
Preliminaries and Notation
Input output Hankel matrices are defined (Van Overschee, 1995) in terms of process
input and output as 4
j columns
"
Uj-l
U·J
U012i-l -
Ui-l Ui Ui+l Ui+j-2
u· Ui+I Ui+2 Ui+j-l~
Ui+l Ui+2 Ui+3 Ui+j
4where j is typically equal to N - 2i + 1
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Yo
Yl
Yj-l
Yj
Y2i-l Y2i Y2i+I Y2i+j-2
(
~Ii-l ) - (y1';f) ..where (1';, Yf E ~m~xJ)
Y'i12i-l
(3.42)
where as Op, Of stands for past and future respectively. Also 0+,0- are defined by
shifting the border between the past and future data by one block row as
( UOli ) _ (U:)Ui+I12i-l - Uj and (3.43)
Defining the block Hankel matrices consisting of inputs and output as
_ ( UOli - 1 )
=(i) =Wp where (Wp E ~(m+l)iXj) (3.44)WOl i - 1 = ~Ii-l
_ ( Ui l2i- 1 )
=(~) Wf where (Wf E ~(m+l)iXj) (3.45)Wil2i-l = Y'i12i-l
w+ == (U:) W- == (Uj )
p y+ f y-
p f
The deterministic state sequence X id is defined as
(3.46)
(xt E ~nxl, xt E ~nxj) (3.47)
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Here i denotes the subscript of the first element of state sequence. Similar to the
definition of past inputs and outputs we denote past and future states as
(3.48)
We define the extended observability matrix f i and reversed extended controllability
matrix 6. i as
C
CA
(3.49)
and the lower block triangular Teoplitz matrix Hf as
D 0 0 0
CB D 0 0
H~= CAB CB D 0 (Ht E ~lixmi) (3.50)1
CAi - 2B CAi - 3B CAi - 4B D
It can be shown that under these definition (De Moor, 1988) the state space equation
can be written in matrix input-output equation as
fiX; +HfUp
fiXj +Hfuf
i dA X p +6.iUp
(3.51 )
3.4.3 Subspace algorithm for Deterministic case
We define 8 i as the oblique projection of Yf along Uf on Wp as ,
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V f
Yf / wI' V f
=Hid V f
e. - Yf Iv WI f P
=fiXf
Figure 3.4: Oblique Projection for open loop deterministic subspace identification
algorithm. The oblique projection decomposed the future output Yf along the future
input Uf and the past input-output data Wp
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Singular value decomposition of ei results in
(3.53)
Moreover it can be proved that e i can be represented in terms of ri and X1
(Van Overschee, 1995) as
(3.54)
States of the system xt and the system matrices A, B, 0, D can be calculated as by
the knowledge of r i , whereas ri represents ri without the last l rows.
(3.55)
X d - r·te· X d - r· teoi - t t, i+l - t-l t-l
Once the state of the system is calculated the solution of system matrices is obtained
.by solving the least square problem.
(3.56)
3.4.4 Subspace Algorithm for Deterministic-Stochastic Case
Most of the real life measurement have some measurement or process noise. Hence
the question of asymptotic unbiasedness , i.e given an infinite amount of noisy data
, is critical for the success of any identification algorithm. The algorithm present
in the Sec can not be applied to this case because the identified state sequence is
biased for finite data length and hence the identified transfer function will have some
bias. So the deterministic algorithm has to be modified a bit to get the estimate
of the actual state sequence from the input-output data. This section present the
algorithm for the deterministic-stochastic case, but it does not discusses it in details.
Reader should refer to (Vanoverschee, 95) for the detailed analysis of the algorithm.
Step by step procedure for the algorithm for combined case is:.
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, • Calculate the oblique and orthogonal projection
0, =Yt!u/Wp , Z, =YfJ ( ~; )
Z'+l = Yf- J ( :~ )
• Calculate the SVD of the oblique projection
CD Determine r i and r i - 1 as
• Solve the linear set of equations
(3.57)
(3.58)
(3.59)
• Solve for Band D from the knowledge of A, C, Kll , K12 by minimizing the
optimization criterion. (Van Overschee and De Moor, 1994c)
• Determine as Q, S, R from the residual as
( ; ~) = E; [ ( :: ) (u; u~)]
3.5 Conclusion
(3.61 )
In this chapter w~ have introduced the concept that matrices satisfies all the prop-
erty of a vector space and hence can be used as a vector. The geometric tools like
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matrix projection have been presented and it has been shown that certain projec-
tion leads to algorithm which helps in revealing the system properties in state space
framework. Finally the algorithms for open loop identification for deterministic and
deterministic-stochastic case was presented in the framework of matrix projection.
There are many more interesting subspace identification theory. But we have
described only one of them here because it forms the basis for the algorithm which
has been developed for closed loop case. The closed loop identification algorithms
are detailed in the next chapter. Most of subspace identification algorithm vary in
there choice of weighting matrices. An excellent overview of these algorithm has
been presented in Van Overschee(95)
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Chapter 4
Closed Loop Subspace
Ide:Q.tification Algorithm
In previous chapter we presented the subspace algorithm for open loop data. The
main focus of this chapter is to develop subspace based state space identification
algorithm for closed loop data. Section 4.1 introduces the basic framework of the
problem to be solved in this chapter. The section presents the closed loop system
dynamics in the state space framework. The closed loop system dynamics consists of
plant and controller states. Section 4.1.1 and 4.1.2 details the procedure for extract-
ing plant and controller states respectively from the overall closed loop system. This
forms the basis for the closed loop identification algorithm in practice. Section 4.2
describes the step by step procedure to apply the developed algorithm. A technique to
guarantee the stability of the identification algorithm has a~o been proposed. Section
4-2.3 describes the derivation which was done for this purpose. Section clsim1 de-
scribes the simulation studies on a fourth order SISO system to prove the efficiency
of the developed algorithm. Section 4.3.2 summarizes the results which were obtained
by performing the identification with proposed stability modification.
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4.1 Introduction: Problem Description
ControllerL ~
+
~
Setpoint
y
Output
-------------------------------------~---1Propess------
I k nOIse
v ---------------------jilaIit---------------------------
kMearurement
Noise
u
Figure 4.1: Closed-loop system configuration for identification
In this section we show that the plant transfer function can be obtained by posing the
closed loop problem as a joint input-output one. The output for the identification
algorithm is an augmented vector consisting of plant inputs and outputs. Intuitively
it can be said that controller transfer function can also the identified separately
because of the symmetry of closed loop configuration. It has been proved in this
section that joint input-output identification (with the output defined as the vector
consisting of controller input and output) results in the identification of controller
transfer function too. Since U q Yc can be obtained by algebraic manipulation of
up, YPl we expect that both the joint input-output identificatiop.s are similar in their
underlying principle. This leads us to the result that one identification is sufficient
to calculated both the transfer function separately. We are interested in evaluating
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the plant and controller transfer function from the input-output data. For the
assumed closed loop configuration (Fig 4.1) we can have the following input-output
measurements
1. up, YP plant input and output respectively
2. U c, Yc controller input and output respectively
3. Ul, U2 external signal: setpoint and process input.
For the given closed loop configuration the state space model for plant and controller
can be written as
(4.1 )
(4.2)
It has been proved in appendix A that plant and controller states can be written
in terms of external signal (process input and setpoint). Also it has been proved
that the plant input and output can be expressed in terms of overall states and the
external signal as
(4.3)
60
4.1. INTRODUCTION: PROBLEM DESCRIPTION
For most ofthe cases of interest we expect the Dp = O. Hence K = (I+DpDct 1 = I.
So the equation simplifies ·to the following form.
(4.5)
Moreover we can write a overall state space model between the external signal
and the augmented output, consisting of controller ,u, and plant y, outputs as
v
~
x'+l = A'x' +. IB; B;] [ ::] + u. (4.7)
(4.8)
whereas v E ~(m+l)xl, Z E ~(m+l)xl. and O"w,O"v are the noise characteristic for the
closed loop case. Xk represents the state of overall closed loop system, consisting of
plant and controller states within some similarity transformation. If the plant and
the controller states are known then the system matrices can be calculated as.
( Xi+l ) ( A' B' ) ( Xi) + (:w
v
)
Zili 0' D' Viii v
(4.9)
Here Xi is the state vector sequence ( refer Eq. 3.47) Also Zili and Viii are the ith
row of the block Hankel matrix which can obtained using Zk and Vk respectively
(refer Eq. 3.41). Comparing Eqs. 4.7 - 4.8 with Eq. 4.5 -. 4.6 we see that closed
loop transfer function can be represented in term of plant and controller matrices
within some similarity transformation between the states as
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A' =T [ Ap - BpD,Gp BpG, ] T- 1 B' =T [ BpD, ~]-BeCp Ae Be
(4.10)
G' = [ -D,Gp ~' ] T-1 D' = [ ~' ~]Cp
Also the noise characteristics for the closed loop case is the function of actual process
and measurement noise. The new noise relationship can be represented as
with E [( :: ) (T~ (Tn] ( QI 51)sT S bkl > 0 whereas(5~) R~ - (4.11)
(4.12)
We observe that actual plant noise characteristic can be obtained from any of the
three Eq. 4.12. This implies that we have given too much degree to freedom in the
estimation of close loop noise characteristics.
4.1.1 Extraction of Plant transfer function from the Over-
all transfer function
We know that the system matrices can be calculated, in a least squares manner if
we know the inputs, outputs and the states of the system. System states can be
calculated (as described in Sec 3.4.2) just from the knowledge of process inputs and
outputs. But in the closed loop case, the calculated state consists of plant states
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and controller states. In present section we show that the least square calculation
between the combined states (plant state and the controller state) along with the
plant input and output will result in the identification of plant transfer function.
Since this least squares solution results in the identification of just the plant state we
will have to perform a minimal realization such that the unobservable (controller)
states are eliminated form the identified plant transfer function.
Considering a system with an input-output relationship given as
(
Xi+l ) ( Xi ) [ AJ!']
Yi = 9 Ui where 9 =~ (4.13)
We define a system g* as the inverse of g, by retaining the same states and ex-
changing the role of inputs and outputs. If V is invertible the inverse system exists
and can be written as follows:
[
A - BV-1e BV-1 ]
where g* =
-ve-1 V-I
(4.14)
For closed loop identification the external signal can be injected either at the
process input or at the setpoint. The overall state space transfer function will be
different for each of the two cases. But the least square solution f~r each case should
result in the identification of process transfer function. Considering the case when
the signal is injected at the process input ( v:fi1) = 0). Input-output-state equation
in matrix form can be written, after the inversion implied in (Eq. 4.14).
(4.15)
(
Xi+l ) = (A' - B~D~2-IC~ B~D~2 -1 ) ( Xi )
V (2) -D' -10' D' -1 Z(2)iii 22 2 22 iii
(4.16)
where v:fi1), (E ~IXj) is the first 1rows of Viii and v:f:)) (E ~mxj) represent the last m
rows of Uili. Also zg), (E ~mxj) and Z;I~)' (E ~IXj) represent the first m and last 1
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rows of Zili. Using Eq. 4.15 and Eq. 4.16 we can eliminate Viii. Hence a relationship
between Z;I~) and Z;I~) can be obtained.
V(1 2)
~ ~
Z~I~)
~ ~
- -D' -10'X· +D' -l Z(l) - -D' -lC'X· +D' -l Z (2)
- 12 1 t 12 iii 22 2 t 22 iii
(0' D' D' -10')X + D' D' -lZ(l)= 2 - 22 21 1 i 22 21 iii
(4.17)
Hence the state space representation for signal injected as process input with
Zi(I~) as input, zg) treated as the output and Xi as the combined state vector can
be represented in matrix form using Eq. 4.15 and 4.17 as.
(
X
.) (A'-B'D' -10' B'D' -1 ) ( X' )~+1 2 12 1 12 ~
Z (2) 0' - D' D' -10' D' D' -1 Z(l)iii 2 22 12 1 22 12 iii
(4.18)
Similarly for signal injected at the setpoint we can derive the similar expression.
(
X
) (
A, B'D' -1 0 , B'D' -1 ) ( X )i+1 - 1 11 1 1 11 i
Z (2) - 0' - D' D' -10' D' D' -1 Z(l)iii 2 21 11 1 21 11 iii
(4.19)
It is proved in Appendix B that a least squares solution followed by a mini-
mal realization results in the identification of process transfer function, modulo a
transformation between the states.
[
A' - B'D' -10' B'D' -1 ]2 12 1 12 <===}
0 ' - D' D' -10' D' D' -12 22 12 1 22 12
(4.20)
Concerning the step of Minimal Realization: It has been shown in the Ap-
pendix B that the process transfer function estimated by Eq. 4.18 or Eq. 4.19
will have some unobservable and uncontrollable parts in it. For the case when the
input-output data is corrupted with noise this will result in the introduction of some
uncanceled poles and zeros. These unwanted poles and zeroes should be cancelled
from the obtained transfer function. The decision about the tolerance limit, within
which the poles-zeros are to be cancelled, is an engineering choice depending on
the specific application. Special care should be taken in the cancelation of unstable
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poles and zeros because the obtained transfer function is particularly sensitive to
them. For the purpose of this thesis an inbuilt m-file (minrea0 of Matlab was used
and the tolerance limit was supplied from the knowledge of the estimated poles and
zeros.
4.1.2 Extraction of Controller transfer function from the
Overall transfer function
It has been proved in the appendix A that for Dp = 0 the controller output and
input can be represented in terms of external signal and the overall state as
Moreover we can write an overall state space model between the external signal and
the augmented controller output (consisting of controller input and output) as
,k+l A' ,kx = x +
V'
~
[s; s;] [ ::] + trw (4.23)
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Comparing Equation Eq.4.21 - 4.22 with Eq.4.23 -4.24 we see that closed loop trans-
fer function can be represented in term of plant and controller matrices with some
similarity transformation as
(4.25)
But comparing Eq. 4.10 and Eq. 4.25 we see that matrices A', E', C', D' can be
algerbrically manipulated to get A', B', C', V' and vice versa
A' = A', B' = E', C' = IC', V' = .J +ID'
whereas T = [~ ~I] J = [~ ~I] hence we have
(4.26)
(4.27)
C~ = CL
V~2 = -1 +D~2'
C~ = -C~, V~l = D~l
V~l = 1 - D~l' V~2 = -D~2
(4.28)
Controller transfer function can be derived in the similar fashion as the plant transfer
function was obtained. For the case of the controller the combined output consist of
controller output, Yc = U - U2, and controller input,uc = Ul - Y . For the case when
the signal is injected at process input we can write the input-state-output equation
in matrix form as follows.
(4.29)
(
A' - B~V~2-lq B~V~2-1 ) ( XI )
_ '1"'1' -lC' '1"'1' -1 Z(2)
u 22 2 un iii
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Here XI is the state vector sequence. Also Zili and Viii are the i th row of the block
Hankel matrix which can obtained using z~ ar;Ld v~. Eliminating V;I~) from the above
equation we get.
(
X') ( A' - B'D' -lC' B'1)' -1 ) ( X' )i+1 2 22 2 2 22 i
Z (l) - C' _ -n' -n' -lC' -n' 1)' -1 z(2)iii 1 1/121/22 2 1/12 22 iii
(4.31)
Substituting the value of A, B, C, D from Eq 4.26 - 4.28 in terms of A', B', G', D' we
get
Similarly for the case of external signal injected at setpoint we have.
The interesting point to be noted here is that the controller transfer function can
not be evaluated for the case when Dp = 0 and the signal is injected at the process
input because then the matrix 1)~2 in Eq. 4.31 to be inverted in that case is singular.
For the case when Dp = 0 and the signal is injected at setpoint the matrix equation
reduces to Eq. 4.35.It has been proved in appendix C that least square solution
followed by minimal realization results in the identification of controller transfer
function.
[
A' +B~(I - D~lt1G~ B~(I - D~lt1] {::=?
G~ + D~l(I - D~lt1G~ D~l(I - D~lt1
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[
T-1 A T T-1B ]
c c (4.35)
GeT Dc
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A Note on the derivation: A closer look at Sec 4.1.1 and 4.1.2 reveals that the
plant and the controller transfer function can be obtained in two different ways from
the closed loop data. Firstly, evaluating the overall closed loop transfer function and
then reducing it to the transfer function of interest. Secondly, posing the problem
in a least square fashion such that we get the plant or controller transfer function
directly. Most of the derivation presented in Sec. 4.1.1 and 4.1.2 has been presented
to facilitate the understanding of second method. Details regarding both the meth-
ods are presented in the next section where we identify each of them as separate
algorithms. It is also interesting to note that they have there own advantages and
disadvantages, which are compared in Sec 4.2.
4.2 Closed Loop Subspace Identification Algo-
rithms
In Sec. 3.4.2 details were presented regarding the open loop identification for deter-
ministic case. The deterministic algorithm has to be modified a bit to handle the
deterministic-stochastic case. Evaluation of state sequence for combined case (with
the technique mentioned in Sec. 3.4.2) will result in a biased state sequence because
of the presence of the stochastic component. Details regarding the combined case
can be found in (Van Overschee, 1995). In this section we present two algorithms
for closed loop deterministic-stochastic identification.
Algorithm 1 uses the unbiased estimate of the state sequence (the combined
deterministic-stochastic algorithm for open loop case) to evaluate the overall closed
loop transfer function. Appropriate matrix manipulations have to be done to obtain
the plant and controller transfer function separately from the overall closed loop
transfer function. Sometime this approach may result in the identification of an
unstable transfer function even though the original system is stable. Moreover the
Algorithm 1 is quite complex particularly in the evaluation of system matrices B
and D, hence it is computationally intensive.
Algorithm 2 is ~ simplified version of Algorithm 1. It overcomes both drawbacks
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of Algorithm 1 (i. e Stability and computational load) by using the deterministic
algorithm (Sec. 3.{2). Since Algorithm 2 uses the deterministic algorithm it intrin-
sically uses the biased estimate of state sequence and hence will be less accurate.
But our simulation example shows that the results from Algorithm 2 converge to
those of Algorithm 1 as we increase the number of block row. It was observed that
for i > 30 both the algorithm gives the same results.
4.2.1 Algorithm 1 : Using Unbiased estimate of State Se-
quenee
(refer to (Van Overschee and De Moor, 1994b) for more details)
1. Pose the closed loop identification problem as a joint input-output problem
z = [ ~ ], v = [ :: ]
2. Calculate the oblique and orthogonal projection
(4.36)
3. Calculate the SVD of the oblique projection
G, = (U, U2 ) ( ~' 00) ( ~: )
4. Determine r i and r i - 1 as
5. Solve the linear set of equations
(4.38)
(4.39)
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6. Solve for B' and D' from the knowledge of A', G', K11 , K12 by minimizing the
optimization criterion. (Van Overschee and De Moor, 1994c)
7. Determine as Q', S', R' from the residual as
[ ( crw ) ] (Q~ S~ )E (crw crv) = 5kl > 0cr (S')t R' -
v s s
(4.41)
8. Determine the Plant transfer function as
Signal injected at process input
(4.42)
Signal injected at Setpoint
B'D' -1 ]2 12
D' D' -122 12
B'D' -1 ]1 11
D' D' -121 11C' - D' D' -lC'2 21 11 1
[
A' - B'D' -lC'G - 2 12 1
p - C' - D' D' -lC'
2 22 12 1
[
A, - B'D' -1 G'1 11 1
9. Determine the Controller transfer function as
Signal injected at process input
(4.4
Signal injected at Setpoint
-B'D' -1 ]2 22
-(D' - I)D' -112 22
B'(1 - D' )-1 ]1 21
C' + D' (I - D' )-lC'1 11 21 2
[
A'-B'D' -lG'2 22 2
10. Determine the Stochastic part of the open loop plant as
(4.44)
4.2.2 Algorithm 2: Using Biased Estimate of State Se-
quence
1. Same as steps 1-4 of Algorithm 1
2. Calculate overall state sequence as
X · - r·te· X· - r· teo1 - 1 l' 1+1 - 1-1 1-1 (4.45)
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3. Calculate the plant transfer function by solving the least square problem.
(4.46)
The identified transfer function will have some uncanceled poles and zeros.
Remove them by some minimal realization step. Refer to Sec. 4.1.1 for more
details.
4. Calculate the controller transfer function by solv,ing the least square problem
followed by -"( min:+: re~)ization(s:~. B, ) (~~)"-
(1) (2) = (2) (2) "'- (4.47)
2 ili - Viii Cc Dc Viii - 2 i1i
Implementation Remark: It turns out that both the algorithms can be imple-
mented in numerically efficient way by making extensive use of QR decomposition.
It has been shown in (Van Overschee and De Moor, 1994b) that only R factor of
a QR decomposition is required to calculated the matrix projection and the state
sequences. The implementation of the algorithms has not been not discussed here.
It is a very important aspect in application of both the algorithms and the interested
reader may refer to (Van Overschee and De Moor, 1994b) for more details.
4.2.3 Technique to guarantee the Stability of the Algo-
rithm 2
A general state space equation can be written as
Xl+l = AXI +BUI
XI+ 2 = A2Xl + [AB B] [ Ul ]
UI+1
(4.48)
Xl+i = AiXI + [Ai-1 B Ai - 2B ... B] r ~l ]
UI+i-1
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For the value of 1 from 0
combine them as follows
(j - 1) we can write j copies of the equation and
+[An-IB An-2B ... BJ u·J (4.49)
(4.50)
whereas Defining the reversed extended controllability matrix as
Lli = [Ai- IB Ai-2B BJ
Llk = [Ai- 2B Ai-3B BJ
Lli = [Ai- I B Ai-2B ABJ
(4.51 )
Projecting the state propagation equation on the rows perpendicular to the past
output Upwe can calculate the initial state sequence as
(4.52)
Hence the reversed extended controllability matrix can be obtained as
(4.53)
From the knowledge of the controllability matrix the system matrix can be obtained
as
A[Ai-IB Ai- 2B .. · BJ = [AiB Ai-lB··· ABJ
ALli = [AiB LliJ
A = [AiB LliJLl i !
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But if we est'imate the value of A by introducing zeros in the first n u column of the
right hand side it has been proved in (Maciejowski, 1995) that the resultant matrix
is always stable. is
·4.3
A= [0 ~L]~nt is always stable
Simulation
(4.55)
4.3.1 Example 1
controller
A Forth order SISO system with PI
We illustrate the effectiveness of the proposed algorithm by considering a single
input single output system. The plant and the controller transfer functions are
gIven as
G
c
= K
c
TIS +1~.56)
-- TIS
Percentage noise to signal ratio:
for T1 = 30, T2 = 40, T3 = 50 and el = .417,6 = 2 the controller settings
were found using Z-N tuning rule.( K c = 2, TI ;; 175). The output of the plant is
corrupted by a zero mean white noise sequence. To gain some insight about the
strength of the algorithm for various white noise sequences, we define noise to signal
ratio as follows with yl( i) denotes the signal corresponding to y(i) but with no noise.
For this simulation noise to signal ratio of .35 was used.
J"£~1 II y( i) - yl( i) II~ X 100
J"£~1 II yl( i) II~
The figure 4.2(a) shows the open and closed loop step response of the system.
The open loop settling time (800 sec) is reduced to 400 sec for the assumed controller
tuning. 1 Identification was done for both the case where the signal was injected at
the process input as well as at the setpoint. The design parameter for PRBS signal
were selected such that the designed signal had sufficient power in the frequency
lSettling time is considered as the time taken to reach ±O.05 of the steady state value
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Figure 4.2: (a,left) Step response of open and the closed loop system (b,right)
Process Output, Process Input and External Signal during identification experiment
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Figure 4.3: Response of the identified closed loop system for a unit step in the
external signal. The external Signal is at the process input (a,left). The external
signal is applied at the setpoint (b,right)
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range of interest. (N =8, Tcl = 50). A sampling period of 5 sec was chosen. The
process was simulated in Matlab using Simulink and the signal generat0[2Vas used
to generate the white noise sequence. 1000 samples were collected and both the
algorithm were considered for the identification purpose. Order of the overall system
was chosen from the plot of dominant singular of the oblique projection. Figure
4.2(b) shows the response of the system for the applied PRBS signal. It can be
noticed form the figure that the signal to noise ratio is quite high.
Figure 4.3(a) shows step response of the identified closed loop system for the
signal injected at process input. Number of block rows used for the identification
purpose was 30. Both the algorithms predicts the step response of the closed loop
system very well. This suggests that for the given noise to signal ratio and i = 30 the
identified states of Algorithm 2 converges to the unbiased state estimate. This proves
the fact that Algorithm 2 predict the actual system for relatively small values of
block rows quite well. Figure 4.3(b) shows the step response of the identified process
model for signal injected at setpoint. It indicates that the proposed iq.entification
algorithm captures all the important dynamics of the system.
Figure 4.4(a) compares the step response of the identified plant transfer function
for various algorithms. The results are compared with direct identification to obtain
some more insight. It can be seen that both the algorithms results is a good process
model as compared to direct identification. Increasing the number of block rows
results in the identification of more accurate model for all the methods. This again
"reiterates the fact the Algorithms 1 and 2 result in similar model for i = 30. Figure
4.4 (b) shows the frequency response of the identified model.. It indicates that
subspace algorithm does a reasonable job in identifying process transfer function for
the desired frequency range. This could be due to the low input power spectrum in
the higher frequency range.
Table 4.2 compares the poles 2 3 of the identified transfer function for various
values of block rows. It suggests that both the algorithm identifies the actual system
2Calculation of Plant Poles: The transfer function in continuous time was converted to state
space form using tf2ss m-file of Matlab. The state space matrices in continuous time was converted
to discrete time using c2dm using zero order hold
30verall closed loop system matrices and hence the closed loop was calculated using Eq. 4.10
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Step Response 01 the Plant Frequency Response of the Plant
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Figure 4.4: Response of the identified closed loop system for a unit step at the
setpoint (a,left); Actual response ( -,thin solid), Algorithml (- dashed), Algorithm2
(-.-.- dash dotted), Direct Identification (- thick solid). Frequency response of the
identified transfer function (b,right) Actual response (-,thin solid), Identified Trans-
fer function (-.-. dash dotted)
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poles as the number of block rows is increased. It is interesting to note that both
algorithms do a reasonable job of identifying the lightly damped poles (poles closer
to unit circle). But there is some bias in identification of high frequency poles.
This can also be seen from the frequency response of the identified plant transfer
function.
Identified System Actual Algorithm: 1
i = 20 i = 100
Overall Closed 0.7017 0.1254 0.1024
Loop Poles 0.8546 0.9444 0.8744
0.9651 + .074i 0.9558 + .0754i 0.9653 + .0749 i
0.9651 - .074i 0.9558 - .0754i 0.9653 - .0749 i
0.9686 0.9547 0.9585
Plant Poles 0.6885 0.1245 0.1003
0.8966 + .0899 i 0.9151 + .0969i 0.9007 + .0813
0.8966 - .0899 i 0.9151 - .0969i 0.9007 - .0813
0.9736 0.9515 0.9726
~ Controller Poles ~_1_.0_0_0 -'~'__~_.0_19_3 1_1_.0_0_36 ____'~
Table 4.1: Poles of the identified transfer function for Algorithm 1. The signal is
injected at the setpoint.
Identified System Actual Algorithm: 1
i = 20 i = 100
Overall Closed 0.7017 0.1279 0.0690
Loop Poles 0.8546 .9109 + .0445 i 0.8731
0.9651 + .074i 0.9643+ .0729i 0.9653 + .0749 i
0.9651 - .074i 0.9643 -.0729i 0.9653 - .0749 i
0.9686 0.9109 - 0.0445i 0.9584
Plant Poles 0.6885 0.1270 0.0666
0.8966 + .0899 i 0.9100 + .0852i 0.9002 + .0816
0.8966 - .0899 i 0.9100 + .0852i 0.9002 + .0816
0.9736 0.9725 0.9727
~ Controller Poles ~,__1_.0_0_0 ~,__O_.9_9_2 -'-1_1_.0_0_17 -'~
Table 4.2: Poles of the identified transfer function for Algorithm 2. The signal is
injected at the setpoint .
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4.3.2 Example 2 : A 2nd order SISO system with PI con-
troller :Guaranteed Stability
This example shows the application of the proposed modification in the algorithm
such that a stable transfer function can be obtained from the closed loop identifi-
cation. We consider here a discrete time second order system with having~te
space representation given as:
[
.97703,-.00006 ] [ .98847 ]
Xk+l = Xk + Uk
.98847 0.99997 .49615
Yk = [-.32342 .09889] Xk - 0.977uk +Vk
(4.57)
The poles of the assumed systems are at 0.98,0.997. This represents that low
frequency dynamics are important for this system. The subspace identification
method tends to compute unstable models for such system. A PI controller was
tuned using the Z-N tuning rules. The system was excited by injecting a PRBS
signal at the setpoint. 5000 data points were collected. The noise to signal ratio for
the simulation was around 0.35. Plant matrices were identified using the proposed
algorithm and the results are summarized in Table 4.3. It can be seen that both
algorithms compute unstable model for i = 10. Results from the stability algorithm
indicates that the unstable poles are pushed inside the unit circle to obtain a stable
model. But the identification technique pushes all the system poles (stable as well as
unstable) further away from the unit circle. Hence the technique should be used with
extreme precaution because it might result in highly biased model. The proposed
modification tends to place the actual system poles far inside the unit circle, resulting
in greater bias for high frequency components. The example illustrates that a stable
model can be obtained only at the cost of introducing bias in the identified model.
It should be observed that both algorithms directly compute a stable model as the
number of block rows are increased to 30. So the proposed stability technique should
only be used as a last resort to compute a stable model.
Most of the results discussed here refer to SISO examples. The subspace algo-
rithm reveals its full potential in dealing with MIMO cases. We have applied it
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Number of Actual Algorithm 1 Algorithm 2· Algo 2 with
Block Rows Modification
i = 10 0.997 1.00456 1.01062 0.415 + 0.2383i
0.98 0.96212 0.91257 0.415 - 0.2383i
i = 30 0.997 0.98906+0.0068i 0.9986
0.98 0.98906-0.0068i 0.9774
Table 4.3: Poles of the identified transfer function for signal injected at the setpoint.
Noise to signal ratio was 0.35
successfully to the Amoco Fluid Catalytic Cracker Unit (FOCU). For the concise-
ness of this report this MIMO example is presented separately. The detailed model
for the Amoco FCCU was developed by combined effort between Lehigh University
and Amoco Corporation (McFarlane et al., 1993). This dynamic model captures
the important nonlinear,ities, multi-variable interaction along with the constraints.
The developed algorithms were successfully applied to this MIMO (4 X 4) case. and
the results were compared with the Two Step Method, detailed in previous report
(Jha et al., 1995). The subspace identification method proves to be more accurate.
4.4 Conclusions
• Is was proved that plant and controller transfer function can be obtained sepa-
rately from the overall closed loop transfer function by performing appropriate
matrix manipulation. Subspace based state space algorithm was developed to
identify process and controller transfer function for closed loop data.
• Simulation studies on a known linear system suggests that Algorithm 1} com-
bined deterministic-stochastic approach} and Algorithm 2} the deterministic
approach} gives similar results as the number of block rows in increased in the
identification algorithm.
• The developed algorithm performs better than the classical identification tech-
nique like direct identification.
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• Both the algorithms identifies the plant and controller transfer function accu-
rately} from the closed loop data} even in the presence of unmeasured distur-
bances.
• Identified model} plant as well as controller} contains some unobservable and
uncontrollable part} which has to be removed by performing a minimal realiza-
tion step. The decision of the tolerance limit} within which the poles and zeros
I.~l.a;fe to be cancelled} is an engineering judgment.
• The stability modification helps in the computation of stable model even for
system with lightly damped poles. But the bias introduces by this modification
is quite high and hence it should be used with caution.
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Ch'apter 5
Application To MIMO Fluid
Catalytic Cracking Unit
The chapter presents the simulation results of closed loop identification algorithms
on FCCU. Section 5.1 gives a brief introduction about the closed loop subspace algo-
rithm which were discussed in the previous chapter. Section 5.2.1 describes the Fluid
Catalytic Cracking Unit and indicates the manipulated and controller variable used
for identification purpose. In Section 5.2.2 details regarding the controller settings}
input signal design and signal injection in closed loop is discussed. Model parame-
terization for the Two Step and the Subspace identification method is described in
Section 5.2.3. Comparative study of the model identified using Two step method and
subspace identification is given in Section 5.2.4. The identified model are compared
with the actual system in their step and frequency response. Section 5.3 summarizes
the results which were obtained form this simulation study.
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5.1 Introduction: Subspace Space Identification
Algorithm
Subspace Identification identifies the state space model of a system directly from
the the input-output data. They are the input-state-output generalization of the
classical realization theory as developed in the sixties. Modern day subspace iden-
tification techniques like N4SID (Van Overschee and De Moor, 1994b), MOESP
(Verhaegen, 1994) and CVA (Larimore, 1990) uses the powerful tools like Singular
Value Decomposition (SVD) and QR factorization for effective numerical imple-
mentation. As described in Fig.5.2 subspace algorithm (N4SID) for open loop case
calculates the input-output Hankel Matrix (Oblique Projection) by projecting the
future output data Hankel matrix along the future input data onto the compound
matrix of input-output data Hankel matrix. System order is calculated form the
knowledge of dominant singular values of the oblique projection. The extended ob-
servability matrix and the state sequence can then be calculated from the system
order and the SVD of the oblique projection. Once the system states are known
the system matrices are calculated form the input-state-output databy solving the
least squares problem.
For the state space description of plant and controller given by Eq 5.1 and 5.2
subspace algorithms are were developed (Sec 4.2) to identify plant and controller
transfer functions separately.
Plant: xp(k + 1) = Apxp(k) + Bpu(k) + Wk
y(k) = Cpxp(k) +Dpu(k) +Vk
Controller xc(k +1) = Acxc(k) +Bcuc(k)
yc(k) = Ccxc(k) +Dcuc(k)
(5.1 )
(5.2)
Open loop identification techniques are not directly applicable to closed loop data
due to the correlation between input and unmeasured disturbances. Two algorithms
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y
Figure 5.1: Joint input-output identification for closed loop system
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were developed to solve the closed loop problem by posing it as a joint input-output
identification problem. Fig. 5.3 summarized the proposed closed loop identifica-
tion algorithm. Algorithm 1 uses the unbiased estimate of the state sequence (the
combined deterministic-stochastic algorithm for the open loop case) to evaluate the
overall closed-loop transfer function from which the plant and the controller models
could be identified separately by applying appropriate matrix manipulation.
Algorithm 2 is a simplified version of Algorithm 1. It uses the deterministic
identification algorithm to come up with an estimate of state sequence for the joint
input-output identification problem. The advantage of using deterministic tech-
nique over the combined deterministic-stochastic case is two fold. First, it leads
to substantial reduction in the computational load and makes the algorithm more
transparent. Second, the stability of the identified model can be guaranteed in a
similar fashion as in the open-loop case. For the purpose of this chapter we have
used Algorithm 1 for the identification of the process model using subspace iden-
tification. The step by step details of the Algorithm 1 has been detailed in Sec
4.2
5.2 Simulation Example :FCCU with PID con-
troller (MIMO case)
5.2.1 Process Details: Fluid Catalytic Cracking Unit
Efficient operation of Fluid Catalytic Cracking Unit (FCCD) is vital for any refin-
ery operation. FCCD processes the feed containing high boiling point component
and cracks them into lighter streams which are blended with other streams from
refinery to produce various grades of gasoline. A schematic flow diagram of Model
IV FCCD is shown in figure 5.4. Model IV FCCD consists of two main section;
the reactor, where the feed is mixed with hot regenerated catalyst to give rise to
catalytic reactions, and the regenerator, where combustion reactions take place to
burn the hydrocarbon deposited during cracking. A rigorous model for the Amoco
84
5.2. SIMULATION EXAMPLE :FCCU WITH PID CONTROLLER (MIMO CASE)
Singular Value Decam.
Joint In~ut/Output
IdentIfication
.Subspace ldentificatlOlJ.
Technique: N4SID
Overall ptosed Loop
Matrices
~
[Plant Trans. Funt. [Controller Tr. Fury.
Input Output
Hankel Matrix
Figure 5.2: Subspace Identification Al-
gorithm (N4SID) for Qpen loop data
Figure 5.3: Closed Loop Subspace Iden-
tification Algorithm
Regenerator
Speed
governor
\.Turb
Lift Air Atm air
Blower
Spill
air
Uft
air
Combustion Air
Blower
Differential
pressure
controller
Main
Fractionator
Wet
gas
Downstream
Separators
Gas
~--iXlI---I--.-- Oil
Slurry Diesel Wash
Recycle Oil
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FCCU was developed by combined effort of CPMC, Lehigh University and Amoco
corporation (McFarlane et al., 1993). This dynamic model captures the important
nonlinearities, multi-variable interaction along with equipment and operating con-
straints , arising from the economical, environmental and safety considerations. The
input and outputs used for our simulation studies are detailed in Table. 5.1
Manipulated Variables Feed flow rate (Ibis) F3set
Slurry recycle flow rate (IbIs) F4set
Liftair flow rate (Ibis) F9 set
Reactor-Reg. differential pressure (psi) Dpset
Controlled Variables Wet gas compression suction valve position ViI
Regenerator Bed temperature (F) Treg
Stack gas carbon monoxide cone. (ppm) CO Sg
Reactor riser temperature (F) Tr
Table 5.1: Manipulated and Controlled Variable for Model IV FCCU
5.2.2 System Identification
Controller Tuning (MIMO case): A digital version of the continuous time PI
controller was used for the simulation purpose. Controller settings were determined
from the Z-N tuning rules. The knowledge of ultimate gain Ku and ultimate fre-
quency W u was obtained from the open loop experimentation. Table 5.3 summarizes
the results of ultimate gain, ultimate frequency and the steady state gain for the
Amoco FCCU obtained from open loop experiments. A 4 x 4 system was chosen
for MIMO identification purpose. Pairing was determined by analyzing the results
obtained by NI, MRI and RGA analysis. The pairing which gave the positive NI
index and the highest value of MRI index was chosen for closing the loop. Each
loop was detuned by a factor between 2 and 5. Some fine tuning was done for the
individual loop so as to get the desired response. Controller settings for the closed
loop MIMO operation is detailed in Table 5.3
Excitation Signal (MIMO case): Special care has to be take for designing
PRBS for MIMO case because it is difficult to predict when certain combination
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I/O Input variables
variable Feed Slurry
Output Ku W u k Ku W u k
Tr -4 . 0.3 -0.231 1.1 .0025 2.41
Treg 3.58 .0017 1.77 2.5 .003 8.62
02sg -100 0.009 -.0124 -50 0.013 -0.423
OOsg 0.4 0.01 26.8 0.4 0.015 69.48
VII 180 0.2 0.017 250 0.2 0.048
Pairing Feed- OOsg Slurry- Treg
K c 0.04 0.3
T[ 400 1400
Table 5.2: Ultimate Gain (Ku ), Ultimate frequency (wu ), Steady State Gain (k) and
Controller Settings (T[, K c ) for Amoco FCCU obtained from open loop experiments
I/O Input variables
variable Liftair Diff. Pressure
Output Ku Wu k Ku Wu k
Tr 6.6 0.1 2.46 -0.25 0.3 -29.4~
Treg 2.75 0.002 2.78 -0.22 .0022 -37.32
02sg -8.9 0.005 -0.072 1.053 0.01 1.99
OOsg 0.04 0.006 11.84 -.0067 0.015 -393.7
Vn 180 0.05 0.03 -5.0 0.075 -.337
Pairing Liftair- VII Diff Pressure- Tr
K c 12 -0.007
T[ 200 800
Table 5.3: Ultimate Gain (Ku ), Ultimate frequency (wu ), Steady State Gain (k) and
Controller Settings (T[, K c ) for Amoco FCCU obtained from open loop experiments
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of input might drive the process to an undesirable operating point. Independent
PRBS design for each input or multiple delayed copies of a single PRBS can be
used for MIMO identification. The independent PRBS design (used in this paper)
should have negligible cross-correlation function <I>uiUj (T) for each input pair for all
T less than the maximum settling time. Tel (minimum switching time) and N (No.
of shift registers.) are the two important design parameters for PRBS design.
To cover the desired frequency range a combination of two PRBS signal was
chosen for each of the manipulated variable. For feed flow rate as a manipulated
variable, a switching time of 100 sec with 6 shift registers was found to be a good
choice for high frequency content, whereas switching time of 250 sec and 5 shift
register covered the intermediate frequency range. The minimum length of PRBS
test for the former case can be calculated as (2n - 1)Tel = 6300sec, whereas for the
latter case it is 7750 sec. The test was conducted such that at least two repetitions
of each input sequence occur. Hence the combined input,obtained by appending
the one PRBS signal to the other, was conducted for the length 40,000 sec. A
total of 8000 samples were generated for the sampling rate of 5 sec. Amplitude of
excitation was chosen by trial and error for each of the input. The designed signal
is summarized in Table 5.4
Manipulated PRBS 1 PRBS2
Variables n Tcl Amplitude Samples n Tcl Amplitude Samples
Feed 6 100 0.4 4000 5 250 0.4 4000
Slurry 5 100 0.2 1500 6 250 0.1 6500
Liftair 7 100 0.3 5000 4 250 0.3 3000
Diff. pro 4 100 0.03 1000 6 175 0.03 7000
Table 5.4: MIMO closed loop PRBS Input
Signal Injection in closed loop: The external signal can be injected at two
different places in the closed loop at the setpoint and at the process input. A priori
information about the closed loop sensitivity function S(z) as well as the controller
transfer function C(z) is needed for deciding the location of signal injection. Hence
the experiment design should truly be an iterative procedure. If the signal is in-
troduced at setpoint it will be weighted by the function S(z)C(z), whereas if it is
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6.1.2 Subspace Identification
1. Linear algebra concepts regarding matrix projection were discussed in detail.
It was shown that one matrix can be projected on to another by performing
certain matrix operations. The projection of one matrix on to another can be
viewed as the decomposition of the row or column of one matrix in terms of
other. Depending on the co-ordinate axis used during projection, the operation
were characterized as orthogonal or oblique projection. It was indicated that
the system properties can be revealed by geometric manipulation of certain
matrices.
2. The deterministic and the stochastic algorithm for the open-loop case was
discussed in the state-space framework. For deterministic algorithm it was in-
dicated that the state sequences and the extended observability matrix can be
computed through an oblique projection. The oblique projection is computed
by projecting the future output Hankel matrix along the future input Hankel
matrix onto the compound row space of past input-output Hankel matrix. For
deterministic-stochastic case it was indicated that the deterministic algorithm
has to be modified a bit to account for the stochastic component in the data.
3. Combined closed loop system dynamics for plant and controller was derived
in the state-space framework. It was shown that the closed-loop problem can
be reduced to an open-loop one by posing it in a joint input-output identifica-
tion manner. This results in the identification of overall closed loop transfer
function (consisting of plant and controller states). For the case when plant
input and output were used as the augmented output vector, it was shown'
that performing the operation indicated by Eq. 4.20 resulted in the estima-
tion of the plant transfer function. For the case when the controller input and
output variables were used in defining the output for the joint input-output
identification, the operation ( Eq. 4.35) resulted in the identification of the
controller transfer function. Since the controller input and output can be ob-
tained by the algebraic manipulation of the plant input and output, it was
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proved that only one identification is needed to identify both the plant and
the controller transfer functions separately. It was shown that the plant, as
well as controller, transfer function can be obtained separately from the overall
closed-loop transfer function by performing appropriate matrix manipulations.
4. Two identification algorithms were proposed for the identification of plant and
controller transfer function. Since the joint input-output identification reduces
the problem to an open-loop one, the deterministic-stochastic algorithm of
the open-loop case was applied to come up with the system matrices. The
matrix manipulation, mentioned in the previous point, was then applied to
identify the desired transfer function. Moreover, it was indicated that applying
the open-loop deterministic algorithm simplifies the identification of system
tnatrices and hence led to the reduction in the computational load. This
simplified algorithm was referred as the second algorithm for the closed loop
identification.
5. Simulation studies on a forth order linear system with a PI controller indicated
that the algorithms identified both the process and controller model fairly
accurately. The results were compared with the one obtained form direct
identification and it was shown that subspace identification algorithms resulted
in more accurate models. The number of block rows was one of the parameters
used during identification. It was shown that increasing the number of block
rows increased the accuracy of the identified model.
6. It is known that subspace algorithm tends to compute unstable models for
system having lightly damped poles. The simulation study on a second order
system indicated that both the proposed algorithm computed unstable models
for lower numbers of block rows. A technique to guarantee the stability of
identified mo~=-~ ~as_pr~ose~~~t_\Vas proved that the introduction of zeros
~..,-- --- --------cin the reversed extended controllability matrix resulted in the identification
of a stable model. The results from the second order system indicated that
the proposed stability modification resulted in a stable but not very accurate
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model. The bias of the model identified using the stable subspace algorithm
was quite high.
7. Results from the MIMO identification of the FeeD suggests that subspace
algorithms resulted in consistent models for all the input-output pair, whereas
for Two Step method it was found that some of the identified models were
inaccurate. The model identified using subspace techniques, estimated the ul-
timate gain and ultimate frequency of the system pretty accurately. Moreover
it was shown that the predictive nature of the model identified using subspace
algorithm was better than that of model identified using Two Step method.
6.2 Recommendations
System identification is an important and rapidly growing area. Recent develop-
ments in this area have not only opened up lot of avenues to be explored but also
have raised lot of questions yet to be answered. One of such promising development
is the subspace based state space identification. The problem of closed loop identi-
fication of state space models has been dealt in this thesis but there are still many
problems to be addressed in this area. Some of them are described in the following
section.
1. Having solved the problem of closed loop identification one is equipped with
the basic tool to address the problem of identifying the process model from
historical data. Answer to which will be of prime industrial importance. Since
most of the process industry record the daily setpoint and load disturbance
changes, it will be possible to tap into the huge amount of data for system
identification. The major difference in this approach from the traditional sys-
tem identification techniques is that we are not injecting any external signal
for identification. This could lead to some problems in the identification be-
cause the normal input may not excite all the modes of the system. Hence
a guideline in the selection of data should be the first step in this direction.
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'.
Rank of the input Hankel matrix suggests the quality of the input signal and
hence could be used as a basis for screening the data set.
2. Closed-loop problem has been solved from the joint input-output identification
perspective. The problem is defined such that the problem reduces to an open
loop one and then appropriate matrix manipulations are done to extract the
information about the plant and controller separately. This procedure leads
to the identification of some unobservable and uncontrollable modes in the
plant and controller transfer function. These modes have to be removed by a
performing minimal realization of the identified transfer function. This may
not be always desirable in practice because the knowledge of tolerance limit
within which all the poles and zeros are to be cancelled, is not an easy one
to obtain. Hence a technique which overcomes the problem of the minimal
realization step will truly be a beneficial one in the practical sense. The
problem could be addressed by modifying the oblique projectic.n and defining
it for closed loop case.
3. It has been pointed out in Gevers (93) that closed loop identification is par-
ticularly useful when identified models are to be used for control. The control
relevant identification is another promising area. Lot of results in the area
of control relevant identification related to the PEM approach, has been pub-
lished. However there are very few contributions in the area of subspace iden-
tification which address the problem of control relevant identification. The
effect of weighting matrices WI and W2 on the identified model has yet to be
considered. It will be interesting to correlate the effect of the prefilter in PEM
and the effect of weighting matrices in subspace identification on the accuracy
of the identified model in the frequency domain.
4. For most of the chemical engineering plants we can classify the control struc-
ture in two major classes
• low level regulatory controller (mostly PI and PID which are 8180 III
nature)
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• High level model based controller (which are multivariable in nature)
It will be useful to derive the expression for closed loop transfer function for the
case when the plant is controller by a constrained multivariable controller. The
present derivation handles the situation when the controller can be represented
in a general state space framework and hence is suitable for multiple PI or PID
loops, each of which are single input and single output in nature.
5. Most of the techniques discussed in this thesis assumes that the plant and
controller transfer function is linear in nature. The model predictive controller
is no longer linear in nature when it is operating under constraints. Hence the
assumption of a linear controller model during identification could lead to an
inaccurate model. Incorporation of the constraints during identification is a
challenging area and still is an open problem. Moreover, the problem of input
signal design has to be revisited if the inputs to the plant are constrained.
6. The techniques described in this thesis assumes that we have infinite amount
of data at out disposal (the number of columns used in the definition of input
and output. Hankel matrices tends to infinity). The results indicated here
refers to the asymptotic unbiasedness of the algorithms. This however doesn't
give us any indication about the accuracy of the identification algorithm for
finite data length. Statistical analysis of the subspace algorithm will provide
us with the necessary tools required to evaluate the performance of subspace
algorithm for finite data. Some results on asymptotic statistical distribution
of subspace algorithms have been recently reported in the literature. (Viberg
et al., 1991; Viberg M. and Ljung, 1993; Ottersten and Viberg, 1994; Ottersten
et al., 1992)
7. For the case where the data is of finite length, the determination of the order
of the system is not an easy task. For infinite measurements, the number of
singular values different form zero reveals the order of the system but for finite
set of measurements one has to look for the gap in the singular value spectrum.
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A statistical test in that direction could be developed to distinguish between
the relevant and irrelevant (noise or unmeasured disturbances) singular values.
8. The subspace techniques described in this thesis primarily focus on the iden-
tification of a black box model. However, sometimes information like rise
time, steady state gain, stability etc. are known in advance. The modification
to incorporate these information in the subspace identification algorithm will
greatly enhance there use in practice. The technique to incorporate stabil-
ity requirement during the identification has been considered in this thesis.
Similar results has been proposed in (Maciejowski, 1995).
9. One of the main application of closed identification can be to retune the ex-
isting model predictive controller. Since the developed methodologies can be
applied in closed loop, there is no need to switch off the controller for the
identification experiment. A guideline as when the re-identification of the
process is needed, could be beneficial from the industrial perspective. Hence a
mathematical base for evaluation of controller performance and the subsequent
identification phase is an interesting area to be explored.
10. The major focus of the closed-loop algorithms developed in this thesis is in the
identification of the deterministic component of the system. But'-most of the
real life processes are effected by unknown disturbances or noise. Hence the
stochastic problem is also a vital component of any approach. The stochastic
problem addressed in this research assumes that the disturbances effecting the
plant are zero mean and stationary in nature. This could be a very restrictive
assumption and may not be always fulfilled in practice. The extension of the
present algorithm for non-stationary disturbances (non-zero mean) will be a
useful development.
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Appendix A
Overall Closed Loop State-Space
Model
From Fig. 5.1 we have
U U2 +Yc
Uc Ul - y
Ul - CpXp - Dpu - Vk
KUl - KCpxp - KDpU2 - KDpCcxc - KVk
(A.1)
Similarly process input U can be calculated as
Yo
,..------------"'-------'-----..
U = U2 +Ccxc+Dc(Kul - KCpxp - KDpU2- KDpCcxc - KVk' (A.2)
= (Cc - DcKDpCc)xc - DcKCpxp+DcKul + (I - KDp)U2 - DcKvk
The controller and plant states can be written as
X~+l Acx~ +Bcuc
-BcKCpxp+(Ac - BcKDpCc)xc+BcKul - BcKDpU2 - BcKvk
Apx; +Bpu +wk
(Ap - BpDcKCp)xp+Bp(Cc - DcKDpCc)xc+BpDcKul
+(Bp - BpKDp)U2 - BpDcKvk +Wk
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(A.3)
Plant input u and plant output y can be written in terms of external signal Ul
and U2 as
y= Cpxp(k) +Dpu(k)+Vk
(Cp+DpDcKCc)xp+Dp(Cc - DcKDpCc)xc
+DpDcKul +Dp(I - KDp)U2 - DpDcKvk +Vk
U = (Cc - DcKDpCc)xc - DcKCpxp
+DcKul + (I - KDp)U2 - DcKvk
Combining Equation we can write
(A.4)
[:]
(A.6)
Dp~1-_K:~p))] [::] +[~ -D~;~+1] [:: ]
More over manipulating the above set of equation such that the combined output
consist of controller input and output we have.
(A.7)
115
Since for most of the cases of interest Dp (Plant feed through term is zero) the
overall closed loop equation for plant and controller reduces to
(A.8)
(A.I0)
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Appendix B
Identification of Plant Transfer
Function
Proof: We have
A" - A'-B'D' -l C'
- 2 12 1 B" - B'D' -1- 2 12 Gil - C'-D' D' -l C'
- 2 22 12 1 D" - D' D' -1
- 22 12
whereas as calculated before
C~ = [-DeCp Ce] T-1
C~ = [Cp 0] T- 1
with
Defining S = T- 1 it can be shown that
[
Sn S12] = [ (Tn - T21Til1T12t1 - T22T21 (Tn - T12T2-/T21t1 ]
S21 S22 -Tn T12(T22 - T21TiJ:1T12t1 (T22 - T21TiJ:1T12t1
Substituting and simplifying we get
A" = [ (TnAp - T12 BeCp )Sn +T12AeS21 (TnAp - T12BeCp )S12 +T12AeS22 ]
(T21 Ap - T22 BeCp )Sn +T22AeS21 (T21 Ap - T22 BeGp )S12 +T22 AeS22
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B" = [ T11Bp ] ,
T21 Bp
Applying the Similarity transformation M we get
D" = 0
M= [I Sl/ S12 ]
o - Sl/
M-1 = [ I S12 ]
o - Sll
B" - [ Sl/ Bp ] G" = [Gp Sll 0], D" = 0;
- -SllT21 Bp ,
But the observable and controllable part of the system is
D = 0
hence the identified system is just a similarity transform of the actual system
matrices.
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Appendix C
Identification of Controller
transfer function
Proof: We have
All - A' + B 1(1 - D 1 )-lG1
- 1 21 2
Gil - G1 + D1 (I - D1 )-lG1
- 1 n 21 2
whereas as calculated before
BII = B~ (I - D~l)-l
DII - D1 (I - D1 )-1
- 22 21
B 1 = T [ BpDe ]
1 B'
e
G~ = [-DeGp Ge]T-1
G~ = [Gp 0] T- 1
with
Defining S = T- 1 it can be shown that
[
Sn S12] [ (Tn - T21 Ti"i1T12t1 - T22T21(Tn - T12T221T21)-1 ]
S21 S22 - -TnT12(T22 - T21T111T12t1 (T22 -:;:.T21T111T12t1
Substituting and simplifying we get
All = [ TnApSn +(TnBpGe+T12 Ae)S21 Tn ApS12 +(TnBpGe+T12Ae)S22 ]
T21 ApSn + (T21 BpGe+T22 Ae)S21 T2iApS12 + (T21 BpGe+T22 Ae)S22
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"= [ TllBpD e +T12Be ]B .' ,
T21 BpDe +T22 Be
Applying the Similarity transformation M we get
D" = Dc
G" = [0 Gel,B n = [ Tl1BpC~~ T12 B, ] ,
But the observable and controllable part of the system is
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Appendix D
Notations
Notation
A,B,G,D
Ap, Bp,Gp,Dp
Ae, Be, Ge, De
~
J
l
m
8 i
Q,R,S
T
Description
Dynamical System Matrices
Plant system matrices
Controller system matrices
Deterministic transfer function D +G(zI - At l B
Plant transfer function Dp+Gp(zI - Apt l Bp
Controller transfer function De +Ge(zI - Aet l Be
Toeplitz matrix containing the
deterministic Markov parameter D, GB, GAB, ...
Number of block rows in block Hankel Matrix
Identity Matrix (ntimes n)
Number of block column in block Hankel Matrix
Number of outputs
Number of inputs
Oblique Projection l'i12i-dui I2i _ 1 Woli
Covariance and cross-covariance matrices of
the measurement and process noise
Non singular n x n similarity transformation
Input at time instant k
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U,S,V
U01i - 1
Vk,Wk
WOl i - 1
Wp , Wp+
Xk
x·~
r i
r i
5pq
I:::,.
1:::,.4
~
ITA
Matrices of singular value decomposition
Input block Hankel Matrix. Subscript indicates
the indices of the first and last row of the matrix
Past Inputs, U01i - 1 , UOl i respectively
Future Inputs, UiI2i-l, Ui+112i-l respectively
Measurement and Process noise respectively
Past Input (UOli_1)-Output (YOli-l) block Hankel Matrix.
Past Inputs, (Up, U:) and outputs (Yp,~+)
States at time instant k
State Sequence. The subscript indicates the
index of the first element
Past and Future state sequences
Output at time instant k
Output block Hankel Matrix. Subscript indicates
the indices of the first and last row of the matrix
Past Outputs, YOli-l, YOli respectively
Future Inputs, YiI2i-l, Yi+l12i-l respectively
ExteJ?ded observability matrix
Extended observability matrix r i , without the last 1rows
Extended observability matrix ri, without the first I rows
Kronecker Delta
Delay operator
Reversed extended controllability matrix of {A,B}
Operator projecting the row space of a matrix onto
the row space of A
Operator projecting the row space of a matrix onto
the orthogonal complement of the row space of A
Pseudo-inverse of A.
Vector Space of I-dimensional vectors
Vector Space of I x m -dimensional vectors
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Abbreviations
ARX
CVA
DI
FCCU
FIR
GBN
II
IV
JIO
MOESP
MIMO
MISO
N4SID
OE
PEM
PID
PRBS
SISO
SVD
TS
Projection of Row space of A on row space to B
Projection of Row space of A on the combined row space of Band C
Projection of Row space of A along the
row space of B on row space of C
Auto-Regressive with eXogenous input
Canonical Variate Analysis
Direct Identification
Fluid Catalytic Cracking Unit
Finite Impulse Response
Generalized Binary Noise
Indirect Identification
Instrumental Variable Method
Joint Input-Output Identification
Multivariable Output-Error State space
Multi-input multi-output
Multi-input single-output
Numerical Algorithms for Subspace State
Space System Identification
Output Error
Prediction Error Method
Proportional Integral Differential
Pseudo-Random Binary Signal
Single-input single-output
Singular Value Decomposition
Two-Step Method
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