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I • I NTRODUCT I ON 
1.1 General Remarks 
In the design"of structure~ to resist ground motions, it is desirable 
to be able to obtain rel iable seismic data for the site. In order to 
determine the seismic data, generally two types of method are available, 
namely observation and analytic approaches. Suitable observational data 
are often difficult to obtain. For this reason, it is necessary to have 
analytical methods of calculation to form sufficiently rel iable estimates 
of seismic effects. 
The accepted theories [5] of the origin of earthquakes involve 
disturbances at fairly smal 1 sources in the earth which are then propagated 
to the point considered. In an analytical representation, the ground is 
modeled as a layered half space. In many cases, the result will be meaning-
ful if the layers are taken to be homogeneous and isotropic elastic media. 
Analytic formulation of wave propagation through these ideal ized homogeneous 
bodies leads to a system of partial differential equations. A brief 
review of the literature [3,4,6,9,14] reveals that analytical solutions 
of these partial differential equations are quite difficult to find except 
for certain simple problems. Analytical results are even more improbable 
when the practical problem involves irregular geometry and compl icated 
dynamic disturbances. In these instances resorting to approximate numerical 
solutions is the only feasible alternative. 
The numerical formulation of a wave propagation problem requires 
discretization of the space and time domains. Two general approaches, 
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namely finite difference [10,1] and finite element [8,17,29] are often used 
to discretize the space domain. In this study, a central finite-difference 
consistent lumped par~meter model for plane strain problem developed by 
Ang and his associates [2,11,22] is used to discretize the continuum. 
For numerical solution of stress wave propagation problem, well 
defined boundaries are always required so that the solution is obtained in 
a finite region. In an infinite space domain, discrete solution for the 
entire domain is not possible. There are two approaches to remove th'is 
difficulty. 
The first approach can be obtained simply by applying the commonly 
used boundaries to terminate the space domain. The distances from the 
imposed terminating boundaries to the region of interest are chosen so 
that the reflected waves from the terminating boundaries wi1 1 not return 
to the region of interest in the total time period of calculation. These 
distances are proportional to the duration of the prob1em~ In problems of 
,long duration, the large space domain'needed may increase the cost of 
storage and time of calculation considerably. In certain cases, the sizes 
of the problems even exceed the capacity of modern computers. 
The uneconomical calculations required for the previous approach has 
motivated many researchers [2,19,24] to develop another procedure. The 
alternative is to terminate the infinite medium by "transmitting boundaries." 
A perfect transmitting boundary will transmit all the outward going waves 
without introducing any spurious reflected waves. If such a boundary can be 
devised, the medium can be terminated and a fairly small space domain used. 
If the procedure is successful, it should be impossible to tell the difference 
between the results from the terminated region and those from the infinite 
space domain at the same point. The most desirable outcome would be to be 
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able to limit the space domain to the region of direct interest thus reducing 
computational effort to the minimum. However, even if a fairly large region 
is needed for effective use of a transmitting boundary, considerable savings 
can be effected. 
The main objective of present study is to develop a more theoretically 
exact transmitting boundary for numerical solution of wave propagation prob-
lems in two dimensions(plane strain). 
In a homogeneous, isotropic and elastic medium, a disturbance may be 
separated into two types of waves. The first type is an irrotational or 
P wave, which advances in the same sense as the motion of the particle. The 
second is an equivoluminal or S wave, wherein the particle oscillates 
normally to the direction of propagation of wave. These waves travel at 
different speeds which depend on material properties. In an infinite body, 
these two waves travel with no mutual interference. This impl ies that a 
transmitting boundary must be capable of transmitting P and S waves independently 
and locally. It wi 11 be necessary in developing a procedure of numerical 
real ization of a transmitting boundary to have a method for distinguishing 
P and S waves locally. 
l.2 Previous Work 
The earl iest works in wave propagation studies, Young (1807), Poisson 
(1827) and Stokes (1848), were aimed at problems of optics using an elastic 
luminiferous ether. Later investigations (Rayleigh, Kelvin, Lamb and others 
[16]) dealt more directly with stresses in real sol ids especially geophysical 
problems. 
Transform techniques and harmonic synthesis techniques to find analytical 
solutions of the problem are described in great detail by Ewing, Jardetzky 
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and Press [9], Cagniard [6], and Brekhovskikh [4]. These methods often 
lead to some formidable difficulties~ The use of a self-similar potential 
method developed by Smirnov and Sobolev can remove, some of these difficul-
ties [26]. 
In addition to analytical methods, numerical schemes have been devised 
in recent years to study wave propagation in sol ids. Alterman and Loewenthal 
[1] used finite difference approximations to generate seismograms. In 
their calculations, errors and instabil ities often arose at the interface of 
two layers. Ang and his associates [2,11,22] have successfully used the 
lumped parameter model in many cases to remove the difficulties associated 
with the boundary conditions. Sameh and Ang [22] showed that time-growing 
irregular solutions appeared at the interface between two layers. An 
artificial dissipative mechanism was used to suppress this instabil ity. 
Another discrete method, the finite element technique, is used in the field 
of wave propagation as described by Zienkiewich [29], and by Lysmer and 
Drake [17]. 
A transmitting boundary for one-dimensional problems was investigated 
by R. H. Smith and Newmark [23]. Ang and Newmark [2] used the principle of 
transmission of d'Alembert forces to develop a transmitting boundary for 
two-dimensional wave propagation problems. Semi-empirical approximations 
were used to cope with the unknown speeds of transmission of d ' A1embert 
forces. This formulation gives good results in eliminating reflected waves 
in some cases, but lacks theoretical or extensive numerical justification. 
Lysmer and Kuhlemeyer [19] formulated a special viscous boundary to 
damp out the reflecting energy in the finite element method. Castellani 
[7] showed that reflections from this viscous boundary are caused by the 
finite curvatures of the wave surfaces and by frequency dependent phenomena. 
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Hadala [13] used this viscous boundary in the finite-difference analysis 
of two-dimensional wave propagation problems. 
w. D. Smith [24] proceeded in an altogether different way by super-
imposing the,solutions of general ized Dirichlet and Neumann problems to 
el iminate reflections. This formulation is independent of both wave fre-
quency and incident angle. However, if n transmitting boundaries are 
required, 2n independent solutions will be necessary for a complete solution. 
Hence, the computational effort of this method can be more costly than for 
a single solution. Furthermore, the superposition of the independent 
solutions requires linear behavior of the whole space domain'of the 
problem. This linearity is only required in the vicinity of the boundaries 
in the proposed study. 
1.3 The Scope of Investigation 
The fundamental theory of stress wave propagation in sol ids is well 
known. A brief review of the general theory of the problem is presented in 
Chapter II Lumped parameter models have been extensively appl ied to the 
numerical solutions of the problem. The formulation of the lumped parameter 
model for the plane strain problem is also briefly presented in Chapter I I. 
The main objective of this study is to obtain an improved scheme for 
treating transmitting and other boundary conditions. The new scheme is 
based on the separation of computed displacement field into potential 
fields in the vicinity of boundaries. The concepts of separation into 
potentials are described in Chapter I I I. The expressions for the transmitting 
boundary conditions as well as for the commonly used boundary conditions in 
terms of potentials are derived in Chapter I I I. Discrete formulation of 
decomposition of computed displacement field into potential fields and 
discrete expressions for the boundary conditions in terms of potentials 
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described in Chapter I I I are presented in Chapter IV. Numerical treatment 
of the intersections of boundaries is also formulated in detail in Chapter 
IV. 
The general procedure for numerical solution of the problem is summarized 
in Chapter V. The effectiveness of the numerical scheme presented herein is 
investigated and tested in various problems. Some of the examples are 
illustrated in Chapter V. Chapter VI cohtains the conclusions of this 
investigation and some recommendations for further study. 
1.4 Notation 
Each symbol is defined when it first appears in this study; however, 
for convenience of reference the most important symbols are described as 
fo 11 ows: 
A area of basic medium element = 1/2~X 6Y sin (y-a) 
[8] matrix of geometric coefficients relating strains and dis-
C , C 
P s 
[0] 
placements in a basic element 
submatrices of [B] 
P and S wave speeds, respectively 
matrix of geometric coefficients relating displacements and 
potentials 
[Ol J submatrix of [D] 
E Young's modulus of the medium 
[E] matrix of elastic constants relating stresses and strains 
{e} general strain vector 
{ev } vector of virtual strains 
e.. strain on a plane perpendicular to i-axis, and parallel to 
IJ 
j-axis in the global coordinate system 
{F} vector of internal forces in a basic element 
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{G} = vector of geometric coefficient relating ¢ and displace-
,tt 
ments 
{G l } subvector of {G} 
£ m = direct i on cos i nes of P wave norma 1 based on plane wave p' p 
assumption with respect to the x- and y-axis, 
respectively 
£,m direction cosines of P wave normal based on cyl indrical 
wave assumption with respect to the x- and the y-axis, 
respectively 
M = mass concentrated at a mass point 
{P}= vector of external applied loads at a mass point of a basic 
medium element 
{Q}= vector of geometric coefficients relating ~ tt and displacements 
, 
{Q }= subvector of Q 1 
R = radius of P-wave surface 
R,S= local polar coordinates 
t time variable 
t pulse rise or decay time 
r 
U = displacement vector 
{u\ vector of displacements 
{u v vector of virtual displacements 
~I' ~ t u. ~t = displacement. velocity, acceleration in the i-direction 
I, , I" 
u. I = partial derivative of u. with respect to the variable xk 
1,"'- I 
W W internal and external virtual work,respectively int' ext 
x,y = rectangular cartesian coordinates 
- - = local coordinates 
x,y 
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{a} = general stress vector 
a.. stress corresponding to e .. 
I J I J 
a .. k partial derivative of D., with respect to variable x 
I J , I J k 
6 = dilatation in two dimensions = e + e 
xx yy 
w = rotation vector 
w,w
z
= rotation about the z-axis 
6x,6y = mesh size of the medium model in the x- and the y-directions, 
respectively 
6x,6y = distances between mass points along the x-axis and along the 
y-axis, respectively, as shown in Fig. 1 
6t increment of time 
n 2 a
2 
8
2 
v Laplacian operator, defined as a:2 + a:2 
X y 
w = equivoluminal potential vector 
¢,w= irrotational and equivoluminal potentials for plane strain 
problem 
¢ . ok' W "k = partial derivatives of ¢ and W, respectively, with respect 
, I J , I J 
to variables x.,x. and x k I J 
a angle between the x-axis and the x-axis 
B parameter in the Newmark's integration method 
y afl~le between the y-axis and the x-axis 
p mass density of the medium 
v Poisson's ratio of the medium 
A,~ Lame's constants of elasticity 
e angle between x-axis and P-wave normal based on cyl indrical 
wave assumption 
e = angle between x-axis and P-wave normal based on plane wave p 
assumption 
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I I. CONTINUOUS AND DISCRETE FORMULATION OF WAVE' 
PROPAGATION PROBLEM 
2.1 General Field Equations 
When an unbounded deformable body is subject to small appl ied dis-
turbances, these disturbances propagate through the continuum as waves 
which are governed by the equations of motion. 
2.1.1 Equations of Motion 
The differential equations of motion expressing the dynamical equil-
ibrium of an infinitesimal element of the medium can be derived from the 
theory of static elasticity by using inertia forces. For a two-dimensional 
elastic medium, if the displacements are small, the equations of motion in 
terms of cartesian coordinates are, 
where 
p 
u ,u 
x y 
G •• 
IJ 
u ,u 
x,tt y,tt 
a + a 
xx,x xy,y 
a a 
xy,x + yy,y 
the mass density of the deformable body 
components of displacement in x and y directions, 
respectively 
stresses 
components of acceleration in the x and y directions, 
respectively. 
(2. I ) 
A comma between the subscripts denotes the partial derivatives with respect 
to variable that follows the comma (i .e., U 
x,tt 
2 
dUX) 
2 • 
at 
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The above equations are val id in the absence of real body forces. The 
equations of motion are general in that no assumption has been made con-
cerning the material properties·of the medium. 
2.1.2 Constitutive Equations 
For the present problem, the medium is assumed to be homogeneous, 
isotropic and elastic. Hence, the constitutive equations for a two-dimensional 
plane strain problem are the usual Hooke1s law which can be expressed as 
follows: 
o = 'AI::, + 2'IJ e 
xx xx 
o = AI::, + 2].1 e yy yy (2.2) 
o 2].1 e 
xy xy. 
For sma 1 1 dis p 1 a c em e n t t h eo r y " the d i 1 a tat: ion, 1::" i s g i ve n by 
e + e 
xx yy 
where A and ~ are the Lam; elastic constants which can be expressed in 
terms of Poisson's ratio, v, and Young1s modulus, E, by 
A = (1 +v) (1 - 2 v ) 
vE E ].1 = 2 ( 1 +v) 
For a plane strain problem, Eq. (2.2) can be written in·terms of E 
and v in the ~atrix form as fol lows: 
r - l-v \) 0 1 rexx 1 xx 
j E l-v 1 ~2V J tyy I (2.4) :: = (l+v) (1-2v) v yy a 0 0 xy 2 Yxy 
1 1 
2.1.3 Strain-Displacement Relations 
In the general case of small displacement theory, the strain-
displacement relations are, 
e = u 
xx x,x 
e = u (2.5) yy Y,Y 
y = 2e = u +u 
xy xy x,y y,x 
2.1.4 Dilatation and Rotation 
It will be seen that dilatation and rotation travel with different 
speeds through the medium. 
Substitution of the constitutive.equations, Eq. (2.2) and strain-
displacement relations, Eq. (2.5) into the equations of motion, Eq. (2.1) 
yields, 
(>- + ~) D. 2 + 1.1\7 u pu 
,x x x, tt 
(2. 6a) 
( /\ + 1.1) 2 D. + ).1'\7 u = pu tt 
,y Y y, 
(2.6b) 
where ro- 2 is the Laplacian operator defined by 
" 
\7 2u u + u 
x x,xx x,yy (2.7) 
Equations (2.6) are equations of motion of two-dimensional isotropic 
elastic sol id, and they may be shown to have dilatation and rotation 
travel ing through the medium with two different wave speeds. 
Thus, equations (2.6) are differentiated with respect to x and y 
respectively, and the resultant equations are added up to give, 
') 
p\7~(u tt+ u t) 
x,x y,yt 
From Eq. (2.3), we have 
12 
1 
-/1 2 ,tt 
c 
P 
(2.8) 
Equation (2.8) is a wave equation which shows that dilatation, /1, 
propagates through the medium with P-wave speed, c , 
p 
c=~ 
p ~~ 
On the other hand, we can el iminate 6 from Eqs. (2.6 ) by differ-
entiating Eq. (2.6a) with respect to y and Eq. (2.6b) with respect to 
x, and subtracting the resultant equations to obtain, 
~V2 (u - u ) = p(u - u ) y,x X,y y,xtt x,ytt 
In small displacement theory, rotation is defined, 2~ 
can be expanded as follows: 
2w 2w 
z 
u - u y,x X,y 
(2.10) 
cu r 1 (D), wh i ch 
(2. 1 1 ) 
where w is the rotation about the z-axis. Substitution of Eq. (2.11) 
into Eq. (2.10) result in 
where, 
2 V w 
--2- W,tt 
c 
s 
(2. 12) 
Equation (2.12) shows that rotation, W propagates through the medium with 
the S-wave speed, c . 
s 
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2.2 Boundary Conditions 
If the medium to which the equations of motion are appl ied is bounded, 
some special conditions must be added. These conditions express the 
behavior of stresses and displacements on the boundaries. There are three 
types of Ilboundaries: 1 we shall use, namely, an axis of symmetry, an 
interface between two layers, and a boundary at which tractions are 
defined. Formal problems of existence of solutions under all of these 
boundary conditions will not be dealt with here. The boundary conditions 
are straightforwardly found in the fol lowing p~ragraphs. 
The tractions appl ied on a boundary can be resolved into a normal 
component and a component tangential to the boundary. The tangential 
component is equal to shear stress (ons) at the boundary, whereas, the 
normal component is equal to the normal stress perpendicular to the boundary 
(a ). 
nn 
At an interface between two layers, layers are assumed to be in 
"welded contact,11 four boundary conditions must be satisfied, requiring 
continuity of the two displacement components, and of normal and tangential 
tractions across the interface. 
If a plane strain problem has an axis of symmetry in loading as well 
as geometry, the shear stress on this axis must be zero and the displace-
ment component normal to the axis of symmetry must be zero. This axis 
of symmetry provides a useful fictitious boundary to reduce the size of 
a problem. 
2.3 Lumped Parameter Model 
Numerical methods for solving stress wave propagation problems in 
a medium generally require discretization of the space domain of the 
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problem. The general ized lumped parameter model developed by Ang and his 
associates [2,11,22] will be used in this study to discretize the medium. 
With the aid of a lumped parameter model, the stress wave propagation 
problem can be formulated as a set of differential-difference equations 
which are discretized in terms of space variables. The solutions of these 
differential-difference equations can be found by numerical step-by-step 
integration, using a suitable integration technique, such as Newmark's 
B-method [20]. 
It is not the purpose of this study to develop a new method to 
discretize the medium. Ang's lumped parameter model is used in this 
study and is briefly described below. A complete summary of all the 
expressions to be used is given in Appendix B. 
The lumped parameter model leads to finite-difference approximations 
which discretize the medium. The continuum is first divided into a series 
of basic elements as shown in Fig. 1. Each basic element consists of a 
stress point at which the stress-related quantities (such as· strains and 
stresses) are defined, and four mass points at which motions (displacements, 
velocities and accelerations) are recorded. Elements are interconnected 
at the mass points. The mass of a mass point is taken as the total sum 
of all tributary masses of all elements attached to the mass point. The 
tributary mass at mass point 1 of an element is shown in Fig. 2. 
The strains, {e} and displacements, {u} of the basic element are 
related in symbol ic form as follows: 
{e} 
sin (y-a) [B] {u} (2.14) 
where Y,a are shown in Fig. 1 and {e} ,[B] and {u} are defined in 
Append ix B. 
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By us i n g the prj n c i p 1 e 0 f vir t u a 1 wo r k the i n t ern a 1 for c e s, { F } a t the 
mass points of an element resulting from the stresses' {a} within the 
element are given by 
{F} 
-
= 6.x 6y 
sin (y-a) [B]T {a} 
where 6x, 6y are shown in Fig. 1 and {F} and {a} are defined in 
Appendix B. 
The equations of motion at a mass point are then 
{p} L{F} 
k {u ~ ttl = ---M----
where {u ttl , {p} and M are defined in Appendix B. 
~ 
(2.15) . 
(2. 16) 
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1'1. BOUNDARY CONDITIONS IN TERMS OF POTENTIALS 
3.1 . Introduction of Potentials 
It is usual in dynamic elasticity problems to express theP-wave 
and S-wave motions in terms of potentials. The main relations will be 
summarized in this section. 
For elastic wave propagation problems, the Helmholtz1s decomposition 
- . [15] of the displacement vector, U, into the sum of the gradient of a 
scalar potential, ¢, and the curl of a vector potential, ~, is commonly 
used: 
u grad ¢ + curl tjJ (3 . 1 ) 
Here ~ normal ly satisfies the condition div ~ O. The first term in 
Eq. (3.1) is an irrotational displacement and the second term is an 
equivoluminal displacement. 
For the equations of motion to be satisfied, it is both necessary 
and sufficient [26J that the potentials satisfy the wave equations 
2 V ¢ = 
2-
V ~ = 
c p 
c 
s 
2 ¢ tt , (3.2) 
2 ~ tt , 
For plane strain problems, in which the z component of displacement 
is zero, and the x and y displacements, u and u , depend only on x and y, 
x y 
the x and y components of tjJ must be zero. The complete solution of the two-
dimensional wave propagation problem is then given by the potentials, 
¢ and ~ which satisfy the equations 
z 
\j2,h = 1 ,h 
't' -2 't' tt 
c ' 
P 
1 
= -2 I/Jz,tt 
C
s 
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where ~ is the z component of I/J. Since only W occurs, it will be written 
z z 
as \jJ in what follows. 
In the two-dimensional problem, Eq. (3.1) becomes in scalar 
representation. 
u 
x 
¢ - \jJ 
,x ,y (3.4) 
u y 
3.2 Relation of Potentials to the Basic Numerical Approach 
A disturbance propagating in an unbounded medium can be thought of 
~.-wave and ~-wave motions which propagate independently of each other 
inside the medium. Thus, the potentials corresponding to P and S waves, 
namely ¢ and ~, are uncoupled in the medium. If a point on a trans-
mitting boundary in the medium under consideration is at some distance 
from a source or a real boundary, P and S waves will propagate independently 
of each other near this particular point as they travel in the unbounded 
medium. If a transmitting boundary is to be formulated for the medium, it 
must clearly then be capable of passing P and S waves separately in any 
outward direction, no matter what the orientation of the boundary is rela-
tive to the waves. This impl ies that any scheme for numerical realization 
of a transmitting boundary has to have the capability of distinquishing 
P and S waves locally. 
By studying a well-known analytical solution, it can be seen that 
during the course of the propagation, normals of at least the S wave must 
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rotate considerably. This means that a transmitting boundary that 
depends on proper orientation of the boundary cannot give good results 
during the entire process. 
A half space y ~ 0 is shown in Fig. 3. At time t = 0, aline load 
q is suddenly appl ied normal to the free surface at y = O. At a time t, 
after' the appl ication of the load, the zones disturbed by P and S waves 
are shown, ABCD and EFG in Fig. 3. The waves in the curvi linear 
triangular regions of ABE and DCG are called head waves. The existence 
of head waves can be understood simply by noting that as the p ·disturbance 
intersects the free surface, in the regions of AE and DG both P and S 
waves are needed in order to satisfy the free surface conditions. The 
wave normals of S waves on EB and GC should be perpendicular to EB and 
GC, respectively. Because of the existence of S wave outside the S-wave 
front, the head wave may be considered a shock phenomenon. For a point 
H in the head wave region as shown in Fig. 3, a large change in the normal 
will occur as the S-wave front ABCD envelops the point. Only if a trans-
mitting boundary has a capabi1 ity of transmitting P and S waves inde-
pendently, is it possible to obtain results that are consistent with the 
actual phenomena. 
The procedure adopted here is to use the discretized displacement 
field to find the potentials near the transmitting boundary. The poten-
tials interact with the transmitting boundary independently of each other. 
It turns out to be convenient to use potential representation for the 
other boundaries as well. As wi 11 be shown, the numerical results for 
an interface between two media seem to give more stable values when 
using this method than previous approach produced [1,22J. 
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3.3 Numerical Separation into Potentlals 
The new approach developed in this study to treat boundary condi-
tions requires that the computed displacement field near the boundaries 
be separated into potential fields. How this is accomplished is the 
subject of this section. 
It is first noted that the di latation, ~, depends only on the scalar 
potent ia l, <p. In fact, Eq. (3.4) and Eq. (2.3) y i e'l d, 
~ = u + u 'iJ2 <p X,x y,y 
Thus, the first equation of Eq. (3.3) becomes, 
u + U X,x y,y 
= "iJ2,+, = 1 ,+, 
't' -2 't' tt 
c ' 
P 
Simi lari Iy, the rotation, w, depends only on~. Substitution of Eq. 
(3.4) into Eq. (2.11) and use of the second equation of Eq. (3.3) gives, 
2 1 
2w = u - u = 'iJ 7./J = -2 ~ t t y,x x,y c' (3.6) 
z 
Equation (3.5) and equation (3.6) show that values of <p and ~ tt 
, t t , 
can be calculated directly from known derivatives of displacements. 
Numerical integration of <p and ~ t twice with respect to time t, 
, t t , t 
is all that is now required to find potentials. Conversely, from Eq. 
(3.4), it is simple to compute displacement from known potentials. This 
capabil ity of transforming from a displacement to a potential representa-
tion and back again is an essential part of the proposed approach to 
treatment of boundary conditions in wave propagation problems. 
3.4 Theoretical Basis for a Transmitting Boundary 
It has shown in Section 3.3 how to calculate potentials directly 
from a computed displacement field. The next step in formulating a 
20 
transmitting boundary is to represent local outward going plane waves 
for P and S wave separately at the transmitting boundary. It is then 
possible to simulate an infinite domain by a finite domain terminated 
by transmitting boundaries. If the points on a transmitting boundary 
are sufficiently distant from a source, the plane wave assumption is 
qu i te good. If, however, th i s dis tance is not very large, correct ion 
of the plane wave approximation may be needed. By taking the curvatures 
of wave surfaces and the variations of the potentials along the surfaces 
into account, a significant improvement of the plane wave approximation 
can be obtained. This second approximation consists, in essence, of an 
approximation by cyl indrical wave surfaces. 
3.4.1 Outward-Going Plane Wave Approximation 
The mathematical derivations of the transmitting boundary condi-
tions for P and S waves are the same. We first derive the transmitting 
boundary condit:on of P wave, and that of S wave can be found by the 
same arguments. The solution of a general plane P wave moving in one 
direction is given by [16J 
¢ = g1 ($1, x + m y - c t) p p p (3.7) 
where.Q, and m are the di rection cosines of the P-wave normal with 
p p 
respect to the x and y axes, respectively and gl is a sufficiently smooth 
function. 
Partial differentiation of Eq. (3.7) gives, 
¢ x $1, ¢ ... (3.8a) , p 
¢,y m ¢ ... (3. 8b) p 
¢ t = -c ¢ ... (3.8c) , p 
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where prime represents the derivative with respect to the argument 
(l x + m y - c t). p p p 
The direction cosines satisfy the relation 
2 2 l + m = 1 (3.8d) 
p P 
Solving Eq. (3.8a), Eq. (3.8b) and Eq. (3.8d) simultaneously for the 
direction cosines of the wave normal gives 
or, 
£ p 
m p 
m p 
£ p 
±'-------
£ ¢,y 
p ¢ x 
, 
± ------
¢ x 
m -'-
p ¢,y 
(3.9a) 
In order to assure the outward going character of the wave on a 
transmitting boundary, the angle, 0, between the outer normal of the 
transmitting boundary and the wave normal should be 0° ~ l81' ~ 90°. The 
dot product of the unit vector of the outer normal of the transmitting 
boundary, r b • and the unit vector of the wave normal, 
n • n p b cos 0 
S · 0° 1 ~ I 90° h Ince < lei < , we ave, 
n p · n > 0 b -
In terms of direction cosines, this gives 
n , gives p 
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i ib + m mb > 0 p p-
where ib and mb are the direction cosines of the outer normal of the 
transmitting boundary with respect to the x and y axes whose origin is 
at the center of disturbance. 
If the center of the disturbance is at x = a and y 0, the values 
of ib and mb of a vertical transmitting boundary are ib = ±l and mb = o. 
When the vertical transmitting is in the x ~ a half plane, the sign of 
ib is positive. The cr~terion assures the outward going character of 
the wave on the transmitting boundary becomes ipib > a from which the 
sign of i is positive when a vertical transmitting boundary is in the p 
x > a half plane. By the same reasoning, the sign of m is positive p 
when the horizontal transmitting boundary is in the y > 0 half plane. 
It is also true that, i < 0, when the vertical transmitting boundary is p 
in x < a half plane and, m < 0, when the horizontal transmitting boundary 
p 
is in the y < 0 plane. 
Combination of Eq. (3.8a) and Eq. (3.8c) gives, 
¢ x 
, -r--
p 
¢ t 
-'-
c 
P 
Fro m E q . ( 3 . 8 b ) and E q. ( 3 . 8 c), we h a ve , 
~'L 
m p 
¢ t 
-'-
- c p 
(3. lOa) 
(3. lab) 
For numerical purposes, it is convenient to have second partial deriva-
tives with respect to time t of Eq. (3.10a) and Eq. (3.10b), we have, 
and, 
¢ ttx , 
i p 
¢,ttt 
c p 
(3.10c) 
¢,tty = 
m p 
¢,ttt 
c 
P 
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(3.l0d) 
The conditions for a P wave on a transmitting boundary in the plane 
approximation are given in Eq. (3.l0c) and (3.10d) which are appl icable 
to vertical and horizontal transmitting boundaries, respectively. 
A useful transmitting boundary can be developed by using the pre-
viously derived procedures. The normals of the outward going waves are 
determined locally. The applicability of this transmitting boundary is 
not 1 imited to special incident angles. The strong assumption that the 
forward wave normals are in the same direction as the outer normal of 
the transmitting boundary which seem to be implicit in many approxima-
t ions [2,19] can thus be removed. I n genera 1, waves cannot be all 
normally incident on the transmitting boundary. It should be remembered 
here that elastic behavior of the material is assumed only near the 
boundary, not in the interior. 
3.~.2 Cylindrical Wave Approximation 
The outward going plane wave approximation ignores the curvature of 
a wave surface. In addition, the potential is assumed constant along a 
wave surface. For a finite distance between a source and a point on a 
transmitting boundary, the curvature of a wave surface will generally 
be finite. Also in most instances, the potential will actual ly vary along 
the wave surface. For large radii, thjs variation is quite slow. In 
particular, near the region of the axis of symmetry, the S-wave potential 
~, passes through zero, and the variation of ~ with distance from the 
axis cannot be ignored without introducing sizable error. For this 
reason, an approximation by a locally cylindrical wave is introduced to 
refine the simpler plane wave approximation. 
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3.4.2.1 Cyl indrical Wave in Polar Coordinates 
It is convenient to express local cyl indrical wave in terms of local 
polar coordinates. As shown in Fig. 4, a local wave can be approximated 
as the arc ABD with the origin at the center of curvature C and radius R. 
The relations between the local cartesian and polar coordinates are 
given by 
x = R cos 8 y = R sin 8 
For any smooth p-wave potential ¢, the relations of first order deriva-
tives between two coordinate systems can be expressed as follows: 
¢ R , ¢ x + ¢ y ,x ,R ,y ,R Q,cp + m¢ ,x ,y (3.1la) 
¢ = ¢ x + ¢ y = R (-m¢ + £¢ ) 
,8 ,x ,8 ,y ,8 ,x ,y (3.11b) 
where £ and m are the direction cosines of the P-wave normal of the 
cyl indrical wave surface with respect to x and yaxes. That is 
£ = cos 8, y = sin 8. Where 8 is the angle between the cylindrical 
wave normal and the x-axis. 
For a point B on the P-wave surface, as shown in Fig. 4 the curva-
ture of the surface at the point is defined as the rate of change of the 
angle e with respect to the arc s. 
d8 (3.12) R ds 
By substitution of Eq. (3.12) into Eq. (3.llb), we get 
¢ = -m¢ + £¢ 
,s ,x ,y 
The P-wave equation in polar coordinates [15] is given by 
¢ ¢ 
¢ ~+~=_l_¢ 
,RR + R R2 c 2 ,tt (3.14) 
P 
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3.4.2.2 Diverging Wave Solution 
The exact solution of Eq. (3.14) cannot involve (R - c t) as an p 
argument [15J. Fortunately, if R is large, the diverging wave solution 
[15J of Eq. (3.14) can be approximated by 
¢ = _1 9 (R - c t) f(8) (3.15) & 3 p 
where g3 and f are sufficiently smooth functions. This can be seen by 
substitution of Eq. (3.15) into Eq. (3.14) in which the residual terms 
are found to be: 
¢ tt 
-'-2 
c p 
-1/2 -3/2 The Rand R terms satisfy the wave equation exactly. If R is 
large, Eq. (3.16) indicates that the diverging wave solution is a 
suitable approximation. 
In the following two subsections, the procedures for finding the 
wave normal and the development of a transmitting boundary will be given 
on the basis of the approximate solution, Eq. (3.15). 
3.4.2.3 Orientation of the Wave Normal 
For the local plane wave assumption, the variation of the potential 
along a wave surface is ignored. The angle between the wave normal and 
the x-axis can be determined by letting ¢ = 0 in Eq. (3.13) which is 
, s 
exactly consistent with the plane wave approximation of Eqs. (3.9). In 
the cyl indrical wave approximation the actual variation of the potential 
along the cylindrical wave surface ¢ must be computed in order to 
, s 
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calculate the correct direction of the cylindrical wave normal. For 
this purpose, another condition is required to evaluate ¢ . 
, s 
This is conveniently obtained as follows. Partial differentiation 
of Eq. (3.15) with respect to 8 gives, 
¢,8 = _1 g (R - c t) f' (8) /R 3 p (3.17) 
From Eq. (3.15) and Eq. (3.17), we have, 
cp e f'(8) 
, -T - f(8) (3 .l8a) 
From Eq. (3.12), Eq. (3.18a) can be written as follows: 
Rep s f
'
(8) 
---.L::.. -
ep - f(8) (3.18b) 
It should be noticed that the'function Rcp,s/ep in Eq. (3.18b) v~ries only 
with the variable 8. In other words, R.ep,s/cp is constant along ~he radi"us 
and in time. This gives an useful condition to compute ep along the 
,s 
wave surface. Numerical realization of this condition to compute ~ 
't', S ' 
will be discussed in Chapter IV. 
Given a R, there is just one normal, determined by 8, and one 
value of ¢ ,for which Eqs. (3.13) and Eq. (3.18b) are satisfie<:i t~gether. 
, s 
If the value of ¢ is computed, the angle between the cyl indrical wave 
, s 
normal and the x axis can be found 'from Eq. (3.13). For the algebraic 
simpl ification of the solution, both sides of Eq. (3.13) are divided by 
±Jep2 + ~2 to yield, 
,x ,y 
¢ s 
± -_..::..'--- -m ____ ¢~,_x _____ + ~ ____ ep~,~y ____ ~ (3. 19a)" 
. J(p~x + <y ±f¢2 + ¢2 :j , ,x ,y 
From Eqs. (3.9), we have 
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¢ x , 2 
J¢2 + 2 P ¢,y ,x 
and 
¢ x , 
= m 
J q,2 + 2 P ¢,y ,x 
term J q,2 The sign of the + ¢2 is determined_by the signs of 2 and 
. ,x ,Y P 
m. The determination of the signs of 2 and m depends on the location p .. p P 
of the transmitting boundary, as discussed in Sect. 3.4.1. 
From Eq. (3. 19a), the angles between the x-axis and the wave 
normals of the plane wave and of the cylindrical wave are related as 
fa 11 ows: 
sin 
¢ s (8 - 8) =---'--p (3.l9b) ~q,2+ q,2 
,x ,y 
Where 8 is the angle between the x-axis and the plane wave normal. p 
Solving Eq. (3.19b), we have 
8 = 8 p 
. -1 
- sin (3.l9c) 
Equation (3.19c) indicates that the difference between the angles of 
the pJane wave normal and of the cylindrical wave normal depends only 
on the variation of the potential along the wave surface, ¢ . For 
, s 
very large radii, the simpler plane wave approximation is accurate 
enough because the values of ¢ turn out to be quite small. 
, s 
3.4.2.4 The Transmitting Boundary Condition 
The transmitting boundary condition can be derived from the 
diverging wave solution, Eq. (3.15). 
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Partial differentiation of Eq. (3. 15) gives, 
¢,R 
1 g3 (R - cpt) f(e) +_1 gl (R - c t) f(e) = 2R3/2 lR 3 p 
(3.20a) 
c 
~,t = -E. g3 (R - cpt) f(e) (3.20b) 
rip. 
From Eq. (3.15), Eq. (3.20a) and Eq. (3.20b), the transmitting boundary 
condition of the outward going cyl indrical wave is obtained as follows: 
~ =_ ~,t _ ~ 
,R c 2R 
P 
(3.21 ) 
Aft e r 5 u b s tit uti 0 n 0 f E q . ( 3 . 1 I a ) i n toE q. ( 3 . 2 I )" ,: t he " t ran s mit tin 9 
boundary condition can be written as follows: 
2~ + m¢ = 
,x ,y 
¢,t _ J" 
c 2R p (3.22) 
For numerical purposes, partial differentiation of Eq. ~;222 twice with 
respect to time t, results in, 
cb ttt 2~ + m¢ = - --,-'--
,ttx ,tty c 
P 
¢,tt 
2R (3.23 ) 
If R is infinite and the potential is constant along the wave surface, the 
plane wave transmitting boundary condition can be derived from Eq. (3.23) 
simply by letting the curvature l/R be zero. The plane wave transmitting 
boundary condition is a special case of the cyl indrical wave transmitting 
boundary condition. 
3.5 Boundary with Tractions Specified 
As indicated in Sect. 3.2, it proves convenient to express all bound-
ary conditions in potential form. This presents no difficulty for a 
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boundary with specified tractions. The specified tractions are expressed 
in terms of stress components. These can, in turn, be found in terms of 
potentials, thus resulting in statement of traction boundary conditions 
in potential form. 
Substitution of the displacement-potential relations, Eq. (3.4), into the 
strain-displacement relations, Eq (2.5), and substitution of the resultant 
equations into the constitutive equations, Eq.(2.2) give the relation of 
stresses and potentials. 
CJ 
xx 
a yy 
= pc 2V2~ - 2pc 2 (~ ,/,) p '+" s '+",yy + If',xy 
(3.24) 
For a boundary parallel to the y-axis, a and a are traction components 
xy xx 
which are known. The boundary conditions are given as follows: 
a 
xx 
(3.25) 
Similarly, for a boundary parallel to the x-axis, the boundary conditions 
are, 
0-yy 
a 
xy P
c 2 (,/, ,1, + 2~ } 
S If',xx - If',yy '+",xy 
3.6 Interface between Two Layers 
(J.26) 
An interface between two layers, A and B, with different material 
properties is shown in Figure 5. It will be assumed that these two layers 
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are in "welded contact," implying continuity of all displacement and 
traction components across the interface, the four boundary conditions to 
be satisfied are then, 
A B (3.27a) u u 
x ' x 
A B (3.2 7b)- \"" U U 
Y Y 
a A a B (3.27c) yy yy , 
A B (3.27d) (J = a 
xy xy 
where superscripts A and B denote the physical quantities in the two layers. 
Us i n 9 E q. ( 3 . 4), E q. ( 3 . 27 a ) and E q . (3. 27 b), we h a ve 
¢ B _ w" B 
,x ,y (3. 28a) 
and 
"¢ A + ljJ A =¢ B + $ 
,y ,x ,y ,x 
B (3 ."28b)" ; 
From Eq. (3.24), Eqs. (3.27c) and (3.27d) can be expressed as follows: 
2k A ( A 
s ¢,xx 
k BV2~B _ 2k B (~ B _ ,/; B) 
p If S If,XX 't',xy (3.28c) 
and 
k A (ljJ A_ ljJ A + 2¢ A) 
s ,xx ,yy ,xy 
k B (w B ljJ B + 2¢ B) 
s , xx - , yy ,xy (3. 28d) 
where 
"k s A = P A (c sA) 2 , k s B = P B ( c s B) 2 
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For a physical point at an interface, there will be different values 
of potentials in the two bodies. This may be seen from the following 
argument. The stress components 0yy and 0xy must be continuous at the 
interface (Fig. 5), but ° need not be. Therefore, a + ° can be dts-
xx xx yy 
continuous. In any case, the differences of elastic constants will make 
h d ·l . d· . Th f A -- n2~. d·· d tel atatlon Iscontlnuous. ere ore, D V't' IS Iscontlnuous, an 
in general then cp is discontinuous, whence cp is discontinuous. Simi-tt . . 
larly the continuity of -~(u + u ) impl ies the discontinuities of 
x,y y,x 
u Thus, in spite of the fact that the displacements are continuous, 
x,y 
the potentials are, in general, discontinuous. 
3.7 Axis of Symmetry 
The conditlons on a vert1cal axis of symmetrY,coinciding with the 
y-axis (see Fig. 8) of a plane strain problem,are defined as follows: 
a = 0, 
xy u = 0 x 
From Eq. (3.4) and Eq. (3.24), Eq. (3.29) can be written as follows: 
o 
xy 
u 
x 
= cp - 1jJ 
,x ,y 
(3.30a) 
o (3.30b) 
Since u 
x 
o on the vertical axis of symmetry, the term u in Eq. (3.30a) 
x,y 
is zero. Hence, 
(3.31) 
Upon substitution of Eq. (3.31) into the wave equation, Eq. (3.6), it is 
seen that ~ t is zero on the axis of symmetry. 
, t 
~ and ~,t of the problem are, 
The initial conditions of 
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1jJ I t=O 0, 1jJ t1t=o = 0 , (3.32) 
By integfating $ twice with respect to time t, and using the initial 
,tt 
conditions, Eq. (3.32), we have ·the potential $ on the axis of symmetry 
(3.33a) 
Since $ = 0 on the axis of symmetry coinciding with the y-axis, its de-
rivatives with respect to yare all zero: 
,/1 = 0 
'i-',y C3.33bJ. 
ijJ 
,yy o C3 .33c} 
Sub s tit uti 0 n 0 f E q. (3. 33 b ) i n toE q. (.3. 30 b), and E q. C3. 33 c ) in toE q . 
(3.31), shows that the boundary conditions on the axis of symmetry are given 
by: 
1jJ = 0 
,x 
(3.34a) 
$ = 0 
,xx 
(3.34b) 
In fact, it can be seen readily that the potential ~ is even in x and 
1P is odd in x. 
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IV. DISCRETE FORMULATION OF BOUNDARY CONDITIONS 
4. 1 General Remarks 
Points at which potentials are defined, so-called potential points, 
are used in conjunction with the lumped parameter model in the vicinity 
of boundaries as shown in Fig. 8. The object is to express the boundary 
conditions in terms of potentials at discrete points. This requires the 
separation of the computed displacement field into potential fields at 
stress points where potentials are defined and the discrete approximations 
of various derivatives of the potential fields at the potential points. 
The discrete formulation of boundary conditfons of the boundaries of vari-
ous types and at points where two boundaries of the same or different types 
intersect wi 11 be described in the following sections. The actual use of 
the expressions found in the total numerical scheme is outl ined in Sect. 
5.4. 
4.2 Discrete Form of the Separation into Potentials 
The determination of the potentials at those stress points where poten-
tials are defined from the computed displacements at mass points is based 
on the equations derived in Sect. 3.3. 
The ~artial derivatives of the displacement u and u with respect to 
x y 
the local coordinate axes x and y, at point 5 (Fig. 1) can be approximated 
as follows: 
u X,x 
u 
x,y 
(5) = 
(5) 
/:;;x 
6y 
[u (1) - u (J)] 
x x 
(4. 1 a). 
[u (2) - u (4)] 
x x 
(4.1b) 
u -(S) 1 [u (1) - u (3)] =-Y,x 6.x Y Y 
(4. I c) 
u -(S) I - u (4)] = - [u (2) 
Y,y 6.Y y y 
(4.ld) 
The relations of the first order derivatives of displacements in the 
global cartesian coordinates to those in the local non-orthogonal coordinates 
are der i ved in Appendix A and repeated here. 
1 (s i nyu -- s ina u -) (4.2a) u = (y a) x,x sin x,x x,y 
1 (s in y u -- sina li -) (4. 2b) u = (y a) Y,x sin Y,x Y,y 
1 (-cosy cosa u -) (4. 2c) u 
sin (y a) u -+ x,y X,x x,y 
u 
- a) ( -cosy u - + cosa u -) (4. 2d) Y,y sin (y Y,x Y,y 
Substitution of Eq. (4.1a) and Eq. (4.1b) into Eq.(4.2a); and of Eq. 
(4. lc) and Eq. (4.1d) into Eq. (4.2d), followed by use of the resul ting 
equations in Eq.(3.S) leads to ¢ tt at stress point "S". 
, 
where, 
and 
sin 
2 
c 
P {G (y - a) I 
_ cos Y 
6x 
-G } 1 {u} (4. 3a) 
J . 
{u} = {u (1), u (1), u (2), u (2), u (3),' u (3), u (4), u (4)} 
x y x y x y x y 
If /::'x = /::'y = l:.h and a = -y = 4So, a simpler form of Eq. (4.3a) results, 
2 
c 
¢,tt(S) = 2Xh {1 1 1 -1 -1 -1 -1 l} {u} (4.3b) 
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A similar set of operations leads to, 
2 
C 
,II (5) = . ~ ) {Ql .• : -Ql} {u} ~,tt sin y - a (4.4) 
where, 
{cos y sin y -cos a -sin a} 
b.x b.x b.y Sy 
For the special case, b.x = b.y = b.h and a = -y = 45°, Eq. (4. 4a) can be s im-
pl ified as fo 11 ows: 
2 
c 
1jJ tt(S) =_s_{_l 1 1 1 -1 '-1 -1 } {u} (4.5) 
, 2b.h 
4.3 Discretization of Derivatives of the Potential Fields 
The numerical treatment of 'boundary conditions requires the discrete 
expressions for the first-order derivatives and for the Laplacian operator 
V2 of both ¢ and $ fields near the boundaries. The operations of the dis-
crete ¢ and ~ quantities are identical. Hence, only discretization of the 
¢ field is presented explicitly here. 
With reference to Fig. 6, the first order derivatives of 9 can be 
approximated directly as follows: 
¢'y(5) 1 r ( ) = -- l¢ 2 b.y - ¢(4)] 
If b.x = b.y = b.h, we have, 
cp, (5) 1 [¢ (1 ) - ¢(3)] 
x = b.h (4.7) 
¢,y(S) 1 [¢(2) - ¢(4)] 
- b.h 
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The first order derivatives of ¢ in the global and the local coordin-
ates (see Fig. 7) are related as derived in Eq. (A.4) of Appendix A. 
¢,x 
1 [s i ny ¢ - - s ina ¢ -] = (y a) sin ,x ,Y 
(4.8a) 
¢ = 1 [ -cosy cp-+ cosa ¢ -] 
,Y sin (y - a) ,x ,Y 
(4.8b) 
From Fig. 7, we find 
¢ - (5) 
,x 
= - [cp(l) - ¢(3)] 
/J.x 
(4. 9a) 
¢ - (5) = _1 [¢(2) - cp(4)] 
,Y /J.y 
(4.9b) 
Substitution of Eq. (4. 9a) and Eq. ( 4.9b) into Eq. (4. 8a) and Eq,. (4.8b) 
wi th some rearrangement of the terms gives 
(~ (5) J 
<>5) = 
[J 1 -Jl]{cp} (4. lOa) 
where sin y -s in ex 
1 /J.x /J.y [J 1 ] ;: (y - ex) sin -cos y cos ex 
!J.x /J.y 
and, {¢}I{~(l), :;(2), ¢(3), cp (4)} 
If/J.x=/J.y;:~ha.,d o.=-y =45°, equation (4.l0a ) can be simplified to 
read 
-1 
-1 -; ] {cjl} (4.10b) 
As shown in Fig. 6, potentials are defined at the potential points, 
1, 2, 3, 4 and 5. The simplest difference analogue of the partial differ-
ential equation governing P waves can be written as follows: 
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1 2 
-2 ~ tt(S) = V ¢(S) 
c ' p 
- __ 4 __ [¢(l) - 2¢(S) + ¢(3)] 
- /:).x 2 
+ ~ (¢(2) - 2¢(S) + ¢(4)] 
/:).y2 
For the special case /:).x = /:).y = /:).h, equation (4.1 la) becomes 
1 4 ~,tt(S) = /:)'h 2 [¢(l) + ¢(2) + ¢(3)+¢(4) -4¢(5)] 
p 
(4. ] ] a) 
(4.llb) 
If la - yj 90° in Fig. 7, the P-wave equation can be discretized as fol-
lows: 
If Lx = !Jy 
~¢ tt(S) = ~ [CP(l) - 2¢CS) + ¢(3)] 
c' /:).x p 
+ ~2 [¢(2) - 2¢(S) + ¢(4)] 
/:).y 
(4. 12a) 
J2/:).h, equation (4.12a) can be simp] ified as fol lows: 
1 2 :-z ¢,tt(S) = /:)'h2 [¢(l) + ¢(2) + ¢(3) + ¢(4) - 4¢(S)] (4.12b) 
p 
4.4 Transmitting Boundary 
On the basis of the theory derived in Sec. 3.4, numerical procedures 
for obtaining a transmitting boundary are developed in this section. Two 
different transmitting boundaries, one based on the plane wave approxima-
tion and the second on the cyl indrical wave approximation, will be treated 
separately in the following subsections. The numerical procedures required 
for the P- and S-wave components are identical. Therefore, only the pro-
cedures for developing a P-wave transmitting boundary are expl icitly 
described. The numerical formulation for a transmitting boundary parallel 
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to the x-axis (called a horizontal transmitting boundary) and for one 
parallel to the y-axis (cal led a vertical transmitting boundary) will be 
treated separately because of some differences that arise. 
4.4.1 Plane Wave Approximation 
The local wave normal is required to define a locally plane wave sur-
face as described in Sect. 3.4.1. If the locally plane wave surface is 
defined, the plane wave transmitting boundary conditions can then be appl ied 
to the boundary to obtain the transmitting boundary. Numerical procedures 
for determination of the local plane wave normal and for the appl ication 
of transmitting boundary condition to the transmitting boundary will now 
be described. 
4.4. l. 1 Plane Wave Normal 
With reference to Fig. 8, the potential quantiti~s at the potential 
points near the boundary, at the time step n, ¢n(superscript n denotes the 
physical quantities at time step n) are found from the latest computation. 
Then, the first order derivatives at the potential points (except at mass 
points) on the boundary can be approximated. From the known first order· 
derivatives and the plane wave condition of constant potential on the wave 
surface, the local wave normal can be found for vertical and horizontal 
cases as fol lows: 
(a) Vertical Transmitting Boundary 
With reference to Fig. 8, for a point (b,j) on the vertical transmitting 
boundary the first order derivatives of the potential ¢n at the point can 
be directly approximated as follows: 
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(4.13a) 
C4.13b) 
s Y sub s tit uti 0 n 0 f E q . ( 4. 1 3 a) and E q. ( 4 . ] 3 b ) i n toE q . (3 . )-a), the 
direction cosines of the P-wave normal in the plane wave approximation, 
n 
.Q, (b,j) p 
and 
n 
and m (b,j), can be determined: p 
,Q,n (b,j) = 
p 
1 + 
[
¢n 
,Y 
n q, 
,x 
(b,j)j 2 
(b, j ) 
n 
m (b,j) p 
4n (b, j ) 
= .Q, n (b, j) ___ , Y _ 
P ¢n (b,j) 
,x 
(4.13c) 
(4. l3d) 
The sign of ,Q,n (b,j) is positive if the vertical transmitting boundary is 
. p 
10cated in the x > 0 half plane. (Fig. 8) 
(b) Horizontal Transmitting Boundary 
For a point (i,m) on the horizontal transmitting boundary as shown in 
Fig. 8, we write, 
n 
= _1 [<Pn (i ¢n (i 1 ,m) J ¢ x ( i ,m) + 1 ,m) - -, /::'x 
,n ( i ,m) = _1 [¢n (i m + 1) - q,n(i,m + 1 ] ii,y /::'y , 
By substitution of Eq. (4.14a) and Eq. (4.]4b) 
and mn (i,m) can be found: 
p 
mn (i ,m) = _______ 1___ _ 
p [ [<p~ x (:' m) ] 2 
<p n ( I ,m) 
,y 
(4.14a) 
(4.l4b) 
into Eq. (3.9b),.£n (i ,m) p 
(4.14c) 
and, 
,e,n (i,m) 
p 
¢n (i,m) 
n ~,_x ____ __ 
mp (i ,m) ¢n (i ,m) 
,y 
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(4. 14d) 
The sign of mn (i,m) is positive if the horizontal transmitting boundary is p 
located in the y > 0 half plane (Fig. 8). 
4.4. l.2 Transmitting Boundary Condition 
In order to determine sufficiently accurate expression of the deriva-
tions of the potentials at the points on the transmitting boundary, it is 
convenient to introduce potential points near, but outside, the transmitting 
boundary, so-cal led fictitious points (Fig. 8). The formulation proceeds 
by applying the transmitting boundary condition to the potential points, 
except at mass points, on the boundary. 
At time step n, the quantities of ¢n t at the potential points near 
, t 
the boundary are specified as the results for the previous time interval 
or are assumed. Then, the values of ~n d ~n d t . d b ~ an ~ are e ermIne y 
, t 
numerical integration [20]. 
(a) yertical Transmitting Boundary 
For a point (b,j) on the vertical transmi~ting boundary (Fig. 8), we 
directly derive, 
n (b, j ) I [ n (b + 1, j) _ cpn ¢,ttx = (b - l,j)] /:;x ¢,tt ,tt (4.15a) 
n (b, j ) 4 [cpn 2cpn ¢n ¢,tyy /:;y2 (b, j + 1) - (b, j) + (b, j - 1)] , t , t , t 
(4.15b) 
n (b,j) _4_ [ron 2¢n (b,j) + ¢n ¢'txx = (b + 1 , j ). - (b - 1 , j ) ] 6x2 " t , t , t 
(4.15c) 
n (b, j ) 1 [¢n tt (b,j + 1) - n ¢'tty - /:;y ¢,tt (b, j - 1)] (4. 15d) , 
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The numerical integration is given by [20] 
, 
~~ (b + 1,j) ¢~~l (b + 1,j) + [¢~~~ (b+ 1,j) + 
¢~tt (b + 1, j)] 6~ 
where ~t is the time increment. 
The P-wave equat ion in terms of ¢~ t ·can be read i 1 y found, 
n 
CP,ttt 
c p 
2 
(4.16) 
(4.17a) 
From Eq. (4.15b), Eq. (4.15c), Eq .. (4. 16), and Eq. (IL 17a), we have, 
n 
¢ ttt (b,j) 
, 
4c 2 
= .--..2. _ [ ¢ n - 1 
. ~x2 , t 
n-l LIt ( b + 1, j) + ¢, t t (b + 1, j )-2 
n 
+ r.p tt 
, 
. Dt n n ( b + 1, j ) -2" - 2 cP ,t (b, j) + ¢, t ( b - 1, j ) ] 
+ (b ,j ) (4.17b) 
n 
By substitution of the computed 2 (b,j), and the Eqs. (4.15a), (4.17b) p 
into the transmitting boundary condition, Eq. (3.10a), the quantity of 
,n ~ tt (b + 1,j) can be determined as fol lows: 
, 
n 
¢)tt (b+l,j) as I / AA] (4. 18) 
where n 
2c ~t.Q, (b, j ) 1 
A.A.1 = 
p ~ + ._-
~x 2 ~x 
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8B £n (b .){,+,n (b,j') +_4_ [,+,n-l (b + l,j') 1 -c p P ,j \jJ,tyy t..x2 \jJ,t 
n-l 
+ ¢,tt (b + 1,j)6;_ - 2¢n (b,j) + cpn (b - 1,j)]} 
,t , t 
1 n 
+ ~,tt (b - 1,j) 
(b) ~orizontal Transmitting Boundary 
The discrete expressions for the derivatives at point (i ,m) 'on the 
horizontal transmitting (Fig. 8) are directly found. 
n ( i ,m) 1 n (i ,m + 1 ) n (i, m 1 ) ] (4. 19a) <P,tty Ly [¢,tt ¢,tt -
n ( i ,m) 4 [¢n (i ,+1, m) - 2 cp ~ t ( i ,m) + ,n ( i - 1, m)] (4.19b) 
CP ,txx 6x2 ,t 
lfJ,t 
¢nttt(i,m) 4 [¢n (i,m+l) - 2¢n (i,m) + ¢~t(i,m 1 ) ] (4. 19c) 
- !;:,y2 -, , t , t 
n ( i ,m) n n (4. 19d) ¢,tt; = - [¢ tt ( i + 1,m) - ¢,tt ( i - 1 ,m) ] !;:,x , 
With reference to Eq. (4. l 7b), we have, 
4c 2 
n ~ n-l 
¢'ttt (i,m) = 6y2 [ep,t 
n (.j ,m + 1) - 2 ¢ ( i , m) + ¢ n ( i ,m - 1) 
,t , t 
r/, n, t- t
1 ( i , m + l) ~ + ,+, n ( i ,m+ 1 ) 62t ] + ¢ n t ( i , m) c 2 't' 2 't' , t t , xx . p 
(4.20) 
By substitution of mn (i,m), Eq. (4.19a) and Eq. (4.20) into the 
p 
transmitting boundary condition, Eq. (3.10b), it is possible to solve for 
¢~tt (i,m + 1) as follows: 
¢n t (i,m + 1) = Bb2/AA~ 
,t ~ 
(4.21) 
where 
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n n ( 2c ~t m i ,m) 
p p +_1 
~y2 D.y 
BB 2 -cp~ (i,m) {rl>n (i,m) + _4_ p 'i',txx !J.y2 (i,m+ 1) 
n-l 
+ cP tt (i ,m + 1) ~~ n n 2cp (i,m) + ¢(i,m - l)]} 
,t ,t , 
1 n 
+ -;:- cp (i ,m - l) 
uy ,tt 
4.4.2 Cy1 indrical Wave Approximation 
For a complete definition of a local cyl indrical wave surface, the 
local wave normal as well as the local curvature of the wave surface are re-
quired, as indicated in Sect. 3.4.2. If tile cyl indrical 'tlave surface is 
defined locally, the transmitting boundary can be obtained by applying the 
transmitting boundary condition to the boundary. The numerical procedures 
for determination of the local curvature as weI I as the wave normal of the 
wave surface, and the application of the transmitting boundary condition 
wi 1 1 be treated in the following subsections. 
4.4.2.1 Curvature of the Wave Surface 
If the angle e between thewave normal and the x-axis along the trans-
mitting boundary is found, the local curvature of the wave surface can be 
determined directly from geometry by the convergence of the wave normals. 
(a) Vertical Transmitting Boundary 
Potential points 1, 2, 3 with the wave normals n l , n2 and n3 on the 
vertical transmitting boundary are shown in Fig. 9. The norma.ls n l and 
. t t . Odd in te r sec tat °2 , n2 In ersec at pOint l' an nZ an n3 \.J i th 01 as 
center and Rl (distance between 01 and 1) as the radius, the arc 2 - 7 
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can be drawn. Since Rl is large, the radius can be approximated as 
fol lows (see fig. 9): 
where, 
where, 
l!5 1 R = 1 l!8 1 
l!8 1 = 82 - 8 1 
l!y cos 8} 
l! 51 = l!8} 
2l!8
1 
cos-2 
l!8 2 = 83 
- 82 
l!S = 2 
l!y cos8 3 
l!82 21182 cos-2-
(4.22a) 
(4.22b) 
The radius of the wave surface at point 11211 is approximated by the average 
of Rl and R2 : 
R(2) = ± (R} + R2) 
(b) ~orizontal Transmitting Boundary 
With reference to Fig. 9 and Eq.(3.l2) ,we have, 
l!5 4 
R4 = l!8
4 
where, 
684 = 84 - 85 
Dx sin84 
65 4 = E84 
2l!8 4 cos-2-
(4.22c) 
(4.22d) 
4S 
and, 
(4.22e) 
where, 
~8S = 8S - 86 
.6.S S = 
!:::.x sin86 
.6.8 5 2.6.8
5 
cos-2-
The local radius R at point "S" is approximated by the average of R4 and 
R(5) (4.22 f) 
4.4.2.2 Cyl indrical Wave Normal 
To obtain the normal to the local cyl indrical wave surface, determina-
tion of the variation of potential along the wave surface ¢ , is required, 
, s 
as indicated in Sect. 3.4.2.3. If ¢ is determined, the normal to the 
, s 
local cylindrical wave surface can be easily found from Eq. (3.l9c). From 
. R¢ 
Eq. (3.18D), the function T is constant along the radius R. The 
numerical procedure for finding the local values of ¢ by using this con-
,s 
dition wi 11 now be described. 
The calculation is iterative, beginning with some first approximations 
for the nornal. The radius and ¢ are then determined, permitting a cal-
, s 
culation for an improved normal. This iterative process wi1 I be summarized 
at the end of this subsection. 
For a point (b,j) on the vertical transmitting boundary, the local 
cyl indrical wave surface with local axes seen as point °1, the radius R, 
and the angle 8(b,j) between the wave normal and the x-axis is shown in 
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Fig. 10. The wave normal extended inward intersects the element boundary 
BCDE at point A at a distance 6R from point (b,j). 
R¢ 
From E q . (3. 1 8 b), the val u e s 0 f _,_s a t po i n t (b, j) and a t po i n t A 
<p 
are equal: 
(R - 6R)¢ (A) 
, s 
= 
R<P (b,j) 
, s 
<P(b,j) (4.23) 
I nor d e r to sol ve for <P, s (b ,j) from E q . ( 4 . 23), 0 the r t e r m 5 0 f E q . ( 4 . 23 ) 
must be determined. 
The values of the potential, <p , at the potential points are specified 
by the latest calculation. The first-order derivatives, <p and <p ,at the 
,x , y 
potential points along the transmitting boundary (b 1 ine) and along the 
b-2 1 ine (Fig. 10) can be obtained from Sect. 4.3. Since the latest value 
of <p(b,j) is now known, the value of <P(A) can be determined by 1 inear 
interpolation from the values of <P(b - 2,j + 1) and of <P(b - 2,j ~ 1). The 
same 1 inear interpolations in <p and in <p determine the values of 
,x ,y 
<p (A) and<p (A). The value of ¢ (A) is found from Eq. (3.13): 
,x ,y ,5 
<p (A) = -m(A)<p (A) + 2(A)cp (A) (4.24) 
,s ,x ,y 
The values of 2(A) and m(A) are found from e(b,j). Now the value of 
<p (A) can be determined by substitution of <P (A), ¢ (A), 1(A) and m(A) 
,s ,x ,y 
into Eq. (4.24). 
The numerical procedures for approximating the value of R are described 
in Sect. 4.4.2.1. The value of 6R (the length between A and (b,j)) is read-
i 1 Y 0 b t a i ned. 
47 
By substitution of ¢(A), <P (A)', R, llR and ¢(b,j) into Eq. (4.23), 
, s 
the value of ¢ (b,j) can be found: 
, s 
(R - llR)¢ (A)¢(b,j) 
¢ , s (b ,j) = ---::R-:-¢"""(A~' )---- (4.25) 
By substitution of ¢ s(b,j), ¢ (b,j) and ¢ (b,j) into Eq. (3.19c), 
, ,x ,y 
the improved angle 8(b,j) can be determined as follows: 
1 ,c1>,s(b,j) 8(b,j) = 8 (b,j) - sin-
P ±j[<P,)b,j)]2 + [<P,y(b,j)]2 (4.26) 
where 8 (b,j) is determined in Sect. 4.4. I. 1. 
P 
The major steps of the iterative process used herein to determine 
the local curvature, the value of'¢ ,and the wave norma1 a10ng the trans-
, s 
mit tin 9 boundary ( b 1 i n e) ( Fig. 1 0 ) wi I I be summar i zed as f 0 11 0 w s : 
/ 
(1) Specify the angle 8 at potential points on the transmitting bound-
ary from the latest computation or assume the values of e at 
those points. 
(2) Compute R at the potential points on the boundary. (Sect. 4.4.2.1) 
(3) Compute ¢ at the potential points on the boundary.(Eq. (4.25)) 
, s 
(4) Compute 8 at the potential points on the boundary. (Eq. (4.26)) 
(5) Compare the results of 8 from step (1) and from step (4), repeat 
step (1) through step (4) if necessary. 
Computational experience on problems shows that two cycles from step 
(1) through step (4) give satisfactory results. The change of angle 8 with 
respect to time is slow. Therefore, the rapid convergence of the value of 
8 was not unexpected. 
48 
4.4.2.3 Transmitting Boundary Condition 
The local curvature and the local normal of the cyl indrical wave sur-
face on the transmitting boundary can be accurately determined from Sect. 
4.4.2. 1 and Sect. 4.4.2.2. Then, the transmitting boundary condition can 
be appl ied to the potential points (except at mass points) on the boundary. 
(a) Vertical Transmitting Boundary. From Eq. (3.23), the transmitting 
boundary condition for point (b,j) (Fig. 8) on the vertical transmitting 
boundary is, 
~ n (b .) '" n ( b .) n (b .) ti- n ( b .) = 
,J ~,t tx ,j + m ,J 'i", tty ,j 
CP~ttt(b,j) 
c p 2Rn (b,j) 
(4.27) 
The required derivatives for point (b,j) are given in Eqs. (4.15). The 
values of ~n(b,j), mn(b,j) and Rn(b,j) can be accurately determined as 
explained in the previous two subsections. By the substitutionof~n(b,j), 
mn(b,j), Rn(b,j) and the Eqs. (4.15a), (4.17) into the boundary condition 
Eq. (4.27), the value of ti- n (b + 1 j") can be determined as follows: 
'i", tt ' 
where 
and 
n 
r;. (b + 1 ,j ) = BB3 /AA3 (4.28 ) 
, t t 
2c !:ot ~n(b,j) 
AA3 = 
P + 
!.-x 2 fj x 
BB3 = - c p {(tyy(b,j) + /:,~2 [(~1 (b + 1,j) + CP~~~(b + 1,j)'1-
cpn,tt(b,j) 
- 2cpn,t(b,j) + cpn,t(b - 1, j)]}-
2Rn (b,j) 
+ 
ti-
n (b - 1 ")~n(b ") 
'i", tt ,j ,J n n 
6x - m (b, j ) cp , tty (b ,j ) 
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(b) Horizontal Transmitting Boundary 
From Eq. (3.23), the transmitting boundary condition for a point (i,m) 
on the horizontal transmitting boundary (Fig. 8) can be obtained: 
.Q,n(i,m) <P~ ttx (i ,m) + mn(i ,m)cpn tt (i ,m) . , y 
<P ~ttt(i ,m) CP~tt(i,m) 
= (4.29) 
c 
. 2Rn (i ,m) p 
The values of .Q,n(i ,m), mn(i ,m) and Rn(i ,m) can be found from Sect. 4.4.2.1 
and Sect. 4.4.2.2. The required derivatives for the point (i,m) are given 
in Eqs. (4.19). By substitution of .Q,n(i,m), mn(i,m), Rn(i,m) and the Eqs. 
(4.19a), (4.20) into the transmitting boundary condition Eq. (4.29), it is 
possible to solve for ¢~tt(i ,m + 1): 
(4.30) 
where 
and, 
{,+,n (. ) +_4_ [,+,n-I(. 1) 
=-c '¥t I,m 2 '¥t I,m+ 
p ,xx 6y' 
+ ¢ n - 1 (i ,m + 1) 62t - 2 cp n (i, m) + cp n (i, m - 1)]} ,tt ,t ,t 
4.5 Boundary with Tractions Specified 
As explained in Sect. 3.2, it is convenient to express the all boundary 
conditions in potential form. As in the case of a transmitting boundary~ 
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fictitious points are introduced near the traction boundary. The values of 
potential ¢ and ~, at those fictitious points can be found by using the 
traction boundary conditions at the potential points (except at mass points) 
(Fig. 8) on the boundary. The vertical and horizontal boundaries will be 
treated separately in the fol lowing subsections. 
4.5.1 Horizontal Boundary 
The known tractions at point (i,f) on the horizontal boundary 
(Fig. 8) can be expressed in the potential form as derived in Eqs. (3.26) 
The finite-difference approximations of Eqs. (3.26) for point (i,f) are, 
4(c2 - 2c2) 
-0p
1 (i,f) = p s [¢(i+l,f) - 2¢(i,f) + ¢(i-l,f)] 
and 
yy ~2 
4c 2 
+ -p [¢(i,f+l) - 2cp(i,f) + ¢(i,f-l)] 
t;;.y2 
2c2 
+ t;;.x~y [-3lp(i+l,f) + 4ljJ(i+l,f+1) -ljJ(i+l,f+2) 
+ 31J;(i-l ,f) - 4ljJ(i-l,f+l) + ljJ(i-l,f+2)] 
2 
1 • 4c s 
-0Xy (l,f) = -2 [\jJ(i+l,f) - 21J;(i,f) + ljJ(i-l ,f)] p 6 x 
4c2 
_s [1J;(i,f+l) - 2W(i,f) + ljJ(i,f-l)] 
t;;.y2 
2c2 
+ ~~y [-3cp(i+l,f) + 4¢(i+l,f+1) - cp(i+l,f+2) 
+ 3cp ( i -1 , f) - 4¢ ( i -1 , f+ 1) + cP (i -1 , f+2) ] 
(4.31a) 
(4.31b) 
The values of the potentials, ¢ and ~, at the fictitious point 
(i ,f-l) can be found from Eq. (lL31a) and Eq. (4.3lb) as follows: 
and 
b. 2 =~ (i,f) 
4pc YY 
p 
2 2c2 
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+ 2 <p ( i , f) - <p ( i , f+ 1 ) 
- b.y (1 
6,x2 
- -1) [ <P(i+l,f) - 2<P(i,f) +. <P(i-1,f)] 
c 2 b.y 
c p 
- ---t- [-31J;(i+l,f) + 41J;(i+l,f+l) - 1J;(i+l,f+2) 
2 c DX 
. P 
+ 31J;(i-1,f) - 41J;(i-1,f+1) + 1J;(i-l,f+2)] (4.32a) 
1J;(i,f-1) b. 2 =--Y-a (i,f) 
4pc2 xy 
s 
2 
+b.Y2 [1J;(i+l,f) b.x 
+ 2lJl ( i , f) - 1J; ( i , f+ 1 ) 
- 2ljJ (i , f) + 1J; ( i -1 ,f) ] 
+ ~~ [-3<P(i+1,f) + 4cp(i+l ,f+1) - ¢(i+1,f+2) 
+ 3 ¢ ( i -1 , f) - 4cp ( i -1 , f+ 1) + cp ( i -1 , f+2) ] 
4.5.2 Vertical Boundary 
(4.32b) 
The known tractions at point (b,j) on the vertical boundary (Fig. 8) 
can be expressed in terms of potentials as derived in Eqs. (3.25). The 
finite-difference approximations of Eqs. (3.25) for point (b,j) are, 
2 ~. 
4(c - 2c L ) i a xx (b , j) = P 2 s [ cp (b , j + 1) - 2 cp (b , j) + <p (b , j - 1 ) ] 
b.y 
4c2 
+ -1 [<P (b+ 1 ,j) - 2 cp (b ,j) + cp (b -1 ,j ) ] 
b.x 
2c2 
- ~x~ y [31J; (b , j + 1) - 4ljJ (b - 1 ,j + 1) + 1~ (b - 2 , j + 1 ) 
- 3 w(b,j-l) + 4'.fJ(b-l ,j-l) - tJ;(b-2,j-1)] (4.33a) 
and, 
gives 
and, 
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4c2 
1 (b') _ 5 P C5 X y , J - ~x 2 [~(b+l ,J) - 21J;(b,j) + 1/J(b-l ,j)] 
4c2 
- --f [~(b,j+l) - 2~(b,j) + ~(b,j-l)] 
Ly 
2 2c 
+ ~X~y l3¢(b,j+l) - 4¢(b-l,j+l) + ¢(b-2,j+l) 
-3¢(b,j-1) + 4¢(b-l,j-l) - cp(b-2,j-l)] (4.33b) 
Solution of Eq. (4.33a) and Eq. (4.33b) for ¢(b+l,j) and ~(b+l,j) 
¢ (b+ 1 ,j ) /}x 
2 
. 
= -- C5 (b J) 2 xx ' 4pc 
+ Z¢(b,j) - ¢(b-l,j) 
p 
2 
_ ~x (1 
~y2 
+ 
2 
c ~x 
5 
Z 2c 6y p 
2cZ 
- -T) [¢ (b,j+l) - 2cp(b,j) + ¢(b,j-l)] 
c p 
[31J;(b,j+l) - 41fJ(b-l,j+l) + 1f;(b-2,j+l) 
-31f;(b,j-l) + 41fJ(b-l,j-l) - ~(b-2,j-l)] 
&Z 
~(b+l,j) = --Z 0Xy + 21J;(b,j) - W(b-l,j) 
4pc 
5 
t:.xZ 
+ - [W(b,j+l) - 21J;(b,j) + ~)(b,j-l)] 
6y2 
t:.x 
2Ly [3CP(b,j+l) - 4CP(b-l,j+l) + ¢(b-Z,j+l) 
-3¢(b,j-l) + 4cp(b-l ,j-l) - cp(b-2,j-l)] 
(4.34a) 
(4.34b) 
4.6 Interface between Two Layers 
In general, potentials are discontinuous at an interface as explained 
in Sect. 3.6. It will be necessary to double the number of potential 
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points on the boundary to record the different values of potential in two 
bodies. 
For potential point (i ,m) and (i ,n) at the interface (Fig. 5), four 
boundary conditions are appl ied to these two potential points. These pro-
vide four equations to solve for four unknowns, namely ~(i ,m+1), 
¢(i,n-1), ~(i,m+l) and ~(i ,n-l) at the fictitious points near the inter-
face. 
With reference to Fig. 5, the finite-difference approximations of 
Eqs. (3.28) for points (i ,m) and (i ,n) are derived as follows: 
~x [<p ( i + 1 ,m) - <p ( i - 1 ,m) ] 1 [t/J ( i ,m+ 1) - t/J ( i ,m- 1 ) ] 
b.yA 
- !:.x [<p( i+1 ,n) - <P( i-l ,n)] 1 [tJ;(i,n+l) - t/J(i,n-l)] 
b.yB 
_1_ [ ¢ ( i ,m+ 1) - ¢ ( j ,m - 1 )] + lx [ t/J ( i + 1 ,m) - 1jJ ( i - 1 ,m) ] 
!:.yA u 
- _1_ [¢(i,n+l) - cp(i,n-l)] + !x [1jJ(i+l,n) - tJ;(i-l,n)] 
- b.yB u 
4 (kA - 2kA) 
p 2 5 [¢(i+l,m) - 2<p(i,m) + <p(i-l,m)] 
I1x 
[ cP ( i ,m+ 1) - 2 <p ( i ,m) + ¢ ( i ,m-l) ] 
[31jJ(i+l,m) - 41jJ(i+l,m-1) + t/J(i+l,m-2) 
-31jJ(i-l,m) + 41jJ(i-l ,m-l) - t/J(i-1 ,m-2)] 
(4. 35a) 
(4.35b) 
= 
and, 
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[ cP ( i + 1 , n) - 2 <p ( i ,n) + cP ( i - '1 , n ) ] 
[cp(i,n+l) - 2cp(i,n) + cp(i,n-1)] 
[-31J;(i+1,n) + 41J;(i+l,n+l) - 1J;(i+l,n+2) 
+ 3 1J; ( i-I, n) - 4\jJ (i -1 ,n+ 1) + \jJ ( i -1 , n+2) ] 
4kA 
_s [\jJ(i+1,m) - 2\jJ(i ,m) + \jJ(i-l ,m)] 
fu<.2 
4kA 
__ s_ [\jJ(i,m+1) - 21J;(i,m) + \jJ(i,m-1)] 
(/:;.yA) 2 
2kA 
+ 5 B[3¢(i+l ,m) - 4¢(i+l ,m-l) + CP(i+l ,m-2) 
/:;.x/:;.y 
- 3¢(i-l,m) + 4cp(i-l,m-l) - ¢(i-l,m-2)] 
4kB 
= fu<~ [1jJ{i+l,n) - 21jJ{i,n) 4- 1jJ(i-l,n)] 
4kB 
s [lJ;(i,n+1) - 21J;(i,n) + 1J;(i,n-l)] 
(/:;.yB) 2 
2kB 
+ 5 B [-3¢(i+l,n) + 4¢(i+l ,n+1) - ¢(i+l ,n+2) 
D;x/:;.y 
+ 3¢(i-l ,n) - 4¢(i-l ,n+1) + ¢(i-l ,n+2)] 
(4. 35c) 
(4.35d) 
By rearrangement of the terms of Eq. (4.35a) through Eq. (4.35d), 1 inear 
simultaneous algebraic equations in terms of unknowns, ¢(i,m+l), 1J;(i ,m+1), 
cp(j ,n-l) and W(i ,n-l) can be obtained as follows: 
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o o 
cp(i,m+l) 
o o lJ;( i ,m+1) 
4k A 
p o o ¢(i,n-l) 
o o 
lJ;(i,n-l) 
where, 
Al = - L1~ [ <p ( i + 1 , m) - H i-1 , m)] - ~ 1)1 ( i , m- 1 ) 
lly 
+ ~ [<p(i+l,n) - <p(i-l,n)] - ~1)I(i,n+1) 
b.y 
A
Z 
= - ll~ [ 1)1 ( i + 1 , m) - 1jJ ( i-1 , m)] + ~ <p ( i , m-l) 
b.y 
+ ~ [1jJ(i+l,n) - 1)I(i-l,n)] + ~ <p(i,n+l) 
b.y 
4 (kA - 2kA) 
A =-3 
P 2 s [¢(i+l,m) - 2¢(i,m) + ep(i-l,m)] 
b.x 
4kA 
_!--p - [ep ( i ,m-l) - 2¢ ( i ,m) ] 
(/:;.yA) 2 
2kA 
_ sA [3w(i+l,m) - 4lJ;(i+l,m-l) + lJ;(i+l ,m-2) 
b.x6y 
- 3W(i-l,m) + 4lJ;(i-l,m-l) -lJ;(i-l,m-2)] 
(4.36 ) 
and, 
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4(k B- 2kB) 
+ _ ...... p---=-_s_ [¢ ( i + 1 , n) - 2¢ ( i ,n) + ¢ ( i -1 ,n) J 
6.x2 
4kB 
+ p [cp( i ,n+1) - 2cp( i ,n)] 
(6.yB)2 
2kB 
+ s [-31.J;(i+l,n) + 41.J; (j+l,n+1) - 1.J;(i+1,n+2) 
fu<.6.yB 
+ 31.J; ( i -1 ,n) - 4tjJ ( i -1 , n+ 1) + tjJ ( i -1 ,n+2) ] 
4kA 
A4 = - ._s [ tjJ ( i + 1 , m) - 2 tjJ ( i , m) + tjJ (i - 1 ,m ) ] 
6.x2 
2kA 
4kB 
__ s_. [1.J; ( i ,n+ 1) - 2tjJ ( i ,n) ] 
(6.yB)2 
-_s-A [3 cp ( i + 1 , m) - 4 cp ( i + 1 ,m - 1) + cp ( i + 1 ,m- 2 ) 
6.x6.y 
- 3cp(i-l ,m) + 4cp(i-l ,m-l) - cp(i-l ,m-2)] 
ltk J 
+ ~ [1j; ( i + 1 ,n) - 21jJ ( i ,n) + 1}J ( i -1 ,n) ] 
6.x 
2kB 
+ sB [-3cp(i+l,n) + 4¢(i+l ,n+l) - cp{i+l ,n+2) 
6.x6.y 
+ 3CP(i-l ,n) - 4cp(i-l ,n+l) + cp(i-l ,n+2)] 
The four unknowns, ¢(i,m+l), tjJ(i,m+l), cp(i,n-l) and tjJ(i,n-1) can be 
solved from Eq. (4.36). rn practical computation, the inverse of the square 
rna t r i x i n E q . ( 4 . 36) i sus ed . 
4.7 Axis of Symmetry 
For a point (s,j) on the vertical axis of symmetry (Fig.8), the values 
of the potentials at the fictitious points near the axis can be determined 
by using the symmetry conditions derived in Sect. 3.7. 
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cp (s,j) =~ [cp(s+l,j) - cp(s-l,j)] = 0 
,x L.:lX 
(4.37a) 
and 
~,xx(s,j) = ~:2 [~(s+l,j) - 2~(s,j) + ~(s-l,j)l o (4.37b) 
The value of 1/J(s,j) is zero as shown in Eq. (3.33a). The values of 
cp(s-l,j) and 1/J(s-l ,j) can be found from Eq. (4.37a) and Eq. (4.37b) as 
fo 11 ows : 
<p(s-l,j) = <P(s+l ,j) (4. 38a) 
and, 
1/J(s-l,j) -1/J (s -1 , j ) (4.38b) 
4.8. Points at Intersection of Two Boundaries 
Several types of intersection of two boundaries may exist in a problem. 
The boundary conditions at each of these intersections have to be satisfied. 
The treatment of each type of these intersections will be described in the 
fol lowing subsections. 
4.8. J Intersection of a Horizontal Transmitting Boundary and a Vertical 
Transmitting Boundary 
For the point (b,m) (Fig. 8) at the intersection of the horizontal' and 
the vertical transmitting boundary, the numerical procedures for obtaining 
a trans~itti~g boundary in the plane wave approximation as described in 
Sect. 4.4. I a~d in the cyl indrical wave approximation (Sect. 4.4.2) are 
appl icabJe to obtain the transmitting boundary condition for this point. 
Since the point is on both the vertical and the horizontal transmitting 
boundary, it wil J make no difference whether the point is treated using the 
numer.ical procedures for the vertical transmitting boundary or using the 
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procedures for the horizontal transmitting boundary. Because the numerical 
procedures for P- and S-wave componets are identical, only the development 
of P-wave condition will be described. 
The approximations of the derivatives for point (b,m), ¢n. (b,m), 
,x 
¢~y(b,m), ¢~txx(b,m), ¢~ttx(b,m), ¢~tty(b,m), and ¢~tyy(b,m) can be found 
from Eqs. (4.10) and Eqs. (4.12). For the plane wave approximation, by 
substitution of ¢n (b,m) and ¢n (b,m) into Eq. (4.14), the direction cosines 
,x ,y 
of the wave normal, £n (b,m) and mn(b,m) can be determined. The expression p p 
of ¢~ttt(b,m) in terms of ¢~txx(b,m) and ¢~tyy(b,m) can be obtained from 
Eq. (4.20). Then the value of ¢n (b+l ,m+l) can be found by substitution 
, t t 
n n n 
of mp(b,m), ¢,ttt(b,m) and ¢,tty(b,m) into the horizontal transmitting 
bo u n dar y co n d i t ion 0 f E q. (3. lOb) 
. n For the cyl indrical wave approximation, the local curvature, R (b,m) 
and the direction cosines £n(b,m) and mn(b,m) can be determined from Sect. 
4.4.2. 1 and Sect. 4.4.2.2. The value of ¢ntt(b+l ,m+l) can be obtained by 
, 
applying the horizontal transmitting boundary condtion to the intersection 
point as shown in Sect. 4.4.2.3. 
4.8.2 Intersection of a Traction Boundary and a Transmitting Boundary 
It would seem that the boundary conditions at the intersection of a 
traction boundary and a transmitting boundary require that both the traction 
boundary conditions and the transmitting boundary conditions be satisfied 
at the point. However, the potei1tials, ¢ and 1);, are coupled on the traction 
boundary to satisfy the traction boundary conditions. Hence, the uncoupled 
transmitting boundary conditions are not appl icable to this intersection. 
If the traction boundary conditions in potential form involve the values 
of potentials directly computed from the transmitting boundary conditions 
at a neighboring point on the transmitting boundary, these traction boundary 
59 . 
conditions entail the transmitting boundary conditions also. Thus, the 
governing boundary conditions for this intersection are traction boundary 
conditions. 
Consider the case of Fig. 8 in which a horizontal traction boundary 
and the vertical transmitting boundary intersect at point (b,f). The 
values of the potentials, ¢ and ~, at the fictitious point (b+l,f+l) near 
the intersection point (b,f) can be determined by using the traction bound-
ary conditions at point (b,f). The second order derivatives in the local, 
- -
x - y, coordinates and the global, x - y, coordinates, (Fig. 8) are re-
lated as derived in Appendix A and repeated here: 
1 (s i n2y ¢ - - 2 ¢,yy) ¢,xx = 
. 2 ( 2 siny sina ¢ -+ sin ·a sin y ~ a) ,xx ,xy 
(4.39a) 
\jJ (s in 2y ~ - - 2 siny sina ~ - + . 2 1JJ ) 
. 2 ( sin a -,xx sin y - a) ,xx ,xy ,yy 
(4.39b) 
If the axes of local coordinates are orthogonal, the horizontal trac-
tion bounda ry conditions Eqs. (3.26) can be expressed as fo 11 ows: 
2 
¢,yy) 2PC~(¢ xx + 1iJ,xy) (4. 40a) a pc (¢ - + -yy p ,xx , 
2 
+ ¢ ) pc 2 (1jJ - + ~ -) (4. 40b) a 2Pc s (1jJ xx -xy , ,xy s ,xx ,yy 
Substitution of Eq. (4.39a) and Eq. (4.39b) into Eq. (4.40a) and into 
Eq. (4.4ob) gives 
C rh - + C ¢ - + C ¢ - + 2c21jJ xx~,xx yy ,yy xy ,xy s ,xy (4.41a) 
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a 
..E.. = D 1/J - + D 1jJ - - C 1jJ - + 2c2¢ p xx ,xx yy ,yy xy ,xy· S ,xV 
where, 
c 
xx 
2 2 . 2 2 cssln y 
c - ---=2---' 
P sin (y - ex) 
C yy 
2 2 · 2 D =c [ siny -1], 
xx S sin2(y - a) 
c 
xy 
4 2. . c S Ina S I ny 
S 
2 2 . 2 2 C
s 
sIn a 
c - -~---
p sin2(y - a) 
D yy 
2 2 · 2 C [ sin a - 1] 
S sin2(y - a) 
(4.41b) 
The finite-difference approximations of Eq. (4.41a) and Eq. (4.4lb) 
for the point (b,f) can be found directly from Fig. 8 as follows: 
and, 
l.a (b,f) P yy 
1 (~ . 
.-0 b, I) 
P xy 
4C 
- .~; [¢ (b+ 1 , f+ 1) - 2 ¢ (b, f) + ¢ (b -1 , f - 1 ) ] 
fu< 
4c 
+ ~~ [¢(b+l,f-1) - 2¢(b,f) + ¢(b-l,f+l)] 
6y 
c 
+ ~ [3¢(b+l,f+1) - 4¢(b,f+2) + ¢(b-l ,f+3) 
~x6y 
- 3¢(b-l ,f-l) + 4¢(b-2,f) - ¢(b-3,f+l)] 
2c 2 
... -;-}- [1J;(b+l ,f+l) - 1jJ(b+l ,f-l) - 1J;(b-l ,f+l) 
_x...:y 
+ 1J;(b-l,f-l)] 
4D 
xx 
- --
[1J;(b+l, f+l) - 21J;(b,f) + 1jJ(b-l ,f-l)] 
-2 ~x 
4D 
+ -iY [~(b+l,f-l) - 21J;(b,f) + ~(b-l,f+l)] 
6y 
(4.42a) 
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c 
-~ [3~(b+1 ,f+1) - 4~(b,f+2) + ~(b-l ,f+3) 
~x~-;; 
I 
- 3~(b-l ,f-1) + 4~(b-2,f) - ~(b-3,f+l)] 
2c 2 
+ ~X~y [¢(b+l,f+l) - ¢(b+l,f-l) - ¢(b-l,f+l) 
+ ¢(b-l,f-l)] (4.42b) 
By rearrangement of the terms of Eq .. (4.42a) and Eq. (4.42b), 1 inear 
simultaneous algebraic equations in terms of unknown, ¢(b+l,f-l) and 
~(b+l ,f-l), can be obtained in matrix form as follows: 
where, 
4c 
-XL 
-2 fjy 
2 
-2c 
s 
!:"x!:"y 
40 
-XL 
-2 !:"y 
a (b,f) 4c 
A = -Y.:.......;.Y-- - ~x [¢ (b+ 1 ,f+ 1) - 2¢ (b, f) + <1> (b-l ,f-l ) 
5 p !:"x 
and, 
4c 
- _~Y [¢(b-l,f+1) - 2¢(b,f)] 
fjy 
c 
-~ [3¢(b+l,f+l) - 4¢(b,f+2) +¢(b-l,f+3) 
fjx!Jy 
- 3¢(b-l ,f-l) + 4¢(b-2,f) - ¢(b-3,f+l)] 
2c 2 
- fu< fj ~ [ ~ (b + 1 , f + 1) - 1jJ (b - 1 , f + 1) + 1jJ l b"'"' 1 , f - 1 ) ] 
(4.43) 
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4D a (b, f) 
xy 
p 
xx 
-2 
,l1x 
[1J;(b+l,f+l) - 21J;(b,f) + 1J;(b-l,f-l)] 
o 
~r [1J;(b-l,f+l) - 21J;(b,f)] 
l1y 
c 
+ ~ [31J;(b+l,f+l) - 41J;(b,f+2) + 1J;(b-l,f+3) 
iXl1y 
- 31/J(b-l ,f-l) + 41J;(b-2,f) - 1J;(b-3,f+l)] 
[cp(b+l,f+l) - cp(b-l,f+l) - cp(b-1.f-l)] 
Now, the values of ¢(b+l ,f-l) and 1J;(b+l ,f-l) can be determined from 
Eq. (4.43). In actual computation, the inverse of the square matrix in 
Eq. (4.43) is used. 
4.8.3 Intersection of an Interface between Two Layers and a 
Transmitting Boundary 
The essence of the procedures when an interface and a transmitting 
boundary intersect is the same as in the previous subsection. 
The potential points (b,m) and (b,n) (Fig. 5) are introduced at the 
intersection of the interface and the vertical transmitting boundary to 
represent the two required pairs of potentials. The values of cp(b+l ,m+l), 
1J;(b+l,m+l), ¢(b+l,n-l) and 1J;(b+l,n-l) can be found by using the conditions 
of Ilwe lded contact 'l at the intersection. 
From Eqs. (4.8) and Eq. (3.4), the continuity of the displacements 
across the interface at point (b,m) and (b,n) can be expressed in terms of 
local coordinates (Fig. 5) as follows: 
U. (b,m) 
x 
u (b,n) 
x 
cA ¢-A(b,m) = 
x 
,x 
B C
x
¢ -a(b,n) 
,x 
u (b, m) == u (b,n) y y 
A 
== Dx¢ _A(b,m) 
,x 
B 
== DX¢--B(b,n) 
,x 
where, 
A . A C = __ s _I n_y.l--__ 
x A A' 
sin(y - 0. ) 
A 
cosy 
A A' 
sin(y - 0. ) 
. B 
slny 
B B ' . ( ) sin y - 0. 
B 
cosy 
. (B rvB) sin y - u. 
A A A 
+ C ¢ A(b,m) 
- Dxt/J -A (b ,m) - D t/J-A(b,m) y -
.y ,x Y ,y 
B B B 
+ c ¢ -£ (b, n) 
- Dxt/J -S(b,n) - D t/J -S(b,n) y . Y ,Y ,y ,x 
(4.44a) 
A A A 
+D¢ A(b,m) + Cxt/J -A (b,m) + C t/J -A(b,m) y - y ,y ,y ,x 
B B B 
+ 0 ¢ -£(b,n) + Cx1JJ -S (b,n) + C 1JJ -£(b,n) 
Y ,Y ,x Y ,Y 
(4.44b) 
. A 
s I no. . 
. (A A) sln.y - 0. 
A 
OA = ___ c_o_s~o. __ ~_ 
Y . (A A) sin y - 0. 
. 8 
s I no. 
. (B rvB) sin y - u. 
B 
cosa 
. (B rvB) sin y u. 
With the aid of Eq. (4.41a) and Eq. (4.41b), the continuity of the 
traction components across the interface at points (b,m) and (b,n) can be 
expressed as follows: 
0" (b,m) yy 
and 
0" (b, m) 
xy 
where 
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= 0" (b,n) yy 
A A A C ¢ -A A(b,m) + C ¢ -A A(b,m) + C ¢ A-A (b , m) xx - yy ,Y Y xy -
= 
,x x 
A 
+ 2k \jJ (b,m) 
S ,xy 
B B Cxx¢ -B-B(b,n) + C ¢ -B-B (b , n ) YY ,Y Y ,x x 
B 
+ 2k 1J; (b,n) 
S ,xy 
0" (b,n) 
xy 
A A Dxx~ -A-A(b,m) + 0 \jJ A-A(b,m) 
YY ,Y Y ,x x 
A 
+ 2k cP (b,rr.t) 
S ,xy 
B B 
o xx ~ -B-B (b, n) + 0 \jJ -B-B (b , n ) 
YY ,Y Y ,x x 
A 
+ 2 k cP (b, n) 
S ,xy 
2( A)2 . 2 A c sin y 
• S 2 A A] 
sin (y -CY,.) 
2 ( B)2 . 2 B C sin y 
. ~ B B] 
sin (y -CY,.) 
2( A)2 . 2 A C sin a 
. ~ B B] 
sin (y -a.) 
,x y 
B 
+ C
x 
¢ -B-B(b,n) 
Y ,x Y 
A 
- Cx \jJ -A-A(b,m) Y ,x Y 
- CB W -i3-B(b,n) 
xy ,x Y 
(4.44c) 
(4.44d) 
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2 ( B) 2 . 2 B 
cB a [(cB)2 
C Sin a 
= p 
- . ~ B B] yy p 
sIn (y - a ) 
4 A( A)2. A . A 
CA 
P C siny sinO. S 
= 
xy 
. 2( A A) sin y - a 
4 B( B)2. B . B 
CB 
P C siny Sino. S 
= 
xy 
. 2( B B) sin y - a 
oA pA(cA)2 2 . 2 A = [ sin y 
- 1] 
xx S 
· 2( A aA) sin y 
OB pB(c B)2 2 . 2 B = [ sin y - 1] 
xx S 
· 2 ( B aB) sin y 
OA pA(cA)2 
2 A 
= 
[ 2sin a 
- 1 ] yy S 
· 2( A aA) sin y 
and 
The finite-difference approximations of Eqs. (4.44) for points (b,m) 
and (b,n) can be found directly from Fig. 5 as follows: 
cA CA 
x [¢ (b+ 1 ,m+ 1) - ¢ (b -1 ,m-l ) ] + -y- [¢ (b+ 1 ,m-1) - ¢ (b - 1 ,m+ 1 ) ] IJ? IJ? 
OA OA 
x [1J; (b+ 1 ,m+ 1) - 1fJ (b - 1 ,m-l ) ] - -y- [1J; (b+ 1 ,m- 1) - 1fJ (b-l ,m+ 1 ) ] --IJ? ~? 
CB CB 
x [¢ (b+ 1 ,n+ 1) - ¢ (b-1 ,n -1) ] + -y- [¢ (b+l,n-l) - ¢(b-l ,n+l)] --IJ~ ~YS 
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DB DB 
- ~ [1J;(b+l,n+l) - 1Jl(b-l,n-1)] -" ~ [1J;(b+l,n-l) - 1J;(b-l,n+l)] 
6;8 6y (4.45a) 
DA DA 
-A
x [¢ (b+ 1 , m+ 1) - ¢ (b -1 , m-l )] + -y- [¢ (b+ 1 , m-l) - ¢ (b -1 , m+ 1) ] 
6x 6~ 
CA CA 
+ ~ [l.jJ (b+ 1 ,m+ 1) - 1J; (b - 1 , m-l)] + -.-:L [1Jl (b+ 1 ,m- 1) - 1J; (b -1 ,m+ 1 ) ] 
d' 6~ 
DB DB 
= ~ [cp(b+l,n+l) - ¢(b-l,n-l)] +...:L [¢(b+l,n-l) - ¢(b-l,n+l)] 6-:a 6yB 
CB CB 
+ ~ [1J;(b+l,n+l) - 1Jl(b-l,n-l)] + ~ [1J;(b+l,n-l) - 1J;(b-l,n+l)] 67 6y (4.45b) 
4cA 
xx [¢(b+l,m+l) - 2¢(b,m) + ¢(b-l ,m-l)] 
(/.:,xA) 2 
4cA 
+ y Y [ ¢ ( b+ 1 ,m- 1) - 2 ¢ (b , m) + cP ( b - 1 , m+ 1 ) ] 
(6yA)2 
CA 
+ xy [3CP(b+l ,m-l) - 4¢(b,m-2) + ¢(b-l ,m-3) 
d'6~ 
- 3 ¢ (b - 1 ,m+ 1 ) - 4 ¢ (b - 2 , m) - ¢ (b - 3 , m - 1 ) ] 
2kA 
+ 
5 
A 6x6y 
[l.jJ (b+l ,m+l) - tP(b+l ,m-l) - 1Jl(b-l ,m+l) + 1J;Cb-l ,m-l)] 
4C B 
xx 
(~xB) 2 
[¢(b+l ,n+l) - 2¢(b,n) + ¢(b-i ,n-l)] 
4c B 
+ 
yy 
(~?)2 [¢(b+l ,n-l) - 2¢(b,n) + ¢(b-l ,n+l)] 
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cB 
+ xy [3¢(b+l,n+l) - 4¢(b,n+2) + ¢(b-l ,n+3) v~y£ 
2kB 
+ 
s 
~~yB 
and, 
40A 
xx 
(1;;1') 2 
4DA 
+ 
yy 
(~t)2 
CA 
xy 
i?~t 
2kA 
+ s 
~~yA 
40 B yy 
(/::,y£) 2 
CB 
- 3¢(b-l ,n-l) + 4<p(b-2,n) - ct>(b-3,n+1)] 
[1J;(b+l ,n+l) - 1J;(b+l ,n-l) - 1J;(b-l ,n+l) + 1J;(b-l ,n-l)] 
[1J; (b+l ,m+l) - 21.J;(b,m) + 1J;(b-l',m-l) 
[1J; (b+ 1 ,m-l) - 21J; (b ,m) + 1J; (b-l , m+ 1 ) ] 
[31jJ(b+l,m-l) - 41J;(b,m-2) + 1.J;(b-l ,m-3) 
- 31jJ(b-l,m+l) + 41.J;(b-2,m) - 1.J;(b-3,m-l)] 
[ <p ( b+ 1 ,m+ 1) - <p (b+ 1 , m- 1) - ¢ (b - 1 , m+ 1) + ¢ (b - 1 ,m- 1 ) ] 
[ 1J; (b+ 1 , n - 1) - 21.J; (b , n) + 1.J; (b - 1 ,n + 1 ) ] 
xy [31jJ(b+l,n+l) - 41jJ(b,n+2) + 1J;(b-l,n+3) /::,xB/::,y£ 
2kB 
+ s 
~~yB 
40 B 
- 31J;(b-l ,n-l) + 41J;(b-2,n) - 1.J;(b-3,n+l)] 
[¢(b+l,n+l) - ¢(b+l,n-l) - 1.J;(b-l,n+l) + 1.J;(b-l,n-l)] 
+ xx [1.J;(b+l,n+l) - 21.J;(b,n) + 1.J;(b-l ,n-l)] 
(~)2 
(4.45c) 
(4.4Sd) 
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By rearrangement of the terms of Eqs. (4.45), 1 inear simul taneous 
algebra ic equations in terms of unknowns, cp(b+l,m+l), 1/J(b+l ,m+l), cp(b+l ,n-l) 
and 1/J(b+l,n-l) can be obtained in matrix form as follows: 
cA _OA _C B DB 
x x 
-y ~ ¢ (b+l ,m+l ) A7 
sxA 67- 6YS -f3 Ly 
OA CA _DB _C B 
x x 
-y -y 1/J (b+ 1 ,m+ 1 ) A 
L? ;;;! 6YS LyB 8 
.-
4C A 2kA _C B 2kB 
xx s yy s ¢ (b+ 1 ,n-1) A9 
(67)2 A (6;£) 2 B I 6x6y Lx6y j 
2kA 40A 2kB -4D B 
J 
s xx s yy 1/J (b+ 1 ,n-l ) A10 A (67)2 B (6y£) 2 6x6y LxLy 
" (4.46 ) 
where, 
CA CA 
A7. = ~ ¢(b-l ,m-l) - .-:L [¢ (b+ 1 , m-l) - ¢ (b-l , m+ 1 ) ] 6x 61 
DA oA 
- ~A lJ; ( b - 1 , m- 1 ) + --.::L [1/J (b+ 1 , m-l) -lJ; (b-l ,m+ 1) ] 
I:::. x 1:::.1 
cB cB 
+~ [cp(b+l,n+l) - ¢(b-l,n-l)] - ~cp(b-l,n+l) ~ 6y 
DB DB 
x [1/J(b+l ,n+l) 1/J(b-l,n-l)]+ ~1/J(b-l,n+l) -
;;;:B 6y 
DA OA 
A = ~ ¢ (b-l ,m-l) - .-1_ [¢ (b+ 1 , m-l) - cp ( b - 1 ,m+ 1) ] 
8 .-A !:::.x 6y 
CA CA 
+ ~ 1/J ( b - 1 ,m-l) - -y- [ 1/J (b+ 1 ,m-l ) - 1/J ( b - 1 ,m+ 1 ) ] 
61 & 
and, 
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DB DB 
+ ~ [¢(b+l,n+l) - ¢(b-l,n-l)] - ~¢(b-l ,n+l) 
~x ~y 
CB CB 
+ -eX [1JJ(b+l ,n+l) - J.tI(b-l ,n-l)] - -Y- lJ;(b-l ,n+l) ~~YB 
4CA 
Aa=- xx [¢(b-l,1l1+1)-2¢(b,m)] ~ (i?) 2 
+ 
+ 
+ 
4CA 
YY [¢(b+l,m-l) - 2¢(b,m) + ¢(b-l ,m+l)] (~yA) 2 
CA 
xy [3¢(b+l ,m-l) - 4¢(b,m-2) + ¢(b-l ,m-3) ;;xA~1' 
- 3¢(b-l,m+l) + 4¢(b-2,m) - ¢(b-3,m-l)] 
2kA 
s A [-1JJ(b+l,m-l) - lJ;(b-l,m+l) + lJ;(b-l ,m-l)] 
!:::'x!:::'y 
4c B 
xx 
C!:::,XS) 2 
[¢(b+l ,n+l) - 2¢(b,n) + ¢(b-l ,n-l)] 
4c B yy 
(~yB) 2 [¢(b-l ,n+l) - 2¢(b,n)] 
CB 
xy 
~!:::,YB 
[3¢(b+l,n+l) - 4¢(b,n+2) + ¢(b-l ,n+3) 
- 3¢(b-l ,n-l) + 4¢(b-2,n) - ¢(b-3,n+l)] 
2kB 
+ S [ lJ; ( b + 1 ,n + 1) - lJ; (b - 1 , n + 1) + 1JJ (b - 1 ,n - 1 ) 
fu<!:::,y B 
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40A 
~.O= - xx [1/J(b-l,m-l) - 21/J(b,m)] 
"1 (~?)2 
40A 
-~yy- [lJJ(b+1 ,m-l) - 2lJJ(b,m) + 1/J(b-l ,m+l)] (~yA)2 
CA 
+ xy [31/J(b+l ,m-l) - 41/J(b,m-2) + 1/J(b-l ,m-3) ~?~1' 
+ 
+ 
- 31/J(b-l ,m+l) + 41/J(b-2,m) -lJJ(b-3,m+1)] 
2kA 
-_s-:-A [-¢ (b+ 1 , m-l) - ¢ (b-l , m+ 1) + ¢ (b-l ,m-l ) ] 
~x~y 
40B 
xx 
(~~)2 [ 1/J (b+ 1, n + 1) - 21/J (b , n) + 1/J ( b - 1 , n - 1 ) ] 
4DB 
yy 
(~ys) 2 [1/J(b-l,n+l) - 21/J(b,n)] 
CB 
xy 
~;B~YS [3~(b+l ,n+l) - 41/J(b,n+2) + 1/J(b-l ,n+3) 
- 3~(b-l,n-l) + 41/J(b-2,n) - 1/J(b-3,n+l)] 
2kB 
+ Ss [cp(b+l,n+l) - cp(b-l,n+l) + cp(b-l,n-l)] 
~x~y 
The values of cp(b+l ,m+l), 1/J(b+l ,m+l), ¢(b+l ,n-l) and 1/J(b+l ,n-l) can be 
determined from Eq. (4.46). The inverse of the square matrix in Eq.(4.46)is 
used in practical computation. 
4.8.4 Intersection of an Axis of Symmetry with Other Boundaries 
Regardless of the type of boundary which intersects an axis of symmetry, 
the symmetry conditions are still appl icable at the intersetion. For two end 
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points (s,f) and (s,m) (Fig. 8) of the vertical axis of symmetry, the 
symmetry conditions Eqs. (3.34) are app1 ied in order to find the values of 
potentials at fictitious points (s-1,f-1) and (s-l ,m+l): 
¢(s-l,f-l) = ¢(s+1,f-1) 
(4.4.7) 
1jJ(s-l,f-l) = -1jJ(s+l,f-1) 
and 
¢(s-l ,m+1) ¢ (s+ 1 , m+ 1 ) 
(4.48 ) 
1jJ (s-l , m+ 1 ) -1jJ (s+ 1 ,m+ 1 ) 
4.9 Displacements in Terms of Boundary Potentials in the Lumped Parameter 
Calculation 
As indicated in Sect. 3.3; the approach to the treatment of boundary 
conditions requires the capabi1 ity of transforming a displacement to a 
potential representation and back again. The numerical procedures of 
transforming from the computed displacements to potentials have been de-
scribed in Sec. 4.2. If potentials are known near boundaries, the disp1ace-
ments of mass points on the boundaries can be computed from the first de-
rivatives of potentials. Then, these displacements are used for the lumped 
parameter calculation. 
In Fig. 7, potentials are defined at points 1, 2, 3, 4 and 5. The 
approximation to the first order derivatives of potentials for point 5, 
cp (5), cP (5), 1jJ (5) and 1jJ (5) can be determined from Eqs.(4.l0). By 
,x ,Y ,x ,y . 
using Eq. (3.4), the displacements for point 5 are determined as follows: 
u (5) 
x 
u (5) 
Y 
cP (5) - 1jJ (5) 
,x ,y 
¢ , y (5) - 1jJ, x (.5) 
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The actual use of the decomposition of the displacement field into the 
potential fields for the numerical treatment of boundary conditions and of 
the composition of the displacement field from potential fields for the 
lumped parameter calculation in the entire computational scheme will be 
given in deta i 1 in Sec t. 5.4. 
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v. NUMERICAL TECHNIQUE AND EXAMPLES 
5.1 Numerical Integration 
Newmark's S-method [20] is used herein for the numerical integra-
tion of the difference-differential equations. The integration equation 
for the u
x 
component of disp~acement are 
n 
u 
x,t 
n 
u 
x 
un- l + (u n- l + un ) 6t 
x,t x,tt x,tt 2 
n-l 
l.i 
X 
n-l 
+ u 
x,t 
6t + (~- B') 
2 
n-l 
u 
x, tt 
(5.1) 
(5.2) 
The integration equations for n u , y 
n n ¢ and ware identical in form to Eq. 
(5.1) and Eq. (5.2). 
At time step n-l all the physical quantities and the values of 
potentials togetherwith their first and second time derivatives are known. 
When the time is increased by the time increment 6t to time step n, the 
n-l n-l 
final values of ¢ ,wand physical accelerations at time step n-l 
,tt ,tt 
generally constitute an approximation for the second time derivatives at 
time step n. The latest approximations for these derivatives then permit 
computation of the lower derivatives and the functions. These, in turn, 
al low calculation of new second derivatives through the equations of 
motion. An iterative scheme of this type wil I be used. 
It has been pointed out by Newmark [20] that the value of B chosen 
has an interpretation in terms of the variation of the acceleration during 
ea c h t i me inc rem en t . I nth iss t u d y S = 1 /6 i sus e d . The va 1 u e 0 f S = 1/6 
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corresponds to a linear variation of " the acceleration over the time 
interval. 
S.2 Reproducibil ity of the Pulse 
The most important factor in the reliable reproduction of a pressure 
pulse is the influence of rise time or decay time of the pulse. For a 
one-dimensional problem, R. H. Smith and Newmark [23] found that the 
criterion for reproducibil ity of the pulse is 
t 
r 
> TI 
6X 
c p 
(S.3a) 
where t is rise or decay time of the appl ied pressure and 6x is the mesh 
r 
size. The same investigators also concluded that a less stringent rela-
tion for rise or decay time also provides enough accuracy for most practical 
purposes. 
t 
r 
> 2 6X 
c 
P 
(S.3b) 
This criterion was used as a guide for two-dimensional wave propagation 
problem in previous studies [2,22], and has been shown to be adequate. 
S.3 Convergence and Stabil ity Requirements 
There are certain conditions which must be satisfied in order to 
assure that the numerical solution of wave propagation problem is a 
reasonably accurate approximation to the solution of the corresponding 
system of hyperbolic partial differential equation. 
A numerical scheme is called convergent if the solution of the 
difference equations tends to that of the corresponding differential 
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equation with diminishing ~t and ~X.· For one-dimensional wave propaga-
tion problems, the criterion of convergence is given by [10] 
~x ~t < 
-c 
P 
This relation can be used as a guide for two-dimensional problems. 
(5.4) 
A numerical scheme is termed stable if the solution of the difference 
equations are uniformly bounded functions of their initial data for all t 
. . 
in a given range of time. The stabil ity criterion for the particular 
lumped parameter model used has been found by Uckan and Ang [28] to be 
c .6t 
--,-P __ < __ 1 __ Isin (y-a) I 
b.x 12 - 8S Isinyl + Isinal 
if Isin al + Isin 1'1 > Icos 1'1+ Icos al 
or, c .6t 
_..I-P_< 
~x 
Isin (y-a)1 
.) 2 - 8S Icos 1'1+ Icos al 
if Isin al + lsin YI ~ Icos Yl+ Icos al 
When S> 1/4, the procedure is unconditionally stable. However, for 
c ~t 
-fr- > 1, the stabil ityof the difference equations does not insure 
convergence. 
In Newmark's S-method, as it is usually appl ied, a successive 
(5.5) 
(5.6) 
approximation process is used to find the new acceleration in each time 
step. It has been shown that for this process to converge, it is required 
that 
(5.7) 
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and for the stab i 1 i ty, it is requ i red that 
llt 
-< 
T - 'ITI 1-48 
(5.8) 
where T is the period of the highest mode of the lumped parameter 
system. 
It follows from Eq. (5.7) and Eq. (5.8) that for values of 
8 < 1/8, if the time increment is chosen for stability, the successive 
approximation procedure of the B-method will always converge. Conversely, 
for value of B > 1/8, the convergence of the 8-method insures stabil ity. 
In the later case, the criterion for ~hoosing the time increment is that 
for the convergence of the 8-method. A practical determination of the 
time requirement can be made as fo1 lows. 
The ratio of the 1 imit of the time increment chosen for the conver-
gence of the B-method to that for the stabil ity can be found from Eq. 
(5.7) and Eq. (5.8). By substitution this ratio into Eq. (5.5) and 
Eq. (5.6), the criterion for choosing time increment for the convergence 
of the t-rlethod is: 
c lit 
p 
--r:;:- cosy ! + casal 
if Icoso! + Icos')'1 > Isinal + Isinyl 
or, 
c lit 
P < 
if Isinal + Isinyl > Icosal + Icosyl 
(5.10) 
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A single time increment ~t is used in this study. When the mesh size 
between the potential points near the boundaries is reduced to ~x , the 
criterion for the reproducibility of the pressure pulse, Eq. (5.36) 
becomes 
~x < t c 
r p 
and the convergence criterion, Eq. (5.4) gives, 
o If ex = 0 , r 
gives 
~x ~t < 0.5 
c p 
1/6 and mesh size is reduced to 
~t < 0.433 6x 
c p 
~x 
2 
(5. 11 ) 
(5. 1 2) 
, Eq. (5.9) 
The actual effect of the involved transmitting boundary conditions 
on the criteria of convergence and stabil ity needs further study. However, 
Eq. (5.3b) and Eq. (5.13) serve as a guide to estimate the mesh size and 
time increment. The actual experience regarding the selection of mesh 
size and time increment will be discussed in Sect. 5.5. 
5.4 Numerical Procedures 
The following sequence of steps describes a cycle of calculations for 
one time increment for the numerical solution of the stress wave propaga-
tion problem with a transmitting boundary. 
l. Assume trial values of accelerations of the mass points inside 
the medium and ¢ tt, ~ tt at the potential points. 
, , 
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2. Integrate to find displacements of all mass points inside the 
medium and $ and ~ of all potential points at which ¢ tt and W tt 
, , 
are defined (Eq. (5.1)). 
3. Calculate ¢ and ~ of the fictitious points near the axis of 
symmetry (Sect. 4.7), near the intersections of the axis of 
symmetry with other boundaries (Sect. 4.8.5), near the traction 
boundaries (Sect. 4.5.1· or Sect. 4.5.2), near the intersection 
of the transmitting boundary and the traction boundary (Sect 
4.8.2), near the interface in the layered problem (Sect. 4.6), 
and near the intersection of the transmitting boundary and the 
interface in the layered problem (Sect. 4.8.3). 
4. Calculate displacements of the mass points on the boundaries from 
potentials and incorporate these displacements into lumped 
parameter calculation (Sect. 4.9). 
5. Calculate strains and stresses at all stress points (Eq. (2.4) 
and Eq. (2.14)). 
6. Calculate effective forces on all mass points inside the medium 
(Eq. (2.15)). 
7. Calculate accelerations of all mass points inside the medium 
(Eq. (2.16)). 
8. Calculate ¢ tt and W tt of the fictitious points near the 
, , 
transmitting boundary (Sect. 4.4.1 for the plane wave approxi-
mation, Sect. 4.4.2 for the cyl indrical wave approximation), 
and near the intersection of a vertical and a horizontal trans-
mitting boundary (Sect. 4.8.1). 
9· 
1 O. 
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Calculate ¢ tt and ~ of all stress points at which potentials 
, ,tt 
are defined (Sect. 4.2), of all mass points at which potentials 
are def i ned (Eqs. (4.12)), of a 11 potent i a 1 po i nts except the 
potential points at mass points, stress points and fictitious 
points (Eqs. (4.11)). 
Compare the assumed and computed values of ¢,tt' ~,tt and 
accelerations, repeat step 2 to step 9 if necessary. 
11. Integrate to find velocities of all mass points inside the medium 
and ¢,t and ~,t of all potential points at which ¢,tt and W,tt 
are defined. 
12. Output the results. 
5.5 Illustrative ExamDles 
The emphasis of the present study is on the treatment of boundary 
conditions for the numerical solutions of the stress wave propagation 
problems for which analytic solutions are extremely difficult to obtain. 
Extensive calculational experiments were performed to test and verify the 
effectiveness of the scheme developed in this study to treat the various 
types of boundary conditions in plane strain problems. 
5.5. 1 Transmitting Boundary 
The main objective of this study is to obtain an effective transmitting 
boundary. One way of evaluating the val idity of the transmitting boundary 
is to solve two almost identical problems numerically with the difference 
in the locations of the transmitting boundaries. Comparison of the stress 
and displacement time histories for the same points in the two cases gives 
a means of verifying the acceptability of the proposed transmitting boundary. 
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For the purpose of illustrating the effectiveness of a transmitting boundary, 
computed time histories are presented for the physical quanitites close to 
a transmitting boundary. 
A partially loaded half-space, as shmvn in Fig. 11, is used to test 
problem in plane strain. The appl ied pressure is a sustained pressure as 
described in Fig. 12. The transmitting boundaries were placed at two 
different depths and widths, in one case at 90 1 x 150 1 ; and in the other 
case at 120 1 x 180 1 • For both cases, the material constants for the half-
space are: 
p 130 pcf, E 200 ksi, v = 0.15 
c = 2740 fps, c p s 1760 fps 
From these and Eq. (5.3b), the mesh size should be t;..x.::. 27 ft. A smaller 
mesh size of 10 ft is used in the test problem. If ~x = 10 ft, the time 
increment is chosen from Eq. (5.13), that is, lit < 1.5 msec. In actual 
computation, the value Lt = 1 msec. is used. The result of the test 
problem shows that the mesh size and time increment chosen are satisfactory 
even with transmitting boundaries. 
The transmitting boundaries based on the plane and the cyl indrica1 
approximations are used to solve problems with the smaller body and the 
bigger body in which it is imbedded. The time histories of vertical 
stress a solved from these four cases are shown in Fig. 13 through yy 
Fig. 15. From these results, the fol lowing conclusions may be drawn: 
In plane case, the results at points near the transmitting boundary 
are not especially good, particularly near the axis of symmetry as shown in 
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Fig. l3a. There are two explanations of these results. First of all, the 
wave normals are calculated by the assumption of constancy of the poten-
tials along the wave surfaces. Secondly, the curvatures of the wave surfaces 
are ignored in the plane wave assumption. 
In actual wave phenomena, potentials vary along the wave surfaces. 
In particular, the potential ~ near the region of the axis of symmetry 
varies significantly along the wave surface (Fig. 22). Figure 28 indicates 
that a large diffecence between the S-wave'normal computed by the plane 
wave assumption and that by the cyl indrical wave assumption appears at 
points close to the axis of symmetry. The differences between the direc-
tions of the wave normals computed on the basis of these two assumptions 
for a point some distance from the axis of symmetry are not large, as 
shown in Fig. 29 and Fig. 30. By studying Figs. 27, 28, 13a and Figs. 29, 
30 and 14a, it can be seen that the simple assumption of constancy of the 
potentials along the wave surfaces causes a deviation of the wave normals 
from the correct ones. 
The actual curvatures of the wave surfaces are finite; thus, diverging 
wave phe:10mena cannot. be neglected. In Fig. 31 through Fig. 33, curvatures 
for a small problem and large problem are compared. This comparison shows 
why the cyl indrical wave approximation is a necessary refinement for a 
sma 11 reg i on. 
However, the errors caused by the transmitting boundary based on plane 
wave assumption seem to affect the situation only near the boundary. At 
some distance from the transmitting boundary, these errors die out. These 
can be seen by comparing the results from the 120' x 180' model having 
plane wave transmitting boundaries with the results obtained for cyl indrical 
wave transmitting boundaries as indicated in Fig. 23 through Fig. 26. 
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It should be recalled that the object of a transmitting boundary is to 
prevent spurious reflections to the deep interior of the region of interest. 
It is too stringent a requirement to ask that the results be equally good 
near the transmitting boundary. 
It is not unexpected that if the more refined cyl indrical wave 
assumption is used, the errors of the transmitting boundary tend to be 
reduced significantly. A transmitting boundary based on the cyl indrical 
assumption causes sl ight errors in the vicinity of the boundary as indi-
cated in Fig. 13 through Fig. 15 for vertical stress and Fig. 16 through 
Fig. 21 for vertical displacement. 
Thedlsplacements presented in Fig. 16 through Fig. 21 show that slight 
errors occur near the axis of symmetry. The following two explanations 
of the source of this error seem reasonable. 
1. The rapid change of potential ~ along the wave surface near 
the axis of symmetry (Fig. 22) may c0ntribute a finite value of 
the res idual terms in Eq. (3.16); and 
2. A 1 inear interpolation is used for non-l inear variation of the 
~ field along the wave surface in order to find ~ . 
,s 
However, a greatly improved transmitting boundary is obtained based 
on the cyl indrical wave assumption. Specifically, if the potentials do not 
change extremely rapidly along the wave surfaces, an almost perfect 
transmitting boundary is obtained as shown in Fig. 20 and Fig. 21. 
The capabil ity of the cyl indrical wave transmitting boundary to 
transmit P and S waves locally and independently makes it possible to 
find the P- and S- wave normals near the free traction boundary. As shown 
in Fig. 34, the wave normals vary rapidly in time. The comparison of the 
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analytical solution of the orientations of the wave normals in this region 
is not attempted. However, the arrivals of P and S waves can be seen 
in Fig. 35. 
5.5.2 Layered Half-Space. 
The performance of the scheme to treat boundary conditions has been 
well demonstrated in the previous subsection except for the boundary 
conditions at the interface between two layers. In order to verify the 
adequacy of the treatment of the boundary conditions at such an interface, 
half space problem with a two-layers is solved. Extension of the case of 
two layers to a multilayered problem is straightforward and not presented 
here. 
A partially loaded two layered half-space with the cylindrical wave 
transmitting boundaries as shown in Fig. 36 is used to test the problem 
in plane strain. The appl ied pressure, mesh size, time increment,as well 
a s the ma t e ria 1 con s tan t s for 1 aye r A, are the sam e a s the pro b 1 em j nth e 
previous subsection in order to compare the results with the previous 
problem. The material constants, mesh size and time increment are: 
for layer A 
t.. 
l30 pcf, EA 200 ks i , A 0.15 - = \) ~ 
:... 
27!.,0 fps, A 1760 fps c c p s 
for layer B 
B 130 pcf, EB 300 ks i , E3 0.15 p \) 
B 3360 fps, B 2160 fps c c p s 
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and, ~x = ~y = 10 ft, ~t = 1 msec 
Results for displacement and stress in Fig. 37 and Fig. 38 indicate 
that more stable results are obtained from the proposed scheme than that 
from previous approaches [1,22]. 
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VI. SUMMARY AND RECOMMENDATIONS FOR FURTHER STUDY 
6. I Numerical Scheme 
In this work, a numerical scheme has been proposed for the treatment 
of boundary conditions to solve stress wave propagation problem in plane 
strain. Fundamental to this approach is the decomposition of the dis-
placement field into potential fields near the boundary for numerical 
treatment of boundary conditions. Subsequently, the recomposition of 
the displacement field from potential fields allows use of ordinary lumped 
parameter or finite-difference calculation. This concept is especially 
suitable for obtaining a transmitting boundary because of the possibil ity 
of separating P and S waves which must not interact each other on a 
transmitting boundary. If the separation is successful, the local distur-
bance can be taken as envelopes of either plane waves or of cyl indrical 
waves. Then, suitable transmitting boundary conditions can be found from 
the form of the plane or the cyJ indrical waves. 
The transmitting boundary thus obtained provides an effective scheme 
to terminate an infinite medium for two-dimensional wave propagation 
problems. The boundary is generally useful in the problems involving 
real istic loadings, such as periodic pulses, blast forces and earthquakes. 
The transmitting boundary only requires 1 inearly elastic behavior near the 
boundary. Therefore, the transmitting boundary is appl icable to non-l inear 
wave propagation problems if the nonl inearity occurs at points well inside 
the boundary. 
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6.2 Numerical Results 
The results shown in Chapter V may be summarized as follows: 
1. A plane wave transmitting boundary involves sizable local errors 
because variation of potentials along the wave surfaces and 
curvatures of the wave surfaces are not considered. However, 
these errors seem only to affect the region near the boundary. 
2. A more refined cyl indrical wave transmitting boundary gives good 
results even near the boundary. The additional computational 
effort needed for acyl indrical wave transmitting boundary results 
in almost perfect transmission. 
3. The proposed scheme to treat boundary conditions at an interface 
between two layers results in stable solution. Stabi·l ity for 
such problems has been obtained in previous work only by introducing 
artificial damping. 
6.3 Recommendations for Further Study 
This section contains a brief description of some further investiga-
tions which might conveniently use the concepts of decomposition and 
composition of the computational fields to obtain a transmitting boundary 
for wave propagation problems. 
l. A tra~smitting boundary for three-dimensional wave propagation 
proble~ car. be developed. Additional general ization of the 
numerical scheme is then also required. 
2. It is desirable to extend the procedure to a more general 
coordinate system for the basic net of the process. This 
can be useful in taking basic regions that are closer to 
cylindrical in shape than rectangular. 
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3. It may be possible by a successive approximation procedure to 
handle a nonl inear (say elastic-plastic) transmitting boundary. 
4. For certain wave propagation problems involving fluids and 
sol ids, fluids may be approximated by a procedure simi lar to that 
for an elastic sol id. Hence, it is a relatively easy task to 
obtain a transmitting boundary for fluids. The treatment of 
boundary conditions at the interface between a sol id layer and 
a fluid layer has practical appl ications. 
5. The stabil ity and convergence conditions for the numerical scheme 
to solve wave propagation problems involving transmitting boundaries 
require further investigation. 
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APPENDIX A 
TRANSFORMATION OF DERIVATIVES BETWEEN 
THE GLOBAL AND THE LOCAL COORDINATES 
Numerical differentiations are needed in the propsed study involving 
both the global cartesian coordinates and non-orthogonal local coordinates. 
The relations between derivatives in the two coordinate systems are given 
in the following. 
With reference to Fig. 1, the following parameters are defined. 
x,y = the cartesian coordina~es in the global reference 
x,y = the non-orthogonal coordinates in the local reference 
a,Y = the angles as shown in Fig. 1. 
The local and the global coordinates are related as follows, 
1:/ [ c~s a 
cos Y 
sin sin a Y 
By inversion of Eq. (A. 1) , we have, 
= 
[ 
sin 
5 in) (y-a) . 
-sin a 
Y -
::: :11: 1 
If f(x,y,t) is a smooth function, the transformation of the first 
order tensor is given by [25]. 
f = 
,p 
L: x 
q q,x p 
f 
,q 
(A. 1 ) 
(A.2) 
(A.3a) 
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By expansion of Eq. (A.3a) , we obtain, 
f x f-+y f -
,x ,x ,x ,x ,y 
(A. 3b) 
f x f-+y f -
,y ,y ,x ,y ,y 
Taking first order derivatives of Eq. (A.2) and substituting these 
derivatives into Eq. (A.3b), we have, 
f 1 (. 'f _ . f) 
,x sin(y-a) slny ,x - slna ,y 
(A.4) 
f 
,y sin(y-a) 
(-cosy f -t cosa f -) 
,x ,y 
The transformations of a second order tensor are expressed by [25]. 
f L: L: x x f 
,pq 
s t s,x t,x 
,pq q P 
(A.5) 
By expansion of Eq. (A. 5) , we get 
f x x f -+ 2x y f -+ Y X Y f -,xx ,x ,x ,xx ,x ,x ,xy , ,x ,yy 
f x x f -+ 2x y f -+ Y Y f -
,xy ,x ,Y ,xx ,x ,Y ,;;.y ,x ,y ,yy 
(A.6) 
f x x f - + 2x y f -+ Y y f -
,yy ,y ,y ,xx ,y ,Y ,xy ,y ,y ,yy 
Again, taking the derivatives of Eq. (A.2) and substituting the derivatives 
into Eq. (A.6) gives, 
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f 1 ( . 2 f_ 2 sin.a siny f_ 2 f _) (A. 7a) 
sin2 (y-a) 
sin y + s in a 
,xx ,xx ,xy ,yy 
f = [-1/2 sin 2y f _ + sin (y+a) f _ - 1/2 sin 2a f -] 
,xy 
sin2 (y-a) ,xx ,xy ,yy 
(A. 7b) 
1 2 2 (A.7c) f = (cos y f -- 2 coso: cosy f -+ cos f -) 
,yy 
sin2 (y-a) ,xx ,xy ,yy 
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APPENDIX B 
THE GENERALIZED LUMPED PARAMETER MODEL 
The general ized lumped parameter model provides a method for formula-
tion of general two-dimensional stress wave propagation problems. The 
medium is discretized with the aid of the basic element as shown in Fig. 1. 
Each basic element consists of two components, namely one stress point and 
four mass points. Stresses and strains are defined at stress point, while 
displacements, velocities, accelerations are defined at mass points (the 
mass of which is the mass of material moving with the mass point). Constant 
strains are assumed within the element as the strains are defined at the 
single stress point for each element. Fig. 1 shows a representative basic 
element having one stress point, 5, and four associated mass points, 1, 2, 
3 and 4. 
The partial derivatives of displacements with respect to the local 
coordinate system, x and y, can be approximated as (see Fig. 1) 
u 6x [u (1) - u (3)] x,X x x 
u 6y [u (2) - u (4)] x,Y x x (B. 1 ) 
u 6x [u (1) - u (3)] y,x y y 
1 21 
From Eq. (A.4), the relations between the first order derivatives 
of the displacements in the global and local coordinate systems, are 
obtained. 
1 (sin sin a· u -) u 
sin(y-a) y u - -X,x X,x x,y 
u 1 (. y u sin a u -) y,x sin(y-a) sin y,x y,y 
1 
u -) u 
. ( ) (-cos y U -+ cos a x,y Sin y-o. x,x x,y 
1 
u (-cos y u - + cos 0. U -) y,y sin(y-a) y,x . y,y 
Equation (B.l) is first substituted into Eq. (B.2). Subsequent 
substitution of the resultant equation into the strain-displacement 
relation, Eq. (2.5) yields, 
where, 
e 
xx 
e yy 
e 
xy 
T 
{u} 
1 [B - B 
sin(y-a) 1: 2 
{u (l),u (l),u (2),u (2),u (3),u (3),u (4),u (4)} 
x y x y x y x y 
(B.2) 
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siny 0 sina fJ'X fJy 
[B 1 ] = 0 -cosy [B 2] = 0 6>< , 
-cosy' siny -cosa 
fJx fJx fJy 
Equation (B.3) can be written in a symbolic form, 
{e} 1 sin(y-a)[B] {u} 
o 
-Cosa 
fJy 
sino. 
fJy 
The relations between forces and stresses within the element have 
(8.4) 
been derived by the principle of virtual work. The virtual displacements, 
{u}, and virtual strains, {e} ,are related as expressed in Eq. (B.4) 
v v 
{e } 
v 
1 
sin(y-a) [8] {u } v 
The stress-strain relations for the plane strain problem given by 
Eq. (2.2) can be expressed in symbolic form as follows: 
{c} [E] {e} 
The internal virtual work of the element is expressed as, 
'vi int 
(B.5) 
(B.6) 
Where V is the volume of the element. For an element of unit thickness, V 
is defined as, 
V ~ fJx fJy sin (y-a) (B.7) 
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By substitutions of Eq. (S.S) and Eq. (B.7) into Eq. (s.6), we obtain, 
(S.8) 
The external virtual work is the work done by the effective mass 
point forces, {F} , and the virtual displacements, {u } , as follows: 
v 
W 
ext 
{u }T {F} 
v 
The principle of virtual work states: 
W. + 'vi Int ext o 
By substitution of Eq. (s.8) and Eq. (S.9) into Eq. (B.10), 'voJe get 
{F} 
(B.9) 
(B. 10) 
(B.l1) 
The numerical solutions of the equations of motion require lumping 
of the masses at all mass points. The lumped mass concept, in contrast 
to the idea of a consistent mass, provides a convenient means for approxi-
mation of the equation of motions; in particular, a diagonal mass matrix 
result. 
With reference to Fig. 2, an element is cut into four unequal areas 
by bisecting the sides of the quadrilateral. Four points, A, B, C and D 
are the midpoints of the element sides. The mass of the element contribut-
i ng to ma s s lis: 
1 2" p /::'x 1 6. Y 1 sin ( y 1 - 0. 1) 
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The areas contributing to the mass point 1 sum up to the total lumped mass 
M. 
Mass point accelerations are determined by Newton's second law. The 
equations of motion for a lumped mass point are: 
M 
u 
x,tt 
u y,tt 
L 
k 
F 
x 
F y 
Equation (B.12) can be written in symbol ic form, 
{p} - L {F} 
k 
t1 
where, 
t1 mass lumped at mass point 
r U } 
L ,tt mass point accelerations 
{p} tota 1 exte rna 1 a pp 1 i ed fo rces a t rna s s po i n t 
(B.12) 
(B. 13) 
L{F} total internal forces acting on a mass point summed over 
k 
all stress points incident to that mass point 
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