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ABSTRACT 
EVALUATING THE IMPACT OF CONSTRUCT SHIFT ON ITEM PARAMETER 
INVARIANCE, TEST EQUATING AND PROFICIENCY ESTIMATES  
 
SEPTEMBER 2015  
 
XUEMING LI, B.A., QINGDAO UNIVERSITY, QINGDAO, CHINA 
 
M.Ed., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Ronald K. Hambleton 
 
 
Common Core State Standards in English Language Arts and 
Mathematics at grades K to 12 were introduced in 2009 and at one time had been 
accepted by 45 of the states in the U.S. The new standards have created national 
curricula in these two subject areas. Along with this reform, new assessment 
systems have been developed too. Many of these new tests  are showing signs of 
being more multidimensional than the tests they were replacing  because of the 
use of new item formats, and the assessment of higher level thinking skills and 
various performance skills. In the short term at least, the new testing programs 
will still be using unidimensional IRT models because multidimensional IRT 
models are not well developed for wide-scale operational use. Test equating and 
proficiency estimates are likely to be influenced due to the violation of the 
unidimensionality assumption in the test data, which posed a threat to test 
fairness and the validity of score interpretations.   
Looking at the consequences of unidimensional models with 
multidimensional data is an important problem to investigate. In the first study, 
the potential effect of multidimensionality on item parameter invariance and IRT 
model fit at the item level was examined. The finding highlighted the fact that 
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very modest changes in construct shift in the operational items of a test would 
not be problematic.  
As an extension of the first study, the second study introduced 
multidimensionality to a much greater magnitude and evaluated impact on IRT 
equating and proficiency estimates. It was found when construct shift occurred 
in the operational items, the impact was minimal in most aspects. Whereas, when 
construct shift occurred in the anchor and when these equating items were 
included in the total test, the influence of construct shift was quite substantial. 
The present research has provided evidence of consequences caused by 
construct shift as a function of the correlations between pairs of dimensions, the 
amount of shift, and where the shift occurs (equating or operational items). In 
general, it was found that construct shift had increasing impact as the amount of 
shift increased and the correlations between dimensions decreased.  
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CHAPTER 1 
 
INTRODUCTION 
 
1.1 Background 
A decade ago, No Child Left Behind (NCLB, 2001) presented states with 
challenges to create statewide standards and assessments, and to achieve Annual 
Yearly Progress (AYP). Yet, as reflected in the international assessments, the 
United States still lags behind other countries in terms of student academic 
performance (e.g., see the results from recent TIMSS and PISA reports). For 
example, according to OECD (2007), in PISA 2006, U.S. student performance was 
ranked 22nd in math and 19th in science out of 26 member countries of the OECD. 
As a result, the education of United States is facing a challenge to make a 
fundamental change in teaching and learning to better prepare students for the 
world of work. To date, 45 states have accepted the new Common Core State 
Standards in English language arts (ELA) and mathematics which were written 
by the Council of Chief State School Officers (CCSSO) and the National 
Governors Association Center for Best Practice as a state-led effort to establish 
agreement on expectations for student knowledge and skills developed through 
K-12 (Porter et al., 2011). For instance, as the new standards for ELA state, “The 
standards aim to align instruction with this framework so that many more 
students than at present can meet requirements of college and career readiness” 
(Common Core State Standards Initiative, 2010a, p.5). Further, the Common Core 
standards speak for an opportunity to create a national curriculum in ELA and 
math (Porter et al., 2011).  
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Along with this reform, new assessment systems are being developed by 
state consortia to measure student skills against a common set of college- and 
career-ready standards in ELA and math (Heritage, 2010). And the new 
assessment systems are expected to incorporate “formative as well as summative 
measures” (Darling-Hammond, 2010, p.1). Therefore, high-quality assessments 
are in demand to support ongoing improvements in instruction and learning, 
and to be educative for students, teachers, parents, education administrators, and 
policymakers.    
Massachusetts, the top-performing state on the National Assessment of 
Educational Progress (NAEP) assessments since 2005, is shifting from a 
curriculum that has been in place for fifteen years to the new ELA and math 
curriculum frameworks incorporating the Common Core State Standards. As the 
Common Core State Standards for ELA and math bring changes to the curricula 
as well as the teacher instruction, ultimately these shifts in both subjects will be 
evident in the new assessments. Correspondingly, the Massachusetts 
Comprehensive Assessment System (MCAS) is gradually making the transition 
to aligning with the new standards. During the process, state, teachers, students, 
and parents are concerned about the consequences of this shift in curricula on 
student performance. From a psychometrician’s perspective, what they care 
about is whether the new tests are valid to effectively measure growth.  
Validity evidence based on test content refers to the degree of agreement 
between what a test measures and the domain it purports to measure (Li & 
Sireci, 2013). To align with the new state curriculum content standards, the 
construct to be measured is expected to shift from the old standards. As the 
standards demand high-level performance, the tests are designed to evaluate 
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how students apply their skills and knowledge to real-world situations through 
sophisticated and multifaceted questions. Since multiple skills and knowledge 
are measured, the test can be regarded as multidimensional. Likewise, as 
Reckase (2009) pointed out, “current test development processes are much more 
complex, not only because of more elaborate conceptions of the constructs to be 
measured, but also because of the level of detail provided in the test 
specifications ”(p.62). The complex test specifications can be seen as a reflection 
of benchmark and curriculum frameworks. As the curriculum changes, test 
specifications that stipulate what construct to be measured in the test will shift 
correspondingly. For example, the content of science tests tends to shift in 
multiple ways as a result of various content domains specified by the National 
Science Education Standards including physical science, life science, earth and 
space science, science and technology, science in personal and social 
perspectives, history and nature of science (Reckase & Martineau, 2004). Most 
likely, the constructs measured by the tests will shift from unidimensional to 
multidimensional in nature due to curriculum changes.    
Since item response theory (IRT) models have been widely used in a 
variety of testing programs, the assumptions of IRT must be met, in particular, 
unidimensionality. The assumption of unidimensionality assumes that a single 
construct or trait is measured by a set of items. As previously described, the 
assumption of unidimensionality tends to be violated due to the 
multidimensional nature of test content. If violated, item parameter estimates 
will be biased, and the equating results almost certainly will be influenced too. 
Therefore, in this situation, it is important to assess the robustness of the model 
as well as the accuracy of equating results.   
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1.2 Statement of the Problem 
As curriculum changes, tests covering particular content areas may 
become multidimensional or at least more multidimensional than they were. 
Most tests are multidimensional now but are likely to become more 
multidimensional in the future because of the use of new item formats, and the 
assessment of higher level thinking skills and various performance skills. In the 
short term, testing programs will still be using unidimensional IRT models. As a 
result, test equating and proficiency estimates may be influenced due to the 
violation of the unidimensionality assumption. Thus, it poses a serious threat to 
test fairness and the validity of score interpretations. To address this issue, the 
study was conducted to provide validity evidence of the equating in the presence 
of construct shift that is reflected by the test performing in a multidimensional 
way.   
1.3 Purpose of Study  
The purpose of the study was to investigate how a construct shift affects 
unidimensional IRT true-score equating functions and proficiency estimates. 
Through computer simulation methods for research purposes, tests can be 
shifted from a unidimensional structure to a multidimensional structure. In this 
study, the violation of the unidimensionality assumption was created on 
purpose, and its consequences on item calibration, test equating, and score 
proficiency were evaluated. Construct shift was manipulated by introducing 
multidimensionality into the operational set of items as well as the anchor set. 
The proportion of test items performing in a multidimensional way was 
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reflective of the amount of construct shift.  And the magnitude of construct shift 
was reflected by the relationship among domains (the correlations among the 
dimensions or latent traits being measured).  
To answer the overarching question, about how construct shift impacts on 
test equating and proficiency estimates, a series of specific questions were 
addressed: 
(a) Does construct shift (the shift from unidimensional items to 
multidimensional items) affect the robustness of IRT model and item 
parameter invariance of the linking items?  
(b) How much does construct shift influence item parameter estimates and 
item parameter invariance?  
(c) How much does construct shift influence equating coefficients?  
(d) How much does construct shift affect unidimensional IRT model fit?  
(e) How much does construct shift affect proficiency estimates?  
To organize and examine these questions, two separate simulation studies were 
conducted under the following titles:  
(1) Examining the Impact of Construct Shift on Item Parameter Invariance 
(2) Evaluating the Impact of Construct Shift on Test Equating and 
Proficiency Estimates  
Along with the simulations studies, a complete illustration of how construct shift 
influences test equating and proficiency estimates was provided. Also, the 
produced results demonstrating the relationships among construct shift and item 
parameter estimates, equating coefficients, proficiency estimates, and 
performance classification were observed. These findings can be used as a 
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guideline for researchers and practitioners when construct shift is expected in 
operational tests to help them cope with these issues more effectively.  
1.4 Significance of the Research  
The study was designed to investigate the impact of construct shift that is 
reflected by multidimensionality on the invariance property of item parameter 
estimates, test equating and proficiency estimates in a unidimensional IRT 
framework. The assumption of unidimensionality is essential for IRT analysis 
with most popular IRT models. However, in practice, this assumption cannot be 
perfectly met by most sets of real test data. The studies simulated realistic testing 
situations where the construct being measured shifts from a unidimensional to a 
multidimensional structure by various amounts. Test multidimensionality poses 
a violation of the unidimensional IRT model assumption. Then the consequences 
of the violation on various features of the IRT modeling can be investigated. 
Along with the simulation studies, a complete illustration of how construct shift 
influences the item parameter invariance, equating procedures, and proficiency 
estimates was provided. These findings can be used as a guide for practitioners 
to caution against the consequences when construct shift is expected in a test.   
1.5 Overview of the Dissertation  
This dissertation consists of five chapters. Chapter 1 provides an 
introduction to the current education reform in the United States, the issues 
related to curriculum change and test construct shift, purpose of the study, and 
the research questions about the impact of the construct shift on test equating 
! 7!
and proficiency estimates. In the second chapter, several IRT models including 
unidimensional IRT models and multidimensional IRT models, test equating 
designs, and linking methods were reviewed. Also, previous studies on construct 
shift, item parameter drift, and scale drift were reviewed. Chapters 3 and 4 
contain brief introductions to the two separate studies and describe the specific 
simulation research designs for each of the studies. Each of Chapters 3 and 4 
contains the methodology and results. In Chapter 5, the findings of both studies 
are summarized and discussed, recommendations are offered, and several 
suggestions for future research are presented.  
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CHAPTER 2 
 
LITERATURE REVIEW 
 
2.1 Overview  
This chapter has been organized into five sections: 
1. Item response theory (IRT) models. This section focuses on a 
description of item response theory (IRT) along with its advantages 
over classical testing theory (CTT), assumptions and applications of 
unidimensional IRT (UIRT) models, multidimensional IRT (MIRT) 
models, and software for analyzing multidimensional data. 
2. IRT equating. This section focuses on a description of popular equating 
designs and IRT equating methods and presents important issues 
relevant to test equating.  
3. Construct shift. This section specifically reviews studies that explore 
how construct shift/content change manifests in different forms and 
construct shift as a contributing factor to item parameter drift.  
4. Item parameter drift (IPD). This section reviews studies that illustrate 
(1) curriculum/instruction change as a possible source of IPD, (2) the 
effect of IPD across test administrations, and (3) method/procedure to 
detect IPD.  
5. Scale drift. The section reviews existing research that describes (a) how 
scale drift is formed, and (b) studies examining scale stability in 
different context.  
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2.2 Item Response Theory (IRT) Models  
To address the limitations of Classical Test Theory (CTT) (i.e. group-
dependent, test-dependent mode, and the assumption of equal errors of 
measurement), psychometricians advanced a new measurement system, item 
response theory (IRT) as early as the 1940s. The essential feature of IRT is the 
probability of an examinee’s response on a test item to an underlying ability as a 
mathematical function is specified (van der Linden & Hambleton, 1997). 
Comparing to CTT, the promised advantages of IRT include (1) item parameters 
are group-independent, (2) examinee abilities are test-independent, (3) 
convenience for assessing reliability, and (4) precision for ability estimates is 
provided. In the 1980s, IRT became popular in the measurement field because it 
provided a powerful framework for solving various practical problems such as 
test and instrument development, identifying differential item functioning, test 
score equating, and score reporting (Hambleton, Swaminathan, & Rogers, 1991). 
2.2.1 Unidimensional IRT (UIRT) Models  
One fundamental assumption of unidimensional IRT is 
unidimensionality, or equivalently, local independence. The unidimensional 
assumption is that a single ability is measured by the set of items on a test. 
Another assumption is made concerning the role of the item characteristic 
function. It is assumed that item characteristic curves (ICC) should portray the 
true relationship between examinee’s proficiency and their item responses, 
further, predict the probabilities of item scores across all examinees. UIRT 
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models and methods are widely applied in educational and psychological 
measurement and become useful tools in a variety of measurement processes 
(e.g., test construction, equating, and score reporting).  
2.2.1.1 Rasch Model  
Rasch (1960) introduced his model that is often called the one-parameter 
logistic model (1PLM). The Rasch model is based on the principle that data 
follow a hierarchy on a single continuum of interest in which the probability of 
success on any dichotomously scored item is simply a function of the person’s 
ability and the difficulty of the item. The probability of a randomly chosen 
examinee at an ability level ! answering item i correctly is given by the equation  
                                                    !Pi(θ )= e(θ−bi )1+e(θ−bi )                                                          (2.1) 
where e is an exponential constant whose value is 2.718, and !! is the difficulty 
parameter of item i, also referred to as a location parameter indicating the 
position of the item characteristic curve (ICC) in relation to the ability scale. !! is 
the point on the ability scale where the probability of a correct response is 0.5. 
The Rasch model assumes that all items are equally discriminating and 
examinees with very low ability have zero probability of answering an item 
correctly. Rasch model and its extensions to handle polytomous response data 
(e.g. partial credit model, rating scale model) are widely used in testing practice.  
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2.2.1.2 Two Parameter Logistic Model (2PLM) 
The two-parameter logistic model (2PLM) was introduced by Birnbaurn 
(1968).  This model is easier to use compared to the two-parameter normal ogive 
model developed by Lord (1952).  The model is mathematically expressed as  
                                               !! ! = !!!!(!!!!)!!!!!!(!!!!)                                                         (2.2) 
As can be seen, the 2PLM is a generalization of the 1PLM with two 
additional elements. D is a scaling factor to make the logistic function close to the 
normal ogive function when the a and b parameters in the models are equal. 
Birnbaum (1968) suggested multiplying the exponents by 1.702 to preserve 
consistency in the item parameters between the two models. When D is 1.702, the 
parameters are placed on what is called “a normal metric”; while when D is set 
to 1, the parameters are placed on what is called “a logistic metric”. !! is the item 
discrimination parameter in the model, which is proportional to the slope of the 
ICC at the point !! on the ability scale. Since the lower asymptote is fixed at zero, 
this model is commonly used for dichotomously scored, for example, short-
answer items where the chance of guessing correct answers is minimal.  
2.2.1.3 Three Parameter Logistic Model (3PLM) 
The three-parameter logistic model (3PLM) provides a non-zero lower 
asymptote for the ICC. The model is given by 
                                            !! ! = !! + (1− !!) !!!!(!!!!)!!!!!!(!!!!)                                      (2.3) 
where !! is called the pseudo-guessing parameter and represents the probability 
of examinees with low ability answering the item correctly. The model takes into 
account examinee’s performance at the low end of the ability continuum, where 
! 12!
guessing is likely to occur. This model is commonly used for dichotomous scored 
multiple choice items.  
2.2.1.4 Graded Response Model (GRM) 
The three logistic models are valuable for analyzing binary scored item-
level data. However, there are item formats that need to be polytomously scored. 
Many statewide and popular testing programs have been using mixed-format 
design that consists of multiple-choice (MC) items and construct-response (CR) 
items, for example, the Massachusetts Comprehensive Assessment System 
(MCAS), the College Board’s Advanced Placement (AP) test, and the Wisconsin 
Student Assessment System (WSAS). The IRT models for polytomous data 
intend to define the probability that an examinee responds to a particular 
category given his/her ability and item characteristics. One popular IRT model 
for polytomous data, the graded response model (GRM) that was introduced by 
Samejima (1969) can be seen as an extension of the 2PLM. The GRM uses two 
steps to obtain the probability that an examinee responds to a particular 
category. First, the probability that an examinee’s response falls at or above a 
specific ordered category is given by  
                            !Pik*(θ )= exp[ai(θ j −bik )]1+exp[(ai(θ j −bik )]                                                  (2.4)                                    
where !!"∗ (!) is the probability of scoring in the kth or higher category on item i. 
Once !!"∗ (!) is estimated, the probability of responding to a particular category 
given ! is computed by subtracting adjacent !!"∗ (!) as follows 
                                       !Pik(θ )= Pik*(θ )−Pi(k+1)* (θ )                                                          (2.5) 
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 The GRM is suitable for ordered polytomous categories such as letter 
grading A, B, C, D, and F for evaluating student’s performance, and responses to 
attitudinal instruments such as Likert type scales.    
2.2.2 Multidimensional IRT (MIRT) Models  
Although UIRT models have been widely used and proven to be 
somewhat robust to violations of assumptions, it is likely that the actual 
interactions between examinees and test items are more complicated. For 
example, examinees are likely to apply more than one kind of ability or skill to 
respond to a particular test item. On the other hand, test items are likely to 
measure multiple skills and abilities. Thus, there is a need for more sophisticated 
IRT models that more accurately reflect the complexity of the interactions 
between examinees and test items (Reckase, 2009).   
Some of the MIRT models described in the IRT literature can be defined as 
compensatory or partially compensatory. A compensatory model is based on a 
linear combination of !-cooridinates. That linear combination is used with a 
normal ogive or logistic form to specify the probability of a response. A high 
ability on one dimension can compensate for a low ability on another dimension 
to answer a test item correctly or receive a high score. Sympson (1978) 
introduced a partially compensatory model that separates the cognitive tasks in a 
test item into parts and uses a unidimensional model for each part. As a result, 
the probability of a correct response for the item is the product of the 
probabilities for each part.  
To decide which MIRT model to use, dichotomous models or polytomous 
models, compensatory models or partially compensatory models, there are 
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several considerations. First of all, it depends on the feature of the items in the 
test (e.g. dichotomous, polytomous, or mixed-format). In addition, how do 
examinees interact with the test items? Partially compensatory models are based 
on the idea that test items have different parts related to different skills and the 
overall success requires correctness on each part. The compensatory models hold 
a more holistic view on how the examinees interact with test items and perhaps 
these models are more realistic in practice. The models indicate that test takers 
utilize all of their skills and knowledge to deal with all parts of the items 
(Reckase, 2009).   
2.2.2.1 Multidimensional Three-Parameter Logistic Model (M3PLM) 
Reckase (1985) introduced a multidimensional IRT model which is 
regarded as a multidimensional extension of the 3PLM containing a non-zero 
lower asymptote parameter !! to specify the probability of correct response for 
examinees with very low !. This model is expressed as  
                   ! !!" = 1 !! ,!! , !!,!! = !! + 1− !!, !!!!!!!!!!!!!!!!!!!!!                       (2.6)       
where  
 ! !!" = 1 !! ,!! , !!,!!  is the probability of a correct response on item i for 
an examinee whose proficiency is !, 
 !! is a 1×! vector of parameters related to the discriminating power of 
item i, !!! is a scalar parameter related to the difficulty of item i,  !!! is the pseudo-guessing parameter of item i,  
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 !’ is a 1×! vector of examinee scores on the dimensions of trait been 
measured with ! indicating the number of dimensions.  
Unlike the 3PLM, !! and ! are vectors of the parameters for each 
dimension. A vector of a-parameters with the most discriminating power is given 
by the equation 
                                    !MDISCi = aiv2v=1m∑                                                            (2.7)                               
where !MDISCi  is the discrimination of the item i for the best combination of 
abilities and m is the number of dimensions. Furthermore, a value that is 
equivalent in interpretation to the b-parameter in UIRT is given by  
                                              
!
MDIFFi =
−d
MDISCi
                                                            (2.8) 
The multidimensional extension of the 2PL model can be considered as the 
MC3PLM by setting !! = 0. Therefore, the multidimensional compensatory two-
parameter item response logistic model (MC2PLM) is given by  
                                          ! !!" = 1 !! ,!! ,!! = !!!!!!!!!!!!!!!!!!!!                                        (2.9) 
2.2.2.2 Multidimensional Graded Response Model (MGRM) 
As the polytomous IRT models need to be extended to allow the examinee 
characteristics to be represented by !-vectors, a set of multidimensional 
compensatory extensions of polytomous models (e.g. multidimensional 
generalized partial credit model, multidimensional partial credit model, 
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multidimensional graded response model, and multidimensional continuous 
response model) have been developed in the past two decades.  
Muraki and Carlson (1993) introduced the multidimensional graded 
response model that is a generalization of the unidimensional graded response 
model and uses response functions in the normal ogive form. Based on the 
knowledge of Samejima’s model, the normal ogive form of the graded response 
model is given by  
                                  !Pijk* = 12π e−t22−∞′aiθ j+dik∫ dt                                                (2.10) 
where k is the score on the item, !! is a vector of item discrimination parameters, 
and !!", the item-category parameter, is related to the ease with which a person 
will reach the kth step of the item. Note that !!"!∗ = 1 and !!",!!!!∗ = 0. Thus, the 
probability of response category k is given by  
                                             !Pijk = Pijk* −Pij ,k+1* = 12π e−t22′aiθ j+di ,k+1′aiθ j+dik∫ dt                               (2.11) 
This equation represents Muraki and Carlson’s MGRM. As we can see from the 
model, the sign of !!" is positive which is opposite to the item difficulty 
parameter in the unidimensional GRM. In other words, in MGRM, the value of !!" becomes smaller as the category is higher.  When ! = 0, !!! = ∞, ! = !! + 1, !!,!!!! = −∞. 
Therefore, the !!" parameter has an inverse relationship with the scores for the 
item.  
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2.2.2.3 Software for MIRT Analysis  
To facilitate analyzing multidimensional data, a review of software for a 
MIRT analysis was conducted. For purposes of simulation, parameter estimation, 
and test equating, available programs for MIRT analysis are presented in Table 
2.1. 
!!
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   Table 2.1. Software for MIRT Analyses: Descriptions and Features 
Name, Citation, and URL Capabilities  Strengths Weakness 
BMIRT 
Yao, L. (2003) 
http://www.bmirt.com 
 
Estimates the IRT parameters for the 
Rasch model, 2PLM, 3PLM, 
generalized two-parameter partial 
credit model, the testlet model, the 
graded response model, and the 
higher-order IRT model using 
MCMC, maximum a posteriori, 
expected a posterior, and maximum 
likelihood estimation 
+ Free software for research 
   purposes 
+ Manual is available  
+ CFA and EFA can be 
   handled           
+ Operates on multiple 
   groups 
+ Computes subscores and 
   total scores  
 
flexMIRT 
Cai, L. (2012) 
http://www.flexmirt.com/ 
 
Estimates IRT parameters for 1PL, 
2PL, 3PL, logistic graded response 
model, and nominal categories 
model (generalized partial credit 
model, partial credit model, and 
rating scale model) using maximum 
likelihood (ML), maximum a 
posteriori (MAP), and expected a 
posteriori (EAP) estimation 
+ Easy to use  
+ Flexible and fast  
+ Handles large datasets 
+ Rich in statistical features  
 
-  Costly, but a two- 
   week free trial is 
   accessible  
 
IRTPRO 
Cai, Du Toit, and Thissen (2011) 
http://www.ssicentral.com/irt
/IRTPRO_by_SSI.pdf 
Estimates item parameters for 
1PLM, 2PLM, 3PLM, graded 
response model, generalized partial 
credit, and nominal models using 
ML, MAP, and EAP estimation  
+ Manual available 
+ Import data from a 
   variety of statistical  
   software packages and 
data 
   in different formats  
+ Support both model- 
   based and data-based 
   graphical displays 
+ User’s guide covers an 
   extensive set of references 
-  Costly but free trial 
   and free student 
   edition are available 
-  Model-based graphs 
   currently available 
   for unidimensional 
   IRT only 
 
 
 
Continued on next page 
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   Table 2.1, continued  
Name, Citation, and URL Capabilities  Strengths Weakness 
LinkMIRT 
Yao, L. (2004) 
http://www.bmirt.com 
 
Implements the Stocking and Lord 
method, the mean/mean method, 
and the mean/sigma method. 
+ free software for research      
purposes  
 
MDIRT-FIT SAS Macros 
Lee and Terry (2006) 
http://www2.sas.com/proceed
ings/sugi31/199-31.pdf 
Both the marginal maximum 
likelihood estimation method and 
the Bayesian marginal maximum 
likelihood estimation method are 
available for the MIRT model 
without the pseudo guessing 
parameter. However, Bayesian 
estimation is implemented for the 
MIRT model with the pseudo 
guessing model.   
+ Facilitates the  
   calibrating process by 
   applying the EM 
   algorithm 
 
+ Manual available  
-  Limited to five latent 
   traits 
 
MIRT 
Glas, C. A. (2010) 
http://www.utwente.nl/gw/o
md/Medewerkers/temp_test/
mirt-manual.pdf 
 
 
Estimates item parameters for Rasch 
models for dichotomous data, 
OPLM model for dichotomous and 
polytomous data, 2PLM, 3PLM, 
2PNO, 3PNO, partial credit model, 
generalized partial credit model, 
sequential model, graded response 
model, nominal response model, 
and generalizations of these models 
to models with between-items 
multidimensionality using CML, 
MML, MCMC, ML, WML, and EAP 
estimation  
+ Manual available  
 
Continued on next page 
 
!!
20!
   Table 2.1, continued  
Name, Citation, and URL Capabilities  Strengths Weakness 
MultiRa 
Carstensen and Rost (2001) 
http://www.multira.de/ 
Implements an algorithm for the 
multidimensional item component 
Rasch model and other Rasch 
models.  Functions include: 
Examinee and item parameter 
estimates according to the joint 
maximum likelihood and 
conditional maximum likelihood 
estimation, model fit measures and 
MKAT algorithm.   
+ English version software 
   is available 
- Manual is only 
  available in German. 
NOHARM 
(Normal Ogive Harmonic 
Analysis Robust Method) 
Fraser, C. (1988)  
http://people.niagaracollege.ca
/cfraser/download/ 
 
Fits both unidimensional and 
multidimensional normal ogive IRT 
models 
+ free software   
R ‘mirt’ package 
Chalmers, R. P. (2012)  
http://www.jstatsoft.org/v48/
i06/paper 
Four estimation functions can be 
used to estimate the Rasch model, 
2PLM, 3PLM, nominal, generalized 
partial credit, partially 
compensatory, and polynomial 
related traits using EAP, MAP, and 
ML. 
+ Open source  
+ Free manual  
+ Utilize the MH-RM 
   algorithm for higher 
   dimensional and   
   confirmatory IRT models 
+ Perform multiple 
   group estimation  
+ Customize values and 
   estimation  
 
-  Not providing 
   standard errors for 
   EM solutions  
 
Continued on next page 
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   Table 2.1, continued  
Name, Citation, and URL Capabilities  Strengths Weakness 
SimuMIRT 
Yao, L. (2003)  
http://www.bmirt.com 
Simulates multidimensional data 
(examinee ability and item 
responses) for a fixed form test 
from a user-specified set of 
parameters. 
+ free software for research 
   purposes 
 
WinGen 
Han, K. T. (2007) 
http://www.hantest.net/wingen 
 
Generates ability scores and item 
responses consistent with all 
popular 
IRT models for handling 
dichotomous and polytomous 
response models; 
generate multidimensional data 
too (up to three dimensions) for 
any 
correlational structure (in the 2014 
version); choose ability scores and 
item parameter values from several 
distributions specified by the user. 
Read parameter files from BILOG-
MG or Parscale.  
+ Flexible to generate item 
   response data  
+ Produces a variety of  
   graphics 
+ A terrific tool for 
   instructing students 
   learning IRT 
+ No practical limit on the 
   length of the test or the 
   number of examinees 
+ Has special features for 
   item bias research 
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2.3 IRT Equating 
One of the main contributions of IRT to educational testing is it provides 
for comparison of test scores across different tests by placing several tests and 
groups of examinees on a common scale of measurement (Baker & Al-Karni, 
1991). IRT equating process involves two important steps that are described next.   
2.3.1 Linking Designs 
The goal of linking two or more tests is to place the item parameter 
estimates on a common scale, and ultimately, to facilitate comparisons of scores 
from the tests. This placement allows comparison of the difficulty levels of the 
tests across administrations as well as facilitates the construction of an item bank 
(Vale, 1986). Three linking designs are commonly used to gather data for 
equating: single group design/with counterbalancing, equivalent groups design, 
and non-equivalent groups anchor test (NEAT) design.  
2.3.1.1 Single Group Design/with Counterbalancing  
In the single group design, the same examinees are administered two 
forms (hereafter referred to as Form 1 and Form 2) and are provided two scores. 
The downside of this design is that there are two threats to test validity. First, 
since it requires longer testing time to administer both test forms, fatigue may 
affect examinee’s performance. As a result, Form 2 could become relatively more 
difficult than Form 1. On the other hand, familiarity with Form 1 may improve 
the performance on Form 2 that could appear to be easier than Form 1. In 
practice, to adjust for practice and fatigue effects, two test forms are administered 
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in a counterbalanced order. For example, the examinees are randomly separated 
into two equivalent subgroups. One subgroup of examinees takes Form 1 first 
and then Form 2. And the order of administrations for the other subgroup is 
reversed. Thereby, both test forms are taken by the same group of examinees and 
the score difference between these two forms reflects the difference in form 
difficulty.  
2.3.1.2 Equivalent Groups Design  
In the equivalent groups design, the two tests to be linked are given to 
equivalent but not identical groups of examinees, chosen randomly. Since each 
examinee in each group takes only one form, the problems caused by fatigue and 
practice effects are avoided (Hambleton, Swaminathan, & Rogers, 1991). To 
implement this design, a large sample size is needed.  Another challenge is to 
have both forms available at the same time.  Often, this is not the case.   
2.3.1.3 Non-Equivalent Groups Anchor Test (NEAT) Design 
Although the equivalent groups design seems practical in educational 
testing it is unlikely that the examinees taking the exam from one year to another 
are equivalent in ability since the expressed goal of education is to continually 
improve the achievement of students from one year to the next.  In the NEAT 
design, the two tests to be linked are given to two different groups that are not 
assumed to be equivalent.  Each test has a set of items in common that are used 
to place item parameter estimates from the two tests in the two administrations 
onto the same scale (Holland & Dorans, 2006; Kolen & Brennan, 2004). This 
particular set of items is termed as “common items”, “linking items” or “anchor 
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test” and the terms are used interchangeably in practice. This design is widely 
used when more than one form per test date cannot be administered due to test 
security or other practical matters (Kolen & Brennan, 2004). For example, a group 
of examinees is administered Form 1 in one year and a different group of 
examinees is administered Form 2 in another year. This design has two 
alternatives: the anchor test can be either “internal” or “external”. When the 
score gained on the common items count in the examinee’s total score on the test, 
the linking items are referred to as internal. When the score on the anchor test 
does not contribute to the examinee’s total score on the test, the common items 
are referred to as external.  MCAS, for example, uses an external anchor. 
The NEAT design is feasible and widely used, since it avoids the problems 
in the single group design and equivalent groups design when the anchor items 
are appropriately selected (Hambleton, Swaminathan, & Rogers, 1991). Thus, the 
accuracy of equating is highly dependent on the quality of the anchor items. As 
the Standards for Educational and Psychological Testing (Standards; American 
Educational Research Association (AERA), American Psychological Association 
(APA), and National Council on Measurement in Education (NCME), 1999) 
required, “Standard 4.13: In equating studies that employ an anchor set design, 
the characteristics of the anchor set and its similarity to the forms being equated 
should be presented, including both content specifications and empirically 
determined relationships among test scores. If anchor items are used, as in some 
IRT-based and classical equating studies, the representativeness and 
psychometric characteristics of anchor items should be presented” (p.58). 
In the psychometric literature, the suitability of an anchor test has been 
emphasized. As advised in Angoff (1971), the anchor should be a miniature of 
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the whole test in terms of test construct, item types, and content domains. Later, 
researchers have discussed the importance of building anchor tests that 
proportionally match the content specifications when using the NEAT design 
(e.g. Cook & Petersen, 1987; Cook & Eignor, 1991; Kolen & Brennan, 2004).  
Likewise, researchers also recommend that an anchor test should be statistically 
equivalent to the operational test (Cook & Eignor, 1991; Kolen & Brennan, 2004). 
For example, the mean difficulty of the common items should be similar to that 
of the operational test. Furthermore, the statistical properties of the items should 
be stable over time (i.e., item parameter invariance). Studies such as Cook and 
Petersen (1987) and Cizek (1994) have suggested strategies to avoid item 
parameter drift, and more recently many studies have addressed this topic. For 
instance, administering common items in approximately the same position and 
ordering the response options in the same manner in the two forms of test can 
help avoid items functioning differentially across groups. In addition, the length 
of common items should be considered on both content and statistical grounds. 
The anchor test should be long enough to sufficiently represent test content 
(Kolen & Brennan, 2004). Statistically, longer anchor test leads to less random 
equating error (Budescu, 1985; Wingersky et al., 1987). Particularly, in the 
educational context, since tests tend to be heterogeneous, larger numbers of 
common items are required to ensure adequate equating. A rule of thumb is that 
the anchor test should be at least 20% of the length of a total test that has 40 or 
more items (Kolen & Brennan, 2004). Thus, no matter what type of anchor (i.e. 
internal and external) to be embedded in the test, the anchor test should be 
representative of the entire test in terms of content representation, statistical 
properties, length, and lack of item parameter drift.    
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2.3.2 IRT Scaling Methods  
 Before applying IRT equating to two tests, item parameters need to be 
placed on a common scale, this stage is referred to as “scaling”. In the single 
group design and equivalent groups design, since the parameter estimates of two 
test forms are estimated on the same examinees, the parameter estimates are 
assumed to be on the same scale; while in the NEAT design, the parameter 
estimates are not considered on the same scale since the two groups of examinees 
are not equivalent (Kolen & Brennan, 2004). However, the item parameter 
estimates of the anchor test are linearly related in the two test forms due to the 
invariance property of IRT modeling (Lord, 1980). These estimates can be used to 
conduct a scale transformation. The purpose of scale transformation is to 
determine two linking coefficients (i.e. slop A-constant and intercept B-constant), 
such that, the item parameter estimates and the proficiency estimates of the new 
form (i.e. Form X) can be linearly transformed to the base form (i.e. Form Y) 
scale, that is, 
                                                      !! = !!! + !                                                        (2.12) 
                                                      !!! = !!!! + !                                                      (2.13) 
                                                      !!! = !!!!                                                                 (2.14) 
where !! and !! are the examinee’s ability estimates in tests Y and X 
respectively;  
    !!! and !!! are the discrimination parameter estimates of the common 
items in tests Y and X respectively;  
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 !!! and !!! are the difficulties of the common items in tests Y and X 
respectively. 
The problem of the linking constants is simplified with the Rasch model because 
A=1, but then sometimes model fit is compromised.    
Several methods are available for finding the scaling constants: moment 
methods, including mean-sigma method (Marco, 1977) and mean-mean method 
(Loyd & Hoover, 1980); characteristic curve methods, including the Haebara 
method (Haebara, 1980), Stocking and Lord method (Stocking & Lord, 1983); and 
calibration methods, fixed common item parameter (FCIP).  
2.3.2.1 Mean-sigma Method  
In the mean-sigma method, the means and standard deviations of the b-
parameter estimates of the common items are used to obtain the linking 
constants, which are computed as  
                                                      ! = !!!!!!                                                                   (2.15) 
                                                     ! = !!! − !!!!                                                       (2.16) 
where !!! and !!! are the standard deviations of b-parameter estimates of the 
common items in tests Y and X, respectively.  
 Once A and B are determined, the item parameter estimates for Form X are 
placed on the same scale as Form Y using the relationships 
                                                      !!∗ = !!!                                                                   (2.17) 
                                                      !!∗ = !!! + !                                                        (2.18) 
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where !!∗  and !!∗  are the discrimination and difficulty parameter estimates of 
items in Form X placed on the scale of Form Y.  
 Linn et al. (1981) proposed a robust mean and sigma method to consider 
the difference in accuracy of b-parameter estimates. This procedure weights the 
item parameter estimates by their standard errors. To be specific, the values of b-
parameter estimates are weighted by the inverse proportion of variance for each 
linking item. As a result, pairs with large variances receive low weights and pairs 
with small variances receive high weights (Hambleton, Swaminathan, & Rogers, 
1991). In other words, the estimates with more accuracy contribute more to 
calculate the linking coefficients.  This method though has not been widely 
adopted in practice. 
2.3.2.2 Mean-mean Method  
In the mean-mean method, the means of the common items’ a-parameter 
estimates and b-parameter estimates are used to derive the transformation 
constants A and B.  
                                                    ! = !!!!!!                                                                     (2.19) 
                                                    ! = !!! − !!!!                                                        (2.20) 
where  !!! and !!! are the average a-parameter estimates of the common items in 
tests Y and X; !!! and !!! are the average b-parameter estimates of the common 
items in tests Y and X; A is the slope; and B is the intercept.  
Using the scaling constants A and B, the item parameters of Form X can be 
put onto the scale of Form Y. When estimates are used in place of the parameters, 
or when the IRT model does not provide a perfect model fit, the ways to 
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calculate A-constant in mean-mean method and mean-sigma method can 
produce different results. In practice, mean-sigma method is sometimes 
preferred over mean-mean method due to the stability of b-parameter estimates 
comparing to the a-parameter estimates (Kolen & Brennan, 2004). However, 
other research has provided different perspective. As Baker and Al-Karni (1991) 
suggested, mean-mean method might be more preferable since means are more 
stable than standard deviations.  
2.3.2.3 Characteristic Curve Methods 
Although the mean-mean and mean-sigma methods can be applied to 
obtain scaling constants, there is a potential problem with these methods when 
the 3PLM is used. The mean-mean method and mean-sigma method do not 
consider all of the item parameter estimates simultaneously with ignoring the 
relationship between the c-parameters. To solve this problem, Haebara (1980) 
and Stocking and Lord (1983) proposed characteristic curve methods that are 
referred to as Haebara method and Stocking-Lord method, respectively. The goal 
of these methods is to identify the scaling constants that minimize the difference 
between the test characteristic curves (TCC) or item characteristic curves (ICC) 
for the two test forms.  
2.3.2.3.1 Haebara Method  
The Haebara approach compares the TCC of the common items in Form X 
to the TCC of the common items in Form Y and determines the linking 
coefficients that minimize the sum of squared differences between the common 
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items’ characteristic curves for examinees of a particular proficiency level. For a 
given !!, the function is expressed as 
                             !F = [Pij(θi ,aYj ,bYj ,cYj )−Pij(θi ,aXjA ,AbXj +B ,cYj )]2j=1n∑                           (2.21) 
where 
 !!" is probability for examinee i answers item j correctly; 
 n is the number of common items.  
 The function then is evaluated over all examinees. The iterative estimation 
procedure proceeds by determining A and B those minimize the criterion given 
by  
                                                 !F = [PYij(θi )−PXij(θi )]2j=1n∑i=1N∑                                        (2.22) 
where!PYij(θi )  and !PXij(θi )  are the probability for examinee i answers item j 
correctly on Form X and Form Y, respectively, and N is the total number of 
examinees.  
2.3.2.3.2 Stocking-Lord Method  
The Stocking-Lord approach is very similar to the Haebara approach 
except that the computation of the loss function is different, which is given by the 
equation  
                                          !F = [ PYj(θi )− PXj(θi )j=1n∑ ]2j=1n∑i=1N∑                                         (2.23) 
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where ! PXj(θi )j=1n∑  and ! PYj(θi )j=1n∑  are the TCCs of Form X and Form Y, the difference 
is summed across all examinees.  
Although Haebara method and Stocking-Lord method are 
computationally intensive, previous research has found that the characteristic 
curve methods produce more accurate results than the moment methods (e.g. 
Stocking & Lord, 1983; Baker & Al-Karni, 1991; Hanson & Béguin, 2002; Kim & 
Lee, 2006; Keller & Keller, 2011). According to Kim and Lee (2006), characteristic 
curve methods are preferred over the moment methods when they are applied to 
mixed-format tests. The Stocking-Lord method is used for this dissertation since 
previous research has shown the effectiveness of this approach and it is more 
widely used in testing programs than the Haebara method. 
2.3.2.4 Fixed-Common Item Parameter Method (FCIP) 
In contrast to scale transformation methods, the FCIP method conducts 
linking through calibration by fixing common items’ parameters on the target 
scale. In FCIP equating methodology, the item parameter estimates of the 
equating items from a previous year’s administration are treated as known and 
used to set the scale. For the new test form, all the items are calibrated with fixing 
the item parameter values for the common items to the parameter estimates from 
the old form. The parameters of the remaining items are estimated and placed 
onto the scale of the anchor item parameters. As a result, the item parameters 
and ability estimates are automatically pulled on the same scale. FCIP is a 
popular equating approach used in many statewide testing programs, including 
Massachusetts.  
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2.4 Construct Shift  
Lord (1980) specified four conditions (i.e., same construct, equity, 
symmetry, and subpopulation invariance) to be met before equating two tests. 
One of the four claims is that the two tests must measure the same construct. 
However, in practice, the construct of a test may shift over time as stated in the 
Standards for Educational and Psychological Testing: “Practice in professions and 
occupations often changes over time. Evolving legal restrictions, progress in 
scientific fields, and refinements in techniques can result in a need for changes in 
test content. When change is substantial, it becomes necessary to revise the 
definition of the job, and the test content, to reflect changing circumstances. 
When major revisions are made in the test, the cut score that identifies required 
test performance is also reestablished (AERA et al., 1999, p. 157)”. To be more 
specific, as Liu and Walker (2007) described, content changes to a test can be 
reflected in multiple ways. Take the Scholastic Assessment Test (SAT) as a 
particular example: The content was revised in 2005 to cover 3rd year college-
preparatory math; item format and type were changed by introducing student-
produced response items to the math section in 1994 and removing analogy 
items (replaced by additional short reading passages) from the verbal section, 
also quantitative-comparison items were removed from the math section in the 
2005 administrations; the test length of the verbal section was modified by 
reducing 11 items (from 78 items to 67 items) and the math section was reduced 
in length from 60 items to 54 items in 2005; the relative emphasis given to each 
part of the domain was adjusted by concentrating more on reading as compared 
to vocabulary of the 2005 revision; and a new measure can also be added to the 
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existing test as a result of content change (e.g., the writing section was 
introduced to the SAT in 2005).   
Previous research has considered construct shift that is related to changes 
in instructional/curriculum emphasis and its impact on the common items. 
Goldstein (1983) proposed that item characteristics can change with a shifting 
instructional emphasis: Some items may become obsolete, whereas the subject 
matter relevant to other items gains importance. Further, Bock et al. (1988) 
examined drift on five administrations of the College Board Physics 
Achievement Test across 10 years. They attributed the relative direction of drift 
in item difficulties to the changing emphasis in the curriculum. For instance, an 
item using metric units became progressively easier whereas an item using 
English units of measurement became progressively harder. They also described 
how item content may became obsolete over time. For example, a vocational 
aptitude test item that asked for the correct Society of Automotive Engineers 
(SAE) number of motor oil for winter use became outdated because of the 
introduction of multiple-viscosity oils. As they suggested, item parameter drift 
might be explained by educational, technological, or cultural change during the 
useful life of the scale. Similarly, Taylor and Lee (2009) pointed out that construct 
shift may be a source of item parameter drift in high-stakes testing. This shift 
could occur if early testing intended to assess general proficiency before 
instruction, whereas later testing expected to measure the effects of instruction of 
target knowledge and skills on examinee performance. In addition, as states 
release items, practice on those items could affect examinee’s performance. 
Therefore, item parameter drift over time may reflect a shift of measured 
construct from general ability to achievement in the target domains.  
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Other studies such as Martineau (2004, 2006) conceptualized construct 
shift from a vertical scaling perspective. The studies defined construct shift as an 
actual change in the construct measured across different exam forms, and 
pointed out construct shift is most noteworthy in exams which cover multiple 
progressive levels, such as in state assessment system where each exam form 
emphasizes grade-targeted content. The construct underlying performance is 
expected to shift across grades because of curricular differences. More recently, 
Liu and Dorans (2013) provided a method to assess construct continuity when 
test specifications change or test forms deviate from specifications. Score equity 
assessment (SEA) was reported as a tool to evaluate score equivalence and a 
quality control check to assess whether tests constructed to a static set of 
specifications endure within acceptable tolerance levels in terms of equitability.  
More relevant to the current study, Lin and Dorans (2013) evaluated the 
effect of multidimensionality on unidimensional IRT calibration and linking 
methods when construct shift occurred. In their study, a simulation was 
conducted to manipulate construct shift, correlation between dimensions (0.3, 
0.6, or 0.9), and the representativeness of the anchor test. And then response data 
were generated using a multidimensional 2PL model. Three linking methods 
single-group concurrent calibration, separate calibrations in equivalent groups, 
and separate calibrations in equivalent groups anchor test linking were examined 
in both 1PL and 2PL unidimensional IRT models. The results revealed that the 
linking results with the 1PL unidimensional IRT model were not influenced by 
multidimensionality across all conditions and the linking results with 2PL 
unidimensional IRT model were robust to multidimensionality at the item score 
level when the two forms were parallel with respect to content structure. 
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However, the linking results were impacted by correlation between the 
dimensions when construct shift occurred. This was a very important example, 
for the proposed research in this study.  
2.5 Item Parameter Drift (IPD) 
 
With an item response theory (IRT) measurement framework, although 
the item parameter estimates for common items are treated as fixed or 
unchanging after their first exposure, the parameter estimates may fluctuate over 
subsequent administrations, this phenomenon is referred to as item parameter drift 
(IPD). Item parameter invariance is regarded as a very useful property of IRT 
(Hambleton, Swaminathan, & Rogers, 1991). Differential item functioning (DIF), 
as a psychometric characteristic of an item, shows a lack of item parameter 
invariance. When DIF occurs across testing occasions, instead of across groups, it 
is referred as item parameter drift (IPD) (Goldstein, 1983). In this way, the 
presence of IPD poses a violation of an IRT assumption, that examinees of a 
given latent trait have the same probability of answering an item correctly. As a 
result, IPD is a threat to the fairness and validity of test score interpretations, 
especially when the assessment intends to measure growth. Thus, it is of great 
importance to assess IPD across tests.  
In the psychometric literature, several researchers have discussed that 
curriculum/instruction change can be one possible source of IPD. To be specific, 
Stone and Lane (1991) argued: “Different instructional approaches, different 
emphases on instructional content, and different sequencing of instructional 
content can all affect the stability of item parameters over time. This lack of 
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stability is particularly relevant for large-scale educational testing programs that 
involve several sites, districts, or schools operating rather autonomously. Lack of 
item parameter invariance can occur when any intervening instruction varies 
across students, classrooms, or educational programs so that the same set of 
items behaves differently across groups of students receiving different 
instruction.” (p.126).  
For example, as mentioned earlier, Mislevy (1982) and Goldstein (1983) 
addressed the potential impact of curriculum shift on IPD.  Later, Cook, Eignor, 
and Taft (1988) investigated the effects of recency of instruction on IPD based on 
real Biology achievement test data. They examined item parameter estimates for 
a group who had recently received Biology instruction and a group who had not 
for 6 to 18 months before taking the test. They found that for both the IRT and 
classical item difficulty estimates, the correlation between the item difficulty 
estimates for the two groups tested at the same point in time was very high. 
However, both types of estimates correlated much lower when the two groups 
were tested at different time points. Thus, the study suggested practitioners 
ensure the groups of students to be at similar time points in their course of study 
so as to obtain reasonable equating results for curriculum-related achievement 
tests.  
Since then, a body of literature has examined the effect of IPD over test 
administrations. Bergan and Stone (1987) used a hierarchical model-testing 
approach to examine the stability of IRT item parameter estimates in a pretest-
posttest design. Further, Stone and Lane (1991) extended their study by applying 
the method to a larger set of test items that were used to evaluate student growth 
in a large-scale instructional program. Later, Chan, Drasgow, and Sawin (1999) 
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examined the effect of IPD on the overall characteristics and effectiveness of the 
Armed Services Vocational Aptitude Battery (ASVAB). Wells, Subkoviak, and 
Serlin (2002) investigated the effect of simulated IPD on examinee ability 
estimates under the 2PLM. In the study, a simulation was conducted across test 
lengths, sample sizes, percentage of drifting items, and type of drift under the 
two-parameter logistic model. Drift was simulation by increasing the a-
parameters by 0.5 and the b-parameters by 0.4. The results showed that item 
parameter drift had a small effect on ability estimates. However, sample size and 
percentage of drifting items had a positive impact on the effect of IPD on 
proficiency estimates. More recently, Han, Wells, and Sireci (2012) examined the 
effect of multidirectional IPD on IRT equating and scaling. To be specific, in the 
study they investigated the effect of multidirectional IPD on random and 
systematic error in equating and proficiency estimates. In the study, a Monte 
Carlo simulation was conducted to examine the impact of multidirectional IPD 
on the scaling coefficients, rescaled item parameter estimates, and equated 
proficiency estimates across two test administrations. Four factors were 
manipulated in the simulation: anchor test length, pattern of multidirectional 
IPD (inward, outward, even, and local IPD), magnitude of IPD, and scaling 
methods (mean-mean, mean-sigma, and TCC). The results revealed that 
multidirectional IPD had a fundamental effect on examinees’ scores and 
achievement level classifications under some of the simulation conditions. 
Linking method and the pattern of IPD had direct effects on the results.  
Some other studies have focused on the method/procedure for detecting 
IPD. For example, Donoghue and Isham (1998) compared three types of DIF 
measures in detecting IPD over two time points: IRT area measures, NAEP 
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BILOG/PARSCALE !!, and MH1/MH2 procedures. The results suggested that 
Lord’s !! functioned best in identifying IPD when the c-parameter was 
constrained to be equal across calibrations. Besides, Z (H), NAEP 
BILOG/PARSCALE !! by subgroup, and CSAS also performed well. DeMars 
(2004) compared three methods of detecting different patterns of IPD based on 
simulation and real data: the procedure in BILOG-MG for estimating linear 
trends in item difficulty, the CUSUM procedure used to detect trends in 
difficulty or discrimination, and !! test for multiple-group DIF. The results 
revealed that the BILOG-MG procedure and the !! test were more powerful than 
the CUSUM procedure. In addition to various statistical methods for identifying 
IPD, Wells et al. (2009) focused on a method to compare ICCs between the 
reference group and focal group. Unlike other methods comparing the item 
parameter estimates, this method compares ICCs that are essentially used to 
construct test characteristic curves (TCC) in the Stocking and Lord (1983) 
method. They developed a two-stage z-score procedure for detecting IPD and 
proved its effectiveness for binary-scored data. The first stage was based on the 
D2 statistic using a critical value to flag items that perform a significant 
magnitude of IPD. D2 was used to summarize the difference between two item 
characteristic curves. In the second stage, the D2 statistic was transformed to 
standardized z-score and the items were flagged based on the critical values of z-
scores. Most recently, as an extension to Wells et al. (2009), Wang, Wells, and 
Hambleton (2013) examined the effectiveness of this procedure for identifying 
consequential IPD in mixed-format tests.  
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The procedure used in the study was a modified iterative z-score 
approach applied in Wells, Hambleton, Kirkpatrick and Meng (2009). The 
research was composed of three studies. The first study examined the effect of 
different amounts of IPD in each item format. The purpose of the simulation was 
to determine how to compute D2 statistics for polytomous items. The results 
indicated that in order to calculate the D2 statistics for polytomous items, the D2 of 
each polytomous curve needed to be summed up to build a final index. The 
second study was conducted to determine the consequential amount of drift. The 
results showed that when IPD=0.06, the misclassification rate became 
consequential. In the third study, the two-stage z-score procedure with different 
critical z-scores (z= 2.0, 2.5, 3) was applied to detect IPD. The results showed that 
it was almost identical in the true-positive rate between the 3PLM and 2PLM. 
However, the procedure was less effective in detecting IPD for polytomous 
items. In general, the procedure detected almost all IPD successfully in mixed-
format tests after two stages. 
More relevant to the current study, X. Li (2008) examined the potential 
effect of dimensionality on parameter invariance of 30 anchor items in the 
context of a large-scale certification test, the Examination for the Certificate of 
Proficiency in English (ECPE), administered over six years using both 
unidimensional and multidimensional techniques. The item responses for the 
common items were simulated using parameter estimates simultaneously 
calibrated for the entire population with three administrations combined. The 
results confirmed that there was potential effect of multidimensionality on IPD of 
the same set of common items using four different data dimensional 
compositions.  
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2.6 Scale Drift  
Testing programs often rely on common-item equating to maintain a 
single measurement scale across multiple test administrations and multiple 
years. Each new test form is linked to a previously defined scale using common 
items across forms. If the scale remains stable, accurate score comparison and 
classification decision can be made across forms and administrations. However, 
the equating process often involves two sources of error (Kolen & Brennan, 
2004): One source of error is referred to as Random equating error that occurs when 
a sample from a population of examinees is used to estimate the equating 
relationship. The other source of error is called Systematic equating error that may 
be caused by factors such as choice of equating methods, improper common 
items that do not adequately represent the total test in a NEAT design, or 
inappropriate data collection. In practice, when systematic error is minimized, 
equating error is often an outcome of sampling variability (Puhan, 2009). It 
occurs when there is a difference between the actual equating results and the 
results obtained from the known distributions in the target population. Although 
the equating error is usually not large enough to cause a problem, we should be 
alert if it is repeatedly in the same direction. Assume Form B is equated to Form 
A and the equating makes adjusted scores on Form B slightly too high. Further, 
the equating of Form C to Form B makes the adjusted scores on Form C slightly 
too high as well. After a chain of several equatings, as a result, small equating 
errors in the same direction can accumulate and cause scaled scores on Form F 
not be comparable to scaled scores on Form A. This phenomenon is called scale 
drift (Livingston, 2004) and it is also referred to as the accumulation over 
!! 41!
multiple test administrations of random equating error (Puhan, 2009). Therefore, 
it is of importance to monitor the stability of a reporting scale. The Standards for 
Educational and Psychological Testing (Standards; American Educational Research 
Association (AERA), American Psychological Association (APA), and National 
Council on Measurement in Education (NCME), 1999) has cautioned against 
scale drift to ensure that the meaning of the scaled scores does not change over 
time: “Standard 4.17 : Testing programs that attempt to maintain a common scale 
over time should conduct periodic checks of the stability of the scale on which 
scores are reported” (p.59). Haberman and Dorans (2011) identified various 
possible sources of scale inconsistency. As they summarized, scale drift can be 
induced by differences in score distributions or inconsistencies in raw-to-scale 
conversions, systematic sources (e.g. test difficulty shift over time, reliability 
shift, subpopulation shift, population change, nonrandom samples, 
nonrepresentative samples, inadequate anchors, and model misfit), accumulation 
of many random errors, and alternation in the meaning of the score scale.  
A group of researchers at Educational Testing Service (ETS) have 
investigated the stability of the score scales for the SAT. Stewart (1966) examined 
scale stability for the SAT verbal tests since 1941 and found that a candidate who 
scored about 500 in 1963 could have an equal ability as a candidate who scored 
465-480 in 1948. Modu and Stern (1975) conducted a similar study on both SAT-
Verbal and SAT-Math scales to determine the extent of drift that may have 
occurred during the period 1963 to 1973. In this study, raw scores of the tests that 
were administered in 1963 and 1966 were placed on the reporting scale of the test 
that was administered in 1973. Then the scaled scores of these two tests were 
compared to their corresponding scores on the 1973 test scale. The results 
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indicated that on average, the equating scale had drifted 14 points for the verbal 
subtest and 17 points for the math subtest between 1963 and 1973. Later, McHale 
and Ninneman (1994) conducted an SAT scale drift study for the tests between 
1973 and 1974 and tests between 1983 and 1984. The study employed the NEAT 
equating design to embed the common items in 1973-1974 into the tests 
administered in 1983 and 1984. In addition, sections of 1974-1975 tests were 
readministered in 1984. The findings showed that the score scale for SAT-Verbal 
was more stable in 1973-1984 comparing to SAT-Math. On the other hand, the 
type of scale drift for SAT-Math was related to the type of equating design: a 
downward drift was presented in the readministration design, whereas an 
upward drift was found in the NEAT design. After SAT was rescaled in 1995, 
Liu, Curley, and Low (2009) examined the SAT scale from 1994 to 2001. The 
results revealed that both SAT-Verbal and SAT-Math scales had drifted between 
1994 and 2001, however, in different ways: an upward drift occurred in SAT-
Verbal while the SAT-Math scale drifted downward. Recently, Guo et al. (2012) 
investigated the stability of the SAT Reasoning Test score scales from 2005 to 
2010. The results showed that the critical reading and math scales had drifted 
moderately upward within the accumulation of equating errors due to random 
sampling. The writing scale had drifted upward significantly, which may be 
caused by sources other than random equating errors. More technically, 
Petersen, Cook, and Stocking (1983) explored scale stability from a 
methodological perspective using SAT data. Their study used various equating 
methods including linear (i.e. Tucker, Levine Equally Reliable and Levine 
Unequally Reliable models), equipercentile and IRT approaches (i.e. concurrent 
calibration, fixed b’s method, and characteristic curve transformation method) to 
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assess scale constancy. The results showed that linear equating method 
performed adequately for reasonably parallel tests. And methods based on 3PLM 
IRT produced more stable equating results when tests differed in content and 
length. Among the IRT equating methods, concurrent calibration method 
provided the most stable equating results.  
There are several related studies examining scale drift in other contexts. 
Kingston (1984) investigated scale drift of the Graduate Record Examinations 
(GRE) program. Since many changes were made for the GRE that was introduced 
as a new version of the General Test (GT) in 1981, the study intended to ascertain 
if they have any effect on the test score scales. The results indicated that the 
impact on the verbal score scale was minimal, however, the changes had a larger 
effect on the quantitative score scale. These changes might contribute to a shift in 
the dimensionality of the domains being measured. In addition, the effect on the 
analytical scale was large, which might be caused by the interaction between the 
factorial structure of the test and shift in the population. Puhan (2009) evaluated 
the effect of long-term equating on cut score decision and pass/fail classification 
in mixed-format tests. Though results revealed that the interaction between 
equating method and actual pass and fail status of test takers was minimal, the 
author provided suggestions for what actions to take when scale drift is present 
or not. Taylor and Lee (2009) studied the stability of the Rasch model over a 3 to 
5 year period of time. Findings indicated that equating results were comparable 
regardless of the stability of step difficulties and suggested that there may be 
systematic scale drift that was not visible using year-to year common item 
equating.  
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Keller and Keller (2011) examined the viability and impact of multiple 
equating links on the ability estimates across five IRT scaling techniques (i.e. 
mean-sigma, mean-mean, Haebara Stocking and Lord, and FCIP). These methods 
were compared with respect to bias, root mean square error, and classification of 
examinees into performance categories. Results revealed that in the presence of a 
nonsymmetrical ability distribution, the bias of the estimates might become 
problematic over time. In this situation, the improvement of fixed common item 
parameter scaling using FCIP-2 (Kim, 2006) was maintained over six 
administrations. And, the FCIP-2 method was more accurate than the 
characteristic curve methods.  
Recently, Babcock and Albano (2012) added to the literature by 
investigating IRT scale stability in the context of professional certification testing, 
where the construct could shift noticeably over time as a result of changes in item 
parameters and changes in the underlying construct itself and they explored how 
instability in a scale and the items composing a scale affected item parameter 
recovery and classification accuracy.  
More relevant to the current study, Keller and Hambleton (2013) 
investigated the sustainability of three scaling methods (i.e., FCIP-1, FCIP-2, and 
Stocking and Lord equating method) in mixed-format tests over four 
administrations. The simulation study mimicked a statewide testing program in 
terms of test design, item parameters, ability parameters and equating design. 
The study employed a matrix-sampled design with an external anchor test to 
have each randomly chosen block of examinees administered a set of equating 
items. The mean and skewness of the examinee’s ability distribution were 
manipulated to simulate proficiency changes in two ways: consistent growth and 
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differential growth. Item responses were generated using the 3PLM, 2PLM, and 
GRM for different item types. Each equating method was evaluated based on 1) 
the difference between the observed change and the simulated change, and 2) 
classification accuracy. The results showed that FCIP-2 performed better when 
consistent growth occurred while the Stocking and Lord method functioned 
better for the differential growth case. By comparing to Keller and Keller (2010), 
the inconsistent results might be explained by the effect of mixed item format, as 
suggested in previous research (e.g., Kim et al., 2010).   
2.7 Summary 
 
In this chapter, several unidimensional IRT models, multidimensional IRT 
models, and test equating/scaling methods were introduced. The studies 
reviewed in this chapter showed there has been a body of research on construct 
shift, item parameter invariance, and scale stability. However, there were no 
studies intertwining these topics. The purpose of the current research was to 
address the relationship between construct shift and IRT equating procedures.    
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CHAPTER 3 
 
STUDY 1: EXAMING THE IMPACT OF CONSTRUCT SHIFT ON  
ITEM PARAMETER INVARIANCE 
 
 
3.1 Statement of the Problem  
 
The assumption of unidimensionality is essential for successful IRT 
applications. However, in practice, this assumption cannot be perfectly met by 
any set of test data. Psychometricians often caution against major shifts in test 
content but tolerate minor changes, however, even a slight shift over 
administrations can impact on the construct being measured and the results of 
equating. The study simulated a realistic testing situation where the construct 
being measured shifted slightly from unidimensional to multidimensional in 
various conditions with different magnitude to address an important issue that 
minor construct shift/curriculum change was associated with item parameter 
invariance of a test. As curriculum changes, some items covering particular 
content areas may become multidimensional. Linking items are meant to be 
representative of the entire test and are likely to be sensitive to multiple 
dimensions that may exist. Therefore, in this situation, it is important to assess 
the robustness of the model as well as the accuracy of equating results.  
3.2 Purpose of Study 
 
The purpose of this first study was to examine the potential effect of item 
dimensionality on item parameter invariance across two administrations. 
Through simulation, multidimensional items can be generated and built into the 
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test. Although there were a few multidimensional items that might be seen as a 
“source” of model misfit, the test was evaluated in a unidimensional framework. 
In this study, the violation of the unidimensionality assumption was created on 
purpose and its consequences on item parameter estimates and test equating was 
evaluated. Construct shift was manipulated by introducing multidimensional 
items. And the magnitude of construct shift was reflected by the relationship 
between domains (the correlations among latent traits being measured) and the 
number of multidimensional items. The study aimed to answer the research 
question: Does construct shift (the shift from unidimensional items to 
multidimensional items) affect the robustness of IRT model and item parameter 
invariance of the linking items?  It was the first study and intended to provide 
some initial information for the design of subsequent and more ambitious 
studies.  The first study was carried out for the Massachusetts Department of 
Education.  They had a keen interest in better understanding the impact of a 
small shift in the construct measured by one of their tests.  
3.3 Design of Study 
3.3.1 Data Description 
A simulation study was conducted to examine the effect of construct shift 
on item parameter invariance. Two administrations representing two consecutive 
years of a statewide assessment (hereafter referred to as Form X & Form Y) were 
simulated using the operational item parameters and ability parameters. The 
study used the non-equivalent-group anchor test (NEAT) design (Petersen, 
Kolen, & Hoover, 1989) with an external anchor of 21 linking items. To be 
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specific, two test forms were simulated and linking items were assigned to each 
form. Each form of the test consisted of 42 scoring items that included 32 
dichotomously scored multiple-choice items, 6 dichotomously scored short 
answer items, and 4 polytomously scored open response items. The equating 
items were composed of 16 multiple-choice items, 3 short answer items, and 2 
open response items. In the study, construct shift occurred in the operational 
scoring part in Form Y and not in what was expected to be the more 
consequential portion of the test—the linking items. (This situation was corrected 
in study 2 reported in Chapter 4.) Scoring items were randomly selected to 
introduce multidimensionality that appeared as multiple-choice item type, 
measuring three different traits.   
Data generation was performed with the computer program R, version 
3.0.2 (R Development Core Team, 2013). The steps for the data simulation were 
as follows:  
(1) Obtain item parameters from the test technical manual for two test forms 
and anchor (Presented in Tables 3.1 and 3.2).  
(2) Generate multidimensional item parameter using WinGen 3 (Han 2007). 
To be specific, item discrimination (a) parameters were sampled from a 
lognormal distribution, where ! = exp!(!) with !~!!(0, 0.12). Therefore, 
the mean a value was 1.0. Difficulty (b) parameters were sampled from !~!!(0, 1). Finally, pseudo-guessing (c) parameters were sampled from a 
beta distribution !~!"#$!(2, 8). Therefore, the mean c value was 0.2. 
Multidimensional item parameters are shown in Table 3.3.  
(3) Specify operational items and linking items for Form X and Form Y.  
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(4) Sample 5000 examinee ability parameters for the unidimensional model 
from normal distribution !~!!(0, 1). 
Sample 5000 examinee ability parameters for the multidimensional model 
from a multivariate normal distribution !~!!(0,Ψ) where 
 Ψ = 1 0 00 1 00 0 1  when the correlations between pairs of factors, C1, C2,      
and   C3, were 0,  
Ψ = 1 0.5 0.50.5 1 0.50.5 0.5 1  when the correlations between pairs of factors, C1, 
C2, and C3, were 0.5, and 
!Ψ = 1 0.8 0.80.8 1 0.80.8 0.8 1  when the correlations between pairs of factors, C1, 
C2, and C3, were 0.8.  
(5) Generate examinee responses using an appropriate IRT model for each 
item type.  
 As for different types of items, four item response models were used to 
generate data for each item type. For unidimensional short-answer items, the 
responses were generated using two-parameter logistic model (2PLM) that is 
given by,   
                                                   !! ! = !!!!(!!!!)!!!!!!(!!!!)                                                     (3.1)                                                                                                   
For unidimensional multiple-choice items, the responses were generated using 
the three-parameter logistic model (3PLM) that is given by,  
                               !! ! = !! + (1− !!) !!!!(!!!!)!!!!!!(!!!!)                                       (3.2) 
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For unidimensional constructed-response items with five scoring points (0 to 4), 
the responses were generated using Samejima’s graded response model (GRM). 
The model is expressed as follows:  
                                !Pik*(θ )= exp[ai(θ j −bik )]1+exp[ai(θ j −bik )]                                                (3.3) 
where,  
    !!"∗ !  is the probability of scoring in the kth or higher category on item i.  
Once !!"∗ !  was estimated, the probability of responding to a particular 
category given ! was computed by subtracting adjacent !!"∗ ! as follows: 
                                        !!" ! = !!"∗ ! − !!(!!!)∗ !                                                 (3.4) 
For multidimensional multiple-choice items, the responses were generated using 
the multidimensional three-parameter logistic model (M3PLM), 
           !!!!!!!!!!!!!! !!" = 1 !! ,!! , !!,!! = !! + 1− !!, !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!    (3.5) 
where a is a 1×! vector of item discrimination parameters and ! is a 1×! vector 
of person coordinates with ! indicating the number of dimensions in the 
coordinate space. The intercept term, d, is a scalar.   
3.3.2 Simulation Conditions  
A factorial design with two factors was used in generating item responses 
for Form Y. The factors that varied were the correlations between dimensions (0, 
0.5, 0.8), and the proportion of items exhibiting multidimensionality (2%, 5%, 
10%). These two factors were crossed to yield 9 conditions. The conditions are 
summarized as below (also see Table 3.4).   
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(1) The magnitude of the correlation between pairs of the dimensions. The 
correlations between the dimensions are described as no correlation (r = 0), 
moderate correlation (r = 0.5), and high correlation (r = 0.8).  
(2) The proportion of multidimensional items. The proportions of 
multidimensional item were set to 2% (1 item), 5% (2 items), and 10% (4 items).  
3.3.3 Data Analyses  
PARSCALE (Muraki & Bock, 2003) was used to estimate the item 
parameters separately for Form X and Form Y. Nine conditions of Form Y were 
calibrated separately. ResidPlots-2 (Liang, Han, & Hambleton, 2009) was used to 
assess model fit. It provided standardized residual distributions from a 
comparison of the observed and simulated data. The software STUIRT (Kim & 
Kolen, 2004) was used to compute the linking coefficients using the Stocking and 
Lord (1983) method. The IPD detection procedure used in this study was the 
two-stage z-score procedure.  In the first stage, linking items were freely 
calibrated in each administration and linking constants A and B (slope and 
intercept) were calculated to place the item parameter estimates for Form Y onto 
the scale of Form X, and then a D2 statistic was computed for each item to 
provide a criterion for flagging items that exhibited a meaningful magnitude of 
IPD. The D2 statistic expressed the difference between two ICCs, that is defined 
by,  
                                   D2 = [w(θq )(P(θq,R )−P(θq,F ))2 ]
q=1
Q
∑                                  (3.6)    
Q is the number of quadrature points, and the more quadrature points the more 
accurate the calculations. !(!!) represents the quadrature weights that were 
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based on the standard normal distribution.  !(!!,!) and !(!!,!) express the 
probability of a correct response at  !! for reference group (i.e., Form X) and focal 
group (i.e., Form Y) respectively.  
Items of which the D2 exceeded a certain amount of standard deviations, 
which was assessed by computing z-score for each D2, and the items of which the 
z-score exceeded a certain critical value were flagged.  In the second stage, the 
flagged items were removed and the linking constants were recalculated. D2 and 
its corresponding z-score were computed for each item. The items of which the z-
score exceeded the critical value were flagged again. Although the flagged items 
in stage 1 were not used in calculating the mean and standard deviation of the D2, 
a z-score was calculated for all items. Stage 2 was repeated until no items were 
flagged. As suggested in Wells et al. (2009), three choices of critical z-scores 2.0, 
2.5, and 3.0 were used to detect IPD. 
3.4 Results  
3.4.1 Model Fit  
This study evaluated model fit through a judgmental examination of the 
fit of the selected model to each item by examining the distribution of the 
standardized residuals across nine conditions for Form Y. ResidPlots-2 provided 
standardized residual distributions from both observed and simulated data 
(fitting the model). Table 3.5 compares the actual distributions of standardized 
residuals to a simulated distribution of standardized residuals of Form Y. As can 
be seen from the results, condition 2 (containing one multidimensional MCQ and 
correlations between pairs of dimensions equal to 0.5) with the mean (-0.04 vs. -
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0.04) and SD (1.01 vs. 1.06) of simulated distributions and actual distribution 
seemed least divergent compared to other conditions. However, condition 7 
(containing four multidimensional MCQ and with correlations between pairs of 
dimensions equal to 0) had the largest difference of means (0.05 vs. -0.07) and SD 
(0.97 vs. 1.09) between simulated and actual distributions. The results showed 
clearly that the model provided a relatively poor fit to the data in condition 7 
where there were four multidimensional MCQ items and the correlations 
between pairs of dimensions of zero.  
3.4.2 Item Parameter Drift  
IPD was detected using the two-stage z-score procedure. Tables 3.6-3.8 
report the linking constants at two stages across all conditions with three 
different z-score values: 2, 2.5, and 3. As using different critical z-scores only 
affects the linking constants in Stage 2, the Stage 1 results were the same when 
the z-score differed. The expected value of the scaling coefficients A and B were 
1.00 and 0.00 since the distribution of proficiency was !(0, 1) for both Form X 
and Form Y. The difference between calculated linking constants and the 
expected values provided a way to assess the effect of construct shift on 
equating. As can be seen from the results, the slope in condition 9 (containing 
four multidimensional MCQ and the correlations between dimensions of 0.8) is 
0.996 that is most close to the expected value comparing to other conditions, 
while the slope in condition 3 (containing one multidimensional MCQ and the 
correlations between dimensions of 0) has the value of 0.95 that showed the 
largest difference between the observed and expected values. The intercept in 
condition 2 (containing one multidimensional MCQ and the correlations between 
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dimensions of 0.5) was -0.01 that was the most close to the expected value, 
whereas the intercept in condition 4 (containing two multidimensional MCQ and 
the correlations between dimensions of 0) had the value of -0.03 that showed the 
largest difference between the observed and expected values. To summarize, 
construct shift in the scoring items seemed to have a smaller effect on equating in 
conditions 9 and 2, while a larger effect was observed in conditions 3 and 4. 
Furthermore, the results indicated that as the linking constants became more 
close to the expect values from Stage 1 to Stage 2, the two-stage procedure 
improved the equating results by removing items that showed drift in the first 
stage and then adjusting the linking relationship in the second stage.   
Tables 3.9-3.11 present the characteristics of drifting items in two stages 
with three critical values of z-score. When the criterion was strict (Z = 3.0), seven 
items including multiple choice and open response items were flagged after two 
stages across all conditions. There were two items drifting under conditions 1, 4, 
and 9, and one drifting item under condition 2. However, there was no item 
flagged under conditions 3, 5, 6, 7, and 8. Two polytomous items in condition 9 
showed the largest magnitude in drift: item 63 in stage 1 (D2 =0.00, Z = 4.16) and 
item 62 in stage 2 (D2 =0.00, Z = 4.16). When the criterion was less strict (Z = 2.5), 
12 items including multiple choice and open response items were flagged after 
two stages across all conditions.  There were three drifting items under condition 
2, two drifting items under conditions 1, 4, 5, and 9, and one drifting item under 
condition 3. However, there was no drifting item under conditions 6, 7, and 8. 
Similarly, polytomous items were flagged only in condition 9. When the criterion 
was more lenient (Z = 2.0), 23 items including multiple choice and open response 
items were flagged after two stages across all conditions.  There were four 
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drifting items under conditions 3, 5 and 9, three drifting items under condition 2, 
and two drifting items under conditions 1, 4, 7, and 8. However, there was no 
drifting item under condition 6. Item 63 was flagged in condition 3 with a small 
drifting magnitude (D2 =0.01, Z = 2.11). No short answer item was found drifting 
across all criteria and conditions.  
Table 3.12 summarizes the amount of IPD across nine conditions and three 
criteria. As can be seen from the results, linking items in condition 6 (containing 
two multidimensional MCQ and the correlations between dimensions was 0.8) 
performed best without drifting in all scenarios. IPD in conditions 7 (containing 
four multidimensional MCQ and the correlations between dimensions was 0.0) 
and 8 (containing four multidimensional MCQ and the correlations between 
dimensions was 0.5) seemed equally good with only two items drifting. IPD 
occurred most in condition 9 (containing four multidimensional MCQ and the 
correlations between dimensions was 0.8) with eight items flagged.  
In summary, the results indicated that fewer multidimensional items and 
higher correlations between dimensions contributed to better model fit. In 
addition, IPD was detected using the two-stage z-score procedure (Wang et al., 
2013). The results supported that the procedure had effectively adjusted the 
linking relationship as we can see the improvement of linking constants from 
Stage 1 to Stage 2. With respect to the results of IPD detection, more items were 
flagged as problematic as the judging criterion (critical z-score) became more 
lenient. In terms of the amount of drifting, there was no item flagged in condition 
6 where there were 2 multidimensional items and the correlations between 
domains were 0.8. Plus, item parameters in conditions 3, 7, and 8 were relatively 
stable. Therefore, IPD seemed to less occur when either there were more 
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multidimensional items or the correlations between domains were high. In terms 
of the type of drifting items, MC items were found to drift in conditions 1 and 4, 
where the correlations between domains were zero, in spite of the change of 
critical z-scores. Short answer items seemed most stable. However, polytomous 
items seemed to be more vulnerable to IPD in condition 9 where there were four 
multidimensional items and the correlations between domains were 0.8. 
Interestingly, MC items drifted more frequently when there were no correlations 
between the domains, whereas polytomous items only drifted in the condition 
where Form Y had the most multidimensional items and the highest correlations 
between dimensions. 
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Table 3.1. True Item Parameters for Simulating Dichotomous Data for  
Forms X and Y 
 Form X  Form Y 
Item a b c Item a b c 
1 1.34 -0.09 0.27 1 1.56 -0.16 0.22 
2 0.84 -0.30 0.30 2 0.80 -1.87 0.03 
3 0.98 -1.22 0.21 3 1.05 -0.08 0.26 
4 1.25 -0.19 0.27 4 1.38 -0.03 0.10 
5 0.94 -0.17 0.29 5 1.43  0.16 0.38 
6 0.74 -0.55 0.20 6 1.11  0.48 0.21 
7 1.56 -0.02 0.15 7 0.48 -0.37 0.09 
8 1.19 -0.27 0.20   8 0.98  0.44 0.25 
9 0.79 -0.60 0.21 9 0.98  0.37 0.15 
10 1.51  0.52 0.23 10 1.20  0.40 0.29 
11 0.98 -0.88 0.14 11 1.54  0.20 0.25 
12 1.20  0.17 0.17 12 0.82  0.18 0.17 
13 0.77 -1.22 0.20 13 0.81 -0.80 0.19 
14 0.74 -1.56 0.03 14 0.97 -1.64 0.06 
15 0.97 -1.54 0.02 15 0.49 -1.71 0.20 
16 0.65 -2.06 0.00 16 1.06  0.11 0.09 
17 1.18 -1.11 0.17 17 0.42 -0.62 0.07 
18 0.91 -0.47 0.24 18 1.19 -0.06 0.33 
19 0.98 -1.04 0.18 19 1.16 -0.45 0.28 
20 1.47 -0.15 0.27 20 1.06 -0.56 0.04 
21 1.37 -0.45 0.17 21 1.09 -0.12 0.14 
22 1.04 -0.51 0.18 22 0.52 -1.48 0.20 
23 0.79 -0.71 0.20 23 1.23  0.05 0.14 
24 0.73  0.04 0.21 24 1.04 -0.37 0.19 
25 1.03  0.07 0.36 25 0.93  0.24 0.16 
26 0.84 -1.78 0.00 26 0.76 -0.84 0.10 
27 1.08 -0.85 0.18 27 1.24 -0.93 0.15 
28 0.73 -0.23 0.44 28 0.72 -0.67 0.02 
29 0.68 -1.04 0.00 29 0.98  0.62 0.20 
30 1.08 -0.85 0.18 30 0.90  0.19 0.16 
31 0.73 -0.23 0.44 31 0.94  0.05 0.30 
32 0.68 -1.04 0.00 32 0.37 -0.70 0.10 
33 0.91 -1.80 0.72 33 0.91 -1.80 0.72 
34 1.18 -0.67 0.31 34 1.18 -0.67 0.31 
35 1.28 -0.50 0.26 35 1.28 -0.50 0.26 
36 0.98 -1.18 0.05 36 0.98 -1.18 0.05 
37 1.07 -0.66 0.18 37 1.07 -0.66 0.18 
  
 Continued on next page 
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Table 3.1, continued  
Form X Form Y 
Item a b c Item a b c 
38 1.17 -0.36 0.39 38 1.17 -0.36 0.39 
39 0.92 -0.45 0.11 39 0.92 -0.45 0.11 
40 1.39  0.20 0.17 40 1.39  0.20 0.17 
41 0.85  0.74 0.22 41 0.85  0.74 0.22 
42 1.37 -0.61 0.25 42 1.37 -0.61 0.25 
43 0.92 -0.77 0.21 43 0.92 -0.77 0.21 
44 1.00  0.12 0.31 44 1.00  0.12 0.31 
45 1.07 -1.49 0.06 45 1.07 -1.49 0.06 
46 0.95 -1.24 0.12 46 0.95 -1.24 0.12 
47 0.71 -1.12 0.09 47 0.71 -1.12 0.09 
48 0.79 -0.66 0.34 48 0.79 -0.66 0.34 
49 0.82 -0.64 
 
49 1.14   0.03  
50 0.68  0.50 
 
50 0.95 -0.25  
51 0.65 -1.09 
 
51 0.61 -0.30  
52 0.86 -1.58 
 
52 0.82 -0.70  
53 1.14 -0.17 
 
53 0.88  0.19  
54 0.94 -0.25 
 
54 0.99  0.09  
55 0.56 -1.12 
 
55 0.56 -1.12  
56 0.85 -0.66 
 
56 0.85 -0.66  
57 0.56 -2.22 
 
57 0.56 -2.22  
           Note. The items in the shaded cells are the common items.  
 
 
 
 
 
Table 3.2. True Item Parameters for Simulating Polytomous Data for  
Forms X and Y 
Item  a b1 b2 b3 b4 Item  a b1 b2 b3 b4 
1 1.06 -3.75 -0.99 0.11 2.47 1 0.70 -3.80 -1.93 -0.87 1.88 
2 0.65  4.43  1.08 0.75 3.96 2 1.42 -2.07 -0.22  0.93 2.42 
3 2.09 -1.93 -0.20 0.42 1.70 3 1.43 -2.37 -0.93 -0.39 1.34 
4 1.18 -2.81 -0.64 0.37 2.24 4 1.31 -2.72 -0.81  0.04 1.85 
5 1.14 -3.14  0.60 0.64 2.72 5 1.14 -3.14  0.60  0.64 2.72 
6 1.84 -1.15 -0.15 0.37 1.60 6 1.84 -1.15 -0.15  0.37 1.60 
Note. The items in the shaded cells are the common items.  
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Table 3.3. Multidimensional Item Parameters for Simulating Dichotomous Data  
Item a1 a2 a3 b C 
1 0.93 1.11 0.98  0.19 0.21 
2 0.70 1.03 0.99 -0.24 0.18 
3 1.20 0.90 1.09 -1.19 0.25 
4 0.95 1.13 1.16 -0.99 0.05 
  
 
 
 
   Table 3.4. Summary of Simulation Conditions for Form Y 
Condition  Number of Multidimensional 
MCQ 
Correlation between Pairs of 
Dimensions 
1 1 .00 
2 1 .50 
3 1 .80 
4 2 .00 
5 2 .50 
6 2 .80 
7 4 .00 
8 4 .50 
9 4 .80 
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 Table 3.5. Actual and Simulated Distributions of Standardized Residuals (PDF) 
Conditio
n 
Mean SD <-3 -3~-2 -2~-1 -1~0 0~1 1~2 2~3 >3 
1 
(N=1,050)           
Actual -0.05 1.05 0.00 0.02 0.17 0.32 0.31 0.14 0.02 0.00 
Simul -0.07 1.00 0.00 0.02 0.15 0.36 0.32 0.14 0.02 0.00 
2 
(N=1,043)           
Actual -0.04 1.06 0.00 0.03 0.16 0.32 0.33 0.14 0.03 0.00 
Simul -0.04 1.01 0.00 0.02 0.13 0.37 0.34 0.12 0.02 0.00 
3 
(N=1,051)           
Actual -0.02 1.04 0.00 0.03 0.15 0.33 0.32 0.14 0.03 0.00 
Simul  0.04 0.99 0.00 0.03 0.14 0.31 0.37 0.13 0.02 0.00 
4 
(N=1,056)           
Actual -0.03 1.06 0.00 0.03 0.16 0.32 0.32 0.15 0.02 0.00 
Simul  0.05 0.99 0.00 0.01 0.13 0.33 0.37 0.13 0.02 0.00 
5 
(N=1,044)           
Actual -0.02 1.07 0.00 0.03 0.15 0.33 0.32 0.14 0.03 0.00 
Simul  0.00 0.99 0.00 0.02 0.12 0.36 0.34 0.12 0.02 0.00 
6 
(N=1,044)           
Actual -0.02 1.06 0.00 0.03 0.15 0.31 0.35 0.14 0.02 0.00 
Simul  0.02 1.00 0.00 0.02 0.14 0.33 0.34 0.15 0.02 0.00 
7 
(N=1,059)           
Actual -0.07 1.09 0.00 0.03 0.19 0.29 0.31 0.15 0.02 0.00 
Simul 0.05 0.97 0.00 0.01 0.14 0.32 0.36 0.14 0.02 0.00 
8 
(N=1,052)           
Actual -0.06 1.07 0.00 0.04 0.16 0.33 0.31 0.14 0.02 0.00 
Simul -0.01 1.02 0.00 0.03 0.13 0.33 0.35 0.14 0.02 0.00 
9 
(N=1,045)           
Actual -0.04 1.07 0.00 0.03 0.16 0.34 0.30 0.14 0.03 0.00  
Simul -0.01 1.04 0.00 0.02 0.15 0.31 0.35 0.14 0.02 0.00 
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              Table 3.6. Linking Constants at Two Stages (Z = 3) 
 
Stage 1  Stage 2-1 Stage 2-2 
Condition A B A B A B 
1 0.96 -0.02 0.96 -0.02 0.98 -0.01 
2 0.98 -0.01 
    3 0.95 -0.02 
    4 0.98 -0.03 0.99 -0.03 0.98 -0.03 
5 0.98  0.01 
    6 0.96 -0.02 
   
  
7 0.96 -0.03 
    8 0.98  0.01 
    9 1.00 -0.03 1.00 -0.03 1.00 -0.03 
 
 
 
             Table 3.7. Linking Constants at Two Stages (Z= 2.5) 
 
Stage 1 Stage 2-1 Stage 2-2 
Condition A B A B A B 
1 0.96 -0.02 0.96 -0.02 0.98 -0.01 
2 0.98 -0.01 0.97 -0.01 0.97 -0.01 
3 0.95 -0.02 0.96 -0.02 
  4 0.98 -0.03 0.99 -0.03 0.98 -0.03 
5 0.98  0.01 0.98  0.01 0.98  0.01 
6 0.96 -0.02 
    7 0.96 -0.03 
    8 0.98  0.01 
    9 1.00 -0.03 1.00 -0.03 1.00 -0.03 
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Table 3.8. Linking Constants at Two Stages (Z = 2) 
 
Stage 1  Stage 2-1 Stage 2-2 Stage 2-3 Stage 2-4 
Condition A B A B A B A B A B 
1 0.96 -0.02 0.96 -0.02 0.98 -0.01 
    2 0.98 -0.01 0.97 -0.01 0.97 -0.00 
    3 0.95 -0.02 0.96 -0.02 0.97 -0.02 0.97 -0.02 
  4 0.98 -0.03 0.98 -0.03 
      5 0.98  0.01 0.98  0.01 0.97  0.01 
    6 0.96 -0.02 
   
  
    7 0.96 -0.03 0.97 -0.03 
      8 0.98  0.01 0.97  0.01 0.98  0.01 
    9 1.00 -0.03 1.00 -0.03 1.00 -0.03 1.01 -0.03 1.02 -0.04 
 
     Table 3.9. Item Parameter Drift (Z = 3) 
 
Stage 1  Stage 2 
Condition Item #         D2  Z Item # D2 Z 
1 43 0.01 3.44 39 0.02 3.05 
2 46 0.01 3.15 
   3 
      4 46 0.01 3.15 35 0.01 3.27 
5 
      6 
      7 
      8 
      9 63 0.00 4.16 62 0.00 3.87 
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Table 3.10. Item Parameter Drift (Z= 2.5) 
 
Stage 1  Stage 2 
Condition Item #      D2  Z Item #      D2  Z 
1 43 0.01 3.44 39 0.02 3.05 
2 35 0.01 2.77    39 0.01 2.69 41 0.00 2.93 
3 38 0.01 2.97 
   4 46 0.01 3.15 35 0.01 3.27 
5 39 0.01 2.85 38 0.00 2.88 
6 
      7 
      8 
      9 63 0.00 4.16 62 0.00 3.87 
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Table 3.11. Item Parameter Drift (Z = 2) 
 
Stage 1  Stage 2-1 Stage 2-2 Stage 2-3 
Condition Item # D2 Z Item # D2 Z Item # D2 Z Item # D2 Z 
1 43 0.01 3.44 39 0.02 3.05 
      2 35 0.01 2.77          39 0.01 2.69 41 0.00 2.93 
      3 38 0.01 2.97 43 0.01 2.25 35 0.01 2.81    
   
63 0.01 2.11 
      
4 
35 0.01 2.33 
         46 0.01 3.15 
         5 38 0.00 2.02 35 0.00 2.37       39 0.01 2.85 48 0.00 2.35 
      6 
            7 38 0.01 2.47          48 0.01 2.07 
         8 35 0.01 2.37 38 0.00 2.25 
      9 63 0.00 4.16 62 0.00 3.87 40 0.00 2.18 42 0.00 2.35 
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  Table 3.12. Summary of Item Parameter Drift Across Nine Conditions 
 Number of Drifting Items 
Condition  Z = 3 Z = 2.5 Z = 2 
1 2 2 2 
2 0 3 3 
3 0 1 4 
4 2 2 2 
5 0 2 4 
6 0 0 0 
7 0 0 2 
8 0 0 2 
9 2 2 4 
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CHAPTER 4 
 
STUDY 2: EVALUATING THE IMPACT OF CONSTRUCT SHIFT ON  
TEST EQUATING AND PROFICIENCY ESTIMATES  
 
 
4.1 Statement of Problem  
In study 1, small construct shifts in operational items were manipulated to 
correspond with realistic expectations. The results showed that when these slight 
construct shifts occurred, the impact on item parameter invariance was inconsequential. 
Although Study 1 mimicked what was felt to be the real situation, more dramatic 
problems could happen if the test is multidimensional, especially in the linking items. 
Furthermore, it is worthwhile to examine how much multidimensionality the 
unidimensional IRT model can tolerate as the IRT model is so widely used in the testing 
field. As an extension, study 2 built multidimensionality into linking items in some of 
the conditions with greater magnitude than might be observed in practice.  
4.2 Purpose of Study  
The main goal of this study, study 2, was to evaluate the effect of 
multidimensionality in the data on unidimensional IRT estimation and equating 
mimicking construct shift. To achieve this goal, the impact of construct shift on test 
equating and proficiency estimates across two test administrations was examined. 
Three different factors were manipulated via a simulation study: (1) proportion of items 
showing multidimensionality, (2) correlations between pairs of constructs, and (3) 
location of the construct shift (in the operational items, in the equating items, or in 
both). Specifically, four research questions were addressed: 
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(1) How much does construct shift influence item parameter estimates? 
(2) How much does construct shift influence equating coefficients? 
(3) How much does construct shift influence unidimensional IRT model fit?  
(4) How much does construct shift influence proficiency estimates and performance 
classifications?  
An in depth description of the data, preliminary analysis for data generation, and 
simulation conditions are provided next. How each research question was addressed 
with different analyses is also described.  
4.3 Design of Study  
4.3.1 Data Description 
The simulation study was conducted to examine the effect of construct shift on 
test equating and proficiency estimates. Two hypothetical test Forms X and Y were 
administered to a single population in year 1 and year 2 of a testing program. Form X 
was unidimensional measuring a single construct. However, Form Y was 
multidimensional measuring a mix of three constructs (hereafter referred to as C1, C2 
and C3). The test was composed of 48 multiple-choice items. Based on the average 
proportion of linking items in the real situation, an internal anchor test that accounted 
for 38% of the whole test was representative of both Form X and Form Y. Therefore, the 
48 multiple choice items consisted of 30 operational items and 18 linking items. Within 
the 30 operational items, 10 items measured C1, 10 items measured C2, and 10 items 
measured C3, respectively. Within the 18 linking items, 6 items measured C1, 6 items 
measured C2, and 6 items measured C3. Form X and Form Y had parallel content 
structure and item statistics.  
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Data generation was performed using the statistical package R, version 3.0.2 (R 
Development Core Team, 2013). The following steps describe the procedure for data 
simulation.   
(1) Obtain two test forms from real data and evaluate test dimensionality. Real data 
from a statewide testing program were used. Test forms administered in 2012 
and 2013 that contained three subareas measuring student’s proficiency in C1, C2 
and C3 were used. The sample sizes for the two administrations were large (N > 
60,000), thus item parameters from these two administrations were treated as 
model parameters. Since the two test forms were constructed by assembling 
items from three subtests, dimensionality was evaluated first via confirmatory 
factor analysis (CFA) with Mplus (Muthén & Muthén, 2007). One- and three-
factor models were fit to the data. For the one-factor model, the whole test was 
treated as measuring one single latent variable. While for the three-factor model, 
C1, C2, and C3 were each regarded as a latent variable. The structure of models 
is presented in Figures 4.1 and 4.2. Fit indices of each model were examined and 
compared. Several indicators were used to evaluate the goodness-of-fit of the 
models. Bentler’s comparative fit index (CFI), Tucker-Lewis Index (TLI), and the 
root mean square error of approximation (RMSEA) are reported. According to 
Hu and Bentler (1999), a cutoff value close to 0.95 for CFI and TLI and a cutoff 
value close to 0.06 for RMSEA indicate a relatively good model fit. Smaller 
RMSEA and larger values of CFI and TLI indicate better fit. The model fit 
statistics reported in Table 4.1 showed that, for the real data, the three-
dimensional model fit the data better than the unidimensional model.  
(2) Estimate item parameters from the data obtained in Step 1 using flexMIRT (Cai, 
2012). As it was confirmed that a three dimensional model fit the data better than 
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a unidimensional model, the data set was fit by a three-dimensional 3PL model 
that is given by,  
                     ! !!" = 1 !! ,!! , !!,!! = !! + 1− !!, !!!!!!!!!!!!!!!!!!!!                       (4.1) 
Items were calibrated using this model in flexMIRT. And item parameters !!, !!, !!, !, and ! were estimated for each item.  
(3) Choose item parameters to construct Form X and Form Y with respect to test 
length, construct domain and anchor test. For each test form, a total of 48 items 
were selected from the real data. An internal anchor test of 18 linking items was 
assigned to both forms. Item parameters used in this study are presented in 
Table 4.2.  
(4) Sample ability parameters for two test forms. Using the MIRT model as the true 
model, 3 domain abilities of 10,000 examinees (!!!,!!!,!!!), ! = 1, 2, 3, . . . ,! were 
sampled from standard multivariate normal distributions !~!!(0,Ψ) with 
correlations between domains r = 1 for Form X which is a unidimensional test. 
Similarly, draw random ability parameters for Form Y from standard 
multivariate normal distributions !~!!(0,Ψ), with correlations between domains 
or pairs of dimensions of r = 0.3, 0.6, and 0.9. 
To be specific, under each condition of Form Y, a population consisting of 10,000 
examinees was simulated. The 10,000 groups of θ followed multivariate normal 
distributions with a zero mean vector and a correlation matrix denoted as Ψ, that 
is !!(0,Ψ) where 
  Ψ = 1 0.3 0.30.3 1 0.30.3 0.3 1  when the correlations between C1, C2, and C3 are     0.3,  
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  Ψ = 1 0.6 0.60.6 1 0.60.6 0.6 1  when the correlations between C1, C2, and C3 are       0.6, 
and 
 !Ψ = 1 0.9 0.90.9 1 0.90.9 0.9 1  when the correlations between C1, C2, and C3 are 0.9.  
(5) Generate item responses for each examinee. The response data were generated 
based on a M3PLM which is given by the equation,  
                                            !! !! = !! + (1− !!) !!!!!!(!"!!!!!!)                                 (4.2) 
where !! !!  is the probability of a correct response to item ! given ability !!, !! is 
a 1×3 vector of person coordinates on C1, C2, and C3, D is a constant that equals 
to 1.7, !! is a 1×3 vector of item discrimination parameters for item !, !! refers to a 
parameter related to the item difficulty, !! is a guessing parameter. Note that a 
simple structure was used, where each item on Form Y measured a single 
distinct construct (i.e., C1, C2 or C3). Using the model, the item parameters and 
the person parameters, the responses to all items were generated according to the 
model-based probabilities. Given that the sample size (N=10,000) is relatively 
large and thus producing stable results, only 50 replications were conducted for 
each condition. Still, 50 is a large number of replications.    
4.2.3 Simulation Conditions  
In order to answer the research questions, a factorial design with three factors 
was used in this simulation study: 1) the proportion of items showing 
multidimensionality (20%, 40%, 60%, 80%, and 100%), 2) the correlations between pairs 
of constructs (0.3, 0.6, and 0.9), and 3) location of construct shift (shift in the anchor 
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items only, shift in the operational items only, and shift in both the anchor items and the 
operational items). These three factors were crossed to yield 45 conditions (5 x 3 x 3). 
Plus a condition assuming no construct shift occurred, so there were 46 conditions in 
total (see Table 4.3). Thus, with 50 replications for each condition, there were 2300 (46 x 
50) response data sets for Form Y. Tables 4.4 and 4.5 explain how construct shift 
occurred within each condition in terms of the amount of items showing 
multidimensionality. It was manipulated in such a way that multidimensionality 
expanded from items measuring C1 to items measuring C3 with increasing number of 
items. 
4.3.3 Scaling and Equating  
To make examinee’s scores on two tests comparable, Form Y was true-score 
equated to the scale of Form X that was treated as the reference form. A NEAT design 
(Petersen, Kolen, & Hoover, 1989) was used to transform the item parameters in Form Y 
to the scale of Form X through an internal anchor test. Item parameters were estimated 
under the assumption that all items in the calibration measured the same dimension. 
The computer software PARSCALE (Muraki & Bock, 2003) was used to estimate item 
parameters based on the unidimensional 3PL model for Form X and all conditions of 
Form Y. The test scaling and equating procedure were conducted using computer 
software IRTEQ (Han, 2009) via the Stocking and Lord (1983) method and IRT true 
score equating.   
4.3.4 Data Analyses  
The effect of construct shift on equating across conditions was assessed using the 
mean of the scaling coefficients, A and B over 50 replications. To evaluate the effect of 
!! 72!
construct shift on item parameter estimates, first, item parameter estimates for linking 
items were assessed using the expected true linking function. This step was conducted 
primarily to exclude potential bias from the equating procedure. Since the distribution 
of proficiency are N (0,1) for both Form X and Form Y, the expected value of the scaling 
coefficients A and B are 1.0 and 0.0. The a- and b- parameter estimates of Form X and 
Form Y (before equating) for the 18 common items were compared to each other. A root 
mean square difference (RMSD) for the a- and b- parameter estimates was used to 
summarize the differences as follows:  
                                RMSDar =
(aYi − aXi )2
i=1
18
∑
18                                                  (4.3) 
                               RMSDbr =
(bYi − bXi )2
i=1
18
∑
18                                                    (4.4) 
where aYi  is the a-parameter estimate for item i on Form Y, aXi  is the a-parameter 
estimate for item i on Form X, bYi  is the b-parameter estimate for item i on Form Y, bXi  is 
the b-parameter estimate for item i on Form X. The “r” refers to the rth replication of 
RMSD across 18 equating items. Average RMSD was computed for each condition over 
50 replications. 
Second, after Form Y was equated to Form X using the Stocking and Lord 
method, the differences in a- and b- parameter estimates of the 18 common items 
between Form X and Form Y were summarized using the root mean square differences 
(RMSD): 
                             
RMSDar =
(a*Yi − aXi )2
i=1
18
∑
18                                                     (4.5) 
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                            RMSDbr =
(b*Yi − bXi )2
i=1
18
∑
18                                                      (4.6) 
where !!"∗  and !!"∗  are the scaled a and b parameter estimates for Form Y. !!" and !!" are 
the a and b parameter estimates for Form X.  
To answer the third research question, model fit was investigated using 
ResidPlot2 (Liang, Han, & Hambleton, 2008). The pattern of residuals in 15 score 
intervals between -3 and +3 was studied. Specifically, the standardized residual 
distributions (CDF) from the empirical and simulated data were examined and 
compared across 46 conditions.  
Lastly, the impact of construct shift on proficiency estimates and performance 
classifications was investigated. After Form Y was equated to Form X, the examinees 
needed to be classified into performance groups based on the scaled proficiency. To 
achieve this goal, the cut scores of the reference form (Form X) were equipercentile 
equated from three cuts based on the statewide assessment from which the real data 
were drawn. Then the cut scores were used to classify examinees into one of four 
performance categories Warning, Needs Improvement, Proficient, and Advanced. The 
obtained cut scores are presented in Table 4.6. To assess the impact of construct shift, 
the result of each condition was compared to the result of the no shift condition that 
was regarded as a criterion. First, the proficiency estimates of Form Y were transformed 
onto the scale of Form X using the linking constants for all 46 conditions. Second, the 
examinees were classified into the performance categories based on their scaled 
proficiency scores. Third, the proportion of examinees in each performance category 
was computed for all 46 conditions. Each condition was then compared to the baseline  
(no shift condition) with respect to the difference in proportion of examinees in each 
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performance category and a summed value that indicated the total difference of the 
classifications.  
4.4 Results  
4.4.1 Item Parameter Estimates  
To answer the first research question “How much does construct shift influence 
item parameter estimates?” a- and b- parameter estimates of Form Y were compared to 
Form X. First, item parameter estimates of common items were compared before Form 
Y was equated to Form X to exclude the bias from equating. Second, after Form Y was 
equated to Form X with the Stocking and Lord method, the rescaled item parameters of 
Form Y were compared to Form X. To summarize the size of difference of item 
parameter estimates between two test forms, the Root Mean Square Difference (RMSD) 
was calculated for the a- and b- parameters of the common items over 50 replications. 
Figures 4.3 to 4.6 display changes in RMSD for the a- and b- parameter estimates 
for the 18 common items before and after Form Y was equated to Form X. In general, 
common items had large values of RMSD in the b- parameter due to the construct shift 
in the anchor, whereas RMSDs in the b- parameter were minimal when construct shift 
occurred in the operational items. When construct shift occurred in the anchor, the 
RMSD in the b- parameters increased from 0.083 to 0.889 when the correlations were 0.3 
between pairs of dimensions. Likewise, as the correlations increased to 0.6, RMSD in the 
b- parameters followed a monotonic trend yet with a smaller magnitude from 0.086 to 
0.229. However, when correlations reached to 0.9, the change of RMSD was within 0.03 
as the amount of construct shift increased. Similar to the pattern of change in RMSD 
when construct shift occurred in the anchor, as construct shift occurred in the total test, 
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RMSD in the b- parameters increased monotonically from 0.082 to 0.543 when the 
correlations were 0.3 between pairs of dimensions. However, when correlations 
increased to 0.6, the growing trend was less obvious (from 0.082 to 0.181) with slight 
drop at the end. When correlations reached to 0.9, the change of RMSD in the b- 
parameter was minor as the amount of construct shift increased. The change of RMSD 
in the b- parameter was less radical after Form Y was equated to Form X than before 
equating. As there were more than 60% of anchor shifted with correlations of 0.3 
between dimensions, RMSD in the b- parameter accelerated from 0.335 to 0.845. 
Interestingly, when 60% of total test shifted in construct with correlations of 0.3 or 0.6 or 
0.9, a rise of RMSD in the b- parameter appeared. There was nearly no change of RMSD 
in the b- parameter as the amount of construct shift increased in the operational items.    
The pattern of change in the RMSD statistic for the a- parameter of the common 
items became different after Form Y was equated to Form X. Before equating, the 
change of RMSD for the a- parameter estimates seemed gradual. The values of RMSD in 
the a- parameter estimates were relatively large due to construct shift in anchor or the 
total test, whereas RMSDs in the a- parameter were moderate when the construct 
shifted in operational items. The change of RMSD was noticeable when more than 40% 
of the test or 40% of anchor shifted in construct with correlations of 0.3 between pairs of 
dimensions. After Form Y was equated to Form X, similar to the pattern of change in 
RMSD for the b- parameter estimates, common items had large values of the RMSD 
statistic in the a- parameter estimates when construct shift occurred in the anchor items, 
whereas the RMSD statistic in the a- parameter estimates was minimal when construct 
shift occurred in the operational items. The rise of RMSD in the a- parameter estimates 
was maximized when more than 60% of anchor items shifted in the construct with 
correlations of 0.3 between pairs of dimensions. An increase of the RMSD in a- 
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parameter estimates was also evident when more than 40% of total test shifted in 
construct with correlations of 0.3 between pairs of dimensions, especially RMSD in the 
a- parameter escalated from 0.935 to 3.882 as the amount of construct shift expanded 
from 40% to 60% of the total test.  
As can be noted from the results (Tables 4.7 and 4.8), construct shift had 
minimum impact on item parameter estimates when it occurred in operational items 
but had strong impact on item parameter estimates particularly when more than 60% of 
items shifted in the total test or anchor with correlations of 0.3 between pairs of 
dimensions. After equating, the rescaled b-parameters were less influenced by construct 
shift especially when it occurred in the operational items, however, the rescaled a-
parameter estimates were much more divergent from the baseline as construct shift 
occurred in the anchor or in the total test (containing the anchor items).  
4.4.2 Scaling Coefficients  
To answer the second research question “How much does construct shift 
influence equating coefficients?” equating coefficients were examined for each 
condition. Scaling constants A and B were compared to the value of 1.0 and 0.0, 
respectively, which is the case of the baseline condition with no construct shift.   
As shown in Figures 4.7 and 4.8, the scaling coefficients A and B for the Stocking 
and Lord method were most stable when the construct shift occurred in operational 
items, whereas they were significantly affected due to construct shift in the anchor 
items and the total test. The pattern was more evident when the correlations between 
pairs of dimensions were 0.3 and 0.6. For example, as the amount of construct shift (r = 
0.6) in the anchor items increased, the slope A decreased from 1.000 to 0.697. When 
correlations changed to 0.3, the slope A declined from 1 to 0.664 as the amount of 
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construct shift in anchor expanded. However, the slope A became slightly larger when 
80% and 100% of anchor shifted. Through scrutinizing the results, the standard 
deviations (SD = 0.175 and SD = 0.203) of the slope A over 50 replications in these two 
extreme conditions were much larger than the average standard deviations (SD = 0.03). 
It may explain the unexpected results since they were not stable due to the intolerance 
of the unidimensional model with the multidimensional test data. When the construct 
shift occurred in the total test with 0.6 correlations between pairs of dimensions, the 
slope A decreased from 1 to 0. 792. As the amount of construct shift (r = 0.3) in the 
anchor test increased, the slope A dropped from 1 to 0.664. On the other hand, the 
intercept B increased as the amount of construct shift increased. The change of B was 
apparent (from 0 to 0.208) when more than 60% of the anchor items shifted with 
correlations of 0.3 between pairs of dimensions. Interestingly, the slope A declined most 
rapidly from 1 to 0.580 as the amount of construct shift (r = 0.3) in the total test 
increased. Whereas, in the same situation, the change of intercept B was minimal 
(within 0.012).   
As can be seen from the results (Table 4.9), construct shift had a smaller influence 
on linking when it occurred in operational items but strongly impacted on the equating 
function especially when more than 40% of items shifted in the anchor with correlations 
of 0.3 between pairs of dimensions.  
4.4.3 Model Fit  
To answer the third research question “How much does construct shift influence 
unidimensional IRT model fit?” model fit was examined via inspection of item level 
residuals (see, for example, Liang, Wells, & Hambleton, 2014). Figures 4.9 though 4.54 
present the observed standardized residual distribution (blue solid line) and the 
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expected standardized residual distribution (red dashed line). The plots visually 
represent the discrepancy between the model-based expectations and the observed 
data. As can be seen from the residual distribution comparisons, generally, model misfit 
became more evident when construct shift occurred from operational to anchor and to 
the total test items. Specifically, as the correlations between pairs of dimensions 
decreased from 0.9 to 0.3, model fit deteriorated correspondingly. Given correlations 
controlled, model fit became quite poor when the amount of construct shift extended to 
40% or more of the test items.  
4.4.4 Proficiency Estimates  
To answer the last research question “How much does construct shift influence 
proficiency estimates and performance classification?” the consequences of construct 
shift on proficiency estimates and performance classification were examined. First, the 
proficiency estimates of Form Y were transformed onto the scale of Form X using 
scaling coefficients for all 46 conditions. Second, the percentage of examinees in each 
performance category was computed for all conditions. Lastly, each of the 45 conditions 
was compared to the baseline, the condition without construct shift. The difference in 
proportion of examinees in each category was summed up to obtain a total difference of 
classifications from the baseline.  
The effect of construct shift on classification of examinees can be seen in Figure 
4.55. In most of the cases especially when the correlations between pairs of dimensions 
were 0.3 and 0.6, compared to the baseline where no construct shift occurred, the 
percentage of misclassified examinees increased monotonically as the amount of 
construct shift increased. The percentage of misclassification rapidly increased as the 
amount of construct shift occurred in the anchor (from 10.76% to 23.97%) and in the test 
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(from 10.19% to 21.80%) with correlations of 0.6 between pairs of dimensions. As 
construct shift occurred in the anchor test and the total test with correlations of 0.3, the 
accuracy of classification became even worse, as expected. The percentage of 
misclassifications rose from 10.44% up to 40.16% and from 10.26% to 34.26% as the 
amount of construct shift occurred in the anchor items and the total test. The results 
(presented in Table 4.10) indicated that construct shift had a serious impact on 
examinee classifications especially when it occurred in the anchor items with 
correlations less than 0.6 or lower. Among the four performance categories, the largest 
gap from the baseline appeared in the category Need Improvement, followed by 
Advanced, Warning, and Proficiency. In other words, when examinees were classified 
into Need Improvement, the results were most affected. However, when examinees 
were classified into Proficiency, the results were least influenced.  It is likely though that 
these results are not generalizable as the classification errors are likely dependent on 
many factors including the correct candidate distribution.  
In summary, the results indicated that construct shift had increasing impact as 
the amount of shift increased and the correlations between pairs of dimensions 
decreased. Similar to the findings in Study 1, construct shift had small influence when it 
occurred in operational items. But its impact on score equating and proficiency 
estimates became noticeably strong when more than 60% of items shifted in either the 
total test or anchor only with correlations of 0.3 between pairs of dimensions. 
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 Table 4.1. Model Fit Statistics of Real Data 
Fit Index 
2012 Test 2013 Test 
1-Factor 
model 
3-Factor 
model 
1-Factor 
model 
3-Factor 
model 
CFI 0.896 0.956 0.881 0.937 
TLI 0.986 0.994 0.979 0.989 
RMSEA 0.023 0.015 0.023 0.017 
Note. Comparative Fit Index (CFI), Tucker Lewis Index (TLI), and Root mean square 
error of approximation (RMSEA). 
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      Table 4.2. True Item Parameters for Simulating Forms X and Y 
 Form X  Form Y 
Item a1 a2 a3 d c Item a1 a2 a3 d c 
1 0.54 0 0  1.84  0.03 1 0.99 0 0  1.30  0.00 
2 1.50 0 0  1.85 0.23 2 1.17 0 0  1.35 0.17 
3 1.77 0 0  3.02 0.35 3 1.33 0 0  0.05 0.08 
4 1.71 0 0  1.45 0.12 4 1.24 0 0  2.45 0.05 
5 1.45 0 0  0.62 0.08 5 1.31 0 0  0.58 0.16 
6 1.18 0 0  1.78 0.02 6 1.19 0 0  1.66 0.02 
7 1.22 0 0  1.88 0.01 7 1.03 0 0  1.08 0.04 
8 0.89 0 0  1.67 0.01 8 1.39 0 0  2.37 0.01 
9 1.45 0 0  1.28 0.09 9 1.58 0 0  2.91 0.06 
10 1.07 0 0  1.04 0.06 10 1.28 0 0  0.07 0.24 
11 0 1.47 0  1.24 0.46 11 0 1.78 0  2.54 0.02 
12 0 1.26 0  1.24 0.46 12 0 1.96 0  1.62 0.03 
13 0 1.46 0  1.20 0.01 13 0 1.44 0  0.69 0.29 
14 0 1.21 0  0.13 0.56 14 0 1.10 0  0.45 0.15 
15 0 1.53 0  1.97 0.03 15 0 1.87 0  0.88 0.18 
16 0 1.24 0  0.28 0.19 16 0 1.56 0  2.12 0.12 
17 0 1.52 0  1.35 0.02 17 0 1.26 0 -1.25 0.15 
18 0 0.83 0  1.10 0.14 18 0 2.13 0 -0.28 0.21 
19 0 1.84 0  0.75 0.00 19 0 1.33 0 -0.24 0.07 
20 0 2.34 0  0.42 0.36 20 0 1.61 0  1.78 0.03 
21 0 0 1.27  2.02 0.04 21 0 0 0.78  2.03 0.03 
22 0 0 1.55  1.27 0.13 22 0 0 1.27  0.47 0.31 
23 0 0 1.15  1.20 0.05 23 0 0 1.15  1.32 0.03 
24 0 0 0.86  -0.28 0.15 24 0 0 1.68  0.57 0.17 
25 0 0 1.27  0.58 0.23 25 0 0 0.99  1.51 0.02 
26 0 0 1.35  0.45 0.16 26 0 0 0.77  0.11 0.08 
27 0 0 0.99  1.74 0.02 27 0 0 1.39  1.13 0.05 
28 0 0 1.14  0.11 0.33 28 0 0 1.12 -0.22 0.22 
29 0 0 1.32  0.45 0.16 29 0 0 1.53 -0.79 0.25 
30 0 0 1.01  1.51 0.01 30 0 0 1.57 -0.40 0.15 
31 1.76 0 0  1.77 0.20 31 1.76 0 0  1.77 0.20 
32 1.81 0 0 -0.14 0.16 32 1.81 0 0 -0.14 0.16 
33 1.85 0 0  2.49 0.17 33 1.85 0 0  2.49 0.17 
34 1.37 0 0  0.91 0.14 34 1.37 0 0  0.91 0.14 
35 1.09 0 0  1.51 0.00 35 1.09 0 0  1.51 0.00 
36 1.78 0 0  0.91 0.17 36 1.78 0 0  0.91 0.17 
37 0 1.93 0 -0.65 0.20 37 0 1.93 0 -0.65 0.20 
38 0 1.65 0  0.82 0.19 38 0 1.65 0  0.82 0.19 
     
Continued on next page 
 
 
!! 82!
Table 4.2, continued  
 Form X  Form Y 
Item a1 a2 a3 d c Item a1 a2 a3 d c 
39 0 1.81 0 -0.44 0.25 39 0 1.81 0 -0.44 0.25 
40 0 1.56 0  0.46 0.30 40 0 1.56 0  0.46 0.30 
41 0 1.62 0  0.00 0.25 41 0 1.62 0  0.00 0.25 
42 0 1.62 0 -0.21 0.13 42 0 1.62 0 -0.21 0.13 
43 0 0 1.80 -1.82 0.35 43 0 0 1.80 -1.82 0.35 
44 0 0 1.24  0.60 0.17 44 0 0 1.24  0.60 0.17 
45 0 0 1.04  1.23 0.02 45 0 0 1.04  1.23 0.02 
46 0 0 1.35  2.25 0.01 46 0 0 1.35  2.25 0.01 
47 0 0 1.54 -0.37 0.21 47 0 0 1.54 -0.37 0.21 
48 0 0 1.28  1.54 0.04 48 0 0 1.28  1.54 0.04 
Mean 1.40 1.56 1.26  0.89 0.15  1.39 1.64 1.28  0.80 0.13 
   Note. The items in the shaded cells are linking items.  
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         Table 4.3. Summary of Simulation Conditions 
Condition  
Feature 
Correlation between 
pairs of dimensions 
Location of construct 
shift Amount of shift 
1 0.3 Anchor  20% 
2 0.3 Anchor  40% 
3 0.3 Anchor  60% 
4 0.3 Anchor  80% 
5 0.3 Anchor  100% 
6 0.6 Anchor  20% 
7 0.6 Anchor  40% 
8 0.6 Anchor  60% 
9 0.6 Anchor  80% 
10 0.6 Anchor  100% 
11 0.9 Anchor  20% 
12 0.9 Anchor  40% 
13 0.9 Anchor  60% 
14 0.9 Anchor  80% 
15 0.9 Anchor  100% 
16 0.3 Operational 20% 
17 0.3 Operational 40% 
18 0.3 Operational 60% 
19 0.3 Operational 80% 
20 0.3 Operational 100% 
21 0.6 Operational 20% 
22 0.6 Operational 40% 
23 0.6 Operational 60% 
24 0.6 Operational 80% 
25 0.6 Operational 100% 
26 0.9 Operational 20% 
27 0.9 Operational 40% 
28 0.9 Operational 60% 
29 0.9 Operational 80% 
30 0.9 Operational 100% 
31 0.3 Test 20% 
32 0.3 Test 40% 
33 0.3 Test 60% 
34 0.3 Test 80% 
35 0.3 Test 100% 
36 0.6 Test 20% 
 
 
Continued on next page 
 
!! 84!
Table 4.3, continued 
 
Condition 
Feature  
Correlation between 
pairs of dimensions 
Location of construct 
shift Amount of shift 
       37 
38 
0.6 
0.6 
Test 
Test 
40% 
60% 
39 0.6 Test 80% 
40 0.6 Test 100% 
41 0.9 Test 20% 
42 0.9 Test 40% 
43 0.9 Test 60% 
44 0.9 Test 80% 
45 0.9 Test 100% 
46 No shift 
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Table 4.4. Construct Shift Manipulated for Operational Items in Form Y 
Item Item Parameter Shift in Operational Items a1 a2 a3 b c 
1 0.99 0.00 0.00 1.30 0.00 
20%  
shift 
  
 
 
2 1.17 0.00 0.00 1.35 0.17   3 1.33 0.00 0.00 0.05 0.08   4 1.24 0.00 0.00 2.45 0.05   5 1.31 0.00 0.00 0.58 0.16   6 1.19 0.00 0.00 1.66 0.02   7 1.03 0.00 0.00 1.08 0.04 
   8 1.39 0.00 0.00 2.37 0.01 
  9 1.58 0.00 0.00 2.91 0.06 40% shift  10 1.28 0.00 0.00 0.07 0.24 
   11 0.00 1.78 0.00 2.54 0.02 
   12 0.00 1.96 0.00 1.62 0.03 
   13 0.00 1.44 0.00 0.69 0.29 
   14 0.00 1.10 0.00 0.45 0.15 
 15 0.00 1.87 0.00 0.88 0.18 60% shift 
16 0.00 1.56 0.00 2.12 0.12 
   17 0.00 1.26 0.00 -1.25 0.15 
   18 0.00 2.13 0.00 -0.28 0.21 
   19 0.00 1.33 0.00 -0.24 0.07 
   20 0.00 1.61 0.00 1.78 0.03 
   21 0.00 0.00 0.78 2.03 0.03         80% shift 
22 0.00 0.00 1.27 0.47 0.31 
   23 0.00 0.00 1.15 1.32 0.03 
   24 0.00 0.00 1.68 0.57 0.17 
   25 0.00 0.00 0.99 1.51 0.02 
    26 0.00 0.00 0.77 0.11 0.08 
    27 0.00 0.00 1.39 1.13 0.05          100% shift 
28 0.00 0.00 1.12 -0.22 0.22 
    29 0.00 0.00 1.53 -0.79 0.25 
    30 0.00 0.00 1.57 -0.40 0.15 
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                 Table 4.5. Construct Shift Manipulated for Anchor Items 
Item Item Parameter Shift in Anchor Items a1 a2 a3 b c      
31 1.76 0.00 0.00  1.77 0.20 
20%  
shift 
  
 
 
32 1.81 0.00 0.00 -0.14 0.16   33 1.85 0.00 0.00  2.49 0.17   34 1.37 0.00 0.00  0.91 0.14   35 1.09 0.00 0.00  1.51 0.00 
   36 1.78 0.00 0.00  0.91 0.17 40% shift  37 0.00 1.93 0.00 -0.65 0.20 
   38 0.00 1.65 0.00  0.82 0.19 
   39 0.00 1.81 0.00 -0.44 0.25 60% shift 
40 0.00 1.56 0.00  0.46 0.30 
   41 0.00 1.62 0.00   0.00 0.25 
   42 0.00 1.62 0.00 -0.21 0.13 
   43 0.00 0.00 1.80 -1.82 0.35         80% shift 
44 0.00 0.00 1.24  0.60 0.17 
   45 0.00 0.00 1.04  1.23 0.02 
    46 0.00 0.00 1.35  2.25 0.01 100% shift 
47 0.00 0.00 1.54 -0.37 0.21 
    48 0.00 0.00 1.28  1.54 0.04         
 
 
 
Table 4.6. Cutscores for Classifying Examinees 
Performance Category Proficiency Score 
Warning ! < −0.658 
Needs Improvement −0.658 ≤ ! < 0.117 
Proficient 0.117 ≤ ! < 1.516 
Advanced 1.516! ≤ ! 
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           Table 4.7. a- and b- Parameter Comparison between Forms X and Y  
           before Equating 
Condition  RMSD_a SD_RMSD_a RMSD_b SD_RMSD_b 
No Shift  0.164 0.042 0.043 0.011 
0.9anchor20% 0.953 0.043 0.083 0.016 
0.9anchor40% 0.867 0.035 0.078 0.016 
0.9anchor60% 0.704 0.046 0.073 0.015 
0.9anchor80% 0.562 0.044 0.070 0.012 
0.9anchor100% 0.366 0.053 0.053 0.008 
0.6anchor20% 0.961 0.042 0.086 0.018 
0.6anchor40% 0.988 0.043 0.091 0.015 
0.6anchor60% 1.046 0.041 0.141 0.026 
0.6anchor80% 0.981 0.071 0.221 0.028 
0.6anchor100% 0.957 0.059 0.229 0.031 
0.3anchor20% 0.953 0.040 0.083 0.014 
0.3anchor40% 1.056 0.039 0.243 0.051 
0.3anchor60% 1.316 0.086 0.448 0.087 
0.3anchor80% 1.525 0.409 0.632 0.122 
0.3anchor100% 1.742 0.430 0.889 0.204 
0.9oper20% 1.105 0.040 0.089 0.020 
0.9oper40% 1.111 0.042 0.087 0.016 
0.9oper60% 1.123 0.040 0.085 0.015 
0.9oper80% 1.135 0.045 0.084 0.017 
0.9oper100% 1.175 0.044 0.080 0.015 
0.6oper20% 1.108 0.047 0.086 0.014 
0.6oper40% 1.111 0.044 0.083 0.015 
0.6oper60% 1.140 0.045 0.083 0.016 
0.6oper80% 1.204 0.048 0.080 0.018 
0.6oper100% 1.312 0.040 0.085 0.012 
0.3oper20% 1.102 0.041 0.085 0.018 
0.3oper40% 1.101 0.052 0.082 0.016 
0.3oper60% 1.131 0.047 0.085 0.014 
0.3oper80% 1.297 0.080 0.198 0.084 
0.3oper100% 1.460 0.048 0.195 0.038 
0.9test20% 0.952 0.041 0.083 0.015 
0.9test40% 0.869 0.042 0.077 0.018 
0.9test60% 0.687 0.043 0.067 0.011 
0.9test80% 0.555 0.042 0.064 0.013 
0.9test100% 0.331 0.050 0.052 0.008 
0.6test20% 0.958 0.040 0.082 0.016 
0.6test40% 0.986 0.046 0.086 0.016 
0.6test60% 0.832 0.055 0.185 0.020 
0.6test80% 0.933 0.059 0.202 0.018 
 
Continued on next page 
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Table 4.7, continued 
Condition  RMSD_a SD_RMSD_a RMSD_b SD_RMSD_b 
0.6test100% 0.841 0.046 0.181 0.019 
0.3test20% 0.952 0.042 0.082 0.015 
0.3test40% 1.056 0.044 0.233 0.052 
0.3test60% 1.936 0.128 0.413 0.030 
0.3test80% 1.981 0.225 0.528 0.041 
0.3test100% 1.859 0.099 0.543 0.053 
Mean 1.054 0.070 0.170 0.029 
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          Table 4.8. a- and b- Parameter Comparison between Forms X and Y      
          after Equating 
 
 
Continued on next page  
Condition  RMSD_a SD_RMSD_a RMSD_b SD_RMSD_b 
No Shift  0.167 0.039 0.038 0.008 
0.9anchor20% 0.806 0.049 0.122 0.011 
0.9anchor40% 0.755 0.039 0.109 0.012 
0.9anchor60% 0.618 0.051 0.091 0.012 
0.9anchor80% 0.490 0.040 0.076 0.011 
0.9anchor100% 0.269 0.058 0.053 0.009 
0.6anchor20% 0.814 0.047 0.125 0.012 
0.6anchor40% 0.866 0.045 0.119 0.011 
0.6anchor60% 0.871 0.042 0.167 0.016 
0.6anchor80% 0.772 0.067 0.188 0.017 
0.6anchor100% 0.769 0.063 0.183 0.018 
0.3anchor20% 0.806 0.046 0.121 0.010 
0.3anchor40% 0.934 0.041 0.220 0.036 
0.3anchor60% 1.281 0.078 0.335 0.041 
0.3anchor80% 2.443 0.973 0.778 0.428 
0.3anchor100% 4.160 0.909 0.845 0.512 
0.9oper20% 0.853 0.042 0.143 0.012 
0.9oper40% 0.866 0.050 0.142 0.010 
0.9oper60% 0.862 0.050 0.143 0.010 
0.9oper80% 0.867 0.045 0.142 0.011 
0.9oper100% 0.898 0.047 0.143 0.009 
0.6oper20% 0.861 0.049 0.140 0.008 
0.6oper40% 0.862 0.050 0.137 0.009 
0.6oper60% 0.889 0.054 0.141 0.009 
0.6oper80% 0.920 0.042 0.146 0.013 
0.6oper100% 1.007 0.045 0.149 0.010 
0.3oper20% 0.851 0.044 0.141 0.011 
0.3oper40% 0.857 0.057 0.137 0.009 
0.3oper60% 0.888 0.044 0.140 0.011 
0.3oper80% 1.092 0.092 0.147 0.013 
0.3oper100% 1.215 0.053 0.166 0.012 
0.9test20% 0.806 0.044 0.121 0.011 
0.9test40% 0.756 0.046 0.107 0.014 
0.9test60% 0.652 0.046 0.183 0.011 
0.9test80% 0.495 0.037 0.066 0.012 
0.9test100% 0.259 0.043 0.045 0.007 
0.6test20% 0.810 0.041 0.120 0.012 
0.6test40% 0.867 0.045 0.117 0.012 
0.6test60% 0.696 0.067 0.183 0.015 
0.6test80% 1.055 0.099 0.149 0.013 
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Table 4.8, continued  
 
 
 
  
Condition  RMSD_a SD_RMSD_a RMSD_b SD_RMSD_b 
0.6test20% 0.810 0.041 0.120 0.012 
0.6test40% 0.867 0.045 0.117 0.012 
0.6test60% 0.696 0.067 0.183 0.015 
0.6test80% 1.055 0.099 0.149 0.013 
0.6test100% 0.609 0.052 0.160 0.029 
0.3test20% 0.803 0.045 0.120 0.012 
0.3test40% 0.935 0.043 0.213 0.037 
0.3test60% 3.882 0.143 0.354 0.037 
0.3test80% 4.016 0.173 0.347 0.044 
0.3test100% 4.014 0.222 0.448 0.044 
Mean 1.114 0.098 0.184 0.035 
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Table 4.9. Equating Coefficients  
      (Values of the Coefficients Are Means of Over 50 Replications) 
Condition A_mean A_sd B_mean B_sd 
No Shift 1.000 0.020  0.004 0.007 
0.9anchor20% 0.908 0.015  0.000 0.000 
0.9anchor40% 0.908 0.015  0.000 0.000 
0.9anchor60% 0.932 0.020  0.000 0.000 
0.9anchor80% 0.944 0.018  0.000 0.000 
0.9anchor100% 0.937 0.016  0.002 0.004 
0.6anchor20% 0.894 0.017  0.000 0.000 
0.6anchor40% 0.883 0.016  0.000 0.000 
0.6anchor60% 0.806 0.016 -0.006 0.024 
0.6anchor80% 0.754 0.018 -0.018 0.049 
0.6anchor100% 0.697 0.018 -0.006 0.024 
0.3anchor20% 0.893 0.013  0.000 0.000 
0.3anchor40% 0.856 0.018  0.000 0.000 
0.3anchor60% 0.664 0.022  0.000 0.044 
0.3anchor80% 0.681 0.175  0.184 0.234 
0.3anchor100% 0.719 0.203  0.208 0.248 
0.9oper20% 0.864 0.016 -0.014 0.035 
0.9oper40% 0.867 0.014 -0.006 0.024 
0.9oper60% 0.859 0.015 -0.018 0.039 
0.9oper80% 0.854 0.017 -0.024 0.043 
0.9oper100% 0.847 0.015 -0.014 0.035 
0.6oper20% 0.867 0.016 -0.008 0.027 
0.6oper40% 0.865 0.016 -0.016 0.037 
0.6oper60% 0.862 0.016 -0.004 0.020 
0.6oper80% 0.842 0.016 -0.006 0.023 
0.6oper100% 0.821 0.018  0.000 0.000 
0.3oper20% 0.864 0.016 -0.010 0.030 
0.3oper40% 0.869 0.015 -0.006 0.024 
0.3oper60% 0.866 0.014 -0.008 0.027 
0.3oper80% 0.830 0.149  0.015 0.032 
0.3oper100% 0.790 0.017  0.013 0.020 
0.9test20% 0.889 0.041 -0.008 0.057 
0.9test40% 0.908 0.015  0.000 0.000 
0.9test60% 0.938 0.019  0.000 0.000 
0.9test80% 0.954 0.016  0.000 0.000 
0.9test100% 0.957 0.015  0.006 0.009 
0.6test20% 0.892 0.015  0.000 0.000 
0.6test40% 0.887 0.015  0.000 0.000 
 
Continued on next page 
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Table 4.9, continued  
Condition A_mean A_sd B_mean B_sd 
0.6test60% 0.798 0.018 -0.004 0.020 
0.6test80% 0.775 0.021 -0.002 0.014 
0.6test100% 0.792 0.018  0.000 0.000 
0.3test20% 0.892 0.014  0.000 0.000 
0.3test40% 0.875 0.007  0.000 0.000 
0.3test60% 0.728 0.083  0.012 0.023 
0.3test80% 0.676 0.100  0.000 0.029 
0.3test100% 0.580 0.072  0.000 0.091 
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   Table 4.10. Difference in Classifications Compared to the Baseline 
Condition  DIFF_W DIFF_NI DIFF_P DIFF_A DIFF_SUM DIFF_SD 
0.9anchor20% 0.76 3.82 1.47 4.66 10.71 1.14 
0.9anchor40% 0.74 3.00 2.10 4.47 10.31 1.09 
0.9anchor60% 0.53 2.34 1.99 4.00 8.86 1.46 
0.9anchor80% 0.60 2.00 1.95 3.70 8.25 1.51 
0.9anchor100% 1.27 2.16 2.63 3.51 9.56 1.45 
0.6anchor20% 0.75 3.84 1.49 4.68 10.76 1.19 
0.6anchor40% 1.07 3.83 2.06 4.83 11.78 1.56 
0.6anchor60% 2.20 6.96 0.76 5.33 15.25 1.65 
0.6anchor80% 2.92 9.33 0.87 6.14 19.26 1.69 
0.6anchor100% 5.31 11.75 0.75 6.16 23.97 1.72 
0.3anchor20% 0.59 3.85 1.31 4.69 10.44 1.04 
0.3anchor40% 1.64 4.84 1.68 4.87 13.03 1.45 
0.3anchor60% 4.73 13.72 2.84 6.16 27.45 2.59 
0.3anchor80% 6.88 15.74 6.35 5.35 34.32 12.86 
0.3anchor100% 9.24 19.13 5.65 6.14 40.16 19.92 
0.9oper20% 0.62 4.88 0.61 4.65 10.76 1.09 
0.9oper40% 0.54 4.84 0.57 4.54 10.49 1.18 
0.9oper60% 0.69 5.12 0.78 4.56 11.15 1.52 
0.9oper80% 0.69 5.21 0.88 5.29 12.07 2.31 
0.9oper100% 0.84 5.45 1.41 6.04 13.74 1.54 
0.6oper20% 0.67 4.85 0.51 4.61 10.64 1.09 
0.6oper40% 0.64 4.97 0.70 4.53 10.84 1.24 
0.6oper60% 0.78 5.22 0.58 4.80 11.38 1.10 
0.6oper80% 1.07 6.17 0.61 4.82 12.67 1.32 
0.6oper100% 1.94 7.11 0.52 5.07 14.64 2.02 
0.3oper20% 0.61 4.75 0.64 4.60 10.60 0.96 
0.3oper40% 0.60 4.73 0.69 4.62 10.64 1.00 
0.3oper60% 0.66 4.95 0.65 5.01 11.27 1.22 
0.3oper80% 1.44 5.08 1.96 4.67 13.15 2.44 
0.3oper100% 1.89 4.01 3.24 5.35 14.49 1.61 
0.9test20% 0.60 3.61 1.38 4.51 10.10 0.87 
0.9test40% 0.61 2.92 1.84 4.23 9.60 0.89 
0.9test60% 0.49 2.13 1.86 3.70 8.18 0.94 
0.9test80% 0.67 1.57 3.06 7.14 6.93 0.93 
0.9test100% 1.29 1.49 0.89 1.03 4.70 0.74 
0.6test20% 0.69 3.80 1.21 4.49 10.19 0.92 
0.6test40% 1.07 3.77 1.83 4.54 11.21 1.26 
0.6test60% 2.61 7.42 1.37 6.16 17.56 1.31 
 
Continued on next page 
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Table 4.10, continued 
 
Condition  DIFF_W DIFF_NI DIFF_P DIFF_A DIFF_SUM DIFF_SD 
0.6test80% 3.94 8.43 1.69 6.16 20.22 1.36 
0.6test100% 4.74 8.17 2.73 6.16 21.80 1.37 
0.3test20% 0.65 3.75 1.34 4.52 10.26 1.11 
0.3test40% 1.53 4.56 1.80 4.82 12.71 1.21 
0.3test60% 3.67 8.56 2.33 6.02 20.58 4.34 
0.3test80% 4.15 9.13 2.63 6.16 22.07 5.63 
0.3test100% 9.30 17.48 2.32 6.16 35.26 2.83 
Note. For classification categories, W = Warning, NI = Needs Improvement,  
P = Proficient, A = Advanced. 
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     Figure 4.1. Test Structure of 1-Factor Model
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Figure 4.2. Simple Structure 3-Factor Model 
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Figure 4.3. Root Mean Square Differences in a-Parameters between 
Common Items in Form X and Form Y before Equating 
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Figure 4.4. Root Mean Square Differences in b-Parameters between 
Common Items in Form X and Form Y before Equating 
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Figure 4.5. Root Mean Square Differences in a-Parameters between 
Common Items in Form X and Form Y after Equating 
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Figure 4.6. Root Mean Square Differences in b-Parameters between 
Common Items in Form X and Form Y after Equating 
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Figure 4.7 Change of Slope A (Values Reflects the Mean Over 50 Replications) 
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Figure 4.8 Change of Intercept B (Values Reflects the Mean Over 50 Replications) 
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Figure 4.9 Standardized Residual (CDF) for No Shift Condition of Form Y 
 
 
 
  
Figure 4.10 Standardized Residual (CDF) for 0.9Anchor20% Condition of Form Y 
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Figure 4.11 Standardized Residual (CDF) for 0.9Anchor40% Condition of Form Y 
 
 
 
  
Figure 4.12 Standardized Residual (CDF) for 0.9Anchor60% Condition of Form Y 
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Figure 4.13 Standardized Residual (CDF) for 0.9Anchor80% Condition of Form Y 
 
 
 
  
Figure 4.14 Standardized Residual (CDF) for 0.9Anchor100% Condition of Form 
Y 
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Figure 4.15 Standardized Residual (CDF) for 0.6Anchor20% Condition of Form Y 
 
 
 
  
Figure 4.16 Standardized Residual (CDF) for 0.6Anchor40% Condition of Form Y 
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Figure 4.17 Standardized Residual (CDF) for 0.6Anchor60% Condition of Form Y 
 
 
 
  
Figure 4.18 Standardized Residual (CDF) for 0.6Anchor80% Condition of Form Y 
!! 108!
  
Figure 4.19 Standardized Residual (CDF) for 0.6Anchor100% Condition of Form 
Y 
 
 
 
 
  
Figure 4.20 Standardized Residual (CDF) for 0.3Anchor20% Condition of Form Y 
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Figure 4.21 Standardized Residual (CDF) for 0.3Anchor40% Condition of Form Y 
 
 
 
 
  
Figure 4.22 Standardized Residual (CDF) for 0.3Anchor60% Condition of Form Y 
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Figure 4.23 Standardized Residual (CDF) for 0.3Anchor80% Condition of Form Y 
 
 
 
  
Figure 4.24 Standardized Residual (CDF) for 0.3Anchor100% Condition of Form 
Y 
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Figure 4.25 Standardized Residual (CDF) for 0.9Oper20% Condition of Form Y 
 
 
 
  
Figure 4.26 Standardized Residual (CDF) for 0.9Oper40% Condition of Form Y 
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Figure 4.27 Standardized Residual (CDF) for 0.9Oper60% Condition of Form Y 
 
 
  
Figure 4.28 Standardized Residual (CDF) for 0.9Oper80% Condition of Form Y 
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Figure 4.29 Standardized Residual (CDF) for 0.9Oper100% Condition of Form Y 
 
 
  
Figure 4.30 Standardized Residual (CDF) for 0.6Oper20% Condition of Form Y 
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Figure 4.31 Standardized Residual (CDF) for 0.6Oper40% Condition of Form Y 
 
 
 
  
Figure 4.32 Standardized Residual (CDF) for 0.6Oper60% Condition of Form Y 
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Figure 4.33 Standardized Residual (CDF) for 0.6Oper80% Condition of Form Y 
 
 
  
Figure 4.34 Standardized Residual (CDF) for 0.6Oper100% Condition of Form Y 
 
!! 116!
  
Figure 4.35 Standardized Residual (CDF) for 0.3Oper20% Condition of Form Y 
 
 
  
Figure 4.36 Standardized Residual (CDF) for 0.3Oper40% Condition of Form Y 
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Figure 4.37 Standardized Residual (CDF) for 0.3Oper60% Condition of Form Y 
 
 
  
Figure 4.38 Standardized Residual (CDF) for 0.3Oper80% Condition of Form Y 
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Figure 4.39 Standardized Residual (CDF) for 0.3Oper100% Condition of Form Y 
 
 
  
Figure 4.40 Standardized Residual (CDF) for 0.9Test20% Condition of Form Y 
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Figure 4.41 Standardized Residual (CDF) for 0.9Test40% Condition of Form Y 
 
 
  
Figure 4.42 Standardized Residual (CDF) for 0.9Test60% Condition of Form Y 
!! 120!
  
Figure 4.43 Standardized Residual (CDF) for 0.9Test80% Condition of Form Y 
 
 
  
Figure 4.44 Standardized Residual (CDF) for 0.9Test100% Condition of Form Y 
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Figure 4.45 Standardized Residual (CDF) for 0.6Test20% Condition of Form Y 
 
 
 
  
Figure 4.46 Standardized Residual (CDF) for 0.6Test40% Condition of Form Y 
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Figure 4.47 Standardized Residual (CDF) of 0.6Test60% Condition of Form Y 
 
 
 
  
Figure 4.48 Standardized Residual (CDF) of 0.6Test80% Condition of Form Y 
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Figure 4.49 Standardized Residual (CDF) of 0.6Test100% Condition of Form Y 
 
 
 
  
Figure 4.50 Standardized Residual (CDF) of 0.3Test20% Condition of Form Y 
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Figure 4.51 Standardized Residual (CDF) of 0.3Test40% Condition of Form Y 
 
 
 
  
Figure 4.52 Standardized Residual (CDF) of 0.3Test60% Condition of Form Y 
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Figure 4.53 Standardized Residual (CDF) for 0.3Test80% Condition of Form Y 
 
 
  
Figure 4.54 Standardized Residual (CDF) for 0.3Test100% Condition of Form Y 
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Figure 4.55 Difference in Classifications in Each Condition Compared to Baseline 
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CHAPTER 5 
 
DISCUSSION AND CONCLUSIONS 
 
5.1 Review of Studies  
In this dissertation, two simulation studies were conducted to evaluate the 
impact of construct shift, manifested by multidimensionality, on item parameter 
invariance and test score equating. In both studies, the violation of the 
unidimensionality assumption was created on purpose so the consequences on 
item parameter estimates, model fit, and test equating could be evaluated. Of 
special importance in this dissertation were two variables associated with 
construct shift: the correlations between pairs of dimensions measured by a test, 
which reflected the level of multidimensionality; and the proportion of items 
changed from unidimensionality to multidimensionality, which represented the 
magnitude of construct shift.                                                                                                                      
The purpose of Study 1 was to examine the potential effect of 
multidimensionality on item parameter invariance and IRT model fit at the item 
level. Through simulation, a few operational items were manipulated to shift 
from being unidimensional to multidimensional to mimic a realistic situation. 
Two factors, the correlations between dimensions (0, 0.5, or 0.8) and the 
proportion of items shifted (2%, 5%, or 10%) resulted in a total of nine conditions 
to study. It was found that when construct shift occurred in operational items 
with small magnitude, the impact on item parameter invariance and IRT model 
fit was inconsequential.  
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As an extension to Study 1, but informed by the results, in Study 2 
multidimensionality was built into the test in a greater magnitude and the goal 
was to evaluate its impact on IRT equating and proficiency estimates. Three 
factors, (1) correlations between pairs of dimensions (0.3, 0.6, or 0.9), (2) the 
proportion of items shifted (0%, 20%, 40%, 60%, 80%, or 100%), and (3) location 
of the construct shift (anchor, operational, or both) resulted in a total of 45 
conditions to study. In a 46th condition, no violations in the data were simulated 
to provide a baseline for interpreting many of the findings.  In general, it was 
found that when construct shift occurred in operational items, the impact was 
minimal in most aspects of evaluation. Whereas, when construct shift occurred in 
anchor items and the total test, the influence of the violations was highly 
problematic in the results.    
5.2 Summary of Findings  
Study 1 provided some evidence about the impact of slight construct shift 
on test model fit and item parameter drift. The model fit results indicated that 
model fit is associated with the amount of multidimensional items as well as the 
correlations between dimensions being measured, as expected. As can be 
observed from the results, the test with the least multidimensional items had a 
relatively good model fit. The test with the fewest multidimensional items and 
the highest correlations has the best fit statistics. For example, Form Y in 
condition 3 (containing one multidimensional MCQ and with correlations 
between dimensions of 0.8) had better model fit compared to other conditions. 
This finding was anticipated, and lent some confidence to the correctness of the 
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analyses. On the contrary, the test form with the most multidimensional items 
had a relatively poor model fit. For example, the test form with the most 
multidimensional items and the lowest correlations among the dimensions had 
relatively poor fit.  To summarize, fewer multidimensional items and higher 
correlations between dimensions in a test still resulted in pretty good model fit 
with few consequences for equating. And the results of IPD detection indicated 
that IPD less occurred when either there were more multidimensional items or 
the correlations between domains were high. Although the findings were as 
predicted, the biggest shortcoming of the study was the failure to include 
multidimensional items in the linking items and this omission was corrected in 
the second study. 
 Study 2 investigated the impact of construct shift on item parameter 
estimates, scaling coefficients, model fit, and proficiency estimates. In general, 
construct shift had increasing impact as the amount of shift increased and the 
correlations between pairs of dimensions decreased. The conditions that more 
than 60% of anchor or test shifted in construct with correlations of 0.3 between 
dimensions generated the most extreme results. Four research questions were 
answered. First, construct shift had small influence on item parameter estimates 
when it occurred in operational items but had strong impact when more than 
60% of items shifted in either the total test or anchor items with correlations of 
0.3 between pairs of dimensions. For instance, after equating, RMSD of a-
parameter ascended from 0.167 to 4.160, RMSD of b-parameter increased 
drastically from 0.122 to 0.845 when construct shift occurred in the anchor items 
with correlations of 0.3 between pairs of dimensions. In addition, after Form Y 
was equated to Form X, the impact on both a- and b- parameter estimates was 
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increased as is seen with the mean of the RMSD becoming very large. The 
standard deviation of the RMSD also increased, which indicated that the 
estimates were less stable after equating was employed.  
 Second, construct shift had a small impact on linking when it occurred in 
operational items where any impact would have been indirect.  When it occurred 
in the linking items when 40% or more of the items showed shift, and when the 
dimensions were relatively uncorrelated (0.3) the impact was substantial.  For 
example, the slope (A) dropped from 1 to 0.664 and the intercept (B) increased 
from 0 to 0.208 as construct shift increased in the anchor with correlations of 0.3 
between pairs of dimensions.  
 Third, the standardized residual distributions clearly showed that model 
misfit became more evident as construct shift occurred in the anchor and the 
total test. As the correlations decreased from 0.9 to 0.3, model fit deteriorated 
accordingly.  
 Lastly, the impact on proficiency estimates followed a similar pattern in all 
situations except when correlations were 0.9 between pairs of dimensions. Most 
seriously, when more than 60% of anchor and test shifted, the misclassification 
from the baseline results increased from 27.45% to 40.16% and from 20.58% to 
34.26% with correlations of 0.3 and 0.6 between pairs of dimensions respectively. 
This is a very consequential result as it implies that multidimensionality of the 
amount simulated in the study would have a significant impact on examinee’s 
classifications. At the same time, the good news from Study 1 is that many of 
these flawed items could probably be identified with a good IPD analysis, and 
thereby reduce the impact of the construct shift.  
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5.3 Limitations and Suggestions for Future Research  
The studies shed light on the robustness of IRT model under the violation 
of the assumption of unidimensionality at both the item level and test level. The 
results suggested the impact of construct shift varies in different conditions 
associated with many factors. However, this conclusion of the dissertation must 
be considered in light of limitations. 
 Regardless, there was significant impact of the correlations between pairs of 
dimensions, the proportion of items showing drift, and whether or not item drift 
was associated with items in the linking.  Still, many additional variables remain 
to be studied (e.g. content representativeness of anchor items, and construct shift 
on different types of items). Regarding the design of the study, there were also 
many constraints. The studies only considered construct shift in terms of shift in 
dimensionality. The studies used a single equating method of Stocking and Lord 
in a NEAT design to obtain linking coefficients. The simulations used the Monte 
Carlo method to sample random examinee’s ability from a desired probability 
distribution (e.g. multivariate normal distribution with mean of 0 and standard 
deviation of 1). And the second study employed a simple factor structure (each 
item was loaded on a single dimension) to generate multidimensional data.  
Many variations to common situations are still available to manipulate and 
perhaps produce some interesting results.  
 To extend the present research, in future studies the following could be 
usefully done: 1) include more levels with the three factors and add more 
variables to find more precise thresholds of the impact of construct shift, 2) 
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investigate other possible outcomes of construct shift beyond those studied 
already, 3) employ a complex structural model to mimic more complicated 
construct dimensionality, 4) compute the overall score for the three dimensions 
and compare the results to true classification accuracy, and 5) study the impact of 
construct shift over multiple administrations in relation to scale stability.  
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