This is demonstrated using the model for carbon dioxide as an example.
Introduction
In classical phenomenological thermodynamics following Gibbs [1] , interfacial properties are considered as excess contributions which are assigned to a formal dividing surface. In this way, the surface tension is obtained from the excess free energy with respect to a hypothetical system that does not contain an interface, consisting of the bulk phases in thermodynamic equilibrium only. Theorems that hold for the bulk properties can be immediately applied to interfacial thermodynamics, yielding fundamental relations such as the Gibbs adsorption equation [1, 2] .
In interfacial thermodynamics, the Gibbs dividing surface represents the highest level of abstraction. Being strictly two-dimensional, the dividing surface does not have any volume, and its internal structure is not considered. While this simplifies the theoretical framework, it neglects physical phenomena which are important for understanding fluid interfaces. Since van der Waals [3] , it has been understood that such a purely empirical description can benefit from a theory of the fluid interface as a continuous region connecting two phases.
Thermodynamically, the internal structure of the interface, such as its thickness, can be considered by generalized versions of the Gibbs approach, e.g. as devised by Guggenheim [4] or from more recent work [5, 6] . Furthermore, investigations based on statistical mechanics can provide a more detailed insight by describing the thermodynamics of interfaces in terms of their molecular structure [7, 8] . In particular, density functional theory (DFT) in combination with molecular equations of state was found to be a viable approach for interfacial properties of pure fluids [9, 10] as well as mixtures [9, 11] . In combination with simple expressions for the free energy, DFT yields analytical results such as the well-known approximation of the density profile by a hyperbolic tangent [12] .
Molecular dynamics (MD) simulation, on the other hand, is based on the equations of motion from classical mechanics. While it is computationally more expensive, systems containing up to trillions of molecules can today be simulated on supercomputers, employing numerically convenient pair potentials [13, 14] . With relatively few model parameters, which can be adjusted to experimental data, molecular pair potentials are highly reliable for extrapolating and predicting a wide variety of fluid properties consistently [15, 16] . Both static and dynamic properties can be computed by MD simulation [17] [18] [19] , for bulk phases as well as for heterogeneous systems [20, 21] . Even heat and mass transfer at fluid interfaces is well accessible to molecular dynamics [22, 23] .
In a homogeneous bulk fluid, the long-range part of the force field acting on a single molecule averages out beyond a certain cutoff radius r c , and straightforward mean-field approximations can be applied to compute the long-range contribution to the energy and the pressure [24] . For simulations in the canonical ensemble, these corrections can be treated statically for the Lennard-Jones potential, and even for dipolar molecules [25] , i.e. they have to be computed only once and do not change over time. However, molecular simulation of heterogeneous systems is more challenging, since the approximations behind the most straightforward techniques for homogeneous systems, e.g. the reaction field method [26] , break down in an anisotropic environment.
At a vapour-liquid interface, a volume integral over a short-range interaction such as dispersion, which decays with r −6 ij in terms of the intermolecular distance r ij , can yield a significant contribution, of the order of r −3 c , to the potential energy as well as the surface tension [27] . Various algorithms have been devised to compute such effects efficiently and in a scalable way [28, 29] , facilitating the massively-parallel MD simulation of heterogeneous systems with large numbers of particles [30, 31] .
On the molecular level, the surface tension γ can be considered in different ways, based on mechanical and thermodynamic approaches. Thermodynamically, the surface tension is defined by the free energy change related to a differential variation of the surface area. Such differential excess free energies can be determined by test-area simulation [32, 33] , whereas approaches based on grand-canonical sampling yield the absolute excess free energy associated with the interface [34] [35] [36] [37] [38] .
Mechanically, an interfacial tension causes a local stress, i.e. a negative pressure, which acts in the direction tangential to the interface. For the vapour-liquid surface tension at curved interfaces, mechanical and thermodynamic methods lead to contradicting results [38] [39] [40] , and thermodynamic statements cannot be based on the mechanically defined value of γ directly.
In case of planar fluid interfaces, however, the mechanical and thermodynamic approaches are rigorously equivalent, and the mechanical approach, which is employed here, can be straightforwardly implemented in terms of the intermolecular virial [41] . If periodic boundary conditions are employed and the canonical ensemble is simulated, the surface tension is immediately related to the deviation between the normal and tangential components of the pressure tensor.
Accurate molecular simulation results for the surface tension require an adequate consideration of the long-range contribution, which is sometimes nonetheless absent from works reporting such values [16, 42] . Molecular models for which the surface tension has recently been evaluated reliably include carbon dioxide [43, 44] , which is also considered in the present work, water models [43, 45] , and several other molecular fluids [46, 47] . Comparing model predictions to experimental data, deviations were found to be of the order of 10 to 20 % for various molecular models from the literature [43, 46, 47] and typically of the order of 50 % for water models [45] .
However, no systematic evaluation of γ by MD simulation of an entire class of molecular models has been conducted so far. This is the aim of the present work, focusing on a simple, but powerful class of models for real fluids from the literature. Vrabec et al. [48] and Stoll et al. [49] developed molecular models of the two-centre Lennard-Jones plus point quadrupole (2CLJQ) type for 29 real compounds, including air components, halogens, hydrocarbons, and refrigerants. In previous work, these models were also applied successfully to binary [50] and ternary mixtures [51] . The vapourliquid equilibrium (VLE) behaviour of the 2CLJQ model fluid has been studied systematically [52] , serving as the basis for a molecular equation of state which contains an explicit contribution of the quadrupole moment [53] .
A correlation for the surface tension of the 2CLJQ model fluid from previous work [54] is extended by new MD simulations in the present work. On this foundation, the predictive capacity regarding the surface tension of the planar vapour-liquid interface is assessed here for these models, which were adjusted to VLE properties of the bulk fluids only [48, 49] , i.e. interfacial properties were not taken into account for the parametrization.
For the present MD simulations of the surface tension, an efficient algorithm is employed to compute the contribution of the long-range correction [29] , combining an integration over planar slabs [27] with a centre-of-mass cutoff for multi-site models [55] . The obtained vapour-liquid surface tension is entirely predictive, and a comparison with experimental data can serve to validate or improve the molecular models. The surface tension predicted by these models has not been studied previously, except for molecular nitrogen and oxygen, where Eckelsbach et al. [47] found a deviation of about 15 % between model properties and experimental data. The present work confirms this result and considers the whole set of 2CLJQ models of real fluids systematically.
The agreement of a molecular model with real fluid properties, e.g. for the surface tension, can be improved by taking the respective experimental data explicitly into account when the model parameters are optimized. In the literature, various optimization approaches employing a single objective function can be found [16, [64] [65] [66] . Thereby, the objective function is In the present work, a multi-criteria optimization approach is used instead to identify the Pareto set, i.e. the set of molecular models which cannot be altered without ranking worse according to at least one of the considered criteria. Here, several objective functions can be defined and optimized simultaneously. Since different criteria generally represent conflicting goals, it is not possible to find a molecular model leading to a minimum in all objective functions. Instead, the set of Pareto optimal molecular models (i.e. the Pareto set), is determined by which all possible compromises between the objective functions are accessible. Knowing the Pareto set, one can choose the model best suited for a particular application. In previous work of Stöbener et al. [59] , this approach was applied to the single-centre Lennard-Jones fluid, which has two model parameters. In the present work, the four-dimensional parameter space of the 2CLJQ model is explored, yielding a comprehensive description of CO 2 in terms of three objective functions, corresponding to three thermodynamic properties: The vapour pressure, the saturated liquid density, and the surface tension.
This article is structured as follows: In Section 2, the simulation method is briefly described. Simulation results on the predictive power of the 2CLJQ molecular models from the literature, regarding the surface tension, are presented in Section 3. Multi-criteria optimization of molecular models is discussed and applied to carbon dioxide in Section 4, leading to the conclusion in Section 5.
Simulation Method
The molecular models in the present work consist of two identical LennardJones sites and a point quadrupole in the centre of mass. The Lennard-Jones potential is described by
with the size parameter σ and the energy parameter ǫ. The quadrupolequadrupole interaction is described by
where ǫ 0 is the electric constant, Q is the quadrupole moment of the molecules, and f (ω) is a dimensionless angle-dependent expression [56] .
The surface tension γ is obtained from the difference between the normal and tangential contributions to the virial Π N − Π T , which is equivalent to the integral over the differential pressure
where 2A denotes the area of the two dividing surfaces in the simulation volume with periodic boundary conditions [27, 57] and y is the direction normal to the interface.
Further technical details of the simulation method are described in the Appendix.
Prediction of the surface tension of 29 real fluids by molecular simulation
In the following the results for the surface tension as predicted by the models of Vrabec et al. [48] and Stoll et al. [49] are presented and compared to DIPPR correlations which were adjusted to experimental data (the employed model parameters are given in the Appendix). The average deviation between the DIPPR correlation and the experimental data is below 1 % for most of the fluids studied in the present work, except CO 2 with an average deviation of about 4 % and R115 with about 1.8 % [58] . [ Figure 3 about here.] Figure 4 shows the surface tension of halogenated carbons. The molecular model for C 2 F 4 is the only model that underestimates the surface tension.
[ Figure 4 about here.]
The surface tension of all other compounds investigated in the present work are shown in the Appendix.
All in all the surface tension of 29 real fluids was studied in the present work. The deviation between the prediction by the molecular models of Vrabec et al. [48] and Stoll et al. [49] which were not adjusted to experimental data for the surface tension is of the order of 20 %. The surface tension is overestimated by the models in most cases. Nevertheless, considering that only data for the saturated liquid density and the vapour pressure were used for the model development, this is a good agreement.
To increase the quality of the molecular models in terms of the surface tension, they have to be reoptimized, taking the surface tension into account.A suitable way for doing this is multi-criteria optimization.
Model Optimization
In the following a multi-criteria optimization of the molecular model of Vrabec et al. [48] for CO 2 is discussed. Besides the saturated liquid density and the vapour pressure, which were already taken into account by Vrabec et al. [48] , now also the surface tension is considered.
Three objective functions g i , depending on the molecular model parameters, are considered. Each objective function represents the relative mean deviation for one relevant property O, i.e. the saturated liquid density, the vapour pressure and the surface tension,
where O exp are properties calculated by DIPPR correlations and O sim are properties calculated by correlations to simulation data.
The DIPPR correlations are based on the entire set of experimental data available for each fluid and deviate from the individual data points to a certain extent. The relative mean deviations between the simulation data and the correlations are about 0.4 % for the saturated liquid density, about 1.8 % for the vapour pressure [52] and about 1.9 % for the surface tension [54] . The temperature values are equidistantly spaced from the triple point temperature up to 95 % of the critical temperature in 5 K steps. Figure 5 shows the influence of increasing one molecular model parameter by 5 %, while the other parameters are kept constant, on the surface tension.
The base line corresponds to the model parameters from Vrabec et al. [48] .
Increasing one energy parameter, ǫ or Q, increases the surface tension value, while increasing the size parameter, σ or L, decreases the surface tension value. The corresponding phase diagram and vapour pressure curve are shown in the Appendix.
[ al. [48] for CO 2 (upward triangle in Figure 6 ) is found to lie on the Pareto set.
It represents a compromise which is excellent in the vapour pressure and the saturated liquid density, but poor in the surface tension (cf. Table 1 ). Some other compromises taken from the Pareto set are discussed in the following (parameters cf. Table 2 ). It is possible to find models which are good in the vapour pressure and the surface tension, but poor in the saturated liquid density (e.g. model γ − p designated by a circle in Figure 6 ) or models which are good in the saturated liquid density and the surface tension, but poor in the vapour pressure (e.g. model γ − ρ designated by diamond in Figure 6 ).
Contrarily to the model of Vrabec et al. [48] these choices are not attractive as they yield very high deviations for the quantity which is described poorly, cf. Table 1 . Taking the model of Vrabec et al. [48] as a starting point, the knowledge of the Pareto set enables finding compromises which are distinctly better in the surface tension at some expense in the quality for the saturated liquid density and the vapour pressure, (e.g. model γ − ρ − p by downward triangle in Figure 6 ). Note that all models discussed in the present section are optimal according to the definition given by Pareto.
[ Figure 6 about here.]
[ Table 2 shows the molecular model parameters for CO 2 which were selected from the Pareto set of the 2CLJQ model class as described above.
The molecular model γ − ρ does not have a quadrupole moment and the quadrupole moments of the other models are slightly larger than the value used of Vrabec et al. [48] . Experimental data for the quadrupole moment are between 1.64 and 4.87 DÅ [56] . The experimental C=O distance is 1.15
A [68] . The deviation between this value and L/2 of the molecular models is less than 5 %.
More detailed information on the representation of the different thermodynamic properties by the models discussed above is available in the Appendix.
Conclusion
In the present work, the ability of molecular models to predict the surface tension of real compounds was tested. 29 models of the 2CLJQ type which were parameterized using only experimental data of the saturated liquid density and the vapour pressure were used to predict the surface ten- 
Appendix Simulation Details
The simulations were performed with the molecular dynamics code ls1 M arDyn [61] in the canonical ensemble with N = 16 000 particles. The parameters of the molecular models of Vrabec et al. [48] and Stoll et al. [49] are given in Table 3 . The equation of motion was solved by a leapfrog integrator [62] with a time step of ∆t = 1 fs. The elongation of the simulation volume normal to the interface was 80 σ and the thickness of the liquid film in the centre of the simulation volume was 40 σ to account for finite size effects [63] . The elongation in the other spatial directions was at least 20 σ.
[ Table 3 about here.]
The equilibration was conducted for 500 000 time steps and the production runs for 2 500 000 time steps to reduce statistical uncertainties. The statistical errors were estimated to be three times the standard deviation of five block averages, each over 500 000 time steps. The saturated densities and the vapour pressure were calculated as an average over the respective phases excluding the area close to the interface.
The cutoff radius was set to 5 σ and a centre-of-mass cutoff scheme was employed. The Lennard-Jones interactions were corrected with a slab-based long range correction (LRC) [29] . The quadrupole was assumed to have no preferred orientation, which yields a vanishing LRC contribution. Following
Eq. (3), the surface tension was computed immediately from the deviation between the normal and tangential diagonal components of the overall pressure tensor for the whole system. Thereby, the tangential pressure p T was determined by averaging over the two tangential components of the pressure tensor.
Additional simulation results
[ Figure Comparison between molecular models optimized to the surface tension and the vapour-pressure (γ − p), the surface tension and the saturated liquid density (γ − ρ), the optimized model (γ − ρ − p) and a previous model of Vrabec et al. [48] , cf. Table 2 . The solid line represents the DIPPR correlation [58] , based on experimental data, and the filled symbol denotes the critical point. Comparison between molecular models optimized to the surface tension and the vapour-pressure (γ−p), the surface tension and the saturated liquid density (γ − ρ), the optimized model (γ − ρ − p) and a previous model of Vrabec et al. [48] , cf. Table 2 . The solid line represents the DIPPR correlation [58] , based on experimental data, the dashed line is based on an equation of state [67] . Error bars are within symbol size. Comparison between molecular models optimized to the surface tension and the vapour-pressure (γ − p), the surface tension and the saturated liquid density (γ − ρ), the optimized model (γ − ρ − p) and a previous model of Vrabec et al. [48] , cf. Table 2 . The solid line represents the DIPPR correlation [58] , based on experimental data. Table 1 : Relative mean deviation in the saturated liquid density, the vapour pressure and the surface tension of the molecular models for CO 2 from Vrabec et al. [48] and the optimized versions from the present work.
δρ ′ / % δp / % δγ / % Vrabec et al. [48] 
