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Abstract
We analyze non-linear interactions of 2N -form Maxwell fields in a space-time of dimen-
sion D = 4N . Based on the Pasti-Sorokin-Tonin (PST) method, we derive the general
consistency condition for the dynamics to respect both manifest SO(2)-duality invari-
ance and manifest Lorentz invariance. For a generic dimension D = 4N , we determine
a canonical class of exact solutions of this condition, which represent a generalization of
the known non-linear duality invariant Maxwell theories in D = 4. The resulting theories
are shown to be equivalent to a corresponding class of canonical theories formulated a`
la Gaillard-Zumino-Gibbons-Rasheed (GZGR), where duality is a symmetry only of the
equations of motion. In dimension D = 8, via a complete solution of the PST consistency
condition, we derive new non-canonical manifestly duality invariant quartic interactions.
Correspondingly, we construct new non-trivial quartic interactions also in the GZGR ap-
proach, and establish their equivalence with the former. In the presence of charged dyonic
p-brane sources, we reveal a basic physical inequivalence of the two approaches. The power
of our method resides in its universal character, reducing the construction of non-linear
duality invariant Maxwell theories to a purely algebraic problem.
Keywords: electromagnetic duality, p-form potentials, self-interactions. PACS: 11.10.Kk, 03.50.De,
11.10.Lm, 11.30.-j.
∗ginevra.buratti@uam.es
†kurt.lechner@pd.infn.it
‡luca.melotti.3@studenti.unipd.it
Contents
1 Introduction 1
2 The Gaillard-Zumino-Gibbons-Rasheed approach 5
2.1 SO(2) duality invariant equations of motion . . . . . . . . . . . . . . . . . . . . 6
2.2 The GZGR condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 S-duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Canonical theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Coupling to sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.1 Currents and Dirac-branes . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.2 Charge quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 The manifestly SO(2) invariant PST approach 14
3.1 Covariant action and PST condition . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.1 Symmetries and equations of motion . . . . . . . . . . . . . . . . . . . . 16
3.1.2 Charge quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Relation with the GZGR approach . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 Linear theory and deformations . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Canonical theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3.1 Linking the PST and GZGR formulations . . . . . . . . . . . . . . . . . 26
4 Duality invariant quartic interactions in D = 8 28
4.1 Quartic deformations in the GZGR formulation . . . . . . . . . . . . . . . . . . 28
4.2 Quartic deformations in the PST formulation . . . . . . . . . . . . . . . . . . . 30
4.3 Matching the PST and GZGR deformations . . . . . . . . . . . . . . . . . . . . 33
5 Conclusions and outlook 34
APPENDICES 36
A Linking the PST and GZGR formulations of canonical theories 36
B Proof of a tensor identity 38
C Quartic polynomials in the PST and GZGR formulations 39
1 Introduction
Since the early years of classical electrodynamics, it is known that Maxwell’s equations in
empty space are manifestly invariant under continuous SO(2) duality rotations of the electric
and magnetic fields. At the same time, from the very beginning of the investigation of the
physical consequences of this property, specifically at the quantum level [1, 2], it became clear
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that this simple invariance opposes a severe resistance to become a symmetry of an action:
if one does not want to introduce auxiliary fields, one has either to renounce to manifest
Lorentz invariance, or to a local realization of the duality transformation, or to both [3]. The
uplift of an SO(2) duality symmetry of the equations of motion to the level of an action
becomes even more problematic for theories featuring non-linear interactions of the Maxwell
fields, and/or interactions with external sources. For an account of the implications, and
relevance, of more general continuous duality symmetry groups on quantum deformations, and
finiteness properties, of supersymmetric field theories and supergravity theories, see e.g. [4–6]
and references therein.
There are essentially three approaches to construct theories of self-interacting Maxwell fields
incorporating an electromagnetic SO(2) duality invariance, one of which is a priori completely
unrelated to the other two. The former is due to Gaillard and Zumino [7, 8], and has been
further developed by Gibbons and Rasheed [9]; in the following it is referred to as GZGR
approach. This method starts from a local, but in general non polynomial, Lagrangian L(F )
depending on a single field strength F = dA of a p-form potential A, and requires that the
equations of motion are invariant under SO(2) rotations of the doublet
(
F, ∂˜L
∂F
)
, where ∼
denotes the Hodge dual. This requirement imposes a non-linear differential equation on L(F ),
the so-called GZGR condition, which selects the duality invariant dynamics allowed for the
potential A. One of the main advantages of this method is its manifest Lorentz invariance,
its main drawback being that the Lagrangian itself is not invariant under duality rotations.
Hence, in this formulation, duality is not a symmetry of the action, a feature with far-reaching
consequences. For instance, it is extremely difficult to keep track of duality invariance in the
quantized versions of self-interacting theories [6]. Moreover, when the fields are coupled to
charged p-brane sources, in the GZGR approach this symmetry is eventually lost. In fact, the
corresponding Dirac quantization condition (2.43) is not invariant under SO(2) rotations of
the charges, as opposed to Schwinger’s quantization condition (3.29) of the manifestly duality
invariant approaches, see below. There is an important variant of the GZGR approach, due to
Ivanov and Zupnik [10–12], which relies on a complex formalism and suitable auxiliary fields,
providing a formulation of non-linear electrodynamics in four dimensions with an inherent
manifest SO(2)-duality invariance. It is a peculiarity of this approach that the self-interacting
parts of the actions are duality invariant, while the free parts are not. This could give rise,
in principle, to an (at least technical) problem concerning the determination of the conserved
Noether current associated to the SO(2)-invariance. Recently, the core of this approach has
been extended to higher dimensions [13]. A further advantage of the GZGR approach is its
compatibility with off-shell four-dimensional N = 1 and N = 2 supersymmetry [14, 15].
The second method to construct SO(2) duality invariant theories is a non-covariant first-
order Hamiltonian approach, relying on the introduction of a doublet of field-strengths F I =
dAI , I = 1, 2, and of a related Lagrangian L(F I), which is manifestly invariant under SO(2)
rotations of the potentials AI . The field equations for the AI eventually reduce to a generalized
first-order Hodge duality relation between, say F 1, and a non-linear function of F 2. However,
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being of the Hamiltonian type, this approach, introduced by Henneaux and Teitelboim [16],
and applied to quadratic duality invariant theories by Schwarz and Sen [17], and further by
Deser, Gomberoff, Henneaux and Teitelboim [18, 19], is intrinsically non-manifestly covariant
under Lorentz transformations: the relativistic invariance of the action, with respect to non-
standard Lorentz transformation laws, must be established explicitly and leads, once more,
to a differential equation on the Lagrangian L(F I). In a variant of this method [20–22], the
same differential equation can be derived by a criterion due to Dirac [23] and Schwinger [24],
requiring a “canonical” equal-time Poisson bracket of the energy density T 00(t, ~x) with itself.
A third systematic method to construct duality invariant theories has been proposed by
Pasti, Sorokin and Tonin [25, 26], in the following referred to as PST approach, which relies
again on a doublet of field strengths F I = dAI and, in addition, on a scalar auxiliary field
a(x). This approach bears the fundamental advantage of being manifestly Lorentz invariant,
as well as manifestly invariant under SO(2) duality, at the level of an action. A local shift-
symmetry of the field a reduces the latter to a spurious, non-propagating, degree of freedom.
The Lagrangian L(F I , a) now depends also on the field a, and the validity of the shift symmetry
imposes on L(F I , a) again a differential equation, which we call the PST condition. This
method has been proven to be of universal validity: it entails covariant formulations for non-
linearly interacting self-dual p-forms [27, 28], it is naturally compatible with gravity [29], κ-
symmetry [30], with supergravity theories [31], with S-duality [32], and with the path integral
quantization [33, 34]. As we will further illustrate in this paper, it is also particularly efficient
to analyze in a systematic manner manifestly duality invariant self-interactions of higher-rank
Maxwell fields in dimensions D = 4N . A possible flaw of the PST approach could be its conflict
with off-shell supersymmetry; see, however, [26] for a PST-off-shell version of supersymmetric
chiral bosons in D = 2.
The above approaches have been successfully applied to four-dimensional non-linear electro-
dynamics, and have essentially been proven to be equivalent to each other [4,5,20,35]. More in
detail, as mentioned above, in D = 4 the duality invariant non-linear interactions are governed
by specific differential equations the Lagrangians L(F ), L(F I) and L(F I , a) must satisfy. It
has been shown i) that, after a suitable gauge-fixing of the auxiliary scalar field a(x), typi-
cally a(x) = x0, the differential equations that must be satisfied by the Lagrangians L(F I)
and L(F I , a) are the same [21], and ii) that, once these Lagrangians satisfy these equations,
the resulting dynamics can be translated into the single-field formalism of GZGR, whereby the
corresponding Lagrangian L(F ) satisfies automatically the GZGR condition [20]. Actually, all
three differential equations are equivalent to the Courant-Hilbert equation (2.29), see [36], par-
ticular solutions of which are the free Lagrangian L(F ) = −1
4
F 2, and the famous Born-Infeld
Lagrangian [37, 38].
Rather little is known about explicit examples of SO(2)-duality invariant self-interacting
(2N − 1)-form potentials in dimensions D = 4N for D ≥ 8, apart from the basic results of
the seminal paper [9]. Step forwards have been accomplished, within the GZGR approach, in
references [39–41], which provide a general framework for a set of M self-interacting (2N −
3
1)-form potentials subject to non-abelian duality groups, typically U(M). However, explicit
models, other than those of the Born-Infeld type, remain rare; for a review, and for some
further examples of this type of duality invariant models, see reference [15]. The main difficulty
in dimensions D ≥ 8 is that, contrary to what happens in D = 4, generic Lagrangians depend
on the field strengths F and F I not only via the “canonical” invariants FF and FF˜ , but involve
also much more complicated higher order polynomials of F . In particular, there is no general
argument ensuring that the GZGR and PST approaches lead to physically equivalent theories.
The main purpose of the present paper is to establish the basis for a systematic construction
of SO(2)-duality-invariant theories, in the GZGR as well as in the PST formulations, and to
exemplify it by deriving explicit non-trivial duality invariant interactions. Given the intrinsic
complexity implied by higher-rank p-form potentials, the most efficient method to cope with the
arising non-linearities is the PST approach. In fact, the implementation of relativistic invariance
via non-canonical Lorentz transformations within the non-covariant formalisms of [5, 16, 17]
and [23, 24] would become, in this case, rather cumbersome.
We start with a review of the GZGR formalism for 2N -form Maxwell fields in 4N dimen-
sions. We introduce the corresponding GZGR condition (2.17) for SO(2) duality invariant
non-linear equations of motion, and present its canonical class of solutions in terms of the stan-
dard invariants FF and FF˜ . Then we move on to the PST formulation, whose basic ingredient
is the determination of the fundamental PST consistency condition (3.16): it guarantees that
the scalar auxiliary field a(x) does not propagate and, hence, that the underlying dynamics is
Lorentz invariant. In fact, each (non-trivial) solution of this condition gives rise to a duality
invariant self-interacting model for a Maxwell field in D = 4N . We determine a canonical class
of exact solutions also of the PST condition. Although, for canonical interactions, both the
GZGR and PST conditions can formally be traced back to the same Courant-Hilbert equation
(2.29), a priori it is not guaranteed that the resulting dynamics are equivalent. In particular,
the former condition implies duality invariance, while the latter implies Lorentz invariance (via
the decoupling of the field a(x)). We then give a proof, which parallels the one developed
in [20] for D = 4, that the canonical solutions of the two conditions lead, actually, to physically
equivalent theories.
For dimensions D ≥ 8, as mentioned above, there are Lorentz-invariant products of the
fields F (or F I) that are algebraically independent of FF and FF˜ . For D = 8, in the search
for more general solutions of the GZGR and PST conditions, we find the most general quartic
invariant of the GZGR approach, which represents a deformation of the canonical theory, and,
similarly, we determine the most general quartic deformation satisfying the PST condition.
Again, via a direct calculation, we verify that the deformations of the two approaches describe
the same physics. This leads us to the conjecture that the procedures of, i) implementing duality
invariance on the equations of motion a` la GZGR (keeping Lorentz invariance manifest) and,
ii) realizing Lorentz invariance a` la PST at the level of an action (keeping duality invariance
manifest) lead always to physically equivalent theories.
Our method for constructing duality invariant self-interactions, in both approaches, is uni-
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versal, in that it is reduced to merely algebraic problems, that can be resolved iteratively in
the order of the self-interaction. Nevertheless, as the linear (in)dependence of Lorentz invariant
polynomials of multi-index tensor fields is a non-trivial issue, in order to extend our analysis
to dimensions D ≥ 12, and to higher-order self-interactions, a more systematic procedure for
solving the resulting algebraic equations would be needed. For the sake of definiteness, the
analysis of the present paper is constrained to non-derivative interactions of the field strengths,
although our general framework can easily be adapted to incorporate interactions of this more
general kind.
According to a general argument, exemplified in [42, 43] for the four-dimensional Born-
Infeld electrodynamics, duality invariant self-interactions of (2N − 1)-form Maxwell potentials
in D = 4N should be intimately related with self-interacting chiral 2N -form potentials in
D = 4N + 2. This relation, that provides in particular a consistency check for both types of
dynamics, will be investigated in a companion paper [44].
The paper is organized as follows. In Section 2 we review the problem of self-interacting
higher-rank Maxwell fields in the GZGR formalism, with the purpose of preparing the compar-
ison with the PST formalism. Particular attention is paid to the distinctive features, and to
the equivalent (and potentially inequivalent) notions of duality, in particular to the realization
of S-duality. We add charged dyonic sources from the beginning, as they introduce additional
differences between the two approaches. In Section 3, we rephrase the problem in the co-
variant, manifestly SO(2)-duality invariant, PST approach, and prove the equivalence of the
corresponding canonical theories. In Section 4 we investigate the most general non-canonical
quartic interactions of a non-linear Maxwell theory in D = 8. Section 5 is devoted to future
perspectives.
2 The Gaillard-Zumino-Gibbons-Rasheed approach
For convenience, we write the space-time dimension as D = 2n, with n even, and introduce the
(n− 1)-form potential Aµ1···µn−1 with the associated completely antisymmetric field strength
Fµ1···µn = n ∂[µ1Aµ2···µn]. (2.1)
The dynamics of this field is described by a Lorentz invariant local Lagrangian L(F ) which
entails the field equations1
∂µ1
∂L
∂Fµ1···µn
= 0. (2.2)
For notational convenience, we normalize our Lagrangian in a slightly unusual way so that the
Lagrangian of the free theory is2
L̂ =
1
2
F µ1···µnFµ1···µn . (2.3)
1There is an ambiguity in the normalization of the derivative with respect to antisymmetric tensor fields. Our
normalization is such that for a generic variation we have the natural relation δL = (∂L/∂Fµ1···µn) δFµ1···µn .
2The actual Lagrangian is thus −L or, with a more standard normalization, −L/n!.
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For a set of n completely antisymmetrized indices we introduce the compact notation M ≡
[µ1 · · ·µn], writing, for instance, FM ≡ Fµ1···µn and L̂ =
1
2
FMFM . For a self-interacting theory,
we identify the “dual” electromagnetic field with the Hodge dual of the tensor
Lµ1···µn =
∂L
∂Fµ1···µn
, or LM =
∂L
∂FM
. (2.4)
The Hodge dual is defined in a standard manner by
F˜ µ1···µn =
1
n!
εµ1···µnν1···νnFν1···νn,
˜˜
FM = −FM ,
where we take ε01···2n−1 = 1, and our Minkowski metric is ηµν = (1,−1, · · · ,−1). Thus,
Maxwell’s equations for the self-interacting theory can be recast in the form
∂µ1 F˜
µ1···µn = 0,
∂µ1L
µ1···µn = 0.
(2.5)
In the free theory we have LM = FM .
2.1 SO(2) duality invariant equations of motion
Inspired by the symmetric form of Maxwell’s equations (2.5), we subject the doublet
(
FM , L˜M
)
to an SO(2) transformation by an angle ϕ ∈ [0, 2π](
FMϕ
L˜Mϕ
)
=
(
cosϕ sinϕ
− sinϕ cosϕ
)(
FM
L˜M
)
, (2.6)
which formally keeps the form of those equations. The transformed field strength as a function
of FM is thus given by
FMϕ = cosϕF
M + sinϕ L˜M . (2.7)
There remains, however, the problem whether there exists a Lagrangian Lϕ( · ) such that the
putative transformed derivative LMϕ of (2.6)
LMϕ = cosϕL
M + sinϕ F˜M , (2.8)
can indeed be written as
LϕM =
∂Lϕ(Fϕ)
∂FMϕ
. (2.9)
In fact, inserting the expressions (2.7) and (2.8) in the right hand side of the constitutive
relation
dLϕ(Fϕ) = dF
M
ϕ LϕM ,
a simple calculation shows that such a Lagrangian always exists, being determined implicitly
by the relation
Lϕ(Fϕ) = L(F )− sin
2 ϕFL+
1
2
sinϕ cosϕ
(
FF˜ + LL˜
)
. (2.10)
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We adopt here the convention that the unwritten indices of a product of tensors are contracted,
e.g. FL ≡ FMLM . Later on we shall use a similar notation for a partial contraction of indices
(F µ1µ2Lν1ν2) = F µ1µ2ρ1···ρn−2Lν1ν2ρ1···ρn−2 , etc. (2.11)
The relation (2.10) associates to each Lagrangian L( · ) a transformed Lagrangian Lϕ( · ),
thereby respecting, by construction, the SO(2) group property. To determine Lϕ(·) opera-
tively, one must express at the right hand side of equation (2.10) the field FM in terms of FMϕ ,
by inverting equation (2.7), an operation that in general cannot be carried out analytically.
For instance, applying the procedure to the free Lagrangian L̂ (2.3) one has LM = FM , so
that (2.7) gives FM = cosϕFMϕ − sinϕ F˜
M
ϕ . The right hand side of equation (2.10) for the
transformed Lagrangian can then be computed to be L̂ϕ(Fϕ) =
1
2
FMϕ FϕM , meaning that the
SO(2) map leaves the free Lagrangian unaltered, L̂ϕ( · ) = L̂( · ), as expected.
Introducing the fictitious Lagrangian
G(F ) = L(F )−
1
2
FM
∂L
∂FM
, (2.12)
the map (2.10), which defines the transformed Lagrangian, can be recast in the alternative form
Gϕ(Fϕ) = G(F ). (2.13)
Notice that, despite the formal similarity, the Lagrangian G(F ) (2.12) differs from the Legendre
transform of L(F ) by a factor of 1/2. For the free Lagrangian (2.3) one has Ĝ(F ) = 0.
2.2 The GZGR condition
Eventually, we are interested in Lagrangians that remain unaltered under a generic SO(2)
transformation (2.10). We say that a Maxwell theory based on a Lagrangian L such that
Lϕ( · ) = L( · ), for all ϕ, (2.14)
is duality invariant. Recalling equation (2.10), this means that under a duality rotation the
Lagrangian L(F ) itself is not invariant, but must rather obey the transformation law, first given
for D = 4 in [45],
L(Fϕ) = L(F )− sin
2 ϕFL+
1
2
sinϕ cosϕ
(
FF˜ + LL˜
)
. (2.15)
Using the equivalent definition of Lϕ( · ) (2.13), this law can also be expressed as the condition
that the Lagrangian (2.12) is invariant under the duality transformation of the field (2.7)
G(Fϕ) = G(F ). (2.16)
Given the Lie-group structure of the transformation (2.6), it is sufficient to satisfy equation
(2.15), or (2.16), for infinitesimal transformations. From the transformation law of the field
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(2.7) we obtain L(Fϕ) = L(F ) +ϕ(LL˜) +O(ϕ2), so that (2.15), at first order in ϕ, amounts to
the GZGR condition
FF˜ − LL˜ = 0. (2.17)
In summary, in the GZGR formulation, a Maxwell theory is duality invariant if and only if the
Lagrangian satisfies, equivalently, the conditions (2.15), (2.16), or (2.17).
As in the GZGR formulation SO(2) is not realized as a Noether symmetry, there is no
“canonical” local conserved current associated with it. However, if we admit a mild non-locality,
then a conserved current can be constructed. In fact, the equation of motion for Aµ1···µn−1 in
(2.5) can be “solved” in terms of the S-dual potential Adµ1···µn−1 , see below, by setting
L˜µ1...µn = n ∂[µ1Adµ2···µn]. (2.18)
A conserved current is then given by
jµ = (F˜ µA)− (LµAd), (2.19)
where we adopted the notation (2.11). Using Maxwell’s equations (2.5), and the GZGR condi-
tion (2.17), one verifies that ∂µj
µ = 1
n
(
F˜F − LL˜
)
= 0.
2.3 S-duality
Although equations (2.15) and (2.17) are equivalent formulations of the same physical condition
on the dynamics of the electromagnetic field, the former entails some properties which appear
rather hidden in the latter. Choosing the angle ϕ = π/2, and denoting the dual field by
FMpi/2 ≡ F
M
d , from formula (2.7) and the invariance condition (2.15) we obtain
L(Fd) = L(F )− FM
∂L
∂FM
, FMd =
∂˜L(F )
∂FM
. (2.20)
These relations, inD = 4, are sometimes interpreted by saying that in a duality invariant theory
the Lagrangian is invariant under a Legendre transform. However, this is not the case, since
the dual field FMd as a function of F
M is not the derivative ∂L/∂FM , but rather its Hodge dual.
It is, in fact, a known result that the only Lagrangians that are fixed points of the Legendre
transform are the free ones L(q) = 1
2
q2, see for instance [46]3. The actual content of the
relations (2.20) is, rather, the S-duality invariance of the theory, as a consequence of its SO(2)
duality invariance. To perform the S-duality transformation of the action I[F ] =
∫
L(F ) dDx
we start from the equivalent functional of F and Ad
I[F,Ad] =
∫ (
L(F ) + n F˜ µ1···µn ∂µ1Ad µ2···µn
)
dDx, (2.21)
where Ad is the S-dual potential, and FM is now considered as an independent field. Vary-
ing I[F,Ad] with respect to Ad, one obtains the constraint ∂[µ1Fµ2···µn+1] = 0 ↔ Fµ1···µn =
3Whether the invariance condition under the pseudo-Legendre transform (2.20), implied by the GZGR con-
dition (2.17), is equivalent to the latter is, to our knowledge, not known and deserves further investigation.
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n ∂[µ1Aµ2···µn], leading back to the original action I[F ]. Varying I[F,Ad] instead with respect
to F , one obtains ∂˜L
∂FM
= n (∂Ad)
M ≡ FMd . Inverting this relation to compute FM = FM(Fd),
and using this expression to eliminate from the action (2.21) F in favor of Fd, one obtains the
action for the S-dual potential
I[Ad] =
∫ (
L(F (Fd))− FM
∂L
∂FM
)
dDx =
∫
L(Fd) d
Dx, (2.22)
where in the last step we have used (2.20). The Lagrangian for the S-dual field strength
Fd has, thus, the same functional form as the original Lagrangian. Finally, evaluating the
transformation law (2.8) at ϕ = π/2 we obtain LMpi/2 = F˜
M , i.e. (see (2.9))
FM = −
∂˜L(Fd)
∂FdM
. (2.23)
The same relation can be obtained by taking the derivative of the first equation in (2.20)
with respect to FMd . This implies that the S-duality invariance relations (2.20) are, in turn,
equivalent to the statement that the functional relations that give F in terms of Fd, and Fd in
terms of F , are the same, apart from a minus sign. To the extent that the transformation leading
from (2.21) to (2.22) can be implemented semi-classically in a functional integral approach, S-
duality amounts to an invariance under a functional Fourier transform, rather than under a
Legendre transform.
Finally, if we choose ϕ = π, from (2.7) we obtain FMpi = −F
M , and the SO(2) invariance
condition (2.15) then tells us that the Lagrangian is an even function of the field strength:
L(−F ) = L(F ). This implies that the Lagrangian of a duality invariant theory, if analytic,
can contain only even powers of the field strength. This information is, actually, redundant in
D = 4, as the traces of a product of an odd number of F µν ’s are identically zero. This is no
longer the case in dimensions D ≥ 8, where the invariant products of an odd number of field
strengths are in general non-vanishing; these products are, hence, forbidden by SO(2) duality
invariance.
For later reference, we introduce also the generalized electric and magnetic fields associated
with the field strength Fµ1···µn , which are spatial antisymmetric tensors of rank n− 1,
Ei1···in−1 = F i1···in−10, Bi1···in−1 = −
1
n!
εi1···in−1j1···jnFj1···jn. (2.24)
In terms of these fields we have the decompositions (to simplify the comparison with the PST
approach, the spatial indices are here contracted with the Minkowski metric ηij = −δij)
FF = n
(
Ei1···in−1Ei1···in−1 −B
i1···in−1Bi1···in−1
)
= n (EE − BB) ,
F F˜ = 2nEi1···in−1Bi1···in−1 = 2nEB.
(2.25)
2.4 Canonical theories
A series of analytical solutions of the GZGR condition (2.17) can be established, if we assume
that the Lagrangian depends on the field strength F only via the fundamental invariants FF
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and FF˜ .4 For comparison with the PST approach, where Lorentz invariance holds only for
a constrained class of Lagrangians, we consider here a slightly larger class of Lagrangians,
namely those which are generic functions of the three independent complete contractions be-
tween Ei1···in−1 and Bi1···in−1 , that is to say, EE, BB, and EB. We rearrange these variables in
the three combinations {P1, P2, P3} ≡ P
P1 =
1
2
FF =
n
2
(EE − BB) , P2 =
1
16
(
FF˜
)2
=
n2
4
(EB)2, P3 = −
n
2
BB. (2.26)
We call a theory canonical, if its Lagrangian is a function L(P ) of only these variables. In
general, these Lagrangians are only invariant under the spatial rotations of SO(D − 1). A
canonical theory is Lorentz invariant, if ∂L/∂P3 = 0. As for the GZGR condition (2.17) for
duality invariance, it translates into a differential equation for the function L(P ). Introducing
the notation Li = ∂L/∂Pi, with i = 1, 2, 3, a simple calculation gives
L21 − P1L1L2 − P2 L
2
2 + (L1 − P3L2)L3 = 1, (Duality invariance ↔ GZGR condition),
L3 = 0, (Lorentz invariance).
(2.27)
In particular, for a Lorentz invariant theory, the condition for duality invariance simplifies to
the known form
L21 − P1L1L2 − P2 L
2
2 = 1. (2.28)
With the change of variables P1 = p + q, P2 = −pq, the latter can be further recast in the
equivalent form
LpLq = 1, (2.29)
whose general solution has been given by Courant and Hilbert [36]. For a discussion of the
physically interesting solutions of this equation, see, for instance, [21, 47, 48]. The free La-
grangian (2.3) corresponds to the solution L = P1 of equation (2.28), and the one generalizing
the four-dimensional Born-Infeld Lagrangian 2
(√
− det(ηµν + Fµν) − 1
)
to dimensions D ≥ 8
is represented by the solution5
LBI(P ) = 2
(√
1 + P1 − P2 − 1
)
. (2.30)
Actually, the general solution of equation (2.28) has a universal structure up to terms of the
eighth power in F
L(P ) = P1 + b
(
P2 +
1
4
P 21
)
+
1
2
b2P1
(
P2 +
1
4
P 21
)
+O(F 8), (2.31)
4In D = 4, the products FF and FF˜ form a basis for all Lorentz scalars that can be formed with F .
5For dimensional reasons, in an expansion of a Lagrangian L(F ) in a power series of F , each term should
be of the form λNFN+2, where λ is a coupling constant with the dimension of (length)D/2. However, since the
GZGR condition (2.17), like all forthcoming consistency conditions, are invariant under the rescalings F → kF ,
L → L/k2, it is not restrictive to set λ = 1, as we shall do throughout this paper.
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where b is a constant. The Born-Infeld Lagrangian corresponds to b = −1. From this formula
we also see that the quartic deformation of the Lagrangian of a (Lorentz invariant) canonical
theory is universal, being given by
b
(
P2 +
1
4
P 21
)
=
b
16
(
(FF˜ )2 + (FF )2
)
=
bn2
16
(
4(EB)2 + (BB − EE)2
)
. (2.32)
We emphasize that for dimensionsD ≥ 8, contrary to what happens in a four-dimensional space-
time, the polynomials (2.26) do by no means exhaust the algebraically independent Lorentz
scalars one can form with an antisymmetric field strength Fµ1···µn . Therefore, in those di-
mensions, the solutions of the Courant-Hilbert equation (2.28), or (2.29), do not exhaust the
solutions of the GZGR condition (2.17). This more general problem will be investigated in
Section 4.
2.5 Coupling to sources
There are couplings of the electromagnetic field with external sources (or external fields), that
preserve duality as a dynamical symmetry, and couplings that preserve it only at a formal level.
We say that an invariance represents a dynamical symmetry of a theory, if it can be realized
as a Noether symmetry of the action. Since in the GZGR formulation SO(2) duality does
not appear as a symmetry of this kind, it is not obvious how to distinguish couplings which
maintain SO(2) as a dynamical symmetry, from those which violate it. On the other hand, this
distinction is straightforward in the PST formulation, where SO(2) is a dynamical symmetry,
see Section 3. In general, among the interactions with external fields which preserve SO(2)
as a dynamical symmetry there is, for instance, the gravitational coupling to a metric gµν(x).
Conversely, the coupling to charged sources violates this symmetry, keeping it only on a formal
level, that is to say, the action remains invariant under SO(2) rotations if one includes also a
rotation of the charges. A physical consequence is that the duality current (2.19) is no longer
conserved, even if the charged objects become dynamical.
2.5.1 Currents and Dirac-branes
We consider a set of R charged dyonic (n − 2)-branes, with electric charges e1r and magnetic
charges e2r , sweeping out the (n−1)-dimensional boundaryless world-volumesMr, r = 1, · · · , R.
Each world-volume is associated with a conserved current Jµ1···µn−1r (x) – a tensorial δ-function
with support on Mr – satisfying ∂µ1J
µ1···µn−1
r = 0. As in four-dimensional space-time, the
coupling of a Maxwell field to charged dyonic sources requires, in addition, the introduction
of R Dirac-branes Nr, that is to say, R n-dimensional submanifolds whose boundaries are the
world-volumes Mr, ∂Nr = Mr. The tensorial δ-function supported on the Dirac-brane Nr is
an antisymmetric tensor field Cµ1···µnr (x) of rank n, which by definition is related to the current
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by the relation6
Jµ1···µn−1r = ∂νC
νµ1···µn−1
r . (2.33)
Obviously, the Dirac-branes are not uniquely determined by the relation ∂Nr = Mr. If we
choose a different Dirac-brane N ∗r satisfying ∂N
∗
r = Mr, the combined brane N
∗
r − Nr is, in
turn, a boundaryless n-dimensional submanifold, and hence it is the boundary of an (n + 1)-
dimensional submanifold Sr. Poincare´ duality then implies for the associated antisymmetric
tensorial δ-functions the relation
C∗µ1···µnr − C
µ1···µn
r = ∂νD
νµ1···µn
r ↔ N
∗
r −Nr = ∂Sr, (2.34)
where Dµ1···µn+1r is the tensorial δ-function on Sr. Obviously, the choice of one Dirac-brane or
another should not produce any observable physical effect.
We can now introduce the total currents and Dirac-brane δ-functions (I = 1, 2)
JIµ1···µn−1 =
R∑
r=1
eIr Jrµ1···µn−1 , C
I
µ1···µn =
R∑
r=1
eIr Crµ1···µn , (2.35)
which are related by the constitutive relations
JIµ1···µn−1 = ∂
νCIνµ1···µn−1 . (2.36)
The coupling of our self-interacting Maxwell field to the system of charged (n − 2)-branes is
then described by the action
I[A] =
∫ (
L(F ) + nAJ1
)
dDx, Fµ1···µn = n ∂[µ1Aµ2···µn] − C˜
2
µ1···µn , (2.37)
and, accordingly, the sourceless Maxwell equations (2.5) are modified to
∂µ1 F˜
µ1···µn = J2µ2···µn ,
∂µ1L
µ1···µn = J1µ2···µn .
(2.38)
These equations still respect the duality invariance (2.6), if we promote the charge vectors to
SO(2) doublets eIr = (e
1
r, e
2
r), so that also the current vector J
I in (2.35) transforms as an
SO(2) doublet7. As we see, in the Lagrangian (2.37) the couplings of the two types of charges
appear in an asymmetrical fashion: the electric charges are coupled via a minimal coupling of
J1 to A, whereas the magnetic charges are coupled through the Dirac-branes C2 via an additive
modification of the field strength dA. Conversely, as we will see in the next Section, in the
6In Differential Geometry, the tensor J
µ1···µn−1
r is the Hodge dual of the Poincare´-dual (D− n+ 1)-form Φr
of the world-volume Mr, and, similarly, Cµ1···µnr is the Hodge dual of the Poincare´-dual (D − n)-form Ψr of
the Dirac-brane Nr. The relation (2.33) is then mapped to the equality between differential forms Φr = dΨr, a
basic ingredient of the notion of Poincare´ duality.
7From the transformations (2.6) we see that the actual doublet is (H1, H2) = (F, L˜). Maxwell’s equations
(2.38) can then be rewritten in the manifestly SO(2) invariant form ∂H˜I = εIJJJ .
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manifestly duality invariant PST approach both types of charges will be coupled in both ways:
via a minimal coupling and via a Dirac-brane.
If the Lagrangian L satisfies the GZGR condition (2.15), or (2.17), the S-duality transfor-
mation of the action (2.37) can again be performed explicitly, see Section 2.3. This time we
find, in place of (2.22),
I[Ad] =
∫ (
L(Fd) + nAdJ
2 − C1C˜2
)
dDx, Fdµ1···µn = n ∂[µ1Adµ2···µn] + C˜
1
µ1···µn . (2.39)
As in the sourceless case, the non-linear kinetic term of the dual field strength equals the
original one, but the electric and magnetic charges have interchanged their role according to
the replacements C1 → C2, C2 → −C1, or e1r → e
2
r , e
2
r → −e
1
r . This transformation corresponds
to the generator (
0 1
−1 0
)
(2.40)
of the discrete subgroup Z4 of SO(2), corresponding to the rotation angle ϕ = π/2, which
represents, indeed, S-duality.
2.5.2 Charge quantization
The S-dual action (2.39) contains, actually, the unexpected additional term −
∫
C1C˜2 dDx,
built with the δ-functions supported on the Dirac-branes, which at first sight does not admit
a simple interpretation. However, it becomes innocuous if we resort to Dirac’s quantization
condition, inherent in every physical system of charged objects endowed with electric as well
as magnetic charges. In fact, although the action (2.37) formally exhibits a dependence on the
choice of Dirac-branes Nr, this dependence becomes spurious if the charges e
I
r satisfy the Dirac
quantization condition. The argument is standard, but as there will emerge a basic difference
with the manifestly SO(2) invariant PST approach, we sketch it here briefly.
If we make the change of Dirac-branes Nr → N ∗r , the corresponding δ-functions change
according to the rule (2.34). If we want to keep the field strength Fµ1···µn in (2.37) unaltered –
an observable quantity – then the gauge field A must change by a combination of the Hodge
duals of the tensors Dr, involving the magnetic charges e
2
r ,
Aµ1···µn−1 → Aµ1···µn−1 +
∑
r
e2r D˜rµ1···µn−1 . (2.41)
Under this transformation, the minimal-interaction term produces in the action (2.37) the
“Dirac anomaly”
I[A]→ I[A] + n
∑
r,s
e2re
1
s
∫
D˜rJs d
Dx. (2.42)
However, according to Poincare´ duality, the integrals appearing in the Dirac anomaly just count
the number of intersections Nrs between the (n− 1)-dimensional submanifold occupied by the
s-th (n − 2)-brane, and the (n + 1)-dimensional submanifold Sr involved in the change of the
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r-th (n − 2)-brane, see for instance [49]. More precisely, we have
∫
D˜rJs d
Dx = (n − 1)!Nrs.
Recalling that the actual action is given by I[A]/n!, we see that the exponentiated action
exp
(
i
n!
I[A]
)
does not depend on the choice of Dirac-branes, whenever the charges satisfy the
Dirac quantization conditions
e2re
1
s = 2πnrs, nrs ∈ Z, ∀r, s. (2.43)
As anticipated, these conditions do not respect SO(2) duality. On the other hand, under the
discrete Z4 transformation (2.40) the product of charges appearing in (2.43) changes by
e2re
1
s → −e
1
re
2
s. (2.44)
Although not invariant, if the original product is an integer multiple of 2π, so is the final one,
in compatibility with Dirac’s condition (2.43). This signals that, in the GZGR formulation, in
the presence of sources quantum effects break the continuous SO(2) symmetry of the equations
of motion down to its discrete subgroup Z4 (see [34] for a concrete realization of the symmetry
Z4 in the context of a relativistic quantum field theory of dyons in four dimensions). Returning
to the additional term in the S-dual action (2.39), this term can now be rewritten as the double
sum ∫
C1C˜2 dDx =
∑
r,s
e1re
2
s
∫
CrC˜s d
Dx. (2.45)
This time, the integral counts the number of intersectionsMrs of the Dirac-branes as
∫
CrC˜s d
Dx =
n!Mrs. If the charges satisfy the quantization condition (2.43), then this term drops out from
the exponential exp
(
i
n!
I[Ad]
)
, and so is physically irrelevant.
Finally, the couplings appearing in the action (2.37) can also be traded for interactions with
external fields, as they typically occur in type IIA and type IIB supergravity theories. In this
case, the n-forms CI turn into Chern-Simons forms constructed with products of other p-form
potentials, or into spinor bilinears, or into a sum of such terms.
3 The manifestly SO(2) invariant PST approach
We investigate now the dynamics of a non-linear Maxwell theory in a two-potential formulation.
For notational convenience, we write the dimension as D = 2n = 2p + 2, where the integer
p = n − 1 is odd. For this purpose, we introduce a doublet of p-form potentials AIµ1···µp , with
I = 1, 2. Their magnetic coupling to the dyonic sources introduced in Section 2.5, see equations
(2.33)-(2.36), is then realized via the modified field strengths
F Iµ1···µn = n ∂[µ1A
I
µ2···µn] − C˜
I
µ1···µn , (3.1)
which satisfy the Bianchi identities
∂µ1 F˜
Iµ1···µn = JIµ2···µn . (3.2)
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Aim of this Section is to generalize the non-manifestly covariant approaches of the two-potential
formulations of references [17,20], to determine all possible manifestly SO(2)-duality invariant
self-interactions of n-form Maxwell-fields, thereby keeping also Lorentz invariance manifest. As
anticipated in the Introduction, the most efficient method for the realization of this program is
represented by the PST approach [4, 25].
The key ingredient in this formalism is a scalar auxiliary field a(x), whose gradient ∂µa we
suppose to be a non-vanishing time-like vector. Then we can introduce the unit vector
vµ =
∂µa√
(∂a)2
, v2 = 1,
which allows to decompose a generic antisymmetric tensor in a component along vµ, and a
component orthogonal to it. We exemplify the procedure for the fields we are interested in,
namely the field strengths (3.1). For this purpose, we define their parallel components E I , and
their orthogonal components BI , both tensors of rank p, as
E Iµ1···µp = F
I
µ1···µpν
vν , BIµ1···µp = F˜
I
µ1···µpν
vν . (3.3)
Then, the field strengths can be decomposed as
F Iµ1···µn = n E
I
[µ1···µn−1
vµn] −
1
(n− 1)!
εµ1···µn
ν1···νnBIν1···νn−1vνn. (3.4)
The symbols E I and BI have not been chosen by chance, for if we set vµ = δµ0, then the
tensors (3.3) have only spatial components, which reduce precisely to the electric and magnetic
fields (2.24) associated with an antisymmetric Maxwell tensor. There are some useful identities
regarding the invariant squares one can form with the field strengths F I (the contracted indices
of biproducts are suppressed also in this section)
F IF J = n
(
E IEJ − BIBJ
)
= −F˜ IF˜ J , F IF˜ J = n
(
E IBJ + EJBI
)
, (3.5)
to be compared with the relations (2.25). Integrating the second decomposition in (3.5) over the
whole space-time, inserting the expressions for the field strengths (3.1), and using the relations
for the currents (2.36), we obtain the further useful identity∫ (
E IBJ + EJBI
)
dDx = −
∫ (
AIJJ + AJJI
)
dDx−
1
n
∫
CIC˜J dDx. (3.6)
3.1 Covariant action and PST condition
The action we propose is a functional of the doublet AI and of the auxiliary field a, whereas
the sources JIr , or C
I
r , are considered as external fields. It has the manifestly SO(2) invariant
form
S[A, a] = −n
∫ (
1
2
εIJ
(
E IBJ + AIJJ
)
+N (B)
)
dDx, (3.7)
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where the Hamiltonian N (B) is a Lorentz and SO(2) invariant function of the magnetic fields
only. In fact, N (B) will become the true Hamiltonian after the elimination of, say, the gauge
field A1 in favour of A2, see Section 3.2. This action can be also written in an alternative,
non-manifestly SO(2) invariant form, using the identity (3.6) for I = 1 and J = 2,
S[A, a] = n
∫ (
E2B1 + A2J1 −N (B)
)
dDx+
1
2
∫
C1C˜2 dDx. (3.8)
For the choice vµ = δµ0, and in the absence of sources, the action S[A, a] reduces i) for N
(
B
)
=
1
2
BIBI to the non-covariant linear theories in D = 2n of reference [17], and ii) for D = 4
to the non-covariant interacting theories of reference [20]. The overall coefficient has been
chosen to match with the normalization of the GZGR action (2.3), see below, while the relative
coefficient between the kinetic terms EB and the minimal-coupling terms AJ is fixed by the
peculiar PST-symmetries of the action, to be discussed in a moment.
As for every theory of bosonic fields, the action (3.7) is of second order in the derivatives
and, as it stands, propagates two gauge potentials. To retrieve the correct number of degrees of
freedom, the resulting second-order equations of motion should reduce spontaneously to first-
order differential equations, which eventually should assume the form of a non-linear Hodge-
duality relation between the two field strengths; this would then trace the dynamics back to a
single Maxwell field. The other peculiar aspect of the action (3.7) is the presence of the auxiliary
field a, which eventually should not represent a physical degree of freedom. Both these goals
– halving the degrees of freedom of the Maxwell fields, and eliminating the auxiliary field a –
are achieved by means of the PST symmetries.
3.1.1 Symmetries and equations of motion
The action (3.7) is trivially invariant under the standard gauge transformations δAIµ1···µp =
∂[µ1Λ
I
µ2···µp]
. To establish the occurrence of additional local symmetries of the action we first
determine its variation
δS = δS
∣∣
δA
+ δS
∣∣
δa
(3.9)
under arbitrary variations of the potentials and of the auxiliary field. Under a change AI →
AI + δAI the action varies as
δS
∣∣
δA
=
n
p!
∫
εµ1···µpν1···νpρσεIJ∂σ
(
hIµ1···µpvρ
)
δAJν1···νpd
Dx, (3.10)
while for a→ a+ δa one finds
δS
∣∣
δa
= −
n
2p!
∫
εµ1···µpν1···νpρσvρδvσ
(
εIJBIµ1···µpB
J
ν1···νp
+ εIJE Iµ1···µpE
J
ν1···νp
+ 2N Iµ1···µpE
I
ν1···νp
)
dDx.
(3.11)
The variation of the vector vµ is δvµ = (ηµν − vµvν) ∂νδa/
√
(∂a)2, but the second term drops
out from the right hand side of equation (3.11). Above, we have introduced the rank-p tensor
doublets
hIµ1···µp = E
I
µ1···µp + ε
IJNJµ1···µp, N
I
µ1···µp =
∂N (B)
∂BIµ1···µp
. (3.12)
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Notice that the variation εIJδAIJJ canceled out against a similar term arising from the variation
of the kinetic term εIJE IBJ of the action (3.7). This compensation imposes, indeed, both
the presence and the normalization of the minimal-interaction term in (3.7). Vice versa, the
presence of the minimal-interaction term would force the presence of the Poincare´-duals C˜I of
the Dirac-branes in the field strengths (3.1).
From the form of the above variations it is immediately seen that the action is invariant
under the transformations (PST1)
δAIµ1···µp = ∂[µ1a λ
I
µ2···µp], δa = 0, (3.13)
where λIµ1···µp−1 is an antisymmetric transformation parameter of rank p − 1. In this case we
have trivially δS
∣∣
δa
= 0, whereas the vanishing of δS
∣∣
δA
follows via an integration by parts.
Notice that the transformations (3.13) are a symmetry of the action (3.7), independently of the
functional form of N (B). There is a further, more involved, potential symmetry of this action,
that shifts the auxiliary field a by an arbitrary scalar field Φ. It has the form (PST2)
δAIµ1···µp = −
Φ√
(∂a)2
hIµ1···µp , δa = Φ. (3.14)
Under these transformations the total variation of the action (3.9) combines into the compact
expression
δS = −
n
2p!
∫
εµ1···µpν1···νpρσvρδvσ ε
IJ
(
BIµ1···µp B
J
ν1···νp −N
I
µ1···µp N
J
ν1···νp
)
dDx. (3.15)
Therefore, the scalar field a(x) becomes a spurious degree of freedom, if the Hamiltonian
N (B) satisfies the PST condition (generalizing analogous conditions found previously for four-
dimensional space-times [4, 5])
BI[µ1···µp B
J
ν1···νp] −N
I
[µ1···µp N
J
ν1···νp] = 0. (3.16)
In fact, by construction the magnetic fields BI and the tensors N I have no components along
the direction vµ, i.e. vµ1BIµ1···µp = 0 = v
µ1N Iµ1···µp . In the PST approach, once the field a(x)
has been gauge-fixed, the constraint (3.16) represents eventually the condition for Lorentz
invariance, whereas SO(2) invariance is manifest. Conversely, in the GZGR approach, the
constraint (2.17) represents the condition for SO(2) invariance, whereas Lorentz invariance is
manifest.
If the condition (3.16) holds, the equation of motion of the scalar field takes a particularly
simple form. In fact, enforcing (3.16), and recalling the definition of the tensors hI (3.12), from
the general variations of the action (3.10) and (3.11) we derive the field equations for AI and
a, respectively,
∂[µ1
(
vµ2h
I
µ3···µp+2]
)
= 0, (3.17)
εIJερσµ1···µpν1···νp ∂ρ
(
∂σa
(∂a)2
hIµ1···µp h
J
ν1···νp
)
= 0. (3.18)
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In equation (3.17) the antisymmetrization over all Lorentz indices is understood. As the field
a is a pure-gauge degree of freedom, its equation of motion should not add any new dynamical
constraint on the system. In fact, it is easily seen that equation (3.18) is a mere consequence
of the equations of motion of the gauge potentials (3.17), which are hence the only ones we
have to cope with. Due to the Poincare´ lemma, the general solution of these equations can be
written in the form
v[µ1h
I
µ2···µp+1] = ∂[µ1a ∂µ2Λ
I
µ3···µp+1]
, (3.19)
for some doublet of tensor fields ΛIµ1···µp−1 . On the other hand, under a PST1 transformation
(3.13) we have
δ
(
v[µ1h
I
µ2···µp+1]
)
= ∂[µ1a ∂µ2λ
I
µ3···µp+1]
. (3.20)
Therefore, if we choose the gauge parameters λIµ1···µp−1 = −Λ
I
µ1···µp−1 , equations (3.19) simply
reduce to v[µ1h
I
µ2···µp+1]
= 0. But, since the tensors hIµ1···µp (3.12) have by definition no compo-
nents along vµ, vµ1hIµ1···µp = 0, the latter equations are in turn equivalent to the generalized
self-duality relations
hIµ1···µp = E
I
µ1···µp + ε
IJNJµ1···µp(B) = 0. (3.21)
Equations (3.21) represent the desired first-order gauge-fixed version of the second-order equa-
tions of motion (3.17) of the Maxwell fields.
Conserved SO(2)-duality current. If the Hamiltonian N (B) is an SO(2) invariant function of
the fields BI , i.e. δN (B) = ϕ εIJBJN I = 0, and if we take vanishing sources, JI = CI = 0,
then the action (3.7) is invariant under the Noether symmetry δAI = ϕεIJAJ . The associated
conserved current is easily calculated to be
jµ =
1
n!
εµµ1···µpν1···νp+1
(
F Iν1···νp+1 − 2nh
I
ν1···νp
vνp+1
)
AIµ1···µp, ∂µj
µ = 0.
In the PST1-gauge where hI = 0, it reduces to the simpler expression
jµ = F˜ Iµµ1···µpAIµ1···µp . (3.22)
It matches with the corresponding current (2.19) of the GZGR approach, if we set A2 = A,
A1 = −Ad, and enforce the identifications (3.33) below. Using the identities in (3.5), and the
gauge-fixed equation of motion (3.21), the divergence of jµ can be computed to be
∂µj
µ =
1
n
F˜ IF I = 2BIE I = −2BIεIJNJ ,
which indeed vanishes thanks to the SO(2) invariance of N (B). The conserved SO(2)-duality
charge is thus given by
Q =
∫
F˜ I0µ1···µpAIµ1···µp d
D−1x. (3.23)
In four-dimensional space-time, the expression (3.22) reduces to the known duality current, see
for instance [51, 52]. If, in D = 4, we consider the linear theory, then the quantity Q/~ can be
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seen to be equal to the difference of the numbers of photons with positive and negative helicity,
see for instance [52]. For a non-linear theory in a generic D-dimensional space-time the physical
interpretation of the duality charge (3.23) still needs to be investigated.
S-duality. As we did for the GZGR formulation in Section 2.3, we now test the properties of
the action (3.7) under an S-duality transformation. The procedure is standard: we consider
the field strengths (3.1) as independent fields F Iµ1···µn , and impose the Bianchi identities (3.2)
via a Lagrange multiplier doublet ÂIµ1···µn−1 , which represent the S-dual potentials. The S-dual
field strengths are hence given by
F̂ Iµ1···µn = n ∂[µ1Â
I
µ2···µn]
− C˜Iµ1···µn .
Then the action (3.7) is equivalent to the action
S[F, Â, a] = −n
∫ (
1
2
εIJ
(
E IBJ −
1
n
F˜ IF̂ J + ÂIJJ
)
+N (B)
)
dDx. (3.24)
In fact, varying S[F, Â, a] with respect to ÂI we obtain the Bianchi identities (3.2), with solution
(3.1). Substituting the latter back in (3.24) we recover the original action (3.7). On the other
hand, from the action (3.24) we can now eliminate the field F I in favor of ÂI . The equation of
motion of the former is
F Iµ1···µn = F̂
I
µ1···µn
+ 2nhI[µ1···µn−1vµn]. (3.25)
Introducing for the field strengths F̂ I electric and magnetic fields Ê I and B̂I as in (3.3), these
equations of motion amount to E I = Ê I + 2hI , BI = B̂I . Substituting the latter back in (3.24),
and using that F˜ IF̂ J = n
(
E IB̂J + BI ÊJ
)
, see (3.5), we get the action for the S-dual potentials
S
[
Â, a
]
= −n
∫ (
1
2
εIJ
(
Ê I B̂J + ÂIJJ
)
+N
(
B̂
))
dDx, (3.26)
which has precisely the same form as the original action (3.7), irrespective of the functional form
of the Hamiltonian N (B). The PST formalism bears thus an (essentially manifest) S-duality
invariance, staying on the same footing of its manifest SO(2) duality invariance. Observe that
this is not what happens in the GZGR formulation, where S-duality is a symmetry of the action
only if L(F ) satisfies the GZGR condition (2.17).
3.1.2 Charge quantization
Again we may ask to which extent the action (3.7) depends on the choice of Dirac-branes.
Extending the notations of Section 2.5.2 to both Maxwell potentials AI , to keep the field
strengths (3.1) invariant under a change of Dirac-branes, the potentials must transform as in
(2.41)
AIµ1···µp → A
I
µ1···µp +
∑
r
eIr D˜rµ1···µp . (3.27)
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This time, the minimal-interaction term of the action (3.7) leads to the Dirac anomaly
S[A, a]→ S[A, a]−
n
2
∑
r,s
εIJeIr e
J
s
∫
D˜rJs d
Dx, (3.28)
to be compared with the Dirac anomaly (2.42) of the GZGR approach. The invariance of
exp(iS[A, a]/n!) then requires that the charges satisfy the Schwinger quantization conditions8
1
2
(
e2re
1
s − e
1
re
2
s
)
= 2πnrs, nrs ∈ Z, ∀r, s, (3.29)
to be compared with the Dirac conditions (2.43). There emerges thus a basic difference between
the GZGR and PST formulations of duality invariant (non-linear) Maxwell theories, when
coupled to sources: the PST formulation is manifestly invariant under SO(2) rotations and so
is the corresponding quantization condition (3.29), which guarantees the unobservability of the
Dirac-branes. Conversely, in the GZGR formulation SO(2) is not a symmetry of the action
and so the corresponding quantization condition (2.43) is not constrained by this symmetry.
Therefore, in the presence of sources, we cannot expect the two formulations to be equivalent;
actually, they will not be so, as we will see in the next section. The difference between the
quantization conditions (2.43) and (3.29) has important physical consequences. In particular,
in D = 4, the GZGR approch entails a phenomenon known as spin-statistics transmutation: it
turns the r-th dyon from a boson into a fermion, and vice versa, if the integer e1re
2
r/2π is odd ,
see for instance [50]. No such phenomenon occurs in the PST approach, where Schwinger’s
quantization condition (3.29) does not require any relation between the charges e1r and e
2
r of
the r-th (n− 2)-brane.
3.2 Relation with the GZGR approach
As mentioned earlier, there is no stringent a priori reason for which the GZGR and PST
approaches should be physically equivalent; rather, as in D = 4, this equivalence must be
established case by case. Before facing the issue of the equivalence, we must determine the
precise relation between the two formulations. There are essentially two possible ways to
establish such a relation in practice.
Method I. The first method requires to invert the generalized self-duality conditions (3.21) to
express the electric and magnetic fields of one field strength in terms of those of the other, say
E1 = E1(E2,B2), B1 = B1(E2,B2). (3.30)
Recalling the decompositions (3.3), (3.4), these relations allow to express the field strength F 1
in terms of F 2 and of the auxiliary field a,
F 1 = F 1(F 2, a). (3.31)
8For dyonic p-branes in dimensions D ≥ 4, within the framework of linear theories, these conditions have
first been derived in [18,19], where, however, the factor 1/2 at the left hand side of equations (3.29) – a purely
relativistic effect – was missed.
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However, as the action (3.7) is invariant under the PST2 transformations (3.14), so must be
the equations of motion. Now, since we have already fixed the PST1 transformations according
to (3.21), i.e. hI = 0, the former simply reduce to δa = Φ, δAI = 0. This implies that in the
(Lorentz invariant) relations (3.31) there is, actually, no dependence on a! As a last step, one
should be able to rewrite these relations in the form
F˜ 1µ1···µn =
∂L(F 2)
∂F 2µ1···µn
, (3.32)
for some Lagrangian L(F 2). Indeed, the second method ensures that this is always possible,
see below. Then, via the identifications
F 1M = −L˜M , F
2
M = FM , (3.33)
the Bianchi identities (3.2) go indeed over to the GZGR Maxwell equations (2.38)9. After that,
there remains the problem to analyze the interrelation between the PST condition (3.16) and
the GZGR condition (2.17), in general a non-trivial task, see Section 3.3.1 for the particular
case of the canonical theories.
Method II. The second method to relate the two formulations aims to reconstruct the GZGR
action (2.37) from the PST action (3.7), by eliminating, say, the potential A1. Correspondingly,
we enforce the (gauge-fixed) equation of motion (3.21) only for the potential A1, namely h2 = 0,
or
E2 =
∂N (B1,B2)
∂B1
, (3.34)
and we invert it to determine B1 = B1(E2,B2). Substituting this relation in the PST action
(3.7), or better, in its equivalent form (3.8), we see that the resulting action becomes a functional
of only A2 of the form
S[A2] =
∫ (
L(F 2) + nA2J1
)
dDx+
1
2
∫
C1C˜2 dDx, (3.35)
where the Lagrangian
L(F 2) = n
(
E2B1 −N (B1,B2)
) ∣∣∣
B1=B1(E2,B2)
, (3.36)
would a priori also depend on the auxiliary field a. But again, the action (3.35) still inherits
those PST symmetries that have not been gauge-fixed. To obtain the equation of motion h2 = 0
we have fixed the PST1 symmetry (3.13) for A2, which is thus no longer a symmetry of the
action (3.35). More importantly, the PST2 symmetry survives. However, since we have that
h2 = 0, the PST2 transformations (3.14) simply reduce to δa = Φ, δA2 = 0.10 This implies
9The doublet (F 1, F 2) = (−L˜, F ) is related to the GZGR doublet (H1, H2) = (F, L˜) in (2.6) by the SO(2)-
covariant relation HI = εIJF J , see Footnote 7 in Section 2.5.1. Notice also that F 1 coincides with minus the
S-dual Fd of the field strength F , see (2.20).
10If h2 = 0, the equation of motion of a (3.18) is satisfied identically and, correspondingly, the action (3.35)
is invariant under an arbitrary shift a → a + Φ. Recall, however, that the equation of motion of a takes the
remarkable form (3.18), only thanks to the PST condition (3.16). It is this condition that eventually ensures
the decoupling of a, and hence Lorentz invariance.
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that the – manifestly Lorentz invariant – Lagrangian (3.36) does not depend on a, and hence
it is invariant under “standard” Lorentz transformations of A2.
In light of relation (3.34), equation (3.36) defines L(F ) as the Legendre transform of the
Hamiltonian N (B), and vice versa. In particular, from the generalized duality relations –
equation (3.32) in the GZGR formulation, and equations (3.21) in the PST formulation – we
derive the corresponding symplectic differential identities
dL = n
(
dE2B1 + dB2E1
)
, dN = dB1E2 − dB2E1. (3.37)
Via the identification A2 = A, the action (3.35) matches with the GZGR action I[A] (2.37),
modulo the last term. This term represents a non-trivial self-interaction of the Dirac-branes,
and signals the inequivalence of the two formulations in the presence of sources:
S[A2] = I[A] +
1
2
∫
C1C˜2 dDx. (3.38)
Notice that under a change of Dirac-branes (2.34) this term changes by
1
2
∫
C1C˜2 dDx→
1
2
∫
C1C˜2 dDx−
n
2
∑
r,s
e2re
1
s
∫ (
D˜rJs + D˜sJr
)
dDx. (3.39)
If we add this variation to the Dirac anomaly (2.42) of the GZGR action I[A], we recover the
correct SO(2)-invariant Dirac anomaly of the PST action (3.28).
Effective actions. The relation (3.38) between the PST and GZGR actions suggests a simple
modification of the latter, which could induce a symmetry enhancement of the original GZGR
action from Z4 to SO(2), at least at the level of the effective action of the currents. In fact, if we
replace the GZGR action I[A] (2.37) with I[A] + 1
2
∫
C1C˜2 dDx, which leaves the equations of
motion (2.38) unaltered, then the above argument shows that this modified GZGR action entails
the SO(2) invariant Dirac anomaly (3.28), leading to Schwinger’s quantization condition (3.29).
This is, of course, not enough to ensure the full SO(2) symmetry of the (low energy) quantum
theory. For this to be the case, the effective action ΓGZGR[J ] for the currents J = {J1, J2}
should be SO(2) invariant. The latter is defined by the functional integral (putting aside
ultraviolet divergences, requiring a cut-off, and the gauge fixing)
eiΓGZGR[J ] =
∫
{DA} ei(I[A]+
1
2
∫
C1C˜2 dDx).
The functional ΓGZGR[J ] entails the same SO(2) invariant Dirac anomaly (3.28) of the modified
GZGR action, because the measure {DA} is invariant under the translation (2.41). But one
might now expect that ΓGZGR[J ] itself is SO(2) invariant, thanks to the duality invariance
condition (2.15), or (2.17), satisfied by the GZGR Lagrangian L(F ). This invariance property
has indeed been proven for a generic linear Maxwell theory in dimensions D = 2n in [34, 49],
where the functional ΓGZGR[J ] has been evaluated explicitly, whereas for non-linear theories
the problem remains open. In the PST approach, the effective action ΓPST[J ] is obtained from
22
the PST action S[A, a] (3.7) by the double functional integral (no functional integration over
a is required, as the effective action is already a-independent)
eiΓPST[J ] =
∫
{DA1}{DA2} eiS[A,a].
ΓPST[J ] is trivially invariant under SO(2) rotations of the currents, because S[A, a] is invariant
under joined SO(2) rotations of AI and JI , and it carries again the Dirac anomaly (3.28).
The final challenge would be the comparison of the effective actions ΓGZGR[J ] and ΓPST[J ],
for a GZGR Lagrangian L(F ) tied to the PST Hamiltonian N (B) by the Legendre transform
(3.36). As this relation is of purely classical origin, it is problematic to argue that the two
quantum effective actions are the same, although they carry the same Dirac anomaly and are
(presumably) both invariant under SO(2).
In conclusion, the PST formalism for a duality invariant non-linear Maxwell theory always
allows to construct an equivalent, manifestly Lorentz invariant, theory in terms of a single
field strength F = dA, and a related Lagrangian L(F ), as foreseen by the GZGR approach.
However, it is not guaranteed that L(F ) satisfies the GZGR condition (2.17), which would
ensure the SO(2) duality invariance of the resulting equations of motion. The path can also be
inverted: starting from a Lorentz invariant Lagrangian L(F ) satisfying the GZGR condition,
the Legendre transform (3.36) reconstructs a Hamiltonian N (B) that satisfies automatically
the PST condition, but it is not guaranteed that this Hamiltonian is invariant under SO(2).
This issue will be settled explicitly in Section 3.3.1 for the case of canonical theories.
3.2.1 Linear theory and deformations
We now exemplify the above methods for the linear theory, where both can be carried out
analytically. This theory is represented by the quadratic Hamiltonian N (B) = 1
2
BIBI , which
satisfies the PST condition (3.16) trivially. In this case we have in fact the simple relation
N Iµ1···µp = B
I
µ1···µp
, and the generalized self-duality relations (3.21) become
hIµ1···µp = E
I
µ1···µp
+ εIJBJµ1···µp = 0. (3.40)
According to the first method, we have to put these relations in the form F 1 = F 1(F 2). For this
purpose, we introduce the doublet of rank-n antisymmetric tensors HI = F I + εIJ F˜ J , which
are tied to the tensor (3.40) by the relation hIµ1···µp = H
I
µ1···µpν
vν, recall the definitions (3.3). HI
obeys the twisted self-duality identity H˜I = −εIJHJ . Decomposing this doublet in the same
manner as the field strengths in (3.4),
HIµ1···µn = nh
I
[µ1···µn−1
vµn] +
1
(n− 1)!
εIJ εµ1···µn
ν1···νnhJν1···νn−1vνn , (3.41)
we see that equations (3.40) are equivalent to the manifestly covariant relations HI = 0, i.e.
F˜ 1µ1···µn = F
2
µ1···µn
. (3.42)
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Comparing with the general formula (3.32), we have thus retrieved the quadratic Lagrangian
L(F 2) = 1
2
F 2F 2 of the GZGR formulation. Proceeding with the second method, we enforce
the equation of motion (3.40) for A1
h2 = E2 − B1 = 0.
Inserting the Hamiltonian of the linear theory N (B) = 1
2
BIBI , and replacing B1 with E2, the
Lagrangian (3.36) then becomes, see (3.5),
L(F 2) = n
(
E2B1 −
1
2
(
B1B1 + B2B2
))
=
n
2
(
E2E2 − B2B2
)
=
1
2
F 2F 2, (3.43)
which is again the Lagrangian of the linear theory.
Moving away from the linear theory, we observe that the Hamiltonian N (B) of a generic
non-linear theory can be always split up into the quadratic term of the linear theory, and a
deformation
N (B) =
1
2
BIBI +M(B). (3.44)
Due to SO(2) invariance, the deformation M(B) ≡ M(B1,B2) can contain only even powers
of the BI , and so it starts with quartic powers of these fields. A similar split-up can be made
for the GZGR Lagrangian
L(F ) =
1
2
FF +K(F ). (3.45)
Again, the deformation K(F ) starts with quartic powers of F , since a duality invariant La-
grangian L(F ) must be an even function of F (see the end of Section 2.3). This time, the
relation (3.34) is more complicated
E2 = B1 +
∂M(B1,B2)
∂B1
↔ B1 = E2 + V(E2,B2), (3.46)
where the so-defined tensor Vµ1···µp(E
2,B2) starts with cubic powers of B2 and E2. Inserting
the magnetic field B1 (3.46), and the decomposition of the Hamiltonian (3.44), in the general
formula for the GZGR Lagrangian (3.36), we see that the terms linear in the deformation
V(E2,B2) drop out, and we obtain
L(F 2) =
n
2
(
E2E2 − B2B2
)
− nM(E2,B2) +O6(E2,B2). (3.47)
A comparison with the decomposition (3.45) then yields that, at quartic order, the GZGR
deformation K(F ) is related to the PST deformation M(B) by the simple formula
K(F 2) = −nM(E2,B2) +O
(
(F 2)6
)
. (3.48)
This implies, in particular, that there is a universal simple relation between the quartic interac-
tions of the two formulations, which we will investigate in Section 4. According to the general
characteristics of Method II, formula (3.48) also shows that, once we replace B1 with E2 in
the quartic termM(B)
∣∣
4
of the deformationM(B), and the former satisfies the PST condition
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(3.16), we automatically obtain a Lorentz invariant quartic polynomial K(F )
∣∣
4
in F 2 = F .
However, even restricting ourselves to quartic deformations, and despite the simple relation
(3.48), there does not seem to exist a simple argument showing the equivalence between the
GZGR and PST approaches, i.e. an argument proving that, onceM(B)
∣∣
4
is an SO(2)-invariant
polynomial, then K(F )
∣∣
4
satisfies the GZGR duality condition (2.17), and vice versa.
3.3 Canonical theories
Parallel to the GZGR formulation, see Section 2.4, there is a class of theories for which the
Hamiltonian N (B) depends on the fields BI only via their complete contractions, namely the
three scalar products B1B1, B2B2 and B1B2. We call a theory of this kind canonical. If we
insist on SO(2) duality invariance, these three independent invariants collapse, actually, into
two: the quadratic invariant BIBI , and the quartic invariant (BIBJ)(BIBJ). For this reason, it
is convenient to rearrange the three scalar products above in the combinations {Q1, Q2, Q3} = Q
Q1 =
1
2
BIBI , Q2 =
1
8
(
(BIBJ )(BIBJ)− (BIBI)2
)
, Q3 =
1
2
B2B2. (3.49)
Accordingly, we write the Hamiltonian of a canonical theory as N (Q)11. Correspondingly, the
theory is duality invariant, if ∂N /∂Q3 = 0. Introducing the notation Ni = ∂N /∂Qi, for this
particular functional dependence the PST condition (3.16) can be evaluated to be
BI[µ1···µp B
J
ν1···νp]
−N I[µ1···µp N
J
ν1···νp]
=
{
1−N 21 +Q1N1N2 +Q2N
2
2− (N1 −Q3N2)N3
}
BI[µ1···µp B
J
ν1···νp].
(3.51)
Since equation (3.16) ensures the decoupling of a or, equivalently, the relativistic invariance of
the underlying theory, we so derive the conditions
N 21 −Q1N1N2 −Q2N
2
2 + (N1 −Q3N2)N3 = 1, (Lorentz invariance ↔ PST condition),
N3 = 0, (Duality invariance).
(3.52)
For a duality invariant theory, N3 = 0, the first equation reduces to
N 21 −Q1N1N2 −Q2N
2
2 = 1, (3.53)
which is formally identical to the GZGR condition (2.28), and so, via an appropriate change of
variables, it can again be reduced to the Courant-Hilbert equation (2.29). As happens in the
11InD = 4, the polynomialsQ1 andQ2 are the unique independent Lorentz- and duality-invariant polynomials
one can form with the vectors BIµ. In four dimensions, the invariant Q2 is usually written as the square W
µWµ
of the vector [20, 43]
Wµ = εIJεµσ µ1···µp ν1···νpBIµ1···µpB
J
ν1···νpvσ, (3.50)
which resembles, in a sense, the invariant (FF˜ )2 of the GZGR formulation. In fact, in D = 4, the usual
formula for the product of two Levi-Civita tensors yields for this square the simple expression WµWµ = 16Q2.
In contrast, for D ≥ 8 the same calculation yields for WµWµ a sum of a variety of quartic polynomials, see
equation (4.40) in D = 8, which would not allow for simple solutions of the PST condition (3.16).
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GZGR formulation, up to the eighth power of BI the solution of equation (3.53) is universal,
see the expansion (2.31),
N (B) = Q1 + c
(
Q2 +
1
4
Q21
)
+
1
2
c2Q1
(
Q2 +
1
4
Q21
)
+O(B8). (3.54)
The universal quartic deformation in a canonical theory is thus given by
c
(
Q2 +
1
4
Q21
)
=
c
8
(
(BIBJ )(BIBJ)−
1
2
(BIBI)2
)
=
c
16
(
4(B1B2)2 +
(
B1B1 − B2B2
)2)
.
(3.55)
There is a surprising formal coincidence of the equations appearing in (2.27) and (3.52). How-
ever, the role of the conditions is flipped: the equation that ensures Lorentz invariance on the
PST side ensures duality invariance on the GZGR side, and vice versa. We did not find any
deeper reason, or interpretation, of this “duality”, which remains thus mysterious12.
3.3.1 Linking the PST and GZGR formulations
If we choose vµ = (1, 0, · · · , 0), the non-vanishing components of the magnetic fields are the
spatial components BIi1···in−1 . Then, as in the polynomials (3.49) all indices are pairwise con-
tracted, the map (3.36) associates to a generic canonical Hamiltonian N (Q) a generic canonical
Lagrangian L(P ), depending on all three invariants P1, P2 and P3, see (2.26). As we saw in
Section 3.2, N (B) satisfies the PST condition (3.16), if and only if L(F ) is Lorentz invariant.
For canonical theories, this implies that N (Q) satisfies the differential equation in (3.52), if
and only if L3 = 0, see (2.27), i.e. if L(P ) does not depend on P3. This is the first point
we want to check explicitly in this section. The second point we want to prove is, instead, a
non-trivial result: L(P ) satisfies GZGR condition in (2.27), if and only if N3 = 0, i.e. if N (Q)
does not depend on Q3. In other words, L(P ) is duality invariant, if and only if N (Q) is so.
As the relation (3.36) between L(P ) and N (Q) is only implicit, the calculations are rather
cumbersome and we relegate them to Appendix A. The results of this section represent, in
particular, a generalization to generic dimensions D ≥ 8 of a seminal analysis performed for
vector potentials in D = 4 in reference [20].
The main result of Appendix A are the relations between the derivatives of N (Q) and L(P )
(due to the identification F = F 2, we have that P3 = −nQ3, see the formulas in (2.26) and
12In D = 4, and for N3 = 0 = L3, the fact that with an appropriate choice of quadratic and quartic canonical
invariants the Lorentz invariance condition on the PST side, and the duality condition on the GZGR side,
are formally identical, has first been noted in [21]. The authors of this reference ascribe this coincidence to a
“natural” property of the Legendre transform (3.36), without furnishing, however, any motivation.
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(3.49))
N1 =
1
L1 + nQ3L2
,
N2 = −
nL2/L1
L1 + nQ3L2
,
N3 =
L21 − P1L1L2 − P2L
2
2 + (L1 − P3L2)L3 − 1
L1 + nQ3L2
,
(3.56)
where Q1 and Q2 can, in turn, be expressed in terms of P1, P2 and P3, see formulas (A.5) and
(A.6). As shown in Appendix A, using these expressions one can prove the following two basic
identities
N 21 −Q1N1N2 −Q2N
2
2 + (N1 −Q3N2)N3 − 1 =
L3
L1
, (3.57)
L21 − P1L1L2 − P2L
2
2 − 1
L1
= −
N 21 −Q1N1N2 −Q2N
2
2 − 1
N1
. (3.58)
The identity (3.57) provides a check of the first point mentioned above, i.e. the equivalence
between the PST condition in (3.52), and the Lorentz invariance of the GZGR formulation. The
third relation in (3.56) proves, instead, the second point, namely that the PST Hamiltonian is
duality invariant, N3 = 0, if and only if the related equations of motion of the GZGR theory
are so, see (2.27). Finally, the identity (3.58) proves the double implication, holding for Lorentz
and duality invariant theories,
L21 − P1L1L2 − P2L
2
2 = 1 ⇔ N
2
1 −Q1N1N2 −Q2N
2
2 = 1. (3.59)
In other words, the Legendre transformation (3.36) associates to each solution N (Q1, Q2) of
equation (3.53) a solution L(P1, P2) of equation (2.28), and vice versa. This means that –
in the case of canonical theories – a duality invariant Hamiltonian N (B) satisfying the PST
condition (3.16) is associated with a unique Lorentz invariant Lagrangian L(F ) satisfying the
GZGR condition (2.17), and vice versa. We conjecture that this important relation holds also
for generic theories – not depending solely on canonical invariants – as we shall verify explicitly
for generic quartic interactions in D = 8 in Section 4.
In general, the map L(P )↔ N (Q) is difficult to realize explicitly. Apart from the quadratic
theory, it is easy to determine explicitly the Hamiltonian NBI(Q) associated to the Born-Infeld
Lagrangian LBI(P ) (2.30). As LBI(P ) satisfies the first differential equation in (3.59), it is
guaranteed that NBI(Q) satisfies the second differential equation. In fact, in this case we have
L2 = −L1, and so the relations (3.56) imply N2 = nN1, with N1 > 0 for small fields. The
second equation in (3.59) then reduces to N1 = 1/
√
1− nQ1 − n2Q2, yielding
13
NBI(Q) =
2
n
(
1−
√
1− nQ1 − n2Q2
)
. (3.60)
13The solutions of the differential equations (3.59) are scale invariant, see Footnote 5 of Section 2.4.
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More in general, as the canonical quartic interactions of both the GZGR and PST formulations
are universal, they must go over into each other. Indeed, from their explicit expressions (2.32)
and (3.55), respectively, we see that they fit with the matching condition (3.48), if we set
c = −nb: operating the replacement B1 → E2, the deformation −nM(B) of (3.55) goes over
into the Lorentz invariant deformation K(F ) (2.32).
4 Duality invariant quartic interactions in D = 8
It seems rather difficult to solve the PST condition (3.16) analytically, if we allow the Hamilto-
nian N (B) to be a generic SO(2)-duality invariant (and formally Lorentz invariant) function of
the fields BI , as it is difficult to solve the GZGR condition (2.17) for a generic Lorentz invariant
Lagrangian L(F ). In this section, we face this problem for a self-interacting Maxwell theory
in an eight-dimensional space-time, with the aim of determining the most general quartic in-
teractions satisfying these conditions. As in this case we have no a priori indication of the
equivalence of the PST and GZGR approaches, concerning duality, one of our purposes will be
to investigate their interrelation.
4.1 Quartic deformations in the GZGR formulation
As we are only interested in quartic deformations, we rewrite the GZGR condition (2.17) as a
condition on the deformation K(F ) introduced in equation (3.45), i.e. L(F ) = 1
2
FF + K(F ).
Denoting the derivatives of K(F ) with respect to the field strength by
Kµ1···µ4 =
∂K(F )
∂Fµ1···µ4
≡ KM ,
the GZGR condition FF˜ = LL˜ translates into the differential equation for K(F )
F˜K = −
1
2
K˜K. (4.1)
As K(F ) starts with terms of order F 4, the left hand side of this equation is of order F 4,
while its right hand side starts with terms of order F 6. Therefore, understanding henceforth
with K(F ) the quartic deformation of the theory, equation (4.1) reduces to the linear equation
F˜K = 0, which can be read as an invariance condition for K(F ):
δK(F ) = 0, δF = F˜ . (4.2)
The main purpose of this section is to determine the most general Lorentz invariant solution
K(F ) of this equation, which represents, hence, the most general duality invariant quartic
deformation within the GZGR approach.
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We begin by writing down a basis for the independent Lorentz invariant quartic polynomials
one can form with the field strength Fµ1···µ4 . There are four of them
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K1 = (FF )
2, (4.3)
K2 = (F
µF ν)(FµFν), (4.4)
K3 = (F
µνF ρσ)(FµνFρσ), (4.5)
K4 = (F
µνF ρσ)(FµρFνσ), (4.6)
where again we understand that the non-written indices are contracted. Now we have to solve
the algebraic problem of determining the combinations of these polynomials that satisfy the
invariance condition (4.2), alias the GZGR condition. Although the involved tensor algebra is
conceptually simple, there are some hidden relations inherent in it, expressed by the following
identities. The first identity is, actually, straightforward and introduces just an alternative way
of parameterizing the above basis
(FF˜ )2 = −
8!
4!4!
F [µ1···µ4F µ5···µ8]Fµ1···µ4Fµ5···µ8 = −2K1 + 32K2 − 36K3. (4.7)
The other two identities we need involve one Levi-Civita tensor
(
F µF˜ ν
)
=
1
8
ηµνFF˜ , (4.8)
(
F µνF ρσ
)(
FµνF˜ρσ
)
=
1
12
(FF )(FF˜ ). (4.9)
To prove the identity (4.8), write out the product
(
F µF˜ ν
)
= F µρ1ρ2ρ3F˜ νρ1ρ2ρ3 , (4.10)
and then write F µρ1ρ2ρ3 as minus the Levi-Civita tensor times its Hodge dual, and insert for
F˜ νρ1ρ2ρ3 its definition in terms of F . Using the standard formula giving the product of two
Levi-Civita tensors in terms of multiple products of Minkowski metrics, the right hand side of
(4.10) becomes (
F µF˜ ν
)
=
1
4
ηµνFF˜ −
(
F µF˜ ν
)
, (4.11)
which is (4.8). The proof of the identity (4.9) is more involved and is outlined in Appendix B,
see below for an indirect derivation.
It is now straightforward to compute the variations under δF = F˜ of the polynomials
14Here we assume the theory to be parity preserving, so that no Levi-Civita tensor can appear in K.
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(4.3)-(4.6)
δK1 = 4(FF )(FF˜ ), (4.12)
δK2 =
1
2
(FF )(FF˜ ), (4.13)
δK3 =
1
3
(FF )(FF˜ ), (4.14)
δK4 = 4(F
µνF ρσ)(FµρF˜νσ) 6= c(FF )(FF˜ ). (4.15)
The variation (4.12) is trivial. The variation (4.13) follows from the identity (4.8), and (4.14)
follows from (4.9). A consistency check of these variations is provided by the identity (4.7). In
fact, the variation δ(FF˜ )2 = −4(FF )(FF˜ ) agrees with formulas (4.12)-(4.14). This provides
the independent proof of the identity (4.9), mentioned above. The inequality (4.15), implying
that K4 cannot appear in a duality invariant polynomial, is proven in Appendix B.
We thus see that, out of the four polynomials (4.3)-(4.6), there are precisely two indipendent
combinations which satisfy the GZGR condition (4.2), namely
K3 −
1
12
K1, K2 −
1
8
K1. (4.16)
Using the decomposition (4.7), they can be rearranged as
R1 = (FF˜ )
2 +K1, R2 = K2 −
1
8
K1. (4.17)
As expected, one of the polynomials, namely R1, is the universal canonical quartic invariant
(2.32). The invariant R2 represents instead a new, non-canonical, duality invariant quartic
interaction.
4.2 Quartic deformations in the PST formulation
As in the GZGR formulation, we rewrite the PST condition (3.16) on the Hamiltonian (3.44)
N (B) = 1
2
BIBI +M(B) as a condition on the deformation M(B). Denoting its derivatives by
M Iµ1···µp =
∂M(B)
∂BIµ1 ···µp
, (4.18)
this time we obtain the differential equation for M(B)
B[I[µ1···µp M
J ]
ν1···νp]
= −
1
2
M I[µ1···µp M
J
ν1···νp], (4.19)
in place of (4.1). As before, since M(B) starts with quartic powers of the fields BI , the left
hand side of this equation starts with terms of order four, while its right hand side starts with
terms of order six. Therefore, the PST condition for the quartic deformation of the theory, that
we continue to denote with M, reads
B[I[µ1···µp M
J ]
ν1···νp]
= 0. (4.20)
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To rewrite this condition in a more convenient form, we introduce a “transformation parameter”
∆µ, and define the formal variation
δBIν1···νp =
1
p!
∆σ ε
IJερσµ1···µpν1···νpBJµ1···µpvρ. (4.21)
Then equation (4.20) can be recast equivalently as the invariance condition for M under the
transformations (4.21) (recall that the fields BIµ1···µp are orthogonal to v
µ)
∆σ ε
IJερσµ1···µpν1···νpBJµ1···µpvρM
I
ν1···νp
= 0 ↔ δM(B) = 0, (4.22)
which parallels the GZGR condition (4.2).
Let us now search for solutions of this equation in an eight-dimensional space-time, where
the magnetic fields are a doublet of three-tensors BIµ1µ2µ3 . For this purpose, it is convenient
to perform an SO(1, 7) Lorentz transformation to rotate the unit vector vµ to the simple form
vµ = (1, 0, · · · , 0). This has the advantage that the only non-vanishing components of the fields
are the spatial ones BIn1n2n3 , n = (1, . . . , 7). We also introduce the seven-dimensional Hodge
dual of BIn1n2n3 (in the remainder of this section the spatial indices will be contracted with the
euclidean metric δmn)
B˜In1···n4 =
1
3!
εn1···n7BIn5n6n7 , BIn1n2n3 =
1
4!
εn1···n7B˜In4···n7 . (4.23)
In this frame, the variation (4.21) simplifies to
δBIn1n2n3 = −∆mεIJ B˜Jmn1n2n3 . (4.24)
Before facing the solution of the PST condition δM(B) = 0, one can ask how many independent
quartic solutions are expected to exist. As we know from Section 3.2, this condition gives rise
on the GZGR side to Lorentz invariant quartic polynomials, and there are precisely four of
them, see (4.3)-(4.6). In addition, we are interested in SO(2) invariant polynomials, and, as we
will see, this further constraint reduces the number of independent solutions from four to two.
To determine them explicitly, it is more convenient to impose first SO(2) invariance, and only
then the PST condition.
A basis of SO(2) invariant and Lorentz invariant (in this form, actually, SO(7) invariant)
quartic polinomials of BIn1n2n3 is given by the six elements15
M1 = (B
IBI)2, (4.25)
M2 = (B
ImBIn)(BJmBJn), (4.26)
M3 = (B
ImBJn)(BImBJn), (4.27)
M4 = (B
ImBJn)(BInBJm), (4.28)
M5 = (B
IBJ)(BIBJ ), (4.29)
M6 = (B
ImnBIkl)(BJmkBJnl), (4.30)
15To write these polynomials in SO(1, 7) invariant form, it suffices to replace m → µ, n → ν, etc., and to
contract the indices with the Minkowski metric.
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where, as usual, it is understood that the non-written indices are contracted. The polynomials
M1 and M5 rephrase the canonical invariants Q1 and Q2 in (3.49). To impose the PST
condition (4.22), we must compute the variations of these polynomials under a transformation
(4.24)
δM1 = −4ε
IL∆m(BJBJ )(BIB˜Lm), (4.31)
δM2 = −
2
3
εIL∆m
(
(BJBJ)(BIB˜Lm)− (BI B˜Lk)(BJkBJm)
)
, (4.32)
δM3 = −
2
3
εIL∆m
(
(BJBJ)(BIB˜Lm)− 2(BIB˜Lk)(BJkBJm)
)
, (4.33)
δM4 = −4ε
IL∆m(BIkBJn)(BJnB˜Lmk), (4.34)
δM5 = −2ε
IL∆m(BJBJ )(BIB˜Lm), (4.35)
δM6 = −4ε
IL∆m(BJklBJnj)(BIknB˜Lmlj). (4.36)
The variations of M1, M4 and M6 are straightforward. The variation ofM2 follows from the
identity
εIJ(BJmB˜Iln) =
1
6
εIJ
(
(BIB˜Jn) δlm − (BI B˜Jl) δnm
)
, (4.37)
which can be derived by writing at its right hand side B in terms of B˜, and vice versa. To
put δM5 in the form (4.35) it is sufficient to notice that (BIB˜Jm) is antisymmetric in I and
J , so that (BIB˜Jm) = 1
2
εIJεMN(BM B˜Nm). The computation of δM3 is slightly more involved.
Define the vector
W µ = εIJεµσµ1µ2µ3ν1ν2ν3BIµ1µ2µ3B
J
ν1ν2ν3vσ, (4.38)
which for vµ = (1, 0, · · · , 0) reduces to
W n = −6εIJ
(
BI B˜Jn
)
. (4.39)
Contracting the two Levi-Civita tensors one finds that the square of W n reduces to a combi-
nation of the above polynomials, namely16
W nW n = −W µWµ = 72(M1 − 9M2 + 9M3 −M5). (4.40)
The variation of W n
δW n = 12∆m(B˜JmB˜Jn) = 12∆m
(
(BJBJ )δmn − 3(BJmBJn)
)
, (4.41)
then yields for the variation of its square
δ(W nW n) = −144 εIL∆m
(
(BJBJ)(BIB˜Lm)− 3(BJkBJm)(BI B˜Lk)
)
. (4.42)
16Notice that, in D = 4, the same calculation gives just the combination WµWµ = 16Q2 = 2(M5−M1), see
Footnote 11 in Section 3.3.
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Knowing the variations of M1, M2 and M5, one can so determine δM3. As the variations of
M4 and M6 contain terms that do not appear in the other variations, they cannot give rise to
polynomials that satisfy the PST condition (4.22). Conversely, with the other four polynomials
we can form the two combinations
S1 =M5 −
1
2
M1, S2 =M1 − 12M2 + 6M3, (4.43)
which satisfy indeed δS1 = 0 = δS2. The invariant S1 corresponds to the canonical duality
invariant quartic interaction (3.55), whereas S2 is a new non-canonical one.
4.3 Matching the PST and GZGR deformations
Above we have determined the most general duality and Lorentz invariant quartic deformations
of a non-linear Maxwell theory in both the GZGR and the PST formalisms, the polynomials
R1 and R2 (4.17), and S1 and S2 (4.43), respectively. These results are new and interesting
by themselves, but they also allow us to discuss the relation, and eventually the equivalence,
of the two approaches in this specific case. The PST condition ensures that S1 and S2, once
mapped to the GZGR side, become Lorentz invariant polynomials of F . This means that
they necessarily go over into linear combinations of the polynomials K1, · · · ,K4 in (4.3)-(4.6).
Conversely, what is not guaranteed is that duality invariant interactions of the PST approach,
as are S1 and S2, go over to duality invariant interactions of the GZGR approach, namely to
linear combinations of R1 and R2. In this section, we verify this correspondence explicitly,
thus supporting our conjecture – in the literature sometimes implicitly assumed – that the
manifestly Lorentz invariant (GZGR) and the manifestly duality invariant (PST) formulations
are eventually equivalent.
The check of this correspondence regards, actually, only S2, as the polynomial S1 is the
canonical PST quartic interaction, that we know already to correspond to the canonical quartic
GZGR interaction R1, see equations (2.32) and (3.55). To map the polynomial S2 to the GZGR
side, we follow the general strategy of Method II outlined in Section 3.2. In fact, according to
the mapping (3.48), it suffices to enforce in S1 and S2 the identifications
B1 = E2 ≡ E, B2 ≡ B. (4.44)
In this way, S1 and S2 go over into, see Appendix C for details,
S1 =
1
2
(
(EE)2 + (BB)2
)
+ 2(EB)2 − (EE)(BB), (4.45)
S2 =(EE)
2 + (BB)2 + 2(EE)(BB)− 6
(
(EiEj)(EiEj) + (BiBj)(BiBj)
)
− 24(EiEj)(BiBj) + 12(EiBj)(EiBj).
(4.46)
Correspondingly, we must write out also R1 and R2 in terms of the fields E and B, using (2.24),
R1 =16
(
(EE)2 + (BB)2 + 4(EB)2 − 2(EE)(BB)
)
, (4.47)
R2 =2(EB)
2 − (EE)2 − (BB)2 − 4(EE)(BB) + 36(EiEj)(BiBj)
− 18(EiBj)(EiBj) + 9
(
(EiEj)(EiEj) + (BiBj)(BiBj)
)
.
(4.48)
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In fact, since S1 and R1 are proportional to the canonical invariants, formulas (4.45) and (4.47)
can be read off directly from (3.55) and (2.32), respectively. From the above expressions one
sees that S1 and S2 go indeed over to combinations of only the duality invariant polynomials
R1 and R2,
S1 =
1
32
R1, S2 = −
2
3
R2 +
1
48
R1. (4.49)
This implies that the generic quartic deformation M = aS1 + bS2 of the PST approach corre-
sponds, in the GZGR approach, to the deformation (apply (3.48) with n = 4)
K =
8
3
bR2 −
1
24
(3a+ 2b)R1.
5 Conclusions and outlook
The GZGR approach for duality invariant self-interactions of Maxwell fields in higher dimen-
sional space-times features, as principal advantage, manifest Lorentz invariance, realized in a
standard way. Conversely, SO(2)-duality and S-duality invariance are realized, at the level of
equations of motion, by means of a non-linear differential equation on the Lagrangian L(F ), the
GZGR condition (2.17). The PST approach has the advantage of realizing both dualities in a
manifest way. In particular, SO(2) is realized as a Noether symmetry of the action. In turn, the
implementation of Lorentz invariance – alias the condition of non-propagation of the auxiliary
field a – imposes restrictions on the Hamiltonian N (B): as we have shown in this paper, the
general condition the Hamiltonian must satisfy is the PST differential equation (3.16).
Although there is a one-to-one correspondence between the (not necessarily Lorentz and/or
duality invariant) functions L(F ) andN (B), there is no simple direct relation between the prop-
erties of the two formulations. We gave a proof that if N (B) satisfies the PST condition, then
L(F ) is Lorentz invariant, and vice versa. What is in general not guaranteed is that the GZGR
condition implies duality invariance on the PST side, and vice versa. However, if we restrict
the functional dependencies of L(F ) and N (B) to canonical quadratic and quartic invariants,
as we have shown, the two approaches are completely equivalent: although the resulting con-
sistency conditions (2.28) and (3.53) are formally the same, being in turn equivalent to the
Courant-Hilbert equation, the proof is highly non-trivial. In particular, the algebraic forms
of the conditions for Lorentz and duality invariance in the two formulations are interchanged,
making the relation non-intuitive.
A comparison between the two approaches going beyond canonical interactions has to cope
with the technical problem that the respective consistency conditions (2.17) and (3.16) can
hardly be solved in a closed form, and look formally rather different. The former is a scalar equa-
tion, ensuring invariance under the one-parameter group SO(2), whereas the latter amounts to
an equation for a spatial vector, see for instance (4.22), ensuring essentially invariance under
special Lorentz transformations in D dimensions. In light of these general difficulties, we in-
vestigated the equivalence problem for the simplest, even though technically rather involved,
non-canonical interactions, namely the most general duality invariant quartic interactions for
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a Maxwell theory in D = 8. It turned out that, on the GZGR side, there is one non-canonical
(manifestly Lorentz invariant) duality invariant quartic interaction, while on the PST side there
is one non-canonical (manifestly duality invariant) Lorentz invariant such interaction: we found
that the two interactions describe the same physical dynamics. Despite the poor “statistical”
significance of this result, we take this highly non-trivial check for a strong indication that the
GZGR and PST formulations are, eventually, fully equivalent.
To test the GZGR/PST equivalence on a deeper level, one would need a general algorithm
to solve the consistency conditions (2.17) and (3.16) order by order. Taking into account the
next order F 6, the Hamiltonian would have the form N (B) = 1
2
BIBI +M(4)(B) +M(6)(B),
where the quartic polynomial is given by M(4) = aS1 + bS2, see equations (4.49), and satisfies
δM(4) = 0. The PST condition (4.19) then translates into the equation for the sixth-order
polynomial
δM(6) =
1
2 · 3!
∆σ ε
IJερσµ1µ2µ3ν1ν2ν3M I(4)µ1µ2µ3 M
J
(4)ν1ν2ν3vρ. (5.1)
As in the case of the canonical invariants (3.54), this equation must allow for a “particular”
solution M̂(6), determined by the form of the quartic polynomial M(4), but then, in princi-
ple, one must add the most general solution of the homogeneous equation δM(6) = 0. This
homogeneous equation, for sixth order polynomials, has no solutions for canonical invariants,
as one sees from the universal solution (3.54). However, we cannot exclude their existence for
non-canonical sixth-order invariants. An analogous analysis applies for the GZGR condition
(2.17). As seen in the text, the algebra involved for the analysis of the quartic polynomials is
already rather complex, and to determine the most general solution of the equation δM(4) = 0
we had to resort to some ingenious algebraic identities. To test the equivalence hypothesis
in the more complex situation of sixth-order polynomials, one would need a more systematic
algebraic algorithm, still to be developed.
The inclusion of derivative couplings in the present framework presents no conceptual dif-
ficulties. In the GZGR formulation, one must replace equation (2.17) with the integral form∫
(FF˜ −LL˜) dDx = 0, where now F is no longer considered as the field strength of a potential,
but as an independent field, and Lµ1···µn = (δ/δF
µ1···µn)
∫
L(F ) dDx, see e.g. [51]. On the PST
side, the consistency condition (3.16) remains formally the same, apart from the fact that the
tensors N I are now functional derivatives, N Iµ1···µp = (δ/δB
Iµ1···µn)
∫
N (B) dDx. This distinctive
feature between the two formulations is not unexpected, as the two conditions ensure duality
invariance and Lorentz invariance, respectively. Explicit duality invariant examples of deriva-
tive theories are, however, rather rare, even in D = 4; for an example of a quadratic theory, see,
for instance, [5,51]. The explicit construction of duality invariant non-linear derivative theories
in dimensions D ≥ 8 is at the moment a completely unexplored field.
When non-linear duality invariant Maxwell theories are coupled to charged sources, there is
a major difference arising between the two formulations, which is, actually, inherited from the
linear theory. In the GZGR formulation, although the equations of motion are invariant under
SO(2) rotations, the quantization condition for the charges – Dirac’s original condition (2.43) –
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is not invariant under SO(2). In fact, the related action does not possess an SO(2) symmetry,
not even at the formal level, i.e. if one rotates also the charges. In turn, this formulation entails
the phenomenon of spin-statistics transmutation. Conversely, the quantization condition arising
in the PST formulation – Schwinger’s condition (3.29) – is SO(2)-invariant, as is the related
action, and, correspondingly, it does not entail spin-statistics transmutation. In a truly SO(2)
invariant theory there is, in fact, no elementary self-interaction of the r-th dyonic (n−2)-brane
with itself.
Four-dimensional duality invariant Maxwell theories are intimately related with the dy-
namics of chiral two-form potentials in a six-dimensional space-time. A double dimensional
reduction of the latter theory produces a manifestly duality invariant Maxwell theory in D = 4,
formulated a` la PST, as the Lorentz group splits into SO(1, 5)→ SO(1, 3)×SO(2), see [42,43]
for the case of the Born-Infeld theory. A similar relation is expected to hold in general between
chiral 2N -form potentials in D = 4N + 2, and duality invariant Maxwell theories in D = 4N .
The simplest higher-dimensional case corresponds to chiral four-forms in D = 10, whose non-
linear dynamics should thus give rise to the non-linear (canonical and/or non-canonical) duality
invariant Maxwell theories in D = 8 constructed in this paper. There is, however, no natural
extension of a Born-Infeld-like dynamics or, more generally, of a “canonical” dynamics, for a
chiral four-form inD = 10. The analysis of this interesting issue will be presented elsewhere [44].
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A Linking the PST and GZGR formulations of canonical
theories
Establishing the link between the two approaches requires to establish an explicit relation
between the derivatives Ni and Li17. As first step, we write out the canonical variables on the
PST side
Q1 =
1
2
BIBI , Q2 =
1
4
(
(B1B2)2 − (B1B1)(B2B2)
)
, Q3 =
1
2
B2B2, (A.1)
and on the GZGR side
P1 =
n
2
(
E2E2 − B2B2
)
, P2 =
n2
4
(
E2B2
)2
, P3 = −
n
2
B2B2, (A.2)
where we enforced the identification F = F 2, leading to the equality P3 = −nQ3. To connect
the derivatives Ni to Li, we use the constitutive relation between N and L (3.36)
nN = nE2B1 −L, (A.3)
17This appendix presents also some details of the calculations not given in reference [20], on which it is mainly
based.
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and write out the conjugate variable of E2 (see (3.37))
B1 =
1
n
∂L
∂E2
= L1 E
2 +
n
2
L2
(
E2B2
)
B2. (A.4)
Using this expression, we can write out the variables Q1 and Q2, and the Hamiltonian
Q1 =
(
1 + L21 + P2L
2
2
)
Q3 +
1
n
P1L
2
1 +
2
n
P2L1L2, (A.5)
Q2 =
(
1
n2
P2 −
1
n
Q3P1 −Q
2
3
)
L21, (A.6)
nN = 2(P1 + nQ3)L1 + 2P2L2 −L. (A.7)
Computing the differential of the Hamiltonian we find
ndN = L1dP1 + L2dP2 + 2(P1 + nQ3) dL1 + 2P2dL2 + n (2L1 + L3) dQ3. (A.8)
Similarly, it is straightforward to express the differentials dQ1 and dQ2 in terms of dP1, dP2,
dL1, dL2, dQ3, and furthermore to compute the combination
dQ1 − n
L2
L1
dQ2 =
(
Q3L2 +
1
n
L1
)(
L1dP1 + L2dP2 + 2(P1 + nQ3) dL1 + 2P2dL2
)
+
(
1 + L21 + P2L
2
2 + (P1 + 2nQ3)L1L2
)
dQ3.
Comparing this relation with (A.8), we eventually find an explicit expression for the differential
of N (Q)
dN =
1
L1 + nQ3L2
(
dQ1 − n
L2
L1
dQ2 +
(
L21 − P1L1L2 − P2L
2
2 + (L1 + nQ3L2)L3 − 1
)
dQ3
)
.
(A.9)
Thus, we recover the relations between the derivatives we were looking for
N1 =
1
L1 + nQ3L2
,
N2 = −
nL2/L1
L1 + nQ3L2
,
N3 =
L21 − P1L1L2 − P2L
2
2 + (L1 + nQ3L2)L3 − 1
L1 + nQ3L2
.
(A.10)
Using these formulas, and inserting for Q1 and Q2 the expressions (A.5) and (A.6), we find the
identity
N 21 −Q1N1N2 −Q2N
2
2 + (N1 −Q3N2)N3 − 1 =
L3
L1
, (A.11)
that parallels the third relation in (A.10). From formulas (A.10) we also derive that
N1 −Q3N2 =
1
L1
. (A.12)
Using this relation, and the above expression of N3, (A.11) implies the further identity
L21 − P1L1L2 − P2L
2
2 − 1
L1
= −
N 21 −Q1N1N2 −Q2N
2
2 − 1
N1
. (A.13)
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B Proof of a tensor identity
We did not find any direct way to prove the identity (4.9). An indirect proof can be constructed
as follows. Define the two quartic invariants (X is just the invariant (4.9) we are interested in)
X =
(
F µνF ρσ
)(
FµνF˜ρσ
)
, Y =
(
F µνF ρσ
)(
FµρF˜νσ
)
. (B.1)
Consider Y and write the second factor F ρσγ1γ2 as minus the Hodge dual of F˜α1α2α3α4 , and
express the last factor F˜νσδ1δ2 in terms of Fβ1β2β3β4 ,
Y = −
1
(4!)2
F µνγ1γ2 ε
ρσγ1γ2α1α2α3α4 F˜α1α2α3α4 Fµρ
δ1δ2 ενσδ1δ2β1β2β3β4F
β1β2β3β4. (B.2)
As the Levi-Civita tensors have one index in common, and the first and third F have the index
µ contracted, there remains a contraction of seven completely antisymmetrized indices, which
can be written as
Y =
7!
(4!)2
(
F [µ1µ1µ2 F
µ2µ3
µ3
)
F µ4µ5µ6µ7] F˜µ4µ5µ6µ7 . (B.3)
It is a now a mere, though a bit lengthy, exercise to write out the antisymmetrization and to
contract the indices. The result reproduces a combination of Y , X and (FF )(FF˜ ), namely
Y = Y +
1
2
X −
1
24
(FF )(FF˜ ), (B.4)
which amounts to the identity (4.9). Alternatively, one may apply a similar procedure starting
from the invariant X , by writing the first factor F µνγ1γ2 as minus the Hodge dual of F˜α1α2α3α4 .
In this case the computation is even more lengthy, as one remains with the antisymmetrization
of eight indices. This time Y cancels out, and the result is
X = 2X −
1
12
(FF )(FF˜ ),
which corresponds again to (4.9).
On the other hand, the invariant Y cannot be proportional to the polynomial (FF )(FF˜ ). In
fact, would it be so, then also the combination X−2Y would be proportional to this polynomial
X − 2Y = 3
(
F [µνF ρσ]
)(
FµνF˜ρσ
)
= c(FF )(FF˜ ). (B.5)
Consider now a field configuration for which the only non-vanishing components are α = F 0123
and β = F 4567. Then the right hand side of (B.5) is non-vanishing, actually proportional to
cαβ(α2 − β2), while the left hand side is zero. It follows that Y cannot be proportional to
(FF )(FF˜ ) (unless X − 2Y is identically zero, but from the first equality in (B.5) it is easily
seen that this is not the case).
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C Quartic polynomials in the PST and GZGR formula-
tions
Setting in the relevant invariants in (4.25)-(4.30) B1 = E and B2 = B, one obtains
M1 = (EE)
2 + (BB)2 + 2(EE)(BB), (C.1)
M2 = (E
iEj)(EiEj) + (BiBj)(BiBj) + 2(EiEj)(BiBj), (C.2)
M3 = (E
iEj)(EiEj) + (BiBj)(BiBj) + 2(EiBj)(EiBj), (C.3)
M5 = (EE)
2 + (BB)2 + 2(EB)2. (C.4)
Inserting these expressions in the two independent PST-invariant combinations in (4.43) then
yields (4.45), and (4.46). To write out the GZGR invariants in (4.17) in terms of the electric
and magnetic fields, we specify the definitions (2.24) to D = 8
F i1···i30 = Ei1···i3 , F i1···i4 = −
1
3!
εi1···i7Bi5···i7 . (C.5)
The results for K1 and (FF˜ )2 are trivial
K1 = 16(EE −BB)
2, (FF˜ )2 = 64(EB)2. (C.6)
For K2, the computation is slightly more involved and leads to
K2 = (F
0F 0)(F0F0) + 2(F
0F i)(F0Fi) + (F
iF j)(FiFj), (C.7)
where
(F 0F 0)(F0F0) = (EE)
2, (C.8)
(F 0F i)(F0Fi) = (EB)
2 − (EE)(BB) + 9
(
(EiEj)(BiBj)− (EiBj)(EiBj)
)
, (C.9)
(F iF j)(FiFj) = 9
(
(EiEj)(EiEj) + (BiBj)(BiBj) + 2(EiEj)(BiBj)
)
+ (BB)2 − 6(EE)(BB).
(C.10)
Thus, we obtain
K2 = (EE)
2 + (BB)2 − 8(EE)(BB) + 2(EB)2 + 36(EiEj)(BiBj)
− 18(EiBj)(EiBj) + 9
(
(EiEj)(EiEj) + (BiBj)(BiBj)
)
.
(C.11)
Finally, the two GZGR invariant combinations in (4.17) become
R1 =16
(
(EE)2 + (BB)2 − 2(EE)(BB) + 4(EB)2
)
, (C.12)
R2 =2(EB)
2 − (EE)2 − (BB)2 − 4(EE)(BB) + 36(EiEj)(BiBj)
− 18(EiBj)(EiBj) + 9
(
(EiEj)(EiEj) + (BiBj)(BiBj)
)
,
(C.13)
which are formulas (4.47), (4.48).
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