This paper investigates the application of adaptive integration in element-free Galerkin methods for solving problems in structural and solid mechanics in order to obtain accurate reference solutions.
Introduction
Mesh-free methods are a class of numerical methods in which field variable approximation or interpolation is achieved without a predefined mesh, providing an attractive alternative to common mesh-based methods, such as the finite element method (FEM), in application to many complex problems in engineering analysis [1, 2] . The element-free Galerkin (EFG) method was developed in
[3] through corrections to the diffuse element method [4] which adopted moving least squares (MLS) approximations [5] for field variables and the Galerkin weak form to discretise the governing differential equations.
While integration of the discretised equations of the finite element method is a trivial matter, due to the polynomial shape functions defined over elements, the shape functions in the EFG method are not polynomials and are defined on local support domains that do not necessarily align with integration cells. As a result, numerical integration in EFG methods remains a problem. A possible solution to this problem consists of an adaptive integration procedure, such as the one proposed in [6] for elliptic boundary value problems.
Numerical integration in mesh-free methods
Gaussian quadrature over either a background cell structure or a background mesh defined using the discretisation nodes remains the most common numerical integration technique in mesh-free methods [2, 3, 7] . However, a large number of properly distributed integration points is required to ensure integration accuracy. In [7] the authors suggested that integration accuracy could be improved by aligning the integration cells with the supports of tensor product weight functions, and proposed a "bounding-box" technique to achieve this. They also demonstrated the improvement in integration accuracy that may be achieved by subdivision of integration cells, a technique used in the development of an adaptive quadrature algorithm in [6] In efforts to transform the weak form EFG methods into truly meshless methods, nodal integration schemes have been explored [8] . In [9] a residual is added to the equilibrium equations of the weak form to approximate integrals in the discretised equations by a quadrature sampling the integrand only at the nodes. This removes the necessity to construct a mesh or cell structure for integration, but the method sacrifices accuracy of the weak formulation for ease of integration. In [10] an alternate approach to achieve nodal integration is attempted by using a strain-smoothing stabilisation to avoid evaluation of shape function derivatives at the nodes, thereby eliminating spurious modes. A comparison of this stabilised conforming nodal integration technique and Gaussian quadrature for EFG is presented in [11] .
Alternative methods to improve the efficiency and accuracy of numerical integration have led to the modification of the variational principle into a local weak formulation in the meshless local PetrovGalerkin (MLPG) and the local boundary integral equation (LBIE) methods [12] . Integration of the weak form is performed locally over sub-domains defined by the supports of the test and trial functions, using specially defined Gaussian quadrature rules. This method suffers from difficulties handling intersections of the integration domains with the boundaries. The method of finite spheres [13, 14] is a special case of the MLPG method in which integration domains are defined bydimensional spheres centred at the nodes. Specialised cubature rules are developed for interior and boundary spheres, as well as for intersections of these spheres, called "lenses". More efficient numerical integration schemes are explored in [15] , and an adaptive integration technique is presented in [16] . While the method of finite spheres shows promise in achieving the meshless condition, handling of irregular boundaries remains difficult.
The partition of unity quadrature [17] seeks to take advantage of the partition of unity property of MLS shape functions. Global integrals are computed as the sum of integrals over nodal weight function supports, weighting integrands by either the MLS shape function or Shepard's function (MLS shape function with constant basis) associated with the support. Quadrature formulas are developed for weight function supports (generally circular or square regions), and subdivision of the support into smaller integration cells is also considered. A similar moving least squares quadrature is presented in [18] using tensor product weight functions that permit integration on rectangular supports and simpler treatment of irregular boundaries by setting quadrature weights equal to zero for the integration points outside the problem domain.
Other numerical integration schemes applied to mesh-free methods include quasi-Monte Carlo quadrature [19] , the use of genetic algorithms to generate integration points and weights for a given nodal configuration [20] and other novel meshless integration techniques such as the Cartesian transformation method, in which domain integrals are transformed into boundary integrals [21] .
Errors in mesh-free methods
Error estimation in computational mechanics is a growing field of research that provides a quantitative basis for adapting discrete computational models to improve the quality of numerical simulations [22] . For sensitive applications, such as brain deformation simulation in computational biomechanics, guaranteed error bounds within the limits of neurosurgical accuracy are required [23] .
Following the discussion in [2] , we consider the two main sources of errors in mesh-free methods: discretisation error, related to the inability of an approximating function to exactly represent the real function sampled discretely at the nodes; and integration error, a result of the error in the quadrature rule used to numerically integrate approximating functions.
In finite element methods, discretisation error is controlled by the element size h and the polynomial degree of interpolating functions p, while integration error for Gaussian quadrature rules is controlled by the number of quadrature points n. The accuracy of the solution may generally be improved in three ways: increasing p, decreasing h and matching n to the shape function's polynomial degree, e.g. for 1D Gaussian quadrature = ( + 1)/2. In mesh-free methods, the same may be achieved by increasing the order of consistency of the mesh-free shape functions (e.g. using high-order basis functions in MLS approximations) and increasing the density of nodes, with existing adaptive procedures addressing these methods [24] [25] [26] [27] [28] . However, as there is generally no prior information about the polynomial degree of MLS approximations [26] and shape function support domains are generally not aligned with the integration cells, it is difficult to explicitly address the integration error.
The standard empirical approaches for minimising integration error in mesh-free methods in the literature uses a large number of background integration cells with a sufficiently high number of Gauss points in each cell. This method assumes that for sufficiently reduced integration cell size, the strain field may be approximated by a polynomial that can be accurately integrated using a chosen Gaussian quadrature rule. However, the number of integration points required to obtain prescribed integration accuracy is presently unknown [6] . Increasing the degree of Gaussian quadrature does not guarantee an increase in integration accuracy, as the integrands in mesh-free methods are nonpolynomial [7] . A better method for improving integration accuracy is through subdivision of integration cells, with the same degree quadrature applied to the resulting subdivided cells. This fact was used in the development of an adaptive quadrature algorithm for EFG methods in [6] .
Methods

Adaptive quadrature
Numerical integration in the EFG method is achieved on either a background grid of integration cells disjoint from the nodes or on a background mesh of integration cells defined by the discretisation nodes. On each integration cell, a quadrature rule defines integration points and corresponding weights. Gaussian quadrature rules are most commonly employed for EFG methods using background integration cells.
The point Gaussian quadrature rule on an integration cell ⊂ ℝ approximates the integral
by the weighted sum
where ∈ are the integration points and the corresponding weights.
An important consideration in the selection of an appropriate quadrature rule is the algebraic degree of precision of the quadrature, referred to herein as the degree of the quadrature. We consider a quadrature to be of degree if and only if the quadrature rule is exact for all polynomials of degree ≤ but not for some polynomial of degree + 1. We will apply the adaptive quadrature algorithm developed in [6] , which uses recursive subdivision of background integration cells to reduce the error of integration below a user-specified relative integration error tolerance, . This adaptive integration procedure uses a local relative error estimate of the integration error for each integration cell to guide the adaptive division of integration cells.
The generalised form of the adaptive quadrature algorithm applied to integrate function over integration cell with relative integration error tolerance is provided in Algorithm 1. A more detailed discussion of the characteristics of the adaptive algorithm is presented in [6] .
Generation of integration points for elasticity problem
We consider the equilibrium equation for the two-dimensional elasticity problem on domain Ω bounded by Γ:
where is the Cauchy stress tensor and the body force. The boundary conditions are:
where is the unit normal to the boundary Γ , ̅ are prescribed tractions on the boundary and � are the prescribed displacements. Applying the Galerkin method to the weak form of (4) we seek trial functions ∈ 1 (Ω) such that for all test functions ∈ 0 1 (Ω), equation (6) is satisfied:
where is the symmetric gradient operator and is the tensor representing the stress-strain constitutive law. For the simplicity of presentation, and without loss of generality, we will derive the discretisation for 2D problems, where
The element-free Galerkin method uses trial functions (8) and test functions (9) based on moving least squares (MLS) shape functions to generate the discrete equations [29] :
The value of these functions is obtained at any point ∈ Ω by minimising a weighted least squares error functional where ( ) is the MLS shape function corresponding to node [3, 5] . In the present study, as in [6] , a quartic spline weight function of the normalised Euclidean distance is used, with a variable radius of influence domain assigned to each node based on a dilated mean Euclidean distance to neighbouring nodes.
By substituting into equation (6), neglecting body forces and invoking the arbitrariness of , the discretised system of equations is obtained in matrix form as:
The MLS shape functions do not possess the Kronecker delta property, and hence the essential boundary conditions (5) are enforced by adding unknown tractions on the boundary Γ , and appending extra equations describing the essential boundary conditions to the existing system of equations. The resulting system of equations is given by (15) where indexes the fixed boundary nodes, ( ) is an interpolating shape function and is the arclength along the fixed boundary.
where and are as defined previously and
The degrees of freedom related to the essential boundary conditions are then eliminated from (15) through static condensation.
Examining equations (10) to (14) we notice that the integrals that must be computed using the numerical quadrature are based on products of derivatives of the shape functions:
where , indicates partial spatial derivatives.
Integrands of the form above are defined on finite intersections of the local compact support domains of the shape functions. In general, over a given integration cell, multiple stiffness matrix integrands will be non-zero. Consequently, multiple different functions may need to be integrated over each integration cell. However, for a given integration cell, the number and nodal indexes of non-zero integrands at the integration points may differ. Thus, while the adaptive quadrature could be applied to each integral in the discretised equations, this may require expensive computation of shape function derivatives at a given integration point many times during the assembly of the global stiffness matrix.
Should the integration cell then need to be subdivided by the adaptive algorithm, the number of function evaluations would increase further, thereby increasing the computational expense.
The solution, proposed in [6] , is to construct a global function representative to the integrands in the local stiffness matrices and apply the adaptive quadrature over the entire domain using this function.
Such a function must have a shape similar to the integrands and, additionally, must have a non-zero integral value over any integration cell (due to the relative integration accuracy test used for guiding cell subdivision in Algorithm 1). Following the heuristic process described in [6] , we define the function used to guide the adaptive quadrature algorithm as:
We note that integrals computed over the boundary Γ are not considered in the construction of function . For simplicity, the adaptive quadrature is applied only for integrals over the domain Ω in the present study. All boundary integrals are accurately integrated using a high degree (10 points)
Gaussian quadrature over the boundary segments between nodes, although a similar adaptive scheme can be employed on the boundary.
When computing the values of function f we take advantage of the fact that the shape functions and their derivatives have local compact support domains; therefore, for a given integration point only a limited number of shape function derivatives will have non-zero value, and they are all computed simultaneously using the MLS minimisation procedure.
The adaptive division of integration cells resulting from the integration of function f leads to a distribution of integration points with corresponding weights that is defined entirely by the shape functions and the integration error accuracy . This distribution of integration points will integrate the stiffness matrix components to the same integration error accuracy used for their generation, as it will be demonstrated in Section 3.
Convergence study
While the above procedure ensures integration accuracy under a selected level , it gives no indication of what accuracy level should be used for a specific problem and nodal discretisation. We propose the use of a convergence study for integration errors in order to determine the optimum integration accuracy. We designed a convergence study procedure that independently addresses the contribution of integration and discretisation errors to the overall solution error. By controlling integration error using the adaptive quadrature, and minimizing discretisation error through increasing node density, a converged solution can be obtained for any given problem. The proposed convergence study procedure is as follows:
1. Create a low density nodal discretisation and a background mesh or grid of integration cells with the cell size approximately equal to the distance between the discretisation nodes.
2. Use the adaptive quadrature algorithm to generate integration points and weights for integration with incrementally reduced integration parameter (through order of magnitude decrements) until the solution converges.
3. Using the adaptive quadrature algorithm with the integration parameter at the value at which convergence of the integration error is observed, incrementally increase the nodal density (e.g. by adding mid-point nodes to a triangulation of the discretisation nodes) until the solution converges.
We demonstrate the application of this convergence study procedure to elasticity problems in the following section.
Numerical Examples
3.1 2-D elasticity example-cantilever beam with analytical solution
Problem description
We consider a cantilever beam of dimension × 2 with unit depth, subject to a parabolically distributed traction force on the free end as depicted in Fig. 1 . This linear elasticity problem has an analytical solution; therefore, it allows high accuracy error computation for the integration convergence studies. A similar problem, solved using element-free Galerkin methods, is presented in [2] . When the traction on the free end ( = 0) is given by:
The displacement of this beam has the following analytical solution, as described in [30] : We used the following values for our numerical experiments: = 1000, = 30000 and = 0.3, with the problem domain defined by = 48 and = 6.
With prescribed relative integration error tolerance = 0.001, the node and integration cell distributions for 50 nodes and adaptively defined integration points are provided below. A 2 × 2 point tensor product Gaussian quadrature is used for quadrilateral integration cells (Fig. 2) and a 4-point symmetric Gaussian quadrature is used for triangular integration cells (Fig. 3) . Local regions of varying nodal density that result in difficult to integrate shape functions undergo further adaptive division of integration cells resulting in automatic generation of more integration points in these areas.
(a) (b) 
Error evaluation
Integration error is estimated by accurately computing the elements of the stiffness matrix and comparing with those computed using the adaptive quadrature [6] . Since the diagonal terms of are always non-zero, we define the relative integration error for each element of as:
where * is computed using the adaptive quadrature and is computed using a high degree (10 x 10 points) Gaussian quadrature over a large number (100 x 100) of integration cells. By varying the imposed integration accuracy and observing the effect on the average and maximum values of the above error measure, we may evaluate the control of integration error using the adaptive quadrature.
In order to assess the error of the numerical solution, we define the relative strain energy error norm as:
where refers to strains determined using analytical expressions, while ℎ are strains computed numerically using the element-free Galerkin method with the adaptive quadrature. The accurate evaluation of the integrals involved in computing this error norm is performed by using a regular background grid with a very large number (100 x 100) of integration cells and a 10 × 10 tensor product Gaussian quadrature on each cell.
Performance assessment
We used the adaptive integration algorithm with both degree 3 and degree 5 quadrature rules. For quadrilateral cells, × point tensor product quadrature rules "G " are used, while -point symmetric quadrature rules "T " are used for triangular cells.
Convergence study
The application of the convergence study procedure to the cantilever beam example is demonstrated in Fig. 6 .
(a) (b) From the results in Fig. 6 .a we draw the following conclusions:
• For sufficiently reduced integration error (obtained by imposing a sufficiently small relative integration error tolerance ), the solution errors converge towards the discretisation error, influenced only by the number and distribution of nodes and independent of the integration cell structure or quadrature rule.
• It is not necessary to obtain a higher accuracy of integration to ensure a converged solution.
Adaptively reducing integration error beyond convergence of the solution errors will increase computational expense (greater number of integration points) without yielding a more accurate solution. Fig. 6 .b shows the convergence of solution errors with increasing nodal density. Our experiments have shown that there is no discernible improvement in solution convergence with a more accurate integration. In each case, as node density is increased, the starting integration cells are decreased in size to match the new nodal spacing. This is required for the adaptive quadrature algorithm to be effective, with starting integration cell size desired to be of the order of magnitude of distance between the nodes in the discretisation [6] .
Application example-soft tissue sample extension
We use the adaptive quadrature algorithm with the meshless Total Lagrangian explicit dynamics (MTLED) solution method in an example of soft tissue extension simulation involving large deformations. The MTLED algorithm was developed for computing deformation of soft tissue for surgical simulations [31] . This algorithm combines the Total Lagrangian explicit dynamics (TLED) algorithm [32] with a meshless displacement field approximation based on EFG. Example applications of the algorithm for simulating mechanical responses of soft tissue are provided in [33, 34] . This example demonstrates that the integration procedure can be used for the solution of nonlinear elasticity problems. It also demonstrates the application of the convergence study, with separation of integration and discretisation errors, for a problem which does not have an analytical solution.
The method for solving the continuum mechanics incremental equations of motion used in the MTLED algorithm uses a Total Lagrangian formulation, in which the displacements in the current configuration of a body are determined with reference to the original, undeformed configuration.
Using this method in an explicit dynamics framework requires the computation of shape function derivatives only once, in the undeformed configuration, and these shape functions remain unchanged during the time integration. This is a very important feature of the Total Lagrangian formulation, which allows us to apply the adaptive quadrature algorithm only once, at the beginning of the simulation, generating a distribution of integration points and weights that will remain unchanged in all following time-steps. Explicit integration makes the algorithm very well suited for parallel integration [35, 36] .
Problem description
We simulate the behaviour of a 2-D sample of soft tissue under extension, similar to the problem presented in [37] . The problem domain is initially discretised using 57 nodes and a background grid of quadrilateral cells is created for integration (Fig. 7) . Linear basis functions and a variable influence domain radius with dilatation parameter = 2 are used to generate MLS shape functions. The nodes on the right side of the geometry ( = 10 cm) are displaced 3 cm in the positive -direction. A simple Neo-Hookean hyperelastic constitutive model is used, with a Young's modulus of 3000 Pa in the undeformed state and a Poisson's ratio of 0.49.
The steady state deformation of the sample is obtained using dynamic relaxation [38] [39] [40] . A very low value for the imposed displacement accuracy has been used (ε = 10 -10 ) [39] , to ensure convergence to the steady state solution. Essential boundary conditions were imposed using regularised weight functions, as in [37] . This leads to almost interpolating shape functions, while reducing their smoothness; this poses an additional challenge for the adaptive integration algorithm.
Convergence study
Without an analytical solution for the problem, convergence of the solution is evaluated by tracking the maximum vertical nodal displacement. The convergence study for the integration error is presented in Fig. 8 . A 2x2 Gaussian quadrature is used at each integration cell. We notice that even for = 10 −1 the relative solution error is approximately 1%, which may be sufficiently accurate for the sample problem; nevertheless, for demonstration purposes, we consider that an accurate solution has been obtained for a relative integration error tolerance = 10 −3 . We decreased the relative integration error tolerance 10 times for each simulation; a smaller decrease may result in finer control of accuracy, leading to a higher value for and therefore reducing the number of integration points.
(a) (b) Compared to displacement-based finite element formulations, where under-integration generally produces less stiff elements, the effect of integration error on the solution of mesh-free methods is unpredictable, as shown by the non-uniform convergence in Fig. 8(a) .
The convergence study for the discretisation error is presented in Fig. 9 . The adaptive quadrature with the relative integration error tolerance = 10 −3 , as identified from the integration error convergence study, is used. Node density is increased at each step by adding a node between each pair of neighbouring nodes, with mesh spacing h taken as the maximum distance between adjacent nodes in the discretisation. We notice that a converged solution is obtained after the node density is increased twice. 
Application example-brain shift simulation
During open brain surgery, after the opening of the skull (craniotomy), the brain changes its shape and position. Therefore, the pre-operative images used for planning the surgery become obsolete.
Biomechanical models can be used to predict the deformation of the brain and register the preoperative images to the current position and shape of the brain, by using displacements measured on the brain surface in the craniotomy area [23, 41, 42] . The computational model can be created based on the acquired intra-operative images, but the actual computations can only be performed during surgery, after the opening of the skull; the solution method needs to be quick and accurate. Because they can handle large deformations, meshless methods are well suited for computing the solution.
Nevertheless, we must first investigate if a chosen integration scheme leads to acceptable solution accuracy. This example demonstrates how the proposed adaptive integration algorithm can be used to answer this question.
Problem description
We simulate the brain shift using a 2D slice through the brain (Fig. 10) . The model parameters are chosen based on our previous modelling experience [23, 41, 42] . The Young's modulus is set to 3000
Pa for the brain parenchyma and 6000 Pa for the tumour. The Poisson's ratio is set to 0.49 for both parenchyma and tumour, to account for the almost incompressible behaviour of brain tissue. The ventricles are modelled as a cavity, because the cerebrospinal fluid can freely move in and out of them. Displacements are enforced on the nodes of the brain surface exposed by craniotomy. The interaction between skull and brain is modelled as finite sliding, frictionless contact and the skull is assumed to be rigid as it is orders of magnitude stiffer than the brain tissue. The brain model is discretised using 707 nodes, and a triangular background grid is used for integration. Linear basis functions and a constant influence domain (circles of radius R=8) is used in the creation of the meshless shape functions. The same solution method as in the previous example is used -the MTLED algorithm and dynamic relaxation. We would like to use a low number of integration points in order to reduce the computation time. Therefore, we investigate if 3 integration points for each triangular integration cell leads to sufficient solution accuracy.
Integration error convergence study
The adaptive quadrature with the relative integration error tolerance = 10 −3 was used to obtain a reference solution with high integration accuracy (using more than 100 thousands integration points).
Three different integration schemes (3 integration points per triangular integration cell, adaptive integration with = 0.01, and adaptive integration with = 0.1) were then used to solve the problem and the difference in computed nodal displacements between the obtained solutions and the reference solution was recorded; the maximum differences in nodal displacements are presented in Fig. 10(c) .
The results show that using 3 integration points per cell leads to a maximum difference in nodal displacements compared to the reference solution of 0.048 mm. The variation of the displacement difference over the problem domain is presented in Fig. 10(b) ; it shows that in the area of interest (tumor area) the displacement difference is even smaller than the maximum. Given that the medical images used for guiding the surgery rarely have sub-millimetre accuracy, we can conclude that, for this specific problem, using 3 integration points in each background integration cell leads to a sufficiently accurate solution.
a) b) c) 
Discussion and Conclusions
This paper investigates the application of adaptive quadrature to solid mechanics problems in engineering analysis using the element-free Galerkin method in order to obtain accurate reference solutions. The presented adaptive quadrature algorithm provides a method for controlling the integration error in Galerkin mesh-free methods. The generation of a distribution of integration points and weights that will accurately integrate stiffness matrices is automatic -no analyst input is required beyond the imposition of a relative integration error tolerance. The algorithm adaptively responds to large variation in the integrand by dividing integration cells, with a simple local relative error estimate directing the algorithm to generate additional integration points only in local regions where the integrand varies significantly. The adaptive algorithm can be applied in other quadrature methods which require computation of an integral over a given integration cell, such as the partition of unity quadrature, which uses overlapping integration cells.
The key feature of the adaptive quadrature algorithm is the ability for the user to control integration accuracy using the algorithm parameter . This results in a reliable and responsive numerical integration scheme, permitting efficient and accurate integration of stiffness matrices through the selection of an appropriate relative integration error tolerance. This forms the basis for the convergence study proposed in this paper, which allows the user to independently examine and control the contribution of integration and discretisation errors to the overall solution error. Through selection of an optimal integration error tolerance (which guarantees integration accuracy) and node density (which guarantees discretisation accuracy), an accurate solution can be achieved, as demonstrated by the numerical examples. The presented procedure allows the computation of reference solutions for very challenging problems which do not have an analytical or even a finite element solution (such as very large deformation problems).
