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Abstract: The method of traditional edge detecting often adopts pre filtering to eliminate the disturbing of the noise, which makes the
details loss while getting rid of the noise. So, the proportion of filtering and the precision of edge detecting are a pair of contradictions
all along. This paper presents a strategy of edge optimizing based on edge directing aiming at the question. It s a distinct difference
compared with the noise that the edge has some direction, which needn t pre filtering anymore and can make that problem solved prim
ly. Meanwhile, we present a method of self organizing directing which can obtain the direction of the edge effectively.
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图像输入 # 边缘的初步检测 # 边缘优化
图 1 基于边缘定向的边缘提取过程示意图
Fig. 1 The process of distilling edge based on edge directing
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可见, 数字图像中的线条的 方向 的概念与连续世界中的完















Fig. 2 The structure of self organizing directing network
图中, 输入层为 N * N 结构, 阵列中每一个结点对应图





设经过初步边缘检测以后,二值化的边缘图像为F( x , y ) ,
F( x , y ) =
0 点( x , y ) 不在边缘上
1 点( x , y ) 在边缘上
设S ( x 0 , y 0 ) 是边长为N( N为奇数 )的正方形区域 , 点
( x 0, y 0)是S( x 0, y 0)的中心,则S( x 0, y 0)的模R( x 0, y 0)定义为 :
R( x 0, y 0) =  
x= x
0
+ ( N- 1) /2
x= x
0




+ ( N- 1) /2
y= y
0
- ( N- 1) /2
F (x , y ) 2
对 F( x , y )在 S ( x 0 , y 0)上作均一化处理得
F ( x , y , x 0, y 0) = F( x , y ) / R( x 0, y0 ) ( x , y ) ∃ S( x 0, y 0)
Ii, j为自组织网络的输入, 输入的中心点对应( x 0, y0 )则
Ii, j = F ( x 0 (N 1) / 2 + j , y 0, ( N 1) / 2+ i , x0 , y 0) (0 %
i, j % N 1)
设自组织网络输入节点和输出节点的连接权为 Wi , j , k
( Wi, j , k &0) ,输出节点之间的连接权为Vp, q( Vp , q< 0) , 则网
络输出 Yk 为,
Yk= Um(T k)






Wi, j , k * Ii , j+  
M- 1
q= 0, q∋ k
Vk, q * Tq
其中,M 为网络输出个数, Um( x )为阶跃函数,
Um( x ) =
0 x % m
1 x > m
(0 < m < 1)
3 自组织定向网络的学习
由前文可知, 在自组织网络中, 有两种类型的连接权, 一
种是输入层到输出层的 Wi, j , k, 另外一种是输出层内部的互
连 Vp, q.其中, 后者反映的是输出节点之间的竞争关系,权值




(1) 阈值参数 和调节参数 ( t) . ( t)单调递减函数, 且
0< ( t) < 1,并令 t = 0.
(2)初始化Wi, j , k, 随机的为每一个Wi , j , k赋一个较小的值.
(3) 用一个线条样本产生的 I i, j计算它和所有权矢量的
欧氏距离dk (0% k % M 1) .






( Ii , j - Wi, j , k)
2
并选择 k ,使 dk = min( dk) .
( 4)比较dk 和 , 若dk % , 则按下式修改权值 , 否则转
向(5)
Wi, j , k = Wi, j , k + ( t) ( I i, j Wi, j , k )
转向( 6) .
(5) 令 Wi, j , k = Ii, j .
(6) 对调整后的 Wi, j , k 作归一化处理.
(7) t= t+ 1.
( 8) 判断是否达到要求, 若达到, 则停止学习, 否则提供
新的线条样本, 转向( 3) .
实际上, 自组织网络的学习过程就是各种方向的线条进
行无监督的聚类过程, 学习的结果使方向相近的线条产生一





( a) 夹角 ( b) 噪声
图 3 夹角和噪声示意图






Fig . 4 The result of edge optimizing
由于方向的突变,在夹角处和它的附近, 自组织网络无法








( 1) 对二值化边缘图像 F( x , y )中的每一个值为 1 的像
素点, 计算出以它为中心的归一化 N* N 邻域.
( 2) 以( 1)中邻域作为自组织定向网络的输入, 得到每一
个值为 1 的像素点的方向.
( 3) 对于无方向的像素点, 用上面的方法判断它是否属
于夹角或邻近夹角的像素.
( 4) 去除既没有方向, 又不属于夹角的像素点. 因为根据
结构化的思想, 这些点可以断定为噪声.
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