The size effect in the failure of a hybrid adhesive joint of a metal with a fiber-polymer composite, which has been experimentally demonstrated and analytically formulated in preceding two papers, is here investigated numerically. Cohesive finite elements with a mixed-mode fracture criterion are adopted to model the adhesive layer in the metal-composite interface. A linear tractionseparation softening law is assumed to describe the damage evolution at debonding in the adhesive layer. The results of simulations agree with the previously measured load-displacement curves of geometrically similar hybrid joints of various sizes, with the size ratio of 1:4:12. The effective size of the fracture process zone is identified from the numerically simulated cohesive stress profile at the peak load. The fracture energy previously identified analytically by fitting the experimentally observed size effect curves agrees well with the fracture energy of the cohesive crack model obtained numerically by optimal fitting of the test data.
Introduction
Bimaterial hybrid structures, whose design attempts to combine the advantages of two dissimilar materials and at the same time minimize their disadvantages, are gaining interest in a wide range of engineering applications. Metal-composite hybrid joints have been recognized as essential structural components for lightweight fuel-efficient ships and large aircraft made predominantly of composites. They are designed to carry the loads transmitted between a metal frame and a composite panel. The strength of a hybrid joint is a critical aspect of the safety and reliability of the whole structure.
Due to material mismatch, a stress concentration with a complex stress field may develop at the reentrant corners of metal-composite joints. For a double-lap joint of steel and fiberpolymer composite analyzed and tested at Northwestern University (see Fig. 1 (test series 2 in Ref. [1] )), the dominant stress singularity exponent was found to be k ¼ À0:459 þ 0:06i (i ¼ ffiffiffiffiffiffi ffi À1 p ) for the inner corners and k ¼ À0:219 for the outer corners [2] . Since the stress singularity at the inner corner of the joint is stronger than at the outer one, a crack will emanate from the inner corner and propagate along the weakest plane in the bimaterial joint. This plane of propagation will lie either in the metal-composite interface or in the fiber composite.
Although the stress singularity exponent at the inner corners is very close to the exponent of À1=2 at the crack tips, the analysis of fracture at the bimaterial corner is complicated by the fact that the elastic energy release rate corresponding to a singularity exponent > À 1=2 is zero. As such, the energetic argument of linear elastic fracture mechanics (LEFM) cannot directly be used to characterize the crack initiation from the corner. Rather, one must take into account the development of a finite fracture process zone (FPZ) at the inner corner, which can be quite large when dealing with a quasi-brittle material such as fiber composite [2, 3] . For a propagating crack, the size of the FPZ is approximately constant, a material characteristic. The consequence is a size effect on the strength of the metal-composite joints.
The size dependence of the nominal strength of hybrid joints has been studied experimentally and theoretically in the preceding papers [1, 2] . For example, when the strength values measured in test series 2 of Ref. [1] are plotted in a logarithmic scale, the nominal strengths of geometrically similar metal-composite joints are seen to decrease with the joint size as seen in Fig. 2 .
It was found that the size dependence of joint strength can be expressed by a formula similar to the classical type 2 size effect law [4] [5] [6] [7] that has been shown to apply to homogeneous quasibrittle structures containing a large notch or a large stress-free (fatigued) crack formed prior to reaching the maximum load. The size effect equation for bimaterial joints involves two parameters, namely the small-size asymptotic strength r 0 and the transitional size D 0 . Parameter r 0 can be determined by quasi-plastic analysis, while D 0 is proportional to the initial fracture energy G f and to the effective size c f of the FPZ [2] . Both r 0 and D 0 can be identified by matching the size effect curve measured on geometrically similar specimens. For the aforementioned test series 2, r 0 ¼ 47:77 MPa and D 0 ¼ 20.77 mm. However, it became clear that, by fitting merely the available size effect test results of geometrically similar specimens, one cannot directly identify the fracture properties G f and c f . The reason is that, in contrast to the type 2 size effect law for homogeneous quasi-brittle materials, there is only one relationship among r 0 , D 0 , G f , and c f for bimaterial joints, which can be derived from the large-size asymptote. A theoretical relationship among r 0 , G f , and c f is difficult to establish in bimaterial joints. It is thus impossible to determine G f and c f from D 0 and r 0 .
As a sequel to the previous experimental and analytical studies, this study is focused on the numerical simulation of the interfacial failure of bimaterial joint, with two purposes: (1) check whether the numerical simulation can properly capture the size effect, and (2) use numerical simulation to supplement the size effect analysis, in order to identify the fracture energy and the effective FPZ size.
Numerical Modeling of Hybrid Joint
The metal-composite hybrid joint used in the previous tests consists of three parts-a metal block, a fiber-composite plate, and their interface (Fig. 1) . The 1018 cold-rolled steel is used for the metal part. The fiber-composite plate is cut from fiberglassepoxy laminate sheets procured from McMaster-Carr, Inc. The steel block and the laminate plate are glued together by the E-60HP metal-plastic binder to form a bimaterial interface. The binder is much weaker than both materials [1] .
Therefore, it is expected that, once the crack initiates from the inner corner that exhibits the strongest stress singularity, the crack would propagate along the adhesive layer. This has been confirmed by previous experiments [1] . Consequently, one can adopt the cohesive crack model, in which the nonlinear softening is represented by the cohesive elements along the metal-composite interface. The case of a cohesive crack propagating in the composite [8] is not considered here (it can occur in the case of a very strong adhesive or special surface treatment), Both the steel and the fiber composite may be considered to follow linear elasticity. This simplifies the analysis. The steel is characterized by Young's modulus E ¼ 200 GPa and Poisson's ratio ¼ 0.3. The fiber composite, containing only unidirectional fibers parallel to the x-axis, can be treated as transversely orthotropic and elastic. The elastic moduli in the longitudinal and transverse directions are E 1 ¼ 30 GPa and E 2 ¼ 9:5 GPa, the in-plane shear modulus is G 12 ¼ 3:0 GPa, and the in-plane Poisson ratio is 12 ¼ 0:17 [1] . The computations also use the out-of-plane elastic modulus E 3 ¼ 9.5 GPa, the shear moduli G 13 ¼ 3.0 GPa, and G 23 ¼ 3.96 GPa, and the Poisson ratios 13 ¼ 0.17 and 23 ¼ 0.2. The adhesive layer between the steel and the composite is extremely thin and, in the experiments, was not scaled according to the specimen size. Therefore, its thickness can be treated as a constant for all specimens. In the present numerical model, a cohesive layer with the thickness of t ¼ 1 mm is meshed by the default cohesive elements from the material library of ABAQUS [9] . Prior to damage initiation, the cohesive layer is assumed to be linear elastic, characterized by an elastic traction-separation relation:
Here T ¼ traction vector, K ¼ stiffness tensor, and d ¼ relative displacement vector; T n ¼ normal force, and T l and T m are the two orthogonal components of shear force T s . The normal and shear tractions are considered not to be coupled in the elastic regime, and so K ij ¼ 0 if i 6 ¼ j. When the stress in the cohesive layer reaches the strength criterion, a crack will initiate and cause interfacial debonding which, in general, consists of both the normal and shear modes. Therefore, a mixed-mode fracture criterion for the cohesive layer is needed.
Various mixed-mode cohesive crack models have been developed (e.g. Refs. [10, 11] ). In this study, we adopt the default mixed-mode cohesive law of ABAQUS, in which the following quadratic nominal stress criterion provided in ABAQUS is selected to define the damage initiation:
Here, T 0 n , T 0 s ¼ tensile and shear strengths, respectively. The Maclaulay bracket, defined as hxi ¼ maxðx; 0Þ, is used here to ensure that the normal pressure would not contribute to the damage initiation. To describe damage evolution, the concept of effective displacement is used in ABAQUS [12] .
Among different options provided in the material library, the linear softening is adopted here to describe cohesive debonding after damage initiation. The total energy G c , represented by the area under the softening curve, follows the energetic mixed-mode criterion of ABAQUS; it reads:
where G c n , G c s ¼ fracture energy corresponding to Mode I and Mode II, respectively, and
Numerical Simulation Results and Identification of Fracture Energy
As a demonstration, the tests of series 2 of the previous experimental investigation [1] are simulated numerically. The size effect was tested on geometrically similar joints with a size ratio 1:4:12, subjected to longitudinal tension (i.e., tension in the direction of the interface). The dimensions of the small, medium, and large specimens of double-lap hybrid joints are given in Ref. [1] . The specimens are modeled using ABAQUS (see Fig. 3 ). To improve the computational efficiency for large specimen, the mesh size is not kept same for specimens of different sizes. This leads to no spurious mesh sensitivity because the mixed-mode softening of the cohesive layer is described by a traction-separation (or stressdisplacement) relation.
To produce the longitudinal tension, a displacement of constant velocity is applied symmetrically to the ends of the steel blocks. An implicit simulation of dynamic failure, as documented by the sudden drop in the load-displacement curve (measured by an LVDT gauge), would require excessive computer time to achieve numerical convergence. Therefore, an explicit algorithm is used. The calculated interface stress distributions at the peak loads of specimens of different size are shown in Fig. 3 . Because of the edge effect, the stress distribution across the width (i.e., in the out-of-plane direction) is not uniform, especially in the region close to the corners. Figure 4 shows that the finite element simulations reproduce the experiments realistically. For all the specimens of different sizes, the simulations (solid curves) not only give good approximations of the measured peak loads, but also agree quite well with the load-deflection curves recorded by LVDT gauges. The fracture energies used in the simulations are G c n ¼ G c s ¼ 1 kN/m. The simulations confirm the previous conclusion that, prior to the maximum load, the damage spreads symmetrically at all the four inner corners. However, after the maximum load, the damage localizes into one interface crack only.
Furthermore, it is observed that a compressive stress normal to the interface develops at the inner corners. As assumed in the damage criterion, this compressive stress does not contribute to damage initiation. Therefore only the shear-mode fracture energy G c s matters in the simulations, although two fracture energies, G n and G s , are given as input.
Interface friction due to the normal compressive stress is neglected, for two reasons: (1) no surface treatment is used in the experiments, and (2) the compressive stress (only about 4 MPa) is not significant and occurs only in small regions close to the inner corners. Thus the frictional resistance to slip is estimated to be rather small compared to the resistance to slip generated by the shear-mode fracture energy.
Based on the equivalent LEFM and asymptotic matching, Le et al. [2] derived a size effect formula to determine the nominal strength r N of double-lap hybrid joints: 
where r N ¼ P max =bD, P max ¼ load capacity of the joint, b ¼ thickness of the joint in the transverse direction, D ¼ characteristic size, taken to represent the length of the metal-composite interface; r 0 , D 0 ¼ constants depending on the structure geometry and j ¼ the real part of the stress singularity exponent. Based on the large-size asymptote of the size effect curve, the fracture energy of the interface can be calculated as follows [2] :
where E ¼ effective modulus of composites or steel, g ¼ geometry-dependent constant which can be determined by solving an auxiliary small-scale cracking problem [2, 3, 8, 13, 14] ; G f ¼ fracture energy and c f ¼ length of the fully developed FPZ. Evidently, without knowing c f , the fracture energy G f cannot be identified by fitting size effect data with Eq. (5).
Inspecting the computed stress profiles along the cohesive interface layer, one can see that, at peak loads of the small-and medium-size specimens, the FPZ is not yet fully developed, since the cohesive stress at the corner tips has not yet been reduced to zero. Only in the large-size specimen, the cohesive stress at the corner tip gets reduced at peak load to zero, which means that the FPZ has developed fully.
This observation agrees with what is observed from the size effect curve. As shown in Fig. 2 , the nominal strength of the large-size specimen is approaching the dashed straight line asymptote of LEFM, which implies a fully developed FPZ. Based on the shear stress profile in large-size specimen, the material length c f should be roughly equal to the distance from the corner tip to the point where the shear strength is reached. By measuring it in the computed stress profile, one gets c f % 23 mm.
The linear regression based on Eq. (4) yields r 0 ¼ 47.8 MPa and D 0 ¼ 20.77 mm. According to Ref. [2] , the real part of dominant stress singularity j is À0:459, and another calculation yields g ¼ 2:084. This agrees with the value calculated in Ref. [2] (g ¼ 1:042) which must be multiplied by 2 because the nominal strength definition used one half of the specimen whereas here it uses the full specimen. Inserting these values into Eq. (5), one gets G f ¼ 1039 N/m. Note that the G f -value identified from Eq. (5) agrees well with the mode-II fracture energy identified for the cohesive layer by the present simulations. This corroborates the validity of the present numerical investigation and reinforces the validity of the previous analytical investigation.
Conclusions
(1) The metal-composite interface can be realistically simulated by a cohesive layer based on a traction-separation softening law. The computer results agree well with the previously measured load-displacement curves of geometrically similar specimens of different sizes. (2) Although the computations are run with a cohesive softening law based on a mixed-mode fracture criterion, the results indicate that the failure occurs almost exclusively in mode II, i.e., by pure shear failure along the interface. (3) The computed load-deflection curves of geometrically similar hybrid joints of various sizes agree well with the previously measured curves for the prepeak portion (the post peak portion was not recorded due to the strongly dynamic nature of failure). (4) The fracture energy of interfacial cracking cannot be identified from experiments directly. It is necessary to know the size of the fully developed fracture process zone, which is the information that numerical simulations can provide. By measuring the length of the rising part of the interface cohesive stress profile for the large-size specimen, the FPZ size (or length) can be determined. The fracture energy can then be deduced analytically from the size effect analysis, which agrees with the fracture energy that yields the best fit in the present computations.
