Abstract-At present, most of the control methods of the lower extremity exoskeleton carrying robot require to calculate the system's dynamic equation and create the control quantity at each moment, which don't make full use of the repeatability feature of human movement and inevitably causes the delay on the dynamic response of the system. In this paper, utilizing the dynamic repeat characteristics of human walking, the time-variable quasiNewton iterative learning controller of the lower extremity exoskeleton carrying system is designed to improve the control speed and the precision, where the human-machine interaction is considered . When the modeling error is large or the dynamics equation is not so accurate, the feedback loop can be added to improve the system's performance. In this paper, the corresponding quasi-Newton method based on feedback is constructed, which is used to control the carrying robot. Simulation results show the valid of the given method.
I. INTRODUCTION
Lower extremity exoskeleton carrying system is a typical human-machine intelligent robot system, which combines the human intelligence and the machine mechanical energy. For the exoskeleton system unique human-machine control, it has become a new control problem that provokes widely interests of international learners [1] .
The first prototype of exoskeleton named hardiman build by General Electric appears in 1968 [2] . Hardiman is set on master-slave control. In the case of a robotic arm the motion of the operator's arm must be captured continuously through the use of an instrumented master exoskeleton worn by the user. For the many and uncertain interface points between the human and the exoskeleton, the control method is unreliable. In robotic force control systems the force between the manipulator and its environment is maintained at a predetermined level through force sensor feedback. Eppinger [3] , Whitney [4] , and Craig [5] have described the traditional applications of force feedback in robot manipulator control. In force feedback control all interaction forces are measured and there is no other contact point between the human and the machine than through the force sensor. Although it is theoretically possible to build such a control law it would be quite difficult to implement the hardware associated with it. The mostly successful exoskeleton HAL (Hybrid Assistive Leg) [6, 7] use the s-EMG (surface ElectroMyogram) to sense the neuromuscular signal which are generated when motion, but there are many disadvantages when using s-EMG, for example, surface electrode is prone to fall off and the accuracy of the electrode will be influenced when people perspiring after a long time locomotion. The latest research results in this area come out of the BLEEX (Berkeley Lower Extremity Exoskeleton) [8] , [9] , [10] . Racine proposed a method named virtual joint torque control [11, 12] , and apply it into the BLEEX. The virtual joint torque control needs no direct measurements from the pilot or the human-machine interface (e.g. no force sensors between the two); instead, the controller estimates, based on measurements from the exoskeleton suits only, how to move so the pilot feels very little force. This control scheme is an effective method of generating locomotion when the contact location between the pilot and the exoskeleton is unknown and unpredictable. The main disadvantage of this control law over master-slave and feedback force control is that of the exoskeleton accurate mass properties must be known, otherwise, the error will be large.
The above control methods require to calculate the system's dynamic equation and the control algorithm at each moment, which don't make full use of the repeatability feature of human movement , which will inevitably causes the unnecessary waste of the resources, and there will be corresponding delay on the dynamic response of the system . After walking for a period of time in normal, according to the biomechanical model of human walking and some information of the wearer, add the learn control to the exoskeleton, and the energy consumption of the human and the exoskeleton can be reduced.
Model predictive [13] , neural network study, iterative learning control can be used to the learning control, where iterative learning control is propitious to control the lower extremity exoskeleton system with dynamic repeat characteristics, which can implement the trace mission completely over the finite time interval and improve the tracking velocity and accuracy. In accordance with the difference of individuals, judge the wearers' gait characteristics according to the human walking gait feature. Combing with the biomechanical modal, add learning control to the lower extremity exoskeleton.
For the carrying robot is a time-variable system with repeat characteristics, while the learning-factors in the general PID-style iterative learning control are constants which is fixed in advance and can not be changed with the system, good iterative convergent velocity can not be gotten. Therefore, choosing an appropriate time-variable learning operator and constructing the corresponding iterative learning control law become very important. Different to general robot system, for the interference of human in the carrying system, the human-machine interaction should be considered. Reference to the iteration study control of robot [14] , the quasi-Newton method of the carrying robot is presented. When the model error is large or the dynamics equation is not accurate, the feedback loop can be added to improve the system's performance. In this paper, the corresponding quasi-Newton method based on feedback is constructed, which is used to control the carrying robot.
II. CARRYING ROBOT DYNAMICS MATHEMATICS MODEL
Carrying robot is a new concept human-machine intelligent robot system. The exoskeleton robot should shadow the motions of the human and never interfere with these motions. Figure 1gives a simplified three segment model of the carrying robot leg.
The swing phase of the carrying robot leg is taken as control object In this model, the inertia frame is chosen as the upper body and the exoskeleton leg in swing is assumed to be an independent 3-segment manipulator Assume the total torque exerted on the joint is:
The damping and kinetic friction torque, stiffness torque and static friction torque are not considered in this sample because they can be impaired by subtract them in the controller.
In equation (1) 
III. TIME-VARYING ITERATIVE LEARNING CONTROL OF CARRYING ROBOT
A. Quasi-Newton Learning Method
Let the system be described by the operator : 
,the n the learning control scheme becomes the classical Newton method. However, the operator F is often not given precisely . Therefore it is possible to take only some approximation of '( ( )) k F u t as the learning operator .In paper [15] , the theorem about the quasiNewton method convergence is given:
and suppose that the following conditions hold. 
Equation (4) 
Be noticed that the solution of the linear time-variable system mentioned above can be presented as
q t q t q t e t ,design the learning scheme according to the equation (5): [14, 15] , on the following, the convergence theorem of the exoskeleton iterative learning is given. 
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There is a constant 1 δ < , which makes Found by the derivation, there are not suitable points at the proofs of the literatures [14, 15] , and is about the operating system for the robot. Combining with the exoskeleton system, the following gives the convergence proof of the quasi Newton iterative learning law.
Learning iterative control scheme of carrying robot with feedbacks is as follows:
Then equation above can be presented as: 
= − −
The initial value can be choosed as: Also, control scheme(9) can be overwritten as
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Initial value is: In the simulation examples, after 7 iterations, the outputs of the actual controlled system reach to the desired tracking accuracy, the convergence process of the respective joints are shown in Figures 2-4 . After learning, the human-machine interference force and the torque applied by the actuator are shown in Figure 5 .
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As can be seen from the figures, although there is an error in Lagrange mathematical model, after learning, the angle output of the exoskeleton is able to track the wearer's angle output, the human-machine interference force is very small, and the exoskeleton carrying function can be realized. Using the repetition characteristics of the lower extreme carrying system, according to the theory of the quasi Newton iterative learning law, the time-varying operator of the lower extreme exoskeleton iterative learning is constructed.
At the same time, in order to improve performance of the iterative learning control system, the lower extreme exoskeleton quasi-Newton learning law with feedback is constructed. Using the Lagrangian mathematical model of the swing phase, the lower extremity exoskeleton iterative learning control is realized. The simulation results show the effectiveness of this method. The following work is to combine this method with the virtual torque control method to improve the speed and accuracy of the control.
