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1 Introduction
Other chapters in this volume have discussed the curse of dimensionality that is inherent to
most standard ABC methods. For a p-dimensional parameter of interest θ = (θ1, . . . , θp)
>,
ABC implementations make use of a summary statistic s = S(y) for data y ∈ Y of dimension
q, where typically q ≥ p. When either θ or s is high dimensional, standard ABC methods have
difficulty in producing simulated summary data that are acceptably close to the observed
summary sobs = S(yobs), for observed data yobs. This means that standard ABC methods
have limited applicability in high dimensional problems.
More precisely, write pi(θ) for the prior, p(y|θ) for the data model, p(yobs|θ) for the
likelihood function and pi(θ|yobs) ∝ p(yobs|θ)pi(θ) for the intractable posterior distribution.
Standard ABC methods based on S(y) typically approximate the posterior as pi(θ|yobs) ≈
piABC,h(θ|sobs), where
piABC,h(θ|sobs) ∝
∫
Kh(‖s− sobs‖)p(s|θ)pi(θ) ds, (1)
and where Kh(‖u‖) is a kernel weighting function with bandwidth h ≥ 0. A Monte Carlo
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approximation of (1) involves a kernel density estimation of the intractable likelihood based
on ‖s− sobs‖, the distance between simulated and observed summary statistics. As a result,
the quality of the approximation decreases rapidly as the dimension of the summary statistic
q increases, as the distance between s and sobs necessarily increases with their dimension,
even setting aside the approximations involved in the choice of an informative S(y).
Several authors (e.g. Blum 2010, Barber et al. 2015) have given results which illuminate
the way that the dimension of the summary statistic q impacts the performance of standard
ABC methods. For example, Blum (2010) obtains the result that the minimal mean squared
error of certain kernel ABC density estimators is of the order of N−4/(q+5), where N is the
number of Monte Carlo samples in the kernel approximation. Barber et al. (2015) consider a
simple rejection ABC algorithm where the kernel Kh is uniform, and obtain a similar result
concerned with optimal estimation of posterior expectations. Biau et al. (2015) extend
the analysis of Blum (2010) using a nearest neighbour perspective, which accounts for the
common ABC practice of choosing h adaptively based on a large pool of samples (e.g. Blum
et al. 2013).
Regression adjustments (e.g. Blum 2010; Beaumont et al. 2002; Blum and Franc¸ois
2010; Blum et al. 2013) are extremely valuable in practice for extending the applicability of
ABC approximations to higher dimensions, since the regression model has some ability to
compensate for the mismatch between the simulated summary statistics s and the observed
value sobs. However, except when the true relationship between θ and s is known precisely
(allowing for a perfect adjustment), these approaches may only extend ABC applicability to
moderately higher dimensions. For example, Nott et al. (2014) demonstrated a rough dou-
bling of the number of acceptably estimated parameters for a fixed computational cost when
using regression adjustment compared to just rejection sampling, for a simple toy model.
Nonparametric regression approaches are also subject to the curse of dimensionality, and the
results of Blum (2010) also apply to certain density estimators which include nonparametric
regression adjustments. Nevertheless, it has been observed that these theoretical results may
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be overly pessimistic in practice for some problems. See Li and Fearnhead (2016) for some
recent progress on theoretical aspects of regression adjustment for uncertainty quantification.
This chapter considers the question of whether it may be possible to conduct reliable
ABC-based inference for high-dimensional models, or when the number of summary statistics
q ≥ p is large. As a general principle, any methods that improve the efficiency of existing
ABC techniques, such as more efficient Monte Carlo sampling algorithms, will as a result help
extend ABC methods to higher dimensions, simply because they permit a greater inferential
accuracy (measured by an effectively lower kernel bandwidth h) for the same computational
overheads. However there is a limit to the extent to which these improvements can produce
substantial high-dimensional gains, as ultimately the bottleneck is determined by the ‖s −
sobs‖ term within the kernelKh embedded as part of the approximate posterior piABC,h(θ|sobs).
Instead, we examine ways in which the reliance on the q−dimensional comparison ‖s −
sobs‖ can be reduced. One technique for achieving this is by estimating low-dimensional
marginal posterior distributions for subsets of θ and then reconstructing an estimate of the
joint posterior distribution from these. This approach takes advantage of the fact that the
marginal posterior distribution piABC,h(θ
(1)|sobs) =
∫
piABC,h(θ|sobs)dθ(2) for some partition of
the parameter vector θ = (θ(1)
>
, θ(2)
>
)> can be much more accurately approximated using
ABC directly as piABC,h(θ
(1)|s(1)obs), since the corresponding necessary set of summary statis-
tics s(1) ⊂ s would be a lower dimensional vector compared with the summary statistics s
required to estimate the full joint distribution piABC,h(θ|sobs). The same idea can also be im-
plemented when approximating the likelihood function, where it is the sampling distribution
of the summary statistics p(s|θ) that is approximated based on low-dimensional estimates
for subsets of s.
The above techniques are applicable for general ABC inference problems without any
particular exploitable model structure, and are the primary focus of this chapter. For mod-
els with a known exploitable structure it may be possible to achieve better results (e.g.
Barthelme and Chopin 2014; White et al. 2015; Bazin et al. 2010; Tran et al. 2017; Ong
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et al. 2017), and we also discuss these briefly.
2 Direct ABC approximation of the posterior
In this section we consider direct approximation of the posterior distribution pi(θ|sobs) given
the observed summary statistics sobs. We first describe the marginal adjustment approach
of Nott et al. (2014), in which the standard ABC approximation of the joint posterior
distribution is improved by replacing its univariate margins with more precisely estimated
marginal approximations. These more precise marginal distributions are obtained by imple-
menting standard ABC methods to construct each univariate marginal posterior separately,
for which only low-dimensional summary statistics are required. These univariate marginal
posteriors then replace the margins in the original approximate joint posterior sample, via
an appropriate replacement of order statistics.
While the marginal adjustment can work well we show an instructive toy example where
this strategy fails to adequately estimate the posterior dependence structure. We subse-
quently discuss the Gaussian copula ABC approach of (Li et al. 2017), which extends the
marginal adjustment to improve estimation of all pairwise dependences of the joint posterior,
in combination with the marginal estimates, by use of a meta-Gaussian distribution (Fang
et al. 2002). These ideas are illustrated by several examples.
2.1 The marginal adjustment strategy
The marginal adjustment method of Nott et al. (2014) is motivated by the following observa-
tion. Suppose we wish to estimate accurately the univariate marginal posterior distribution
pi(θj|sobs) of the parameter θj. If we can find a summary statistic, say s(j) ⊂ s, that is
nearly marginally sufficient for θj in the data model p(y|θj), then pi(θj|sobs) ≈ pi(θj|s(j)obs) and
this summary statistic can be used to obtain marginal ABC posterior inferences about θj.
Because θj is univariate, the summary statistic s
(j) can be low-dimensional.
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Accordingly, the marginal ABC model takes the form
piABC,h(θj|s(j)obs) ∝
∫
Kh(‖s(j) − s(j)obs‖)p(s(j)|θj)pi(θj)ds(j)
=
∫ ∫
Kh(‖s(j) − s(j)obs‖)p(s|θ)pi(θ−j|θj)pi(θj)dθ−jds
where θ−j denotes the elements of θ excluding θj, and pi(θ−j|θj) denotes the conditional prior
of θ−j given θj.
The idea of Nott et al. (2014) is to exploit the observation that marginal posterior
inferences are much easier in the ABC framework as they only involve a lower dimensional
subset of summary statistics, s(j) ⊂ s. A sample from the joint ABC posterior piABC,h(θ|sobs)
is first obtained, and then this joint sample is adjusted so that it’s marginal distributions
match those estimated from the lower-dimensional ABC analyses, piABC,h(θj|s(j)obs).
Write s = (s1, . . . , sq)
> for the summary statistics used to approximate the joint posterior
piABC,h(θj|sobs), and s(j) = (s(j)1 , . . . , s(j)qj )> for the summary statistics used to approximate the
marginal posterior distribution of θj, piABC,h(θj|s(j)obs). The marginal adjustment algorithm is
then implemented as follows:
1. Using standard ABC methods (including regression adjustments) obtain an approxi-
mate sample from the joint posterior distribution pi(θ|sobs), θJ1, . . . , θJr say, based on
the full summary statistic s.
2. Using standard ABC methods, for each j = 1, . . . , p, obtain an approximate sample
from the univariate marginal distribution pi(θj|s(j)obs), θM1j , . . . , θMr
′
j say, based on the
lower-dimensional summary statistic s(j).
3. Write θMj (k) for the k-th order statistic of the (marginally estimated) sample θ
M1
j , . . . , θ
Mr′
j
and θJj (k) for the k-th order statistic of the (jointly estimated marginal) sample θ
J1
j , . . . , θ
Jr
j .
Also write R(j, k) for the rank of θJkj within the sample θ
J1
j , . . . , θ
Jr
j . Define
θAk = (θM1 (R(1, k)), . . . , θ
M
p (R(p, k)))
>.
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Figure 1: Contour plots of twisted normal prior distribution pi(θ) (grey dashed lines), likelihood
(solid grey) and posterior (solid black) for p = 2. Middle and right panels illustrate the case when
yobs = (−10, 0)> and yobs = (10, 0)> respectively.
Then θAk, k = 1, . . . , r, is a marginally adjusted approximate sample from pi(θ|sobs).
It is worth stating in words what is achieved by step 3 above. The samples θAk, k = 1, . . . , r
are the same as θJk, except that componentwise the order statistics θJj (k) have been replaced
by the corresponding order statistics θMj (k). If we were to convert the samples θ
Ak and θJk
to ranks componentwise they would be exactly the same, and so the dependence structure in
the original samples θJk is preserved in θAk in this sense. However, the estimated marginal
distribution in θAk for θj is simply the estimated marginal distribution obtained from the
samples θM1j , . . . , θ
Mr′
j , so that the adjusted samples θ
Ak give the more precisely estimated
marginal distributions from the low-dimensional analyses of step 2, while preserving the
dependence structure from the joint samples of step 1.
While it is true that the dependence structure obtained at step 1 may not be well esti-
mated due to standard ABC curse-of-dimensionality arguments, it is also the case that the
marginal adjustment improves the estimation of the marginal posterior distributions. These
ideas are illustrated in the following example.
2.2 A toy example
Following Li et al. (2017) we let the data y = (y1, . . . , yp)
>, p ≥ 2 follow a N(θ, Ip) distri-
bution where θ = (θ1, . . . , θp)
> is the parameter of interest and Ip denotes the p× p identity
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matrix. The prior pi(θ) is specified as the twisted normal form (Haario et al. 1999)
pi(θ) ∝ exp
(
− θ
2
1
200
− (θ2 − bθ
2
1 + 100b)
2
2
−
p∑
j=3
θ2j
)
where we set b = 0.1, and if p = 2 the
∑p
j=3 θ
2
j term is omitted. A contour plot of pi(θ) for
p = 2 is shown in Figure 1. This is an interesting example because the likelihood only provides
location information about θ. The dependence structure in the posterior comes mostly from
the prior, and the assocation between θ1 and θ2 changes direction in the left and right tails
of the prior (Figure 1). So the posterior dependence changes direction depending on whether
the likelihood locates the posterior in the left or right tail of the prior. This feature makes
it difficult for standard regression adjustment methods, which merely translate and scale
particles (e.g. generated from (s, θ) ∼ p(s|θ)pi(θ)), to work in high-dimensions.
Figures 2 and 3 show what happens in an analysis of this example with p = 5 and
p = 50 respectively. Four ABC approximation methods are considered with observed data
yobs = (10, 0, ..., 0)
>. The contour plots of the bivariate posterior estimates pi(θ1, θ2|sobs) are
represented by solid lines while the contour plot of the true bivariate margin is represented
by grey dashed lines. For both Figures, panel (a) shows the estimates obtained via stan-
dard rejection ABC while panels (b), (c) and (d) show estimates obtained after marginal,
linear regression and both linear regression and marginal adjustment respectively. Note the
regression adjustment step is performed after the rejection sampling stage, and before the
marginal adjustment.
For the case when p = 5 (Figure 2), rejection sampling alone captures the correlation
between θ1 and θ2, but the univariate margins are too dispersed. Performing a marginal
adjustment following rejection sampling is not good enough, as it only corrects the margin
to the right scale and is not able to recover dependence structure. On the other hand,
rejection sampling with linear regression adjustment is able to give a good approximation
to the true posterior. Performing a subsequent marginal adjustment (Figure 2(d)) shows no
7
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Figure 2: Contour plots of the (θ1, θ2) margin of various ABC posterior approximations for the
p = 5 dimensional model pi(θ|sobs) are represented by the black lines. True contours for the bivariate
margins are represented by the grey-dashed lines. The different ABC approximations approaches
are (a) rejection sampling, (b) rejection sampling with marginal adjustment, (c) rejection sampling
with regression adjustment and (d) rejection sampling with regression and marginal adjustment.
further visual improvement.
The example for p = 50 (Figure 3) shows both the strengths and limitations of the
marginal and regression adjustment strategies. It is very clear that standard rejection ABC
estimates do not seem to be using much of the information given by the likelihood, as
the posterior estimate follows the shape of the prior distribution pi(θ). Performing either
regression or marginal adjustment centres the estimates on the right location but the shape of
the contour plots for the adjustments are incorrect. Moreover, applying marginal adjustment
after regression adjustment corrects the univariate margins well, but does not recover the
dependence structure. In this example, all four approaches are not able to recover the
dependence structure of the true bivariate posterior. It is worth noting in this example that
for the normal case with b = 0 the marginal adjustment approach works very well even in
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Figure 3: Contour plots of the (θ1, θ2) margin of various ABC posterior approximations for the p =
50 dimensional model pi(θ|sobs) are represented by the black lines. True contours for the bivariate
margins are represented by the grey-dashed lines. The different ABC approximations approaches
are (a) rejection sampling, (b) rejection sampling with marginal adjustment, (c) rejection sampling
with regression adjustment and (d) rejection sampling with regression and marginal adjustment.
high dimensions.
This example shows some of the limitations of the marginal adjustment strategy. One
possible approach to improve the estimation of the dependence structure (not discussed by
Nott et al. 2014) is to use the marginal adjustment on a reparameterised parameter vector
θ∗, where the margins of θ∗ account for the dependence structure in θ, while θ∗i and θ
∗
j , i 6= j
remain approximately independent. This approach would require some prior knowledge of
the dependence structure.
Since the key idea of the marginal adjustment approach is to build up a more accu-
rate approximation of the joint posterior from estimates of univariate marginal posterior
distributions, it is natural to ask if it is possible to consider estimation of marginal poste-
rior distributions of dimension larger than one and to use these to help estimate the joint
9
dependence structure of pi(θ|sobs) more accurately.
2.3 Gaussian copula ABC
One way to implement this idea is the Gaussian copula ABC method of Li et al. (2017).
Suppose that C(u) = P (U1 ≤ u1, . . . , Up ≤ up) is the distribution function of a random
vector U = (U1, . . . , Up) where the marginal distribution of each Uj ∼ U(0, 1) is uniform.
Then C(u) is called a copula. Multivariate distributions can always be written in terms of a
copula and their marginal distribution functions, which is an implication of Sklar’s theorem
(Sklar 1959). This allows for a decoupling of the modelling of marginal distributions and
the dependence structure of a multivariate distribution. One useful type of copula derives
from a multivariate Gaussian distribution. Suppose that η ∼ N(0, C) is a p-dimensional
multivariate Gaussian random vector where C is a correlation matrix. The distribution of
U = (Φ(η1), . . . ,Φ(ηp))
> where Φ(·) denotes the standard normal distribution function is
then a copula. This kind of copula, called a Gaussian copula, characterises the dependence
structure of a multivariate Gaussian distribution and it is parametrised by the correlation
matrix C.
Suppose now that we further transform U as γ = (F−11 (U1), . . . , F
−1
p (Up))
> where F1(·), . . . , Fp(·)
are distribution functions with corresponding density functions f1(·), . . . , fp(·). The compo-
nents of γ then have the marginal densities f1(·), . . . , fp(·) respectively, and the dependence
structure is being described by the Gaussian copula with correlation matrix C. Clearly if the
densities fj(·), j = 1, . . . , p are themselves univariate Gaussian then γ is multivariate Gaus-
sian. A distribution constructed from a Gaussian copula and given marginal distributions is
called meta-Gaussian (Fang et al. 2002) and its density function is
h(γ) = |C|−1/2 exp
(
1
2
z>(I − C−1)z
) p∏
j=1
fj(γj)
where z = (z1, . . . , zp)
> and zj = Φ−1(Fj(γj)).
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Li et al. (2017) considered using a meta-Gaussian distribution to approximate the pos-
terior distribution pi(θ|sobs) in ABC. It is easily seen that a meta-Gaussian distribution is
determined by its bivariate marginal distributions, so that if we are prepared to accept a
meta-Gaussian approximation to the joint posterior distribution in a Bayesian setting, then
it can be constructed based on bivariate posterior marginal estimates. Asymptotically the
posterior will tend to be Gaussian, but a meta-Gaussian approximation may work well even
when we are far from this situation since it allows for flexible estimation of the marginal
distributions. As with the marginal adjustment, since the bivariate marginal posterior dis-
tributions can be estimated using low-dimensional summary statistics, this can help to cir-
cumvent the ABC curse of dimensionality in estimation of the joint posterior dependence
structure.
As before, write s(j) for the statistics that are informative for ABC estimation of the uni-
variate posterior marginal pi(θj|sobs), and now write s(i,j) for the summary statistics informa-
tive for ABC estimation of the bivariate posterior margin pi(θi, θj|sobs), i 6= j. Construction
of the Gaussian copula ABC approximation to the posterior pi(θ|sobs) proceeds as follows:
1. Using standard ABC methods (including regression adjustments), for each j = 1, . . . , p,
obtain an approximate sample from the univariate marginal distribution pi(θj|s(j)obs),
θU1j , . . . , θ
Ur
j say, based on the lower dimensional summary statistic s
(j). Use kernel
density estimation to construct an approximation gˆj(θj) to pi(θj|s(j)obs).
2. Using standard ABC methods, for i = 1, . . . , p−1 and j = i+1, . . . , p, obtain an approx-
imate sample from the bivariate marginal distribution pi(θi, θj|s(i,j)obs ), (θBj1i , θBi1j ), . . . , (θBjri , θBirj )
say, based on the low-dimensional summary statistics s(i,j).
3. Write R(i, j, k) as the rank of θBjki within the sample θ
Bj1
i , . . . , θ
Bjr
i . With this notation
R(j, i, k), j > i, is the rank of θBikj within the sample θ
Bi1
j , . . . , θ
Bir
j . Estimate Cij by
11
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Figure 4: Contour plots of the (θ1, θ2) margin of the Gaussian copula ABC posterior approximation
of the p = 50 dimensional model pi(θ|sobs) (black lines). The true contours of pi(θ1, θ2|sobs) are
represented by grey dashed lines.
Cˆij, the sample correlation between the vectors
(
Φ−1
(
R(i, j, 1)
r + 1
)
,Φ−1
(
R(i, j, 2)
r + 1
)
, . . . ,Φ−1
(
R(i, j, r)
r + 1
))>
and (
Φ−1
(
R(j, i, 1)
r + 1
)
,Φ−1
(
R(j, i, 2)
r + 1
)
, . . . ,Φ−1
(
R(j, i, r)
r + 1
))>
.
4. Construct the Gaussian copula ABC approximation of pi(θ|sobs) as the meta-Gaussian
distribution with marginal distributions gˆj(θj), j = 1, . . . , p (step 1), and Gaussian
copula correlation matrix Cˆ = [Cˆij]i,j=1,...,p where Cˆij, j > i, is as in step 2, Cˆji = Cˆij
and Cˆii = 1.
While the estimated correlation matrix Cˆ can fail to be positive definite using this procedure
(although this did not occur in our analyses), methods to adjust this can be easily imple-
mented e.g. (Løland et al. 2013). Note that by using the approximate posterior sample from
pi(θi, θj|s(i,j)obs ) from step 2 and the fitted (bivariate) copula model for the pair, it is possible
to investigate whether the Gaussian copula dependence structure at least represents the true
bivariate posterior dependence structure well (though not the full multivariate dependence
structure). This can be supplemented by application specific goodness of fit checking of
posterior predictive densities based on the joint copula approximation.
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In the twisted normal toy example of Section 2.2, the copula strategy can succeed where
the marginal adjustment strategy alone fails. Similar to Figure 3, Figure 4 illustrates both
the bivariate estimates of pi(θ1, θ2|sobs) based on the Gaussian copula ABC approximation
(black solid lines) and the true margins (grey dashed lines) for the p = 50 dimensional model.
From the contour plots, the ABC copula approximation is able to produce estimates largely
similar to the true bivariate margins, in stark contrast to the marginal adjustment alone
in Figure 3. Thus, in this example where standard ABC sampling with regression and/or
marginal adjustment fails, the copula strategy succeeds.
In order to investigate the performance of each ABC posterior estimation method more
precisely, we follow Li et al. (2017) and vary the dimension of the model, p, from 2 to 250.
Table 1 shows the mean estimated Kullback-Leibler (KL) divergence between the true bivari-
ate margin pi(θ1, θ2|sobs) and the bivariate margin of the full ABC posterior approximation
based on 100 replicate approximations, for all five approaches.
Observe that when the dimension p increases the performance of the standard rejection
ABC approach deteriorates. Adopting any of the adjustment strategies improves the overall
performance but the estimated KL divergences still increase with dimension p up to fixed
limits). This suggests that if accurate estimation of the posterior dependence structure is
important, then regression and marginal adjustment strategies alone may be limited to low
dimensional models. From Table 1 it is clear that Gaussian copula ABC outperforms all
other methods in terms of KL divergence and its performance does not deteriorate with
increasing dimension, p. This is not surprising as the Gaussian copula ABC approximation
is constructed from bivariate estimates of pi(θ1, θ2|sobs), and is therefore able to capture the
dependence structure of all bivariate pairs of the full posterior distribution pi(θ|sobs).
In the following sections we implement Gaussian copula ABC for two real data analyses:
an analysis of multivariate currency exchange data, and simultaneous estimation of multiple
quantile regressions.
13
p Rejection Marginal Regression Regression then Copula ABC
only Marginal
2 0.058 (< 0.001) 0.040 (< 0.001) 0.043 (< 0.001) 0.035 (< 0.001) 0.039 (< 0.001)
5 0.807 (< 0.001) 0.053 (0.001) 0.613 (0.002) 0.037 (< 0.001) 0.040 (< 0.001)
10 1.418 (0.002) 0.100 (0.001) 1.078 (0.002) 0.061 (0.001) 0.040 (< 0.001)
15 1.912 (0.002) 0.292 (0.002) 1.229 (0.003) 0.202 (0.001) 0.039 (< 0.001)
20 2.288 (0.002) 0.450 (0.001) 1.280 (0.003) 0.292 (0.001) 0.039 (< 0.001)
50 3.036 (0.003) 0.520 (0.002) 1.474 (0.009) 0.335 (0.001) 0.040 (< 0.001)
100 3.362 (0.002) 0.524 (0.002) 1.619 (0.013) 0.341 (0.001) 0.039 (< 0.001)
250 3.663 (0.003) 0.515 (0.002) 1.737 (0.015) 0.344 (0.001) 0.039 (< 0.001)
Table 1: Estimated Kullback-Leibler divergence of the (θ1, θ2) margin of various ABC posterior
approximations to pi(θ1, θ2|s(1,2)obs ). Numbers in parentheses represent standard errors of mean di-
vergences over 100 replications.
2.4 A multivariate g-and-k model for a foreign currency exchange
data set
The g-and-k distribution (Rayner and MacGillivray 2002) is a flexible model for univariate
data. It is typically specified through its quantile function
Q(p|A,B, g, k) = A+B
[
1 + c
1− exp{−gz(p)}
1 + exp{−gz(p)}
]
(1 + z(p)2)kz(p), (2)
where A,B > 0, g and k > −0.5 are parameters respectively controlling location, scale,
skewness and kurtosis of the distribution. The parameter c is conventionally fixed at 0.8
(resulting in k > −0.5), and z(p) denotes the p-quantile of the standard normal distribu-
tion. Many distributions can be recovered or well approximated for appropriate values of
A,B, g and k (such as the normal when g = k = 0). Despite its attractive properties as
a model, inference using the g-and-k distribution is challenging since the density, given by
the derivative of the inverse of the quantile function, has no closed form. However, since
simulation from the model is trivial by transforming uniform variates on [0, 1] through the
quantile function, an ABC implementation is one possible inferential approach. This idea
was first explored by Peters and Sisson (2006) and Allingham et al. (2009). Here we con-
sider a multivariate extension of the model developed by Drovandi and Pettitt (2011). This
model has a univariate g-and-k distribution for each margin, and the dependence structure is
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specified through a Gaussian copula. Note that this use of a Gaussian copula to describe the
dependence structure in the data model (likelihood) is distinct from the use of a Gaussian
copula to approximate the dependence structure of the posterior distribution.
Suppose that the data are n independent multivariate realisations y = (y1, . . . , yn) where
yi = (yi1, . . . , y
i
q)
>. We assume that marginally each yij i = 1, . . . , n follows a g-and-k dis-
tribution with parameters (Aj, Bj, gj, kj), j = 1, . . . , q. Gaussian copula ABC approximates
the joint distribution of yi by a meta-Gaussian distribution, with Gaussian copula corre-
lation matrix C. For a q-dimensional data model, there are 4q marginal parameters, and
q(q − 1)/2 distinct parameters in the correlation matrix, giving p = q(q + 7)/2 parameters
in total. We consider an analysis of log daily returns for q = 16 currencies (resulting in
p = 184 parameters) versus the Australian dollar for 1757 trading days covering the period
1st January 2007 to 31st December 2013 (Reserve Bank of Australia 2014).
We adopt as a prior on C the distribution obtained by sampling V ∼Wishart(Iq, q), and
then rescaling V to be a valid correlation matrix with 1’s on the diagonal. The priors on
A, B, g and k for each marginal are independent and uniform over the parameter support,
although we adopted uniform distributions with ranges of [−0.1, 0.1], [0, 0.05], [−1, 1] and
[−0.2, 0.5] for Aj, Bj, gj and kj to produce samples (s, θ) proportional to p(s|θ)pi(θ) but
restricted to a region of high posterior density following an initial pilot analysis (see e.g.
Fearnhead and Prangle 2012).
Following the strategy of Li et al. (2017), the following summary statistics were con-
sidered informative for each marginal parameter: writing Lkj, k = 1, 2, 3 for the quantiles
and Okj, k = 1, . . . , 7 for the octiles of y
1
j , . . . , y
n
j , the marginally informative summary
statistics were chosen as L2j for Aj, (L3j − L1j, (E7j − E5j + E3j − E1j)/(L3j − L1j))> for
Bj, (L3j + L1j − 2L2j)/(L3j − L1j) for gj, and (E7j − E5j + E3j − E1j)/(L3j − L1j) for kj.
These summary statistic choices were guided by similar summary statistics in Drovandi and
Pettitt (2011) and preliminary analyses to determine which sets of the distinct summaries
were marginally informative for individual parameters. For pairs of parameters the summary
15
statistics for individual parameters were simply combined. For the correlation parameters
in the Gaussian copula, we follow Drovandi and Pettitt (2011) and use the robust normal
scores correlation coefficient for the marginal summary statistic.
Contour plots of various estimates of the bivariate (B1, k1) posterior marginal distribution
using ABC rejection sampling are illustrated in Figure 5. The top panels show estimates
using the full (p-dimensional) vector of summary statistics with (a) regression adjustment
and (b) marginal adjustment, respectively. The performance of each approach individually is
poor as the distributions do not exhibit the more accurately estimated dependence structures
observed in the remaining panels. These estimates are based on ABC rejection sampling with
both marginal and regression adjustments, using (c) the full vector of summary statistics, and
(d) the marginally informative summary statistics for (B1, k1). The similarity between panels
(c) and (d) indicates that the marginally informative summary statistics are indeed highly
informative for the parameter pair (B1, k1). Finally, panel (e) illustrates the Gaussian copula
ABC approximation. The similarity between panels (d) and (e) indicates that the copula
model provides an excellent approximation of the bivariate posterior marginal distribution.
2.5 A non-linear multiple quantile regression analysis
Quantile regression can provide a robust alternative to standard mean regression. Model
estimates obtained at multiple quantile levels can also provide a more complete picture of
the conditional distribution between predictor and response. For a regression with a single
covariate x, and response y, the linear model corresponding to the τ -th quantile, Qy(τ |x), is
given by
Qy(τ |x) = ατ + βτx
where the coefficients ατ and βτ depend on the quantile level, τ ∈ (0, 1). Standard methods
fit quantile regressions independently for each quantile level, which can lead to problems of
quantiles crossing and a lack of borrowing of information across the quantile levels (Rodrigues
16
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Figure 5: Contour plots of the (B1, k1) margin of rejection sampling based ABC posterior ap-
proximations to the multivariate g-and-k model. Top panels show estimates using (a) regression
adjustment, (b) marginal adjustment, and (c) both regression then marginal adjustment, using the
full vector of summary statistics. Panel (d) shows the same as (c) but using the lower dimensional
vector of summary statistics informative for (B1, k1). Panel (e) shows the estimate for the Gaussian
copula ABC approximation.
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and Fan 2017).
Bayesian approaches to quantile regression require the specification of a likelihood. How-
ever, exact and tractable likelihood functions are often not available for these models. Quan-
tile regression requires the inversion of many conditional quantile distributions, which are
often not analytically available, although numerical grid search can be used (e.g. Tokdar
and Kadane 2012; Reich et al. 2010). However, in the presence of larger data sets, numerical
grid searches can become computationally prohibitive, see for example Reich et al. (2010)
who suggests using approximations as an alternative.
We consider a dataset for analysing immunodeficiency in infants. In the search for ref-
erence ranges to help diagnose infant immunodeficiency, Isaacs et al. (1983) measured the
serum concentration of immunoglobulin-G (IgG) in 298 preschool children. We are interested
in estimating the IgG conditional quantiles at the levels τ = 0.1, 0.2, 0.3, 0.7, 0.75, 0.8, 0.95.
A quadratic model in age (x) is used to fit the data due to the expected smooth change of
IgG with age, so that
Qy(τ |x) = ατ + βτx+ ητx2. (3)
Figure 6 illustrates this dataset. The black lines show the separately fitted regression lines
for the different quantile levels, based on a frequentist estimator using the quantreg package
in R (Koenker 2005). Since these curves are fitted separately, no correlation is assumed
between the quantile curves, and for close quantile levels τ the fitted quantile estimates can
easily cross each other. In practice, strong correlations can exist between curves close to
each other, and the true quantile levels will not cross.
We follow the linearly-interpolated likelihood function approach of Feng et al. (2015) as
a data model p(s|θ), while extending their quantile function Qy(r|x) to contain more than
one predictor as in (3). For each observed covariate xobs,i, i = 1, . . . , n, a synthetic data
point yi can be obtained via
yi = Qy(τj|xobs,i) + Qy(τj+1|xobs,i)−Qy(τj|xobs,i)
τj+1 − τj (ui − τj),
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Figure 6: The immunoglubulin-G (IgG) dataset. The fitted lines correspond to the classical
quantile estimator at the quantile levels τ = 0.1, 0.2, 0.3, 0.7, 0.75, 0.8, 0.95.
where ui ∼ U(0, 1), where j is determined so that τj < ui < τj+1, and where Qτ (y|x) is the
model (3) which depends on parameters ατ , βτ and ητ . If ui < τ1, yi is generated from a
normal distribution centred on y¯obs, with standard deviation 3 times the sample standard
deviation of yobs, and truncated below Qy(τ1|x). Similarly, if ui > τm, we simulate from the
same distribution except that it is truncated above Qy(τm|x). The parameters ατ , βτ and
ητ are sampled from multivariate Gaussian prior distributions pi(θ), with mean vector and
covariance matrix based on the estimates obtained using quantreg. This prior is constrained
to satisfy the quantile monotonicity condition so that the fitted quantile regression lines do
not cross.
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The full vector of summary statistics is constructed as
s = S(y) = ( αˆτ1 , . . . , αˆτm , βˆτ1 , . . . , βˆτm , ηˆτ1 , . . . , ηˆτm ,
puτ1 , . . . , puτm , plτ1 , . . . , plτm , q1(y), . . . , q100(y) )
>
where αˆτ , βˆτ and ηˆτ are the independent frequentist estimators for ατ , βτ and ητ at quantile
level τ , puτ is the proportion of data points above the τth quantile curve, plτ is the proportion
of data points below the τth quantile curve, and q1(y), . . . , q100(y) are the 100 equally spaced
quantiles of the data y. The summary statistics for ατ1 are αˆτi , puτi , plτi and the closest
20 quantiles q1(y), . . . , q100(y) to the level τi. Similarly, for βτj , the marginally informative
summary statistics will be βˆτj , puτj , plτj and the closest 20 quantiles q1(y), . . . , q100(y) to the
level τj; and so on. Then for the summaries of the bivariate margin, (ατi , βτj), we concatenate
the two sets of summaries.
The following analysis is based on N = 1, 000, 000 samples (s(`), θ(`)) ∼ p(s|θ)pi(θ), ` =
1, . . . , N . We specify the smoothing kernel Kh(·) as uniform over the range (−h, h) and
determine h as the 0.001 quantile of the Euclidean distances between observed and simulated
summary statistics. Our model simultaneously fits the seven quantile levels shown in Figure
6, resulting in a p = 21 dimensional model with q = 135 total summary statistics. Note that
with the application of post-hoc adjustments, monotonicity of the conditional quantiles may
not be preserved. If this occurs, the offending samples may simply be discarded, although a
preferable solution is the development of adjustments that flexibly respect constraints.
Figure 6 (left panel) shows the mean predicted conditional quantile estimates for the levels
τ = 0.1, 0.3, 0.75, 0.95 based on fitting the seven quantile level model. Although the true
quantile curves are not known here, we might expect the independently fitted frequentist
estimates to provide a reasonable guide to the truth in this analysis. When the sample
size is reasonably large (here n = 298), the frequentist approach can produce estimators
with good properties (such as a reduced chance for neighbouring quantiles to overlap as
n gets large). As a result, in the current example, the frequentist estimates should be
20
expected to produce similar results to the Bayesian approaches, particularly in the non-
extreme regions where there is more data. However the Bayesian analyses naturally enforce
non-crossing of quantiles, and so are preferable for this reason, in spite of the approximate
posterior. Results from three different ABC variants are shown in Figure 7 (left panel).
For most quantile levels there are small differences between the marginal univariate quantile
estimates, although quantile non-crossing is enforced in each of the Bayesian estimates. For
the lower τ = 0.1 quantile where data is more scarce, increasing the quality of the ABC
posterior approximation from standard rejection ABC (dashed line) to regression adjusted
ABC (dot-dash line) to regression and marginally adjusted ABC (dotted line), produces a
marginal quantile that is increasingly close to the frequentist estimate, and which roughly
partitions 10% of the data below it. This suggests that there is some ABC approximation
error (although this is less obvious in the upper τ = 0.95 quantile), but that this is less
apparent the better the ABC approximation becomes.
In the case of these marginal quantile estimates, Gaussian copula ABC produces quantile
estimates (not shown) that are highly similar to the regression and marginally adjusted
estimates (dotted line). However, the real differences here are in the quality of the dependence
structure of the ABC posterior. Figure 7 (right panel) shows the correlation in the estimated
posterior bivariate margins of (αi, αj), (βi, βj) and (ηi, ηj) for i 6= j when using Gaussian
copula ABC (x-axis) and standard ABC with regression and marginal adjustment using the
full vector of summary statistics (y-axis). Here it is evident that Gaussian copula ABC is able
to capture correlations in the bivariate margins that are missed by regular ABC, even when
using the univariate marginal adjustment. The quality of the posterior approximation will
be vital when considering analyses that critically depend on full, multiple quantile inference.
This lends support to the Gaussian copula approach as a viable ABC model approximation
able to capture much of the bivariate dependence structure of pi(θ|sobs).
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Figure 7: Left panel: Posterior mean predictive conditional quantile estimates using the full
vector of summary statistics based on standard ABC (dashed line), regression adjusted ABC
(dot-dash line), and both regression and marginally adjusted ABC, for the quantiles τ =
0.1, 0.2, 0.3, 0.7, 0.75, 0.8, 0.95. For clarity only τ = 0.1, 0.3, 0.75, 0.95 level quantiles are shown.
Right panel: Estimated correlation of posterior margins pi(αi, αj |sobs) (dot), pi(βi, βj |sobs) (trian-
gle) and pi(ηi, ηj |sobs) (plus) i 6= j, for regression and marginally adjusted ABC with the full vector
of summary statistics (y-axis), against that for Gaussian copula ABC (x-axis).
3 ABC approximation of the sampling distribution of
summary statistics
An alternative to direct ABC approximation of the posterior distribution pi(θ|sobs) is to in-
stead approximate the sampling distribution of summary statistics p(s|θ) (Leuenberger and
Wegmann 2010; Fan et al. 2013), thereby approaching the intractable likelihood problem
from the more usual ABC conditional density estimation perspective. The resulting esti-
mated density is then an analytically tractable approximation of the likelihood function for
a Bayesian analysis using conventional Bayesian computational tools. Such approaches may
be preferable in problems where inference is required for multiple datasets arising from the
same model.
One way to achieve this is to first estimate the joint distribution of (s, θ) flexibly and to
then condition on observing s = sobs in the joint model. This approach was considered by
Bonassi et al. (2011) using multivariate normal mixture models for the density estimator on
(s, θ). Synthetic likelihood (Wood 2010) is another method that directly approximates the
22
likelihood via an assumed density such as p(s|θ) ≈ Nq(µ(θ),Σ(θ)) where the mean µ(θ) and
covariance matrix Σ(θ) are unknown functions of the parameter θ. Various techniques are
then needed to estimate θ. For further details on synthetic likelihoods see e.g. Wood (2010),
Fasiolo and Wood (2018) and Drovandi et al. (2018).
3.1 A flexible regression density estimator
We describe the flexible conditional density estimation approach of Fan et al. (2013). As
with other ABC density estimators, it is constructed from a sample of N summary statistic
and parameter pairs (s1, θ1), . . . , (sN , θN) drawn from a distribution p(s|θ)h(θ). Note that
while the summary statistics are generated given θ from the sampling distribution for the
intractable model of interest, the parameters are not necessarily generated from the prior.
Instead, h(θ) is a distribution chosen to reflect the region over which the likelihood should
be well approximated. Some rough knowledge of the high likelihood region of the parameter
space, perhaps based on an initial pilot analysis, is useful for setting h(θ). The method of Fan
et al. (2013) is based on relating the summary statistics s to θ by regression approximations,
and so it is useful if the actual relationships between s and θ are as simple as possible. One
convenient procedure to achieve this is the semi-automatic summary statistic approach of
Fearnhead and Prangle (2012) which constructs one summary statistic per parameter where
each summary statistic is an estimate of the posterior mean value of the parameter, based on
a pilot run. That is, sk is the univariate summary statistic informative for θk, k = 1, . . . , p,
with sj = (sj1, . . . , s
j
p).
The first step is to build marginal regression models for each component of s conditional
on θ. The training data (s1k, θ
1), . . . , (sNk , θ
N) is used to build the marginal model for sk
resulting in an estimated marginal density fˆk(sk|θ) for sk. Fan et al. (2013) use a fast
variational method for fitting mixture of heteroscedastic regression models (Nott et al. 2012;
Tran et al. 2012) for the conditional density estimation.
Then a conditional density estimate for the joint distribution of s given θ is constructed,
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using a method closely related to that considered in Giordani et al. (2013) for the uncondi-
tional case. The data (sj, θj) are transformed to (U j, θj), where U jk = Φ
−1(Fˆk(s
j
k|θj)), where
Fˆk(sk|θ) is the distribution function corresponding to the density fˆk(sk|θ). If the marginal
densities for each sk are well estimated, the transformation to U
j makes each component of
U j approximately standard normal regardless of the value of θ. A mixture of normals model
is then fitted to the data (U j, θj), j = 1, . . . , N . Write the fitted normal mixture as
K∑
k=1
wkN(µk,Ψk)
where N(µ,Ψ) denotes the multivariate normal distribution with mean µ and covariance
matrix Ψ, (µk,Ψk), k = 1, . . . , K are means and covariances of K normal mixture compo-
nents, and wk, k = 1, . . . , K are mixing weights, wk ≥ 0,
∑K
j=1wj = 1. The mixture model
for the joint distribution of (U, θ) then implies a normal mixture model for the conditional
density of U |θ,
K∑
k=1
wckN(µ
c
k,Ψ
c
k)
where
wck =
wkφ(θ;µk,Ψk)∑K
j=1wjφ(θ;µj,Ψj)
are mixing weights with φ(θ;µ,Ψ) denoting the multivariate normal density function in
θ with mean µ and covariance matrix Ψ, and µck and Ψ
c
k are the conditional mean and
covariance of U given θ in the k-th multivariate normal component N(µk,Ψk) in the joint
mixture model. Write gˆ(U |θ) for the resulting estimated conditional density of U given θ.
Inverting the transformation of s to U then produces an estimate of the conditional density
of s given θ,
Lˆ(s|θ) = gˆ(U |θ)
K∏
j=1
fˆj(sj|θ)
φ(Uj; 0, 1)
. (4)
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An approximation of the observed data likelihood is then given by Lˆ(sobs|θ).
The purpose of the transformation from s to U is to simplify the mixture modelling
of the joint distribution (U, θ) compared to what would be required to estimate the joint
distribution of (s, θ). Note that in Lˆ(s|θ) the marginal density of sk is not exactly fˆ(sk|θ)
due to the fact that the estimated marginal distributions in gˆ(U |θ) are not exactly standard
normal. Giordani et al. (2013) suggest replacing the φ(U j; 0, 1) in (4) by its exact marginal
distribution in gˆ(U |θ), but Fan et al. (2013) found that good approximations to L(sobs|θ)
were obtained without this step.
The above conditional density estimation method seeks to estimate each univariate
marginal conditional distribution sk|θ arbitrarily well, while approximating the overall joint
dependence structure by a mixture of normals model. This approach can work well in rel-
atively high dimensions, in the order of tens to hundreds, provided that the dependence
structure is relatively straightforward to capture. This also underlines the importance of
techniques that can produce summary statistics with simple relationships to θ, such as the
method developed by Fearnhead and Prangle (2012).
3.2 Analysis of stereological extremes
To illustrate the regression density estimation approach we reanalyse a dataset originally
analysed using ABC methods by Bortot et al. (2007), and which was previously considered in
Sisson et al. (2018). The data comprise information about the intensity and size distribution
of inclusions in a 3 dimensional block of clean steel, with the recorded observations being
the inclusion sizes (above a threshold of ν0 = 5µm), and their number, observed in a 2-
dimensional cross-section.
Bortot et al. (2007) considered models assuming spherical or ellipsoidal inclusion shapes.
For the elliptical model the inclusion size is the length of the major axis of the two-
dimensional planar ellipse. In both models the locations of the inclusions above 5µm in
size follow a Poisson process with intensity λ. Conditional on having an inclusion larger
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than ν0, the distribution of the inclusion size is generalized Pareto, with scale parameter
σ > 0 and shape parameter ξ. So in both models there are 3 parameters, θ = (λ, σ, ξ)>. For
the analysis the priors are log λ ∼ N(0, 1002), σ ∼ Gamma(0.01, 0.0001) and ξ ∼ N(0, 1002).
For the spherical inclusion model it is possible to directly evaluate the likelihood, but for
the ellipsoidal inclusion model this is not possible and so ABC methods are an attractive
option. Here we focus on the ellipsoidal inclusion model. An analysis of standard rejection
ABC with regression adjustment for the spherical model can be found in Erhardt and Sisson
(2016).
The high-dimensionality aspect of this analysis comes from the number of summary
statistics, rather than the number of parameters. The summary statistics used comprise the
logarithm of the number of inclusions observed in the two-dimensional cross-section (s1 =
111), and sj+1 = log(q(j+1)−q(j)), j = 1, . . . , 111, where the q(j), j = 1, . . . , 112 are 112 equally
spaced quantiles of the observed inclusion sizes. This gives q = 112 summary statistics in
total, and corresponds to conditional density estimation in 112+3=115 dimensions.
The conditional density estimation method requires the choice of h(θ). This is achieved
via a pilot analysis by firstly sampling values (si, θi), i = 1, . . . , n, where the θi are sampled
from a uniform distribution over a range wide enough to include the support of the posterior
and the si are sampled from p(s|θi). The sample mean µˆ and covariance matrix Σˆ are then
calculated for those θ values for which ‖si−sobs‖ ≤ 20. The distribution h(θ) is then specified
as the truncated normal distribution
h(θ) ∝ N(µˆ, Σˆ)I((θ − µˆ)>Σˆ−1(θ − µˆ) < 9).
The conditional density estimation method for estimating p(s|θ) is then implemented using
N = 5000 draws (si, θi) ∼ p(s|θ)h(θ), i = 1, . . . , N .
For comparison with the 115-dimensional regression density estimation approach, an
additional analysis is performed in only 6-dimensions, using the 3-dimensional summary
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statistics obtained using the semi-automatic method of Fearnhead and Prangle (2012). Fig-
ure 8 shows pairwise scatterplots of the components of s and θ for the samples generated
from h(θ)p(s|θ) (plotting the Fearnhead and Prangle 2012 statistics analysis for clarity).
The resulting scatterplots after fitting the flexible models fk(s|θ) to the univariate marginal
distributions and transforming to the statistics U are illustrated in Figure 9. Clearly the
dependence structure has been greatly simplified, which facilitates the accurate mixture
modelling of (U, θ).
The histograms in Figure 10 show the regression density estimated marginal posterior
distributions obtained by using the original 112 summary statistics (top panels), and the
lower dimensional Fearnhead and Prangle (2012) statistics (bottom panels). The solid line
illustrates the density estimates obtained by the ‘gold standard’ ABC-MCMC analysis of
Bortot et al. (2007) using large computational overheads. It is apparent that even when
modelling the original high-dimensional set of summary statistics, reasonable answers are
obtained using the regression density approach, although using the same method but with
the Fearnhead and Prangle (2012) summary statistics naturally results in an improved per-
formance.
4 Other approaches to high-dimensional ABC
Beyond the density estimation techniques described above, there are a few alternative ap-
proaches for extending ABC analyses to higher dimensions. ABC methods have been previ-
ously developed for functional parameters, specifically in the case of non-parametric hierar-
chical density estimation (Rodrigues et al. 2016). However, while these ‘infinite-dimensional’
parameters require the development of specialised ABC methods (such as a functional re-
gression adjustment), the dimensionality of these techniques is strictly not high-dimensional
in the sense considered in this chapter.
Various possibilities are available when the model of interest has a known and exploitable
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Figure 8: Pairwise scatterplots between the Fearnhead and Prangle (2012) semi-automatic sum-
mary statistics s1, s2 and s3 and the parameters λ, σ and ξ for the ellipsoidal inclusions model.
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Figure 10: Histograms illustrating the estimated marginal posterior distributions obtained by
regression density estimation for the ellipsoidal inclusions model using 112 summary statistics (top
rows) and the 3 Fearnhead and Prangle (2012) summary statistics (bottom rows). The solid line
shows the ‘gold standard’ marginal densities obtained using the method of Bortot et al. (2007),
with a kernel scale parameter of h = 0.33
.
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structure. The simplest of these is where the model factorises into a hierarchical structure
p(s|θ, φ) = f(θ|φ)∏i pi(s(i)|θ(i)) (e.g. Bazin et al. 2010), where s(i) and θ(i) denote mutually
exclusive partitions of s and θ. In this case, the ABC approximation to the joint posterior
pi(θ|sobs) may be naturally constructed using the lower dimensional comparisons ‖s(i)− s(i)obs‖
only.
When the data model can be written in a conditional factorisation form
p(s|θ) = p(s1|θ)
∏q
i=1 p(si|s1:(i−1), θ), where s1:k = (s1, . . . , sk)>, and where conditional sim-
ulation from p(si|s1:(i−1), θ) is possible, Barthelme and Chopin (2014) (see also White et al.
2015) proposed an expectation-propogation ABC scheme. If si is low dimensional then
p(θ|si,obs, s1:(i−1),obs) (that is, the posterior obtained by matching ‖si− si,obs‖ based on simu-
lating conditionally on s1:(i−1),obs) can be well estimated via regular ABC, which Barthelme
and Chopin (2014) then approximate by a Gaussian density. This leads to a Gaussian
approximation of p(θ|sobs), which may be accurate if the number of summary statistics is
large. This may be realistic if the summary statistics S(y) = y are the observed data. See
Barthelme´ et al. (2018) (this volume) for further details of this approach.
Kousathanas et al. (2016) consider constructing an MCMC-sampler with univariate
updates to sample from each univariate conditional distribution pi(θi|θ−i, sobs). Here they
note that if a low-dimensional summary statistic can be identified that is sufficient for the
conditional distribution of θi|θ−i, then an ABC-MCMC sampler can be implemented that
compares summary statistics of a much lower dimension than than the full vector s at each
update step. They demonstrate this approach on a high-dimensional linear model with
univariate summary statistics for each parameter update.
Finally, synthetic likelihood methods were discussed in Section 3 as a method to approxi-
mate the likelihood function using an assumed parametric form e.g. p(s|θ) ≈ Nq(µ(θ),Σ(θ))
(Wood 2010). As this technique relies on estimating µ(θ) and Σ(θ) for each θ based on a
potentially large number of Monte Carlo samples from p(s|θ), this approach can have high
computational overheads. Variational Bayes has only recently been considered as a possible
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approach for fitting intractable models with synthetic likelihoods, but with greatly reduced
computational costs. This then allows higher dimensional analyses to be implemented. See
e.g. Tran et al. (2017) and Ong et al. (2017) for further details on this technique.
5 Discussion
Given that a direct ABC approximation of the joint posterior distribution pi(θ|sobs) involves
a kernel density approximation of the likelihood, where the dimensionality involved is the
dimension of the summary statistic s, it might initally seem that development of useful,
general purpose methods for high-dimensional ABC may not be possible. However, if we
are prepared to step away from the limiting comparison of ‖s − sobs‖ within the likelihood
approximation of standard ABC methods, and build an approximations to pi(θ|s) or p(s|θ)
from approximations of lower dimensional distributions, then it may be possible to develop
useful ABC posterior approximations even in high dimensional settings. The key idea in
these approaches is that instead of matching a single vector of summary statistics in high
dimensions, ‖s− sobs‖, we instead match many different low dimensional summary statistic
vectors in constructing our joint posterior approximation. While the methods described here
will not always work for posterior distributions with a highly complex dependence structure,
or in very high dimensions, further development of related methods using the same “divide
and conquer” strategy may be a promising direction for future research in high-dimensional
ABC. This may be particularly true for those methods that are easily parallelisable in their
implementation.
Another area that perhaps has good potential for future research involves those techniques
related to pseudo-marginal MCMC methods (see Andrieu et al. 2018), which is currently
seeing a surge of research interest beyond ABC. These methods have opened up ways to
perform exact estimation and sampling for models with intractable likelihood functions, the
ideas of which can be extended to implement various forms of approximation of posterior
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distributions. These include synthetic likelihoods (see Drovandi et al. 2018) and variational
Bayes methods, which can both be fast to implement, and for which the latter tends to
underestimate uncertainty. The extension of likelihood-free inference methods to problems
of higher dimension is a very active research area and promises to be so for the forseeable
future.
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