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In this paper, we consider projections on minimal norm ideals of
B(H) that are represented as the average of two surjective isome-
tries. We describe projections of the form
P(T) = A1TB1 + A2TB2
2
,
where A1, A2, B1 and B2 are unitary operators satisfying a commu-
tativity condition. We also characterize classes of projections of the
form
P(T) = AT + T
tB
2
and P(T) = AT
t + TtB
2
,
with A and B unitary operators satisfying a spectral condition.
© 2011 Published by Elsevier Inc.
1. Introduction
The projections of a Banach space give us a glimpse into the geometric properties of the space.
As a consequence, the characterization of various types of projections has always been fundamental
in the understanding of the geometry of Banach spaces, cf. [1]. Recently, bi-circular projections and
generalized bi-circular projections in various settings have received considerable attention, see [4,
5,7,8,15,16]. In particular, the authors in [3] showed that generalized bi-circular projections are the
average of the identitywith an isometric reflection. Inspired by the formof these projections in various
Banach spaces, we investigate in this paper projections on minimal norm ideals in B(H)which can be
represented as the average of two surjective isometries, for related results see [2].
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We begin by recalling some basic definitions and results which we need in our study. We consider
a complex separable Hilbert space,H.
A symmetric norm ideal, (I, ν), consists of a two sided proper ideal I together with a norm ν on I
satisfying the conditions (cf. [10]):
(i) ν(A) = ‖A‖, for every rank 1 operator A.
(ii) ν(UAV) = ν(A), for every A ∈ I and unitary operators U and V onH.
If the set of finite rank operators is dense in I, then I is called a minimal norm ideal, see [10].
Examples of minimal norm ideals are the Schatten classes, Cp(H) (p  1).
The isometries of minimal norm ideals were characterized by Sourour [11]. For completeness of
expositionwe state Sourour’s result but beforewe need to introduce some terminology. First, we recall
the concept of transpose of an operator relative to a fixed orthonormal basis, {ei}, for the Hilbert space
H. We denote by Tt the transpose of the operator T .
Definition 1.1. Given T ∈ B(H), and {ei}i an orthonormal basis ofH, the transpose Tt is defined to be
the unique operator in B(H) such that
〈Ttei, ej〉 = 〈Tej, ei〉, ∀ i, j.
Throughout this paper the transpose of an operator is always referred to a fixed orthonormal basis,
denoted by {ei}i∈N.We show two preliminary lemmas to be used in forthcoming proofs.
Lemma 1.2. If A and B are bounded operators onH then (AB)t = BtAt .
Proof. We observe that
〈 (AB)tei, ej〉 = 〈ABej, ei〉 =
∑
k
〈Aek, ei〉 〈Bej, ek〉.
We also have that
〈BtAtei, ej〉 =
∑
k
〈Aek, ei〉 〈Bej, ek〉.
Therefore 〈 (AB)tei, ej〉 = 〈BtAtei, ej〉, for every pair of basis elements ei, and ej . 
It is also easy to show that (At)t = A and (A∗)t = (At)∗, with A a bounded operator onH.
Lemma 1.3. The transpose of a unitary operator onH is unitary.
Proof. Let A be a unitary operator on H. Lemma 1.2 implies that At(At)∗ = At (A∗)t = (A∗A)t = Id
and (At)∗At = (AA∗)t = Id. 
Theorem 1.4 (Sourour [11]). If I is a minimal norm ideal in B(H) different from C2(H), and U is a linear
transformation on I , then U is a surjective isometry of I if and only if there exist unitaries U and V on H
such that
U(T) = UTV (∀T ∈ I) or U(T) = UTtV (∀T ∈ I).
We distinguish these two types of surjective isometries, as isometries of type 1 (i.e., U(T) = UTV)
and type 2 (i.e., U(T) = UTtV), respectively. We define operators on I, given by the average of two
surjective isometries of either type 1 or type 2. We say that an operator is of type (i, j) (with i  j)
if it is the average of an isometry of type i with an isometry of type j. In Section 2, we characterize
projections among a class of operators of type (1,1). We refer to the unitary operators in the definition
of the isometries as the associated “symbols". Our characterization depends on the constraints the
symbols must satisfy in order to determine a projection. In Section 3, we extend our analysis to a class
of (1, 2) and (2, 2) projections.
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In addition to the Sourour’s theorem (Theorem 1.4), the following theorem due to Fong–Sourour
(cf. [13]) will be used in our proofs.
The operators {Ai}i=1, ...,m and {Bi}i=1, ...,m are bounded operators on a Banach space X and acts
on B(X) as follows:
(T) = A1TB1 + A2TB2 + · · · + AmTBm.
Theorem 1.5 (Fong and Sourour [13]). If (T) = O, for all T ∈ B(X), then {B1, B2, . . . , Bm} is linearly
dependent. Furthermore, if {B1, B2, . . . , Bn}, (n  m) is linearly independent, and (ckj) denote constants
for which
Bj =
n∑
k=1
ckjBk, n + 1  j  m,
then (T) ≡ 0, for all T ∈ B(X), if and only if
Ak = −
m∑
j=n+1
ckjAj 1  k  n.
If n = m, then A1 = A2 = · · · Am = 0.
It is noted in [9] that Fong–Sourour Theorem is stated for B(X) but also holds for broader settings
such as minimal norm ideals.
2. Projections of type (1, 1)
We consider a minimal norm ideal I, in B(H), and two surjective isometries L1 and L2 on I, given
by
L1(T) = A1 T B1 and L2(T) = A2TB2
with A1, A2, B1 and B2 unitary operators on H. We also assume that A1A2 = A2A1 and B1B2 = B2B1.
We now define the operator P
P = L1 + L2
2
.
We derive a characterization of those symbols involved in the representation of P, for which P is a
projection, i.e., P2 = P.
We recall that a projection is called a bi-circular projection if eiαP+ eiβ(I− P) is an isometry for all
α, β ∈ R, see [6]. Such projections have been studied in a variety of settings by Stacho and Zalar, see
[15,16]. Fosner et al. [5], introduced a generalization of this concept by requiring that P + λ(I − P) is
an isometry, for some λ with |λ| = 1. We call such projections “generalized bi-circular projections".
We recall that a projection, on I , is of type (1, 1) if there exist unitary operators A1, B1, A2 and B2 on
H, such that
P(T) = A1TB1 + A2TB2
2
,
for all T ∈ I. If the symbols satisfy the commutativity conditions: A1A2 = A2A1 and B1B2 = B2B1,
then P is a projection (i.e., P2 = P) if and only if
A21TB
2
1 + 2A1A2TB1B2 + A22TB22 = 2A1TB1 + 2A2TB2, ∀T ∈ I. (2.1)
We now state the main result of this section.
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Theorem 2.1. LetH be a complex and separable Hilbert space and I is a minimal norm ideal of B(H), and
let P be an operator on I given by
P(T) = A1TB1 + A2TB2
2
, ∀T ∈ I,
with A1, A2, B1, B2 unitary operators such that A1A2 = A2A1 and B1B2 = B2B1. Then P is a projection if
and only if one of the following holds:
(1) P is the zero projection or the identity projection,
(2) P is a generalized bi-circular projection, or
(3) There exist closed subspaces E and F of H, and projections PE and PF on H with ranges E and F,
respectively, such that
P(T) = PE T PF + PE⊥ T PF⊥ , ∀T ∈ I.
The proof of this result follows from a series of lemmas. We start with a preliminary lemma.
Lemma 2.2. The average of two unitary operators onH is equal to the identity operator if and only if both
operators are equal to the identity.
Proof. Let A and B be two unitary operators onH such that A+B
2
= Id, then given a unit vector v ∈ H
we have
〈
A + B
2
v, v
〉
= 〈v, 〉v = 1. (2.2)
The Cauchy–Schwartz inequality and the fact that A and B are unitary imply that there exist modulus
1 complex numbers, λv and νv such that
A v = λv v and B v = νv v.
Eq. (2.2) implies that
λv+νv
2
= 1 and then λv = νv = 1. 
Lemma 2.3. Let P be a (1, 1) projection defined on a minimal norm ideal I with symbols A1, B1, A2 and
B2. In addition, let A1A2 = A2A1 and B1B2 = B2B1.
If A1 = α1I, A2 = α2I, with α1 and α2 modulus 1 complex numbers, then there exist E a closed
subspace ofH and PE : H → H, a projection with range E such that for every T ∈ I, P(T) = TPE.
If B1 = λ1I and B2 = λ2I, with λ1 and λ2 modulus 1 complex numbers, then there exist E a closed
subspace ofH and PE : H → H, a projection with range E such that for every T ∈ I, P(T) = PET .
Proof. We only prove the first statement of the lemma since the second statement follows similarly.
Given A1 = α1I and A2 = α2I with α1 and α2 modulus 1 complex numbers, then P is a projection
if and only if (α1B1 + α2B2)2 = 2(α1B1 + α2B2). Hence there exists a closed subspace E (possibly
trivial) such that E ⊕ E⊥ = H and
(α1B1 + α2B2)v = 2v ∀ v ∈ E
(α1B1 + α2B2)w = 0 ∀ w ∈ E⊥. (2.3)
For every vector v ∈ E,we have α1B1+α2B2
2
v = v. Hence we set PE = α1B1+α2B22 . 
Remark 2.4. We observe that Eq. (2.3) and Lemma 2.2 also imply that B1v = α1v and B2v =
α2v, ∀ v ∈ E. Hence B1v = α1α2B2(v), ∀ v ∈ E. On the other hand, forw ∈ E⊥, B1w = −α1α2B2w.
These considerations imply that B21 = α12α22B22. Similarly, we conclude that {A21, A22} is linearly de-
pendent whenever B1 = λ1I and B2 = λ2I,with λ1 and λ2 modulus 1 complex numbers.
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Lemma 2.5. Let P be a (1, 1) projection defined on a minimal norm ideal I with symbols A1, B1, A2 and
B2. In addition, let A1A2 = A2A1 and B1B2 = B2B1.
If {I, A1} is linearly independent and A2 = αI, with α a complex number of modulus 1, then P is a
generalized bi-circular projection.
Proof. Since A2 = αI, Eq. (2.1) becomes
A21TB
2
1 + A1T[2αB1B2 − 2B1] + T
[
α2B22 − 2αB2
]
= 0, ∀ T ∈ I. (2.4)
Theorem 1.5 implies that {A21, A1, I} is linearly dependent. Thus there exist scalars λ0 and λ1 such
that A21 = λ1A1 + λ0I.We enter this relation in (2.4) to get
A1T[λ1B21 + 2αB1B2 − 2B1] + T
[
λ0B
2
1 + α2B22 − 2αB2
]
= 0, ∀ T ∈ I. (2.5)
Another application of Theorem 1.5 yields
λ1B
2
1 + 2αB1B2 − 2B1 = 0 and λ0B21 + α2B22 − 2αB2 = 0.
Lemma 2.2 applied to the second equation implies that λ0B
2
1 = I and B2 = αI. Since B1 is unitary we
also conclude that |λ0| = 1, hence B21 = λ0I. From λ1B21 + 2αB1B2 − 2B1 = 0, and since B2 = αI,
we have λ1B1 = 0 and then λ1 = 0. This shows that P(T) = A1TB1+T2 , with A21 = λ0I and B21 = λ0I.
Therefore P is a generalized bi-circular projection. 
Remark 2.6. Similar statements hold for the cases where {I, A2}, {I, B1}, or {I, B2} is linearly indepen-
dentwithA1 = αI, B2 = αI, or B1 = αI, respectively. These three cases yield the following generalized
bi-circular projections: P(T) = T+A2TB2
2
, P(T) = A1TB1+T
2
, and P(T) = T+A2TB2
2
, respectively. In each
such case the operators R1 : T → A1TB1 and R2 : T → A2TB2 are isometric reflections, i.e., R2i = Id.
Lemma 2.7. Let P be a (1, 1) projection defined on aminimal norm ideal I with symbols A1, B1, A2 and B2
satisfying the commutative conditions: A1A2 = A2A1 and B1B2 = B2B1. Let {I, A2} be linearly independent
and {I, A1, A2} be linearly dependent.
If P is a projection, then P is either trivial, a generalized bi-circular projection, or there exist closed
subspaces E and F of H, and projections PE and PF on H with ranges E and F, respectively, such that
P(T) = PE T PF + PE⊥ T PF⊥ , for all T ∈ I.
Proof. Since {I, A1, A2} is linearlydependent, thereexist scalarsα1 andα2 such thatA1 = α1I+α2A2.
Ifα2 = 0 then A1 = α1I and Remark 2.6 asserts that P is a generalized bi-circular projection. Ifα1 = 0
then A1 = α2A2. Eq. (2.1) reduces to
A2T
[
α22B
2
1 + 2α2B1B2 + B22
]
= T [2α2B1 + 2B2] , ∀T ∈ I.
Theorem 1.5 implies that B1 = −α2 B2 and P is the zero projection.
We now consider α1 = 0 and α2 = 0. Eq. (2.1) becomes
T
[
α21B
2
1 − 2α1B1
]
+ A2T
[
2α1α2B
2
1 + 2α1B1B2 − 2α2B1 − 2B2
]
+A22T
[
α22B
2
1 + 2α2B1B2 + B22
]
= 0, ∀T ∈ I. (2.6)
We consider two cases:
I. {I, A2, A22} linearly independent.
Theorem 1.5 implies that α21B
2
1 − 2α1B1 = 0, (α2B1 + B2)2 = 0 and 2α1α2B21 + 2α1B1B2 −
2α2B1 − 2B2 = 0. Therefore B1 = 2α1 I and B2 = −α2 2α1 I. Lemma 2.3 implies that P is either
trivial or there exists a closed subspace ofH, E, such that P(T) = PET .
II. {I, A2, A22} linearly dependent.
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There exist scalars λ0 and λ1 such that A
2
2 = λ1A2 + λ0I. Since A2 is unitary and annihilated
by a polynomial of degree 2, there exists E, a nontrivial closed subspace of H with nontrivial
orthogonal complement, such that A2 = x1PE + x2PE⊥ , with x1 and x2 complex numbers of
modulus 1, cf. [12]. We also have that A1 = (α1 + α2x1)PE + (α1 + α2x2)PE⊥ . We set y1 =
α1 + α2x1 and y2 = α1 + α2x2. Since A1 is unitary then y1 and y2 are also complex numbers of
modulus 1.
From these relations we derive that A21 = y21PE + y22PE⊥ , A1A2 = x1y1PE + x2y2PE⊥ , and
A22 = x21PE + x22PE⊥ . Therefore (2.1) implies
PET
[
y21B
2
1 + 2x1y1B1B2 + x21B22
]
= 2PET[y1B1 + x1B2]
and
PE⊥T
[
y22B
2
1 + 2x2y2B1B2 + x22B22
]
= 2PE⊥T[y2B1 + x2B2].
Moreover,
(y1B1 + x1B2)2 = 2(y1B1 + x1B2) and (y2B1 + x2B2)2 = 2(y2B1 + x2B2).
These equations imply the existence of closed subspaces ofH, F and G, such that
y1B1 + x1B2 = 2PF and y2B1 + x2B2 = 2PG. (2.7)
If F contains a nonzero vector with nontrivial projection on G we reach a contradiction as
follows. Let v be a unit vector in F then v = vG + vG⊥ , with vG and vG⊥ the components of v on G
and G⊥, respectively. Since (y1B1 + x1B2)v = 2v then B1v = y1v and B2v = x1v.We also have
that
(y2B1 + x2B2)v = y2B1vG + x2B2vG = 2vG.
Thus y2B1v+ x2B2v = (y2y1 + x2x1)v = 2vG. This implies that vG⊥ = 0 and y2y1 + x2x1 = 2.
Hence y2 = y1 and x2 = x1. This contradicts the assumption that {I, A2} is linearly independent
andshows that F is a subspaceofG⊥.Wefirst assumethat F = {0} thenB1 = −x1y1B2. Therefore
B1 = λB2,with λ a modulus 1 complex number. Eq. (2.6) becomes
T
[
α21B
2
1 − 2α1B1
]
+ A2T
[
2α1α2B
2
1 + 2α1λB21 − 2α2B1 − 2λB1
]
+A22T
[
α22B
2
1 + 2α2B21λ + λ2B21
]
= 0.
Furthermore, A22 = λ1 A2 + λ0I implies
α21B
2
1 − 2α1B1 + λ0
[
α22B
2
1 + 2α2B21λ + λ2B21
]
= 0
λ1
[
α22B
2
1 + 2α2λB21 + λ2B21
]
+ 2α1α2B21 + 2α1λB21 − 2α2B1 − 2λB1 = 0.
Hence[
α21 + λ0α22 + 2λ0α2λ + λ0λ2
]
B1 = 2α1I.
Since α1 = 0, α21 + λ0α22 + 2λ0α2λ + λ0λ2 = 0. This asserts that B1 = η1I and B2 = η2I.
Then Lemma 2.3 implies the existence of a closed subspace H and a projection onHwith range
H such that P(T) = PHT, for all T ∈ I.
We now assume that F = {0}. From (2.7) we conclude that x1 y2 + x2 y1 = 0. If there exists a
nonzero vector u ∈ F⊥ ⋂ G⊥ then (2.7) also implies that
B1u = −x1y1B2u and B1u = −x2y2 B2u.
Therefore x1 y1 = x2 y2, which contradicts the relation x1 y1 = −x2 y2 and shows that F = G⊥.
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From (2.7) we also derive that
B1 = y1 PF + y2 PF⊥ and B2 = x1 PF + x2 PF⊥ .
Therefore
P(T) = A1TB1 + A2TB2
2
with A1 = y1PE + y2PE⊥ , A2 = x1PE + x2PE⊥ , B1 = y1 PF + y2 PF⊥ and B2 = x1 PF + x2 PF⊥ ,
the scalars are modulus 1 complex numbers such that x1 y2 + x2 y1 = 0. It is straightforward
to check that P(T) = PETPF + PE⊥TPF⊥ and P2 = P. 
Remark 2.8. We observe that a similar statement holds when {I, A1} is linearly independent and{I, A1, A2} is linearly dependent. Due to the symmetry of (2.1)we have similar statementswhen {I, B1}
(or {I, B2}) is linearly independent but {I, B1, B2} is dependent.
The functional equation that translates the identity P2 = P under the commutativity constraints
imposed on the symbols is
A21TB
2
1 + 2A1A2TB1B2 + A22TB22 = 2A1TB1 + 2A2TB2.
Weset SA = {A21, A1A2, A22, A1, A2}. Theorem1.5 asserts that SA is a linearly dependent set of operators.
We denote by SAm a maximal linearly independent subset of S
A.We start with a trivial observation.
Remark 2.9. If the cardinality of SAm is equal to 1, then A1 = αI and A2 = βI,with α and β modulus 1
complex numbers. Suppose {A1} spans SA then A21 = αA1 and A1A2 = βA1, or A1 = αI and A2 = βI,
as claimed. Similar reasoning applies whenever {A2} spans SA. If {A21} spans SA then A1 = α1A21 and
A1A2 = β1A21. This implies the claim. Similar reasoning applies to the remaining two possibilities.
Lemma 2.10. If the cardinality of SAm is equal to 2, then {I, A1, A2} is linearly dependent.
Proof. There are 10 different possible maximal linearly independent subsets of SA with 2 elements. If
either set from the following list: {A1, A1A2}, {A1, A21}, {A2, A1A2} or {A2, A22} is linearly independent
and maximal, then the claim in the lemma is shown as follows. For each case listed, the operator
A21, A1A2, A
2
2 and A1A2 is written as linear combination {A1, A1A2}, {A1, A21}, {A2, A1A2} or {A2, A22},
respectively. Since A1 and A2 are unitary, it follows that {I, A1, A2} is linearly dependent.
If SAm = {A1, A2} then A21 = α1A1 + β1A2 and A1A2 = γ1A1 + γ2A2. If β1 = 0 then {A1, I} is
linearly dependent. If β1 = 0 then A1A2 = γ1A1 + γ2 A
2
1−α1A1
β1
and A2 = γ1I + γ2 A1−α1Iβ1 , implying
that {I, A1, A2} is linearly dependent.
If SAm = {A1A2, A21}, then A1 = α1A1A2 + βA21. Then I = α1A2 + βA1, and {I, A1, A2} is linearly
dependent. Similar reasoning applies when Sm = {A1A2, A22}.
We are reduced to consider the following cases: {A21, A2}, {A1, A22} or {A21, A22} are maximal linearly
independent subsets of SA.
Suppose SAm = {A21, A2} thenA1A2 = αA21+βA2 andA22 = γ A21+ηA2, for somescalarsα,β ,γ andη.
Ifα = 0 then {A1, I} is linearly dependent and the claim follows. Ifα = 0 thenA22 = γ A1A2−βA2α +ηA2.
Therefore A2 = γ A1−βA2α + ηI, and {I, A1, A2} is linearly dependent. Similar reasoning applies when
{A1, A22} is a maximal linearly independent subset of S.
The last case is SAm = {A21, A22}. There are scalars α1, α2, β1 and β2 such that A1A2 = α1A21 + α2A22
and A1 = β1A21 + β2A22. If α2 = 0 then {A1, A2} is a linearly dependent set. If α2 = 0 then A22 =
A1A2−α1A21
α2
and A1 = β1A21 + β2 A1A2−α1A
2
1
α2
. 
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We summarize in the next proposition the results derived in the previous lemmas.
Proposition 2.11. Let H be a complex and separable Hilbert space and I a minimal norm ideal of B(H).
Let P be a projection of type (1, 1) on I with symbols the unitary operators {A1, B1, A2, B2} satisfying the
commutativity conditions: A1A2 = A2A1 and B1B2 = B2B1.
If there is a maximal linearly independent subset of {A21, A1A2, A22, A1, A2} (or {B21, B1B2, B22, B1, B2})
with cardinality less than or equal to 2 then P is one of the following types:
(1) P is a generalized bi-circular projection, or
(2) There exist closed subspaces E and F of H, and projections PE and PF on H with ranges E and F,
respectively, such that P(T) = PE T PF + PE⊥ T PF⊥ , for all T ∈ I. If E = F⊥ = {0} then P is the
zero projection and if E = F = H then P is the identity.
Proof. If there exists a maximal linearly independent subset of SA of cardinality 1 then Lemma 2.3
with Remarks 2.4 and 2.9 imply the existence of a closed subset E of H, and a projection on H with
range E such that P(T) = TPE. If there exists amaximal linearly independent subset of SA of cardinality
2 then Lemma 2.10 implies that {I, A1, A2} is linearly dependent. If, in addition, either {I, A1} or {I, A2}
is independent then Lemma 2.5 applies. If both {I, A1} and {I, A2} are linearly dependent then Lemma
2.3 applies. 
Toextendour study tomaximal linearly independent subsetsof Swithmore than2elementswefirst
establish a dichotomy between the left symbols, A1 and A2, and the right symbols, B1 and B2. We con-
sider pairs of indices (i, j)with i = 0, 1, 2 and j = 1, 2 and i  j. Thenwe set A(i,j) = AiAj with A0 = I.
Similarly we set B(i,j) = BiBj, also B0 = I. Hence the set SA = {A(0,1), A(0,2), A(1,1), A(1,2), A(2,2)},
and SB = {B(0,1), B(0,2), B(1,1), B(1,2), B(2,2)}. Theorem 1.5 implies that both sets SA and SB are linearly
dependent.We denote by SAm (S
B
m) amaximal linearly independent subset of S
A (SB, respectively). Given
a maximal linearly independent set SAm we define the corresponding B complement, the subset of S
B
consisting on all the sets B(i,j) such that A(i,j) /∈ SAm.
Lemma 2.12. If SAm is a maximal linearly independent subset of S
A with 3 (or 4) elements then the corre-
sponding B complement spans SB. Consequently, SB contains a maximal linearly independent set with at
most 2 elements.
Proof. If SAm has three elements say {A(i1,j1), A(i2,j2), A(i3,j3)} then the two remaining operators in S,
A(i4,j4) and A(i5,j5) are written as a linear combination of the elements in S
A
m. Theorem 1.5 implies that
each operator in SB can bewritten as a linear combination of B(i4,j4) and B(i5,j5). Therefore we have two
possibilities either the set {B(i4,j4), B(i5,j5)} is a maximal linearly independent subset of SB or {B(i4,j4)}
is a maximal linearly independent subset of SB. 
We now conclude the proof for Theorem 2.1.
Proof of Theorem 2.1. The operator P(T) = A1TB1+A2TB2
2
is a projection if and only if
A21TB
2
1 + 2A1A2TB1B2 + A22TB22 = 2A1TB1 + 2A2TB2, ∀T ∈ I.
As before we set SA = {A21, A1A2, A22, A1, A2}, if there exists a maximal linearly independent subset of
SA with cardinality less or equal to 2, then Proposition 2.11 applies and we conclude the statement in
the theorem. If every maximal linearly independent subset of SA has cardinality greater than 2, then
Lemma 2.12 implies that SB has a maximal linearly independent set with at most two elements and
another application of Proposition 2.11 completes the proof. 
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3. Considerations on projections of type (1, 2) and (2, 2)
In this section, we first consider operators on I of the form
P(T) = AT + T
tB
2
with A and B unitary operators onH.
In such case P2 = P if and only if
A2T + ATtB + TtAtB + BtTB = 2AT + 2TtB, ∀T ∈ I.
Equivalently, the operator L : I → I given by
L(T) = A2T + ATtB + TtAtB + BtTB − 2AT − 2TtB,
with the transpose defined relatively to the orthonormal basis {ei}, is trivial. We find constraints on
the symbols under which L is the trivial operator. We set Aei = ∑k aki ek and Bei = ∑k bki ek,with
aki = 〈Aei, ek〉 and bki = 〈Bei, ek〉.
We observe that Atei = ∑k aik ek and Btei = ∑k bik ek. Then we compute the following inner
products:
〈L(ei ⊗ ei)ei, ei〉 = (bii − 2)(aii + bii) +
∑
k
aki (aik + bki) = 0 (3.1)
〈L(ei ⊗ ei)ej, ej〉 = bij(aji + bij) = 0, j = i (3.2)
〈L(ei ⊗ ej)ei, ei〉 = bii(aij + bji) = 0, j = i (3.3)
〈 L(ei ⊗ ej)ei, ej〉 = bii(ajj − 2) +
∑
k
bkiaki + bjibij = 0, j = i (3.4)
〈 L(ei ⊗ ej)ej, ei〉 =
∑
k
akiaik + bijaij + bjjbii − 2aii = 0, j = i. (3.5)
These relations among the coefficients aij and bij are crucial in our characterization of (1, 2) pro-
jections, as shown in the next result.
Proposition 3.1. Let P be a (1, 2) operator on a minimal norm ideal I given by P(T) = AT+TtB
2
with A
and B symmetric unitary operators onH. Then P is a projection if and only if
P(T) = T + T
t
2
, ∀T ∈ I or P(T) = T − T
t
2
, ∀T ∈ I.
Proof. We claim that for all i, bii = 0.
Suppose there exists i0 such that bi0i0 = 0. Eq. (3.4) becomes
∑
k bki0 aki0 + bji0bi0j = 0, for all
j = i0. We have that∑j bji0bi0j = 〈B2ei0 , ei0〉, therefore∑k bki0 aki0 = 0 = −bji0bi0j, for all j = i0.
From (3.2) we get bi0j(aji0 + bi0j) = 0 and then for every j = i0 we have bi0j = 0 or aji0 = −bi0j(= 0).
We enter this information in (3.5) to get∑
k
aki0 ai0k − 2ai0i0 = −bi0jai0j, ∀ j = i0.
Since 〈ABt ei0 , ei0〉 =
∑
k bi0kai0k then, for j = i0, we have∑
k
aki0 ai0k = 2ai0i0 .
Therefore bi0j ai0j = 0, for all j = i0. Suppose there exists j1 = i0 such that bi0j1 = 0. From (3.2) we
have that aj1i0 = −bi0j1 = 0, since ai0j1 = aj1i0 = 0. This contradiction shows that for every j = i0,
F. Botelho, J. Jamison / Linear Algebra and its Applications 435 (2011) 1344–1355 1353
bi0j = 0. Therefore |bi0i0 | = 1. This contradicts our initial assumption that bi0i0 = 0 and proves the
claim.
Eq. (3.3) implies that, for all j = i, aij = −bji. Consequently Eq. (3.1) reduces to
(bii − 2)(aii + bii) + aii(aii + bii) = 0,
implying that aii = bii = 1 or aii = −bii.
If for every i, aii = bii = 1, then aij = bij = 0 (j = i) since A and B are unitary operators. This
implies that A = B = I and P(T) = T+Tt
2
.
If for every i, aii = −bii, Eq. (3.3) implies that aij = −bji, for i = j. We conclude that A = −Bt or
B = −At . Therefore P(T) = AT−TtAt
2
, for all T ∈ I. We have P(A∗T) = T−Tt
2
(T ∈ I) and since P is a
projection we have that
P2(A∗T) = A[T − T
t] + [−Tt + T]At
4
= P(A∗T) = T − T
t
2
.
For every anti-symmetric operator S ∈ I
L1(S) = AS + SAt − 2S = 0.
In particular, for S = ei ⊗ ej − ej ⊗ ei,with i = j, we have
〈L1(ei ⊗ ej − ej ⊗ ei)(ej), ei〉 = aii + ajj − 2 = 0.
Hence aii = 1, for all i, implying that A = I and B = −I.
If there exist i0 and i1 such that ai0i0 = −bi0i0 and ai1i1 = bi1i1 = 1 then (3.4) with i = i1 and j = i0
yields
bi1i1(ai0i0 − 2) +
∑
k
bki1aki1 + bi0i1bi1i0 = ai0i0 − 1 = 0.
Therefore ai0i0 = 1 and A = I and L(T) = BtTB− T = 0, for all T . Another application of Theorem 1.5
implies that B = I or B = −I.
The sufficiency is clear and the proof is complete. 
Remark 3.2. It is interesting to observe that P(T) = Tt−T
2
is a not a projection.
Proposition 3.3. Let P be a (1, 2) operator on a minimal norm ideal I given by P(T) = T+ATtB
2
with A
and B unitary operators onH. Then P is a projection if and only if B = ±(A∗)t .
Proof. We assume that P is a projection then ABtTAtB = T for all T ∈ I . Theorem 1.5 applies to
conclude that ABt = λI and AtB = λI. Therefore λ = ±1 and B = (A∗)t or B = −(A∗)t . It is
straightforward to establish the converse. 
Remark 3.4. We notice that the projections described in the previous proposition are in fact general-
ized bi-circular projections.
Proposition 3.5. Let P be a (1, 2) operator on a minimal norm ideal I given by P(T) = AT+Tt
2
B, with A
and B unitary operators onH. Then P is a projection if and only if P(T) = T+Tt
2
.
Proof. We set S = T + Tt and P is a projection if and only if ASB + BtSAt = 2S. In particular, for
S = ei ⊗ ei we have
(ASB + BtSAt)ej − 2Sej = 0,
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equivalently
〈Bej, ei〉 Aei + 〈Atej, ei〉 Btei − 2〈ej, ei〉ei = 0.
Hence for j = i or k = i we have bijaki + ajibik = 0, and for j = i = k we have biiaii = 1. Therefore|aii| = 1, bii = aii.We also conclude that aji = 0 for all j = i, since A is unitary. Similar considerations
apply to B.
We now set S = ei ⊗ ej + ej ⊗ ei. Since (ASB + BtSAt)ei = 2Sei and aij = 0 for i = j, we get
biiajj + aiibjj = 2. Therefore biiajj = 1 = aiibjj . Consequently A = λI and B = λI, for some modulus
1 complex number λ. 
We now address the question whether an operator of the form P(T) = ATt+TtB
2
, for T ∈ I , A and B
unitary operators onH, can be a projection. We observe that such operators are of type (2, 2).
Proposition 3.6. Let I be a minimal norm ideal of B(H), and let A and B be two unitary operators on H
with disjoint spectrum. If P is a projection on I given by P(T) = ATt+TtB
2
then P is the zero operator.
Proposition 3.6 is a corollary of the following results stated in [14].
Theorem 3.7 (Sylvester–Rosenblum Theorem). If C, D are bounded linear transformations on a Banach
space such that σ(C) ∩ σ(D) = ∅, then CX − XD = Y has a unique solution X for every operator Y.
Theorem 3.8 (Theorem9.6 in [14]). Let A and B be unitary operators with σ(A)∩σ(B) = ∅. Let {an}∞−∞
is a sequence in l1 such that
∞∑
n=−∞
an e
inθ = 1
1 − eiθ
whenever eiθ ∈ σ(A) · (σ (B))−1. Then the solution of the equation AX − XB = Y can be expressed as
X =
∞∑
n=−∞
anA
−n−1YBn.
Proof of Proposition 3.6. If P is a projection then
A[TAt + BtT] + [TAt + BtT]B = 2[ATt + TtB], ∀T ∈ I. (3.6)
Let S = TAt+BtT , then (3.6) becomesAS+SB = 2St .Applying the transpose operator and substituting
(AS + SB)/2 for St we get
ASAt + SBAt + BtAS + BtSB = 4S. (3.7)
The Sylvester–Rosenblum Theorem implies that, for every i, ei ⊗ ei is in the range of the operator
T → TAt + BtT , and T has the form
T =
∞∑
n=−∞
(−1)nan(Bt)−n−1[ei ⊗ ei](At)n,
where {an}∞−∞ is a sequence described in the Theorem 3.8. It follows from the definition of minimal
ideal that T ∈ I. We apply (3.7) with S = ei ⊗ ei to the vector ei. Since 〈Sei, ei〉 = 1 and |〈(ASAt +
SBAt + BtAS + BtSB)ei, ei〉|  4 we get that ASAtei = SBAtei = BtASei = BtSBei = ei. Therefore
a2ii = b2ii = 1. The operators A and B have disjoint spectrum then the only possibilities are A = −B = I
or A = −B = −I. Both cases yield P equal to the zero operator. 
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