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REPRESENTATION AND GAUSSIAN BOUNDS FOR THE
DENSITY OF BROWNIAN MOTION WITH RANDOM DRIFT
AZMI MAKHLOUF
Abstract. We study the density, with respect to Lebesgue measure, of the
law of multidimensional Brownian motion with random drift. We do not
assume any Markovianity, and the drift may be unbounded. We state a
representation of this density in terms of the Gaussian one, from which we
derive explicit upper and local lower bounds of Gaussian type.
1. Introduction
In this paper, we are interested in multidimensional Brownian motion with
random drift b, defined by
Xt := Wt +
Z t
0
bsds; (1.1)
where (Wt)t0 is a d-dimensional Brownian motion and (bt)t0 a stochastic pro-
cess, adapted to the natural filtration of W . We aim at studying the existence and
bounds of the density of Xt (with respect to Lebesgue measure).
Several works have dealt with this topic in the particular (Markovian) frame-
work of SDE (stochastic diﬀerential equations)
~Xt = Wt +
Z t
0
~b( ~Xs)ds; (1.2)
where ~b(:) is a deterministic measurable function.
By working on the fundamental solution of the PDE associated to (1.2), Aronson
[1] obtained absolute continuity and Gaussian upper and lower bounds when ~b(:) is
bounded, allowing also for the presence of a uniformly elliptic diﬀusion coeﬃcient
~(:) (in the dWt term).
There is a vast literature concerning the stochastic methods used to derive such
bounds. For regular drift ~b(:) and diﬀusion ~(:), we refer to [8], [2] and [5], where
Malliavin calculus is used.
For irregular drift, some results are obtained by stochastic methods. Still in the
Markovian setting, sharp Gaussian bounds have been obtained for the density of
(1.2) by [11] (for bounded drift ~b(:)) and [12] (for ~b(:) of linear growth).
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In [3], the authors prove the existence of a density for one-dimensional SDE
(1.2), with possibly path-dependent coeﬃcients. They use a simple approach con-
sisting in freezing the coeﬃcients at time t  ", then computing the characteristic
function (law Fourier transform) ^ of the approximating variable ~X"t , which is
Gaussian conditionally on the past up to time t   ". The absolute continuity of
~Xt follows by choosing " such that ^ can be shown to be in L2(R). However, this
argument cannot be generalized to higher dimensions, and does not lead to any
pointwise bound on the density.
The approach of [3] has been extended by [7] and [4] to study the existence and
regularity of the density of multidimensional SDE (1.2) with bounded irregular
drift ~b(:). In [6], the authors have used a more general approach that enables to
state an integration-by-parts formula for functionals of SDE’s, from which they
have derived Gaussian bounds on the density. In the latter three references, the
authors perform a change of measure by Girsanov theorem to get rid of the irreg-
ular drift, and expand it as a sum of multiple stochastic integrals, using Itô-Taylor
expansion up to a certain order. In each integral, a conditional expectation is
taken in order to regularize the drift (relying on the Markovianity of the SDE), so
that Malliavin calculus can be finally applied.
Recently, in [10], the authors have combined the techniques of [7] and [6] with a
Clark-Ocone representation of the covariance, to state Gaussian estimates for one-
dimensional additive functionals of SDE’s with irregular drift. Besides, they have
applied the mentioned covariance representation to the density estimation of solu-
tions of some one-dimensional stochastic equations, under regularity assumptions
on the coeﬃcients (including the drift).
In this paper, we consider (Xt), the multidimensional Brownian motion with
random drift (bt) defined by (1.1), and we do not assume any Markovianity nor
boundedness on the drift. In such a general framework , we are not aware of any
attempt to establish existence and Gaussian bounds for the density of Xt .
Our idea is simpler and more direct than those cited above. We express some
distance between both laws of the Brownian motion with drift, Xt, and of the
(driftless) Brownian motion Wt, by plugging the process X in a test function for
the law of W . More precisely, we apply Itô’s lemma to (s;Xs) for 0  s  t,
where (s; x) := E[f(Wt)jWs = x] and f is a test function. Then we take the
expectation of the expansion, and we estimate how both laws «diverge» from each
other, from time 0 to time t. This estimation enables us to have existence, a
representation, and Gaussian bounds for the density of Xt.
The paper is organized as follows. We first introduce, in Section 2, the notations
and assumptions used throughout the article. Then we state and comment our
main results in Section 3. The proofs are given in Section 4, and a summarizing
conclusion in Section 5.
2. Notations and Assumptions
For x = (x1; : : : ; xd) 2 Rd, x denotes its transpose and jxj its Euclidian norm:
jxj = (Pdi=1 x2i ) 12 . For any bounded function f , kfk1 denotes its supremum norm.
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For a space-diﬀerentiable function f(t; x) : [0;1)  Rd ! R, rf(t; x) stands for
its gradient with respect to x, i.e. rf(t; x) = ( @f@x1 ; : : : ;
@f
@xd
)(t; x).
The function g(:; :) denotes the Gaussian heat kernel: for t > 0; x 2 Rd,
g(t; x) := (2t) 
d
2 exp( jxj
2
2t
):
For any random variable Z, and any real number p  1, kZkp := (E[jZjp])
1
p .
Let W be a d-dimensional Brownian motion, defined on a filtered probability
space (
;F ; (Ft)t0;P), where (Ft)t0 is the natural filtration of W , augmented
with the P-null sets.
Let E denote the expectation under P. Let (bt)t0 be a Rd-valued, (Ft)-adapted
stochastic process such that
R t
0
jbsjds < 1 (P-a.s.). We define the Brownian
motion with random drift b by
Xt := Wt +
Z t
0
bsds:
Throughout the paper, we use the following assumption. Set
Eb;(t) := E[exp(
Z t
0
jbsj2 ds)];
Lb;q(t) := sup
s2[0;t]
E[jbsjq] 1q = sup
s2[0;t]
kbskq :
Assumption 2.1. There exist real constants  2 (0;1) and q 2 (1;1) such that,
for t > 0,
Eb;(t) + Lb;q(t) <1: (Ab;;q)
Notice that no boundedness is assumed for the drift process (bt), and that the
condition on Eb;(t) is even weaker than the standard Novikov condition when 
is smaller than 12 . It will be though suﬃcient to estimate the change of measure
coming from the application of Girsanov theorem (see the proof of Lemma 4.1,
Section 4.4).
Let us mention here that Novikov’s condition ensures (by Girsanov theorem)
the existence of a weak solution to SDE (1.2), and that a similar condition has
been recently shown in [9] to be suﬃcient, in some cases, to have a strong solution.
One may then apply our results to this particular setting.
3. Main Results
Theorem 3.1 (Existence and representation). Let t > 0. Assume that (Ab;;q)
holds for some  2 (0;1) and q 2 (1;1), and set p := (1 + 1q 1 )(1 + 1+
p
1+8
2 ).
If
(i) either the dimension d = 1,
(ii) or, d > 1 and p < dd 1 ,
then Xt admits a density (t; :) with respect to Lebesgue measure, and for x 2 Rd,
(t; x) = g(t; x) +
Z t
0
E[rg(t  s; x Xs)bs]ds: (3.1)
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Notice that, under Assumption (Ab;;q), the representation (3.1) always holds
true in the one-dimensional case. For d > 1, it still holds if  and q are suﬃciently
large for condition (ii) in Theorem 3.1 to be fulfilled: this is the case if, for example
(but not necessarily), b is uniformly bounded.
Identity (3.1) may be seen as a first-order expansion of the density (t; :) of Xt,
whose leading term is the density g(t; :) of Brownian motion Wt. One may think
about Brownian motion with deterministic drift as a reference process: then we
derive the following generalization of Theorem 3.1.
Corollary 3.2. Let t > 0 and (:) : [0; t] ! Rd any deterministic function such
that (Ab ;;q) holds for some  2 (0;1) and q 2 (1;1). Set
I(t) :=
Z t
0
(s)ds:
Then under conditions (i) and (ii) of Theorem 3.1, we have for x 2 Rd,
(t; x) = g(t; x  I(t))
+
Z t
0
E
h
rg

t  s; (x  I(t))  (Xs   I(s))

(bs   (s))
i
ds:
Proof. Setting Yt := Wt +
R t
0
(bs   (s))ds, we have Xt = Yt + I(t). Since (:) is
deterministic,
(t; x) = Y (t; x  I(t));
where Y (t; :) is the density of Yt. Applying Theorem 3.1 to Yt proves Corollary
3.2. 
From Theorem 3.1 (and Lemma 4.1), we get the following Gaussian bounds on
the density (t; x). The upper bound (Theorem 3.3 and Corollary 3.4) is explicitly
given for any t > 0 and x 2 Rd. The lower bound (Theorem 3.5) is only valid for
small time-space (t; x).
Theorem 3.3 (Upper bound). Under the assumptions of Theorem 3.1, we have
for t > 0 and x 2 Rd,
(t; x)  g(t; x) + ~Cp;dLb;q(t)Eb;(t) 12r
p
t+ jxj

g(pt; x);
with ~Cp;d := ( d2 + d2p + 12 ) 1Cp;d, and p, r and Cp;d defined as in Lemma 4.1.
As with Corollary 3.2, we immediately derive a bound which is not only optimal
in the class of deterministic drifts, but also sharper than that of Theorem 3.3.
For instance, by choosing (s) := E[bs], the bound involves centered moments
Lb ;q(t) (the standard deviation, if q = 2) of the drift b, instead of the crude
moments Lb;q(t).
Corollary 3.4. Under the assumptions of Corollary 3.2, we have for t > 0 and
x 2 Rd,
(t; x)  g(t; x  I(t))
+ ~Cp;dLb ;q(t)Eb ;(t) 12r
p
t+ jx  I(t)j

g(pt; x  I(t)):
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Theorem 3.5 (Lower bound). Assume that the conditions of Theorem 3.1 hold.
For t0 > 0 and R > 0, set
Ot0;R := f(t; x) 2 (0;1) Rd; s.t. 0 < t  t0 and
jxjp
t
 Rg:
Then for every R > 0, there exists t0 > 0 (depending on R;; q and d) such that,
for (t; x) 2 Ot0;R,
(t; x)  1
2
g(t; x):
Remark 3.6. It is not clear (at least from our work) how an explicit lower bound,
valid for any time t, could be. It cannot be of the same type as the bounds given
by Theorems 3.3 and 3.5, in the sense that other powers of t (smaller than  d2 )
may appear. Here is an example:
Xt := Wt +
Z t
0
Bsds;
where B is a d-dimensional Brownian motion, independent from W .
Then the random variable Xt is Gaussian with density
(t; x) = (2t+
2
3
t3) 
d
2 exp(  jxj
2
2(t+ 13 t
3)
);
which is equivalent, for large t, to ( 23 t
3) 
d
2 (thus negligible compared to t 
d
2 ).
Finding a lower bound, valid for any time t, remains as a challenging problem.
4. Proofs
The following lemma gives a crucial estimate for our proofs. For the convenience
of the reader, its proof is postponed to Section 4.4.
Lemma 4.1. Let 0 < s < t. Assume that (Ab;;q) holds for some  2 (0;1) and
q 2 (1;1), and set p := (1 + 1q 1 )(1 + 1+
p
1+8
2 ) and r := (1   1p   1q ) 1. Then
for x 2 Rd,
E[jrg(t  s; x Xs)bsj]
 Cp;dLb;q(t)Eb;(t) 12r

t  s
t
  d2+ d2p 
(t  s)  12 + jxj
t

g(pt; x);
where Cp;d is a constant depending only on p and d, and explicitly given by (4.6)-
(4.5).
4.1. Proof of Theorem 3.1 (Existence and representation). Roughly spea-
king, the idea is the following: since we want to compare the law of X to that of
W , we apply a test function characterizing the law of W , here E[f(Wt)jWs = :]
(0  s  t), to the process X. We then expand it using Itô’s lemma; we only need
to be careful with the possible blow up of the derivative when s is close to t. But
this is controlled by Lemma 4.1.
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Proof of Theorem 3.1. Applying the usual characterization of the probability den-
sity function of a random variable, we have to show that, for every bounded and
continuous test function f : Rd ! R,
E[f(Xt)] =
Z
Rd
f(x)g(t; x)dx+
Z
Rd
f(x)
Z t
0
E[rg(t  s; x Xs)bs]dsdx: (4.1)
For fixed t > 0, and for all s 2 [0; t] and y 2 Rd, we set
(s; y; t) := E[f(Wt)jWs = y] = E[f(y +Wt  Ws)]:
Note that (0; 0; t) = E[f(Wt)] and (t; y; t) = f(y), and that (:; :; t) is continuous
on [0; t] Rd.
When 0  s < t, we have
(s; y; t) =
Z
Rd
f(x)g(t  s; x  y)dx;
and
r(s; y; t) =
Z
Rd
f(x)rg(t  s; x  y)dx =
Z
Rd
f(x)
(y   x)
t  s g(t  s; x  y)dx:
Moreover, the following estimates hold:
j(s; y; t)j  kfk1 ; (4.2)
and (by the change of variable z = x yp
t s )
jr(s; y; t)j  kfk1p
t  s : (4.3)
Clearly, for every " 2 (0; t), the function (:; :; t) is of class C1;2 on [0; t "]Rd. By
Itô’s lemma (and the fact that (:; :; t) is solution to the backward heat equation),
(t  ";Xt "; t) = (0; 0; t) +
Z t "
0
r(s;Xs; t)dWs +
Z t "
0
r(s;Xs; t)bsds:
Estimates (4.2) and (4.3) allow to take expectations in the above equality to get
E[(t  ";Xt "; t)]
= E[f(Wt)] +
Z t "
0
E[r(s;Xs; t)bs]ds
=
Z
Rd
f(x)g(t; x)dx+
Z t "
0
E[
Z
Rd
f(x)rg(t  s; x Xs)bsdx]ds:
We have
E[jf(x)rg(t  s; x Xs)bsj]  kfk1 E[jrg(t  s; x Xs)bsj]:
Now, Lemma 4.1 clearly shows that, if  d2 + d2p   12 >  1 (which is equivalent
to either condition (i) or (ii) of Theorem 3.1), then E[jrg(t  s; x Xs)bsj] is
(ds
 dx)-integrable on [0; t] Rd.
Therefore, we apply Fubini’s theorem in the last identity, and the dominated
convergence theorem when "! 0, to obtain (4.1) and prove Theorem 3.1. 
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Let us point out here that our method would not immediately apply if we
added to our framework a random diﬀusion coeﬃcient in the Brownian term of
(1.1), since non-integrable second-order terms (involving the second derivative of
the Gaussian density g) would then appear.
4.2. Proof of Theorem 3.3 (Upper bound). It is a direct consequence of
Theorem 3.1 and Lemma 4.1.
Proof of Theorem 3.3. Conditions (i) and (ii) of Theorem 3.1 ensure that  d2 +
d
2p   12 >  1, and thus the integrability of the bound given by Lemma 4.1 (with
respect to s). Then from these two results,
(t; x)
= g(t; x) +
Z t
0
E[rg(t  s; x Xs)bs]ds
 g(t; x) + Cp;dLb;q(t)Eb;(t) 12r
Z t
0

t  s
t
  d2+ d2p 
(t  s)  12 + jxj
t

ds:g(pt; x)
 g(t; x) + ( d
2
+
d
2p
+
1
2
) 1Cp;dLb;q(t)Eb;(t) 12r
p
t+ jxj

g(pt; x):

4.3. Proof of Theorem 3.5 (Lower bound). We rely on the fact that the
integral term in the representation (3.1) of the density becomes small for small
t and x (Notice the multiplicative term (
p
t + jxj) that appears in the bound of
Theorem 3.3. It is actually the same reason that makes our lower bound only valid
around the time-space origin).
Proof of Theorem 3.5. From Theorem 3.1, we have (using the triangle inequality)
(t; x)  g(t; x) 
Z t
0
E[jrg(t  s; x Xs)bsj]ds:
From Lemma 4.1 (see also the proof of Theorem 3.3), we get
(t; x)  g(t; x)  ~Cp;dLb;q(t)Eb;(t) 12r
p
t+ jxj

g(pt; x):
Let R > 0 and (t; x) such that jxjp
t
 R. Then
(t; x)
 (2t)  d2 exp( jxj
2
2t
)  ~Cp;dLb;q(t)Eb;(t) 12r
p
t(1 +R)(2pt) 
d
2 exp( jxj
2
2pt
)
 (2t)  d2 exp( jxj
2
2t
)

1  (t)

;
where
(t) := ~Cp;dLb;q(t)Eb;(t) 12r (1 +R)p  d2 exp(R
2
2
  R
2
2p
)
p
t:
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Clearly, (t)    !
t!0
0 (as CR
p
t). Thus, there exists t0 > 0 (depending on R;; q
and d) such that, for t  t0, (t)  12 . Therefore,
(t; x)  1
2
(2t) 
d
2 exp( jxj
2
2t
):

4.4. Proof of Lemma 4.1. The idea is to apply Girsanov theorem to make a
change of measure under which X is a Brownian motion. Since  may be smaller
than 12 , the standard Novikov condition is not fulfilled. We proceed in three steps:
first we establish an estimate for driftless Brownian motion, then for Brownian
motion with bounded drift b, and finally with unbounded b by approximation.
Proof of Lemma 4.1.
First step.
Let us show that, for any real number p 2 (1;1), there exists a constant Cp;d
such that, for x 2 Rd,
krg(t  s; x Ws)kp  Cp;d

t  s
t
  d2+ d2p 
(t  s)  12 + jxj
t

g(pt; x): (4.4)
We have
E[jrg(t  s; x Ws)jp] =
Z
Rd
jrg(t  s; x  y)jp g(s; y)dy
=
Z
Rd
 jy   xj
t  s
p
(2(t  s))  pd2 exp( p jy   xj
2
2(t  s) )(2s)
  d2 exp( jyj
2
2s
)dy:
By the change of variable z = y xp
t s ,
E[jrg(t  s; x Ws)jp]
= (2) 
pd
2 (t  s)  p2  pd2 + d2 (2s)  d2
Z
Rd
jzjp exp( p jzj
2
2
 
zpt  s+ x2
2s
)dz:
By straightforward computation, we have, setting  :=
p
t s
t s+psx,
 p jzj
2
2
 
zpt  s+ x2
2s
=   (t  s+ ps)
2s
jz + j2   p
2(t  s+ ps) jxj
2
   t
2s
jz + j2   1
2t
jxj2 :
Then
E[jrg(t  s; x Ws)jp]
 (2)  pd2 (t  s)  p2  pd2 + d2 (2s)  d2 exp( jxj
2
2t
)
Z
Rd
jzjp exp(  t jz + j
2
2s
)dz
= (2) 
pd
2 (t  s)  p2  pd2 + d2 (2t)  d2 exp( jxj
2
2t
)
Z
Rd
rst    
p exp( jj22 )d;
BROWNIAN MOTION WITH RANDOM DRIFT 159
where we have made the change of variable  :=
q
t
s (z + ). Fromrst    
p  2p 1(rst 
p + jjp)  2p 1(jjp + (t  s) p2tp jxjp);
we get
E[jrg(t  s; x Ws)jp]
 2p 1(2)  pd2 + d2 (t  s)  p2  pd2 + d2 (2t)  d2 exp( jxj
2
2t
)pp;d
+ 2p 1(2) 
pd
2 +
d
2 (t  s)  pd2 + d2 jxjp t p(2t)  d2 exp( jxj
2
2t
)
 2p 1(2)  pd2 + d2 pp;d(t  s) 
pd
2 +
d
2

(t  s)  p2 + jxjp t p

(2t) 
d
2 exp( jxj
2
2t
);
where
p;d := (
Z
Rd
jjp (2)  d2 exp( jj
2
2
)d)
1
p = kN (0; Id)kp : (4.5)
Therefore (using (jaj+ jbj) 1p  jaj 1p + jbj 1p ),
(E[jrg(t  s; x Ws)jp]) 1p
 21  1p (2)  d2+ d2pp;d(t  s)  d2+ d2p

(t  s)  12 + jxj t 1

(2t) 
d
2p exp( jxj
2
2pt
)
= Cp;d(t  s)  d2+ d2p

(t  s)  12 + jxj t 1

t
d
2  d2p (2pt) 
d
2 exp( jxj
2
2pt
);
where
Cp;d := 2
1  1p p
d
2 p;d: (4.6)
We have proved estimate (4.4).
Second step.
Suppose that the drift process b is uniformly bounded. By Girsanov theorem,
(Xs) is a Brownian motion under the equivalent probability measure Q defined by
 s :=
dP
dQ
Fs = exp(Z s
0
budWu +
1
2
Z s
0
jbuj2 du):
We denote the expectation under Q by EQ.
By Hölder’s inequality (notice that p; q; r > 1 and p 1 + q 1 + r 1 = 1),
E[jrg(t  s; x Xs)bsj]
= EQ[jrg(t  s; x Xs)bsj 
1
q
s  
1  1q
s ]
 (EQ[jrg(t  s; x Xs)jp]) 1p (EQ[jbsjq  s]) 1q (EQ[ r(1 
1
q )
s ])
1
r
= (E[jrg(t  s; x Ws)jp]) 1p (E[jbsjq]) 1q (EQ[ 
r
p+1
s ])
1
r :
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The bound on the first term is given by estimate (4.4). The second one is bounded
by Lb;q(t). For the last term, setting r0 := rp , we have
EQ[ r
0+1
s ]
= E[ r
0
s ]
= E[exp(
Z s
0
r0budWu +
1
2
Z s
0
r0 jbuj2 du)]
= E[exp(
2r02 + r0
2
Z s
0
jbuj2 du) exp(
Z s
0
r0budWu  
Z s
0
jr0buj2 du)]
 E[exp((2r02 + r0)
Z s
0
jbuj2 du)] 12E[exp(
Z s
0
2r0budWu  
1
2
Z s
0
j2r0buj2 du)] 12
= E[exp((2r02 + r0)
Z s
0
jbuj2 du)] 12
= E[exp(
r
p
(
2r
p
+ 1)
Z s
0
jbuj2 du)] 12 :
Now
r
p
= p 1(1  1
p
  1
q
) 1 = (p(1  1
q
)  1) 1 = 2
1 +
p
1 + 8
;
and
r
p
(
2r
p
+ 1) =
2
1 +
p
1 + 8
4+ 1 +
p
1 + 8
1 +
p
1 + 8
=
(1 +
p
1 + 8)2
(1 +
p
1 + 8)2
= :
Therefore,
(EQ[ 
r
p+1
s ])
1
r  E[exp(
Z s
0
jbuj2 du)] 12r  Eb;(t) 12r :
We have proved the lemma for uniformly bounded b.
Third step.
We now examine the general case of unbounded b. We approximate bs by the
sequence bns := bs1jbsjn (n  0), and we set
Xns := Ws +
Z s
0
bnudu:
Clearly, bns     !
n!1 bs and X
n
s     !
n!1 Xs, P-a.s.
From the previous step, we have
E[jrg(t  s; x Xns )bns j]
 Cp;d kbns kq E[exp(
Z s
0
jbnuj2 du)]
1
2r

t  s
t
  d2+ d2p 
(t  s)  12 + jxj
t

g(pt; x):
(4.7)
For all r > 0 and y 2 Rd, we have
rg(r; y) =  y

r
(2r) 
d
2 exp( jyj
2
2r
):
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rg(r; :) is continuous, and
jrg(r; y)j = 1p
r
(2r) 
d
2
jyjp
r
exp( jyj
2
2r
)
 Cp
r
(2r) 
d
2 ;
where C = supz2Rfz exp(  z
2
2 )g = exp(  12 ).
Then
jrg(t  s; x Xns )bns j  exp( 
1
2
)(t  s)  12 (2(t  s))  d2 jbsj :
Therefore, by the dominated convergence theorem,
E[jrg(t  s; x Xns )bns j]     !
n!1 E[jrg(t  s; x Xs)bsj];
kbns kq     !n!1 kbskq ;
E[exp(
Z s
0
jbnuj2 du)]     !
n!1 E[exp(
Z s
0
jbuj2 du)]:
Taking the limit when n!1 in (4.7) proves Lemma 4.1. 
5. Conclusion
We represent the density of Brownian motion with random drift in terms of the
Gaussian one. This representation enables us to measure the distance between
both densities, leading to explicit Gaussian upper and (local) lower bounds. In
particular, this work extends to a non-Markovian setting similar results known
for stochastic diﬀerential equations with irregular drift, using simpler and more
general arguments.
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