given an initial state, a control time t = 2' and a finite dimensional subspace E of L"(n), is there a control such that the orthogonal projection over E of the solution at time t = 2' vanishes? Under rather natural growth conditions on the non-linearity we show that this can be done provided the initial data is sufficiently small. The method of proof combines the Implicit Function Theorem with a constructive method to solve this finite controllability problem in the linear case. We then consider non-linearities with the "good sign". Using the decay properties of solutions and the fact that the problem is solvable for small data, we show that the problem is solvable for large data too. When analyzing the linear heat equation we will prove that with one sole control one can obtain simultaneously approximate controllability and exact reachability of a finite number of constraints. The same result holds when the non-linearity is globally Lipschitz. 
Introduction and main results
Let R be a bounded smooth domain of R" and let w c R be an open non-empty subset. Given a real C1 function g we consider the controlled semilinear heat equation 1 ut -Au + g(u) = fxw, in fl x (0, T), (14 u = 0, on dR x (O,T), u(x, 0) = u0(5), in R.
In (l.l), xw denotes the characteristic function of the control set w and the control f = f(z,t) is assumed to be in L2(R x (0,T)). The initial data UO is taken in L2(R). Of course this in arbitrary choice. One could consider other functional settings, not necessarily the L2 one, for the control problems we will address here (see the comments in section 6.1).
Let us assume that (l-2) g(O) = 0, so that u = 0 is the trivial stationary solution of system (1.1) with f = 0.
The null controllability problem can be formulated as follows: Given 11," E L'(S2) ,find f E L"(fi x (O,T)) such that the solution of (1. I ) satisfies (1.3) u(:I:, T) = 0 in 12 If one succeeds in finding such a control f, extending this control by zero for t > T, the solution u of (1.1) satisfies u(z, t) = 0 for every x E R and t > T. Thus, the system has been drived to rest.
In the linear case (g z 0) this problem was solved recently by G. Lebeau and L. Robbiano [LeR] . In the nonlinear case partial results are due to Y.-J. Lin Guo and W. Littman [LL] and A. Fursikov and 0. Yu. Imanuvilov [FuI] . They show that, when the control acts on the boundary, null controllability holds for bounded continuous and sufficiently small initial data.
In this paper we focus on a finite dimensional version of this null controllability problem that we describe now.
Let E be a finite dimensional subspace of L2 (0) and let us denote by IIE the orthogonal projection from L'(R) into E.
The problem of the finite (or finite dimensional) null controllability is as follows: Given an initial data u" in L'(R) and a control time T > 0, toJind a control f E L2(R x (0, T)) such that the solution of (1.1) satisjes
This notion of controllability is, in our opinion, interesting from a computational point of view, since in practice one can only test numerically the reachability of a finite number of constraints.
In this paper we show that for a rather general and natural class of non-linearities this problem is solvable locally, i.e. if the initial data is small enough. The smallness condition we will obtain depends on the non-linearity, the control time and the finite dimensional subspace E.
In addition to (1.2), the non-linearity will be assumed to satisfy the growth condition.
(1.5)
for some C > 0 and p > 1 such that (1.6) p < (n + 4)/n.
Under this growth condition it can be proved by classical methods (see, for instance, [CHJ) a local existence result guaranteeing that there exist C > 0 and q > 0 such that when (1.7)
II u" b(n) + II f llLW(O,T))I 17 the solution of (1.1) exists and is unique in the class C([O, T]; L2(0)) tl L2(0, T; H,(a)). Moreover -1997-No3 for any pair of (UP, fi), i = 1,2 as in (1.7), ZL~ , i = 1,2 being the solution of (1.1) with those data. Remark 1. 1. The smallness condition (1.7) is required to guarantee that solutions do not blow up in the time interval [0, T].
2. When the non-linearity g has the "good sign" the restriction (1.6) is unnecessary. A typical example for this is g(s) = as + /3 1 s lp-' .s with Q E Iw, /3 .> 0 and p > 1. In this case, without further restrictions on p, for every u" E L2(R) and f E L2(R x (0,T)) thereexistsauniquesolutionu.~C ([O,T] ;L2(~))~L2(O,T;H~(~))~Lp'1(~ x (0,T)) of (1.1) which depends on the data in a Lipschitz way. n We have the following result of local null controllability: THEOREM 1.1. -Assume that the hypotheses above are satisjied. Then, for every jinitedimensional subspace E of L2 (fl), every T > 0 and every open non-empty subset w of R, there exists E > 0 such that if then there exists f E L2 (0 x (0, T)) such that the solution of (1.1) satisfies (1.4).
Moreover, there exists a constant C > 0 such that (1.10) II f IILWx(O,T))< c ll Ii0 llL"(cq for every U' as in (1.9).
Remark 2. 1. The constant E and C in (1.9) and (1.10) depend, in particular, on the finite dimensional subspace E.
2. The control f can be constructed to be of class C" and with compact support in w x (0, T). This is due to the regularizing effect of the heat equation (see section 6.4).
3. Similar results can be proved if we replace the final state 'II = 0 by a bounded equilibrium solution of (1.1) (see section 6.5).
I:. ZUAZUA Let US consider now the particular case of non-linearities with the "good sign". ln order to avoid unnecessary technicalities and to better illustrate the type of result we have in mind we will only consider the particular case of an homogeneous non-linearity: i ut -Au+ 1 u I~-l u = fxw; in S1 x (O,T); (1.11) u = 0, on i3Q x (O:T), u(0) = 2; in R for any p > 1.
We have the following result:
, w open non-empty subset of fI and u" E L2(R) there exists a control time T > 0 and f E L2(R x (0, T)) such that the solution of (1.11) satisfies (1.4).
Remark 3.
1. The time T depends on E , w and u '. If we fix E and w, the proof of Theorem 1.2 provides an estimate of the time we need to control the initial data u" which is of the order of Cilog(C2 I] u" (IL'(~)) with C; > 0, i = 1,2 depending on E and w. Thus, Theorem 1.2 provides a global result of finite, null controllability but not an uniform one. The situation is very similar to that appearing in the context of the exact controllability of the semilinear wave equation (see [Z1,2] ).
2. Theorem 1.2 will be proved combining the decay properties of solutions of (1.11) and Theorem 1.1. The control we will construct has its support contained in 55 x [T -To, T] for some To > 0 that is independent of the initial data. However, we need the equation to evolve freely (f = 0) during the time interval [0, T -To] with T > 0 large enough, to make sure that u(T -To) is sufficiently small in L*(R).
3. The control f may be constructed to be arbitrarily smooth. n The proof of Theorem 1.1 is based on the fact that the finite null controllability problem is solvable for the linear heat equation and a standard application of the Implicit Function Theorem. However, in the linear case, a slight change in the proof of the finite null controllability allows us to show that, with one sole control f, we may achieve simultaneously approximate controllability and finite null controllability.
To be more precise, let us recall that system (1.1) is said to be approximately controllable if for any u" E L2(R) the reachable set
is dense in L2(fl). In other words, if for any u", u1 E L2 (0) and E > 0, there exists f E L2P x WY) such that the solution of (1.1) satisfies (1.12)
Let us state our result about the simultaneous approximate and finite null controllability for the linear heat equation:
TOME 16 -1997 -No 3 THEOREM 1.3. -For any T > 0, w open non-empty subset of R, E finite dimensional subspace of L2(R), u",ul E L2(fl) and & > 0, there exists f E L2(R x (0,T)) such that the solution u of (1.13) satis$es (1.12) and (1.14) W@)) = HE (u') Remark 4. 1. Theorem 1.3 states that the approximate control driving the initial data u" to the ball B (d,&) of L2(R) can be chosen so that the final state satisfies simultaneously a finite number of exact contraints. Theorem 1.3 is a consequence of the stronger result of null controllability of [LeR] . However, we will give a new direct proof of it since it will be useful when analyzing the nonlinear problem.
2. Using the variational approach to approximate controllability as in [FPZI] we will give a constructive method to obtain the control f of Theorem 1.3. The application of this method requires only the following unique continuation property:
for the solutions of the adjoint system:
Therefore, Theorem 1.3 holds for a large class of linear heat equations with variable coefficients.
Using the fixed point method developed in [FPZl] , Theorem 1.3 can be extended to semilinear heat equations with globally Lipschitz non-linearities: Remark 5. 1. Approximate controllability for semilinear heat equations with non-linearities that are superlinear at infinity is mainly an open problem. The difficulty of the problem relies on the fact that the method of proof of Theorem 1.4, although it is rather constructive, does not provide estimates of the norms of the controls in terms of the Lipschitz constant of the non-linearity. There is however an interesting counterexample due to A. Bamberger (see for instance [HI) . This example is related to the system (1 .l 1). It is proved that for any u" E L2( R) , T > 0 and K compact subset of n\G, solutions of (1.11) are uniformly bounded in L2(K) at time t = T with a bound that is independent of the control f. This shows that system (1.11) is not approximately controllable.
2. Similar results can be proved for non-linearities depending on Vu. For instance the proof of Theorem 1.4 can be easily adapted to the case where the nonlinearity is of the form div (h(u)) with h : R --+ R" globally Lipschitz.
3. All the results of this paper can be adapted to the problem of boundary control (see section 6.3). n
The rest of the paper is organized as follows. In section 2 we treat the linear heat equation and we prove Theorem 1.3. In section 3 we give a sketch of the proof of Theorem I .4. In section 4 we apply the Implicit Function Theorem (IFT) to prove Theorem 1.1. In section 5 we prove Theorem 1.2. Finally, in section 6 we discuss some open problems and extensions of the results of this paper. In an Appendix we give the details of the proofs of some technical results.
Simultaneous approximate and finite controllability of the linear heat equation
This section is mainly devoted to prove Theorem 1.3. Some of the tools that are necessary to the application of the ET in section 4 will be developed too.
Proof of Theorem 1.3
Given cp" E L2(0) we solve the adjoint equation
System (2.2) has an unique solution in C( [0, T]; L2(R)).
Given the finite-dimensional subspace E, the target u1 E L2(R) and E > 0 we introduce the functional --+ W is continuous and convex. We claim that it is also coercive. More precisely, (2.4) To prove (2.4) we proceed as in II 'py lh) 3 co, we normalize it:
We distinguish the following two cases.
TOME76-1997-No3 In view of (2.5) and (2.6) the solution of (2.1) with data cp" satisfies cp = 0 in w x (0,T) but then, by Holmgren's uniqueness Theorem, cp 5 0. In particular p(T) = cp" = 0 in R and therefore @j -0 weakly in L2(R).
Since E is finite-dimensional (and IIE compact), then II (I-wq IlLyn)+ 1.
Therefore, This proves the claim (2.4). By Holmgren's uniqueness Theorem it is also easy to deduce that J is strictly convex. Then, J has a unique critical point which is its minimizer:
Let us prove that the control f = $, @ being the solution of (2.1) with the minimizer p as data, satisfies the requirements of Theorem 1.3.
Given any *$' E L'(R) and X E R' we have
or, in other words,
where $ is the solution of (2.1) with data @. Dividing this inequality by X > 0 and letting X -+ O+ we obtain that
Reproducing"thiswargument with X < 0 we obtain finally that
On the other hand, multiplying in (2.2) (with right hand side @) by 1// and integrating by parts we deduce that
Combining (2.8) and (2w.9) we get
which is equivalent to (1.12) and (1.14). This concludes the proof of Theorem 1.3. 1
Remark 6. -In order to prove that (1.12) and (1.14) can be obtained simultaneously by a bang-bang control it is sufficient to reproduce the proof of Theorem 1.3 with the modified functional
w We refer to [FPZI] for the technical details. In this way one gets a control of the form f = (IT / I @ I dxdt) wW! w where $ is a solutions of (2.1) with data 9, a minimizer of .T in L2(Q). The fact that meas {(x, t) E R x (0, T); @(z, t) = 0} = 0 is a consequence of the real analyticity of solutions of (2.1). n 2.2. Finite controllability of the linear heat equation
In this section we prove in some detail a result that is weaker than Theorem 1.3 but that will be useful to prove Theorem 1.1.
As above we assume that E is any finite dimensional subspace of L2(R) , T any positive number and w any open and non-empty subset of R.
THEOREM 2.1. -For any u",ul E L'(Q) there exists a control f E L2(fl x (0,T)) such that the solution of (1.3) satisjies (2.10) II&T) = rI&.
Moreover. there exists a constant C > 0 such that
Remark 7. -It is worth noting that the constant C of (2.11) depends on E and that it is unbounded as E increasingly covers the whole space L2(R). We will return to this question in Remark 8.1 below, after proving this Theorem. n Proof of Theorem 2.1. -Given cp" E E we solve (2.1) and then (2.2). We introduce the functional J : E + W,
Clearly, JE is continuous and, by Holmgren's uniqueness Theorem, it is also strictly convex. We claim that it is also coercive. This is so because of the existence of a constant C > 0 such that
This constant exists since the root square of the quantities in both sides of the inequalities are norms in the finite dimensional space E. The right hand side defines a norm because of the unique continuation principle (1.15).
Therefore, JE has a unique critical point in E which is its minimizer:
(2.14) @" E E : JE(~} = V~pE J&J').
The minimizer p is such that
where @ and $ are respectively the solution of (2.1) with data $) and $J'. On the other hand multiplying in (2.2) (with right hand side $) by 11, and integrating by parts we get (2.9). E. ZI!AZl!c\ Combining (2.9) and (2.15) we see that
which is equivalent to (2.10).
On the other hand, from the construction above we see that where L1 : L'(R) -+ L*(R x (0,T)) and Lz : E -+ L2(R x (0,T)) are bounded linear operators. n Remark 8.
1. The constant C in (2.11) is determined by that on (2.13). It is clear that the constant C in (2.13) may not remain bounded as E increasingly converges to L2(R). Indeed, if C were bounded we would have that
which is false even when w = R. Indeed, notice that
The situation is even worse when J c 62. In this case, due to the regularizing effect of the heat equation, solutions cp of (2.1) such that cp E L2(w x (0,T)) may correspond to data 'p" that are very singular on R\i.Z. However, from G. Lebeau This section is devoted to prove Theorem 1.4. Since this proof is a combination of the tools of section 2.1 with the fixed point method developed in [FPZl] we will only give a sketch of it.
We introduce the non-linearity (3.1)
We fix u", u1 E L2 (0) and E > 0, .as well as the finite dimensional subspace E.
Given any u E L2(R x (0,T)) we consider the "linearized " system:
We observe that the potential h(w) belongs to L" (Q x (0,X!')). Moreover,
By the method of proof of Theorem 1.3 we may construct a control f E L2(fl x (0, T)), depending on V, such that The proof of the existence of the minimizer of J, is the same as in Theorem 1.3. It is sufficient to take into account that the unique continuation property (1.5) holds for the solutions of (3.5), since the potential h(v) is bounded (see J. C. Saut and B. Scheurer [SS] ).
We claim that the controls obtained by this minimization method are uniformly bounded. More precisely, there exists C > 0 such that
In view of (3.3) it is sufficient to see that the minimizers g)(r)) of .I,, are uniformly bounded. To see this we first observe that (3.8)
Jll(pyU)) 5 .JJO) = 0, VW E P(f2 x (0,T)).
Therefore, it is sufficient to check that (3.9) lim irif .J&") IIP"lII,a(*)-J II 'PO lb(n) > E, uniformly on71 E L2(R X (0:T)).
To prove (3.9) we argue by contradiction. If (3.9) does not hold, there exist sequences II,, E L2(R x (0,T)) and (p: E L'(62) such that (3.10)
As in the proof of Theorem 1.3 we introduce the normalized sequence 8 = dJ II 'p: IILW) and observe that (3.10) implies that (3.11)
On the other hand, extracting subsequences we can deduce that In view of (3.12) we can easily pass to the limit on the system satisfied by @z. We deduce that
in R.
When passing to the limit on the product h(w,)& it is sufficient to observe that, due to the regularizing effect of the heat equation, under conditions (3.12), & is relatively compact in L1(R x (0, T)).
On the other hand, from (3.11) we deduce that (p = 0 in w x (0, T) and by unique continuation ([SS]), F" = 0. But then, 2 -0 weakly in L' (0) and the argument of the proof of Theorem 1.3 shows that which is in contradiction with (3.10). such that N(V) = f for any 'u E L2 (62 x (0, T)) , f being the control constructed above such that (3.4) holds for solutions of (3.2). Clearly, the proof of Theorem 1.4 will be finished if we show that N has a fixed point 21 E L2(0 x (0,T)) such that N(u) = u, since h(u)u = g(,u).
We have shown that the range of N is bounded in L2(R x (0,T)) (see (3.7) above). On the other hand, it is easy to see that N is continuous and compact from L2(0 x (0, 'I')) into itself (see [FPZl] for the details of the proof in the context of classical approximate controllability). Then, by Schauder's fixed point Theorem, the fixed point exists and the proof is concluded. n Remark 9.
1. Similar results can be proved using bang-bang controls.
2. The method of proof of Theorem 1.4 does not seem to apply to non-linearities g that, at infinity, grow in a super-linear way. This is due to the fact that, in the analysis of the linearized problem we do not get any explicit estimate on the dependence of the control with respect to the potential. The same difficulty appears in the frame of classical approximate controllability (see [FPZI] ). As Theorem 1.1 shows, this difficulty can be overcome if we relax the control requirements at time t = T by keeping (1.4) only. We assume g to be of class C1 such that (1.2) and (1.5)-(1.6) hold. Under these assumptions, proceeding as in [CH] it is easy to see that there exists rl > 0 small enough such that when This is the adjoint system associated to the linearization of (4.1) around the equilibrium IL = 0. Clearly, there exists C > 0 such that (4.5) II cp IhwO,T))I c II 'PO (ILyn) .
We then solve
Ut -au + s(u) = (PX", in R x (O,T),
In view of (4.2) and (4.5) equation (4.6) has an unique solution u E C([O, 2'1; L2(Q)) n L2(0,T; H{(Q)) for any (u',(P') such that In (4.1 l), D,o denotes the partial derivate with respect to the variable cp". Indeed, if (4.10) and (4.11) hold, by the IFT we deduce immediately that for every u" E L2(R) small enough there exists cp" E E such that the solution u of (4.6) satisfies rI~U(T) = 0.
Proof of (4.10). -First of all we obtain some a priori bounds for solutions of (4.1). Multiplying in (2.2) by '(L, integrating in R and using (1.5) we deduce that
L II f(t) IILWII a> IILW +c II u(t) ll"L::I(n, .
Let us estimate the last term of (4.12). We only consider the critical case p = (n + 4)/n in dimension rz 2 3, since the others can be treated in a similar way (see the Appendix at the end of the paper for further details). We have Using Sobolev's inequality:
we deduce that Combining (4.12) and (4.13) and using Poincare's inequality we deduce that the function 4 =II u(t) ll&2) satisfies the following differential inequality:
(4.14)
-
g(t) I II f(t) lb(R) da+ W) + (C&W -2) 11 Vu(t) (I2 f
From (4.14) it is easy to see that there exists Q > 0 such that when (4.2) holds, then Let us estimate the difference of two solutions u;, i = 1,2 of (4.1) with data ('(~7, fi) , i = 1,2. Denoting w = ut -u2 we have that To see this we need the following Lemma.
LEMMA. -Assume that 1 < p 5 3. If ((~7, 3) u'! converges to (cp", d') in B, c E x L2 (62) then the solutions uj of (4.6) are such that
Proof of the Lemma. -In view of (4.17) we have that
From the growth condition (1 S) we deduce that g' is a continuous function such that
Combining (4.24) and (4.25) we deduce that
In view of (4.26) and by Ascoli-Arzela's Theorem we see that it is sufficient to check that
From (4.24) we know that the set K = {am : 7~ E N, t E [0, T]} is relatively compact in L'(R). Since the mapping g' : L2(R) -+ L1 (0) that associates g'(u) E L1 (Cl) to any 7~ E L2 (0) is continuous we deduce that it is uniformly continuous in K. Therefore given E > 0 there exists S > 0 such that Let us consider the critical case p = (n + 4)/ n in dimension n > 3, since the cases p < (n + 4)/n are easier to deal with (see the Appendix for the dimensions n = 1,2).
The last term in (4.36) can be estimated as follows:
(4.37) .I
Ig'(uj)wj -dbb4 I zj I dz R < -1 l(g'(Uj) -g'C"))l I wj I 1 zj I dz + /i I dC"> I I 'j I2 drc.
In view of Lemma 1 we know that In view of (4.18) we know that wj is bounded in L2(0, T; Hi(G)) and this combined with (4.38) implies that
On the other hand Combining (4.36) (4.37), (4.39) and (4.41) we deduce that < q (I vzj II&) +@(t) - ( > and, in view of (4.40) , by Gronwall's inequality we deduce that zj -+ 0 in C( [0, T]; L2(R)).
Moreover the convergence of .zj is uniform when w", T/J' belong to a bounded set of L2 (0) and therefore (4.33) holds.
Proof of (4.11). -It is easy to see that and $J is the solution of (4.32). The fact that the mapping
is an isomorphism is a consequence of Theorem 2.1. This concludes the proof of (4.11) and therefore, the proof of Theorem 1.1 is completed. On the other hand, in view of Theorem 1.1 (which in this case applies without restriction on p because of the special structure of the non-linearity) we deduce that if n is small, for any data u(T) as in (5.3) This concludes the proof of Theorem 1.2. n Remark 10. -The control time T can also be taken independently of the initial data. This is because 'u. = ((p -l)t)-'/(p-l) constitutes a super-solution of (5.1) and therefore all solutions satisfy (5.3) if T is large enough, independent of u'. n
Further comments and results
In this section we comment some possible extensions of the results presented in this article and mention some open problems.
Other functional settings
In this article we have chosen to work in the L2(R) functional setting. The same type of results can be proved in U'(0) spaces for 1 5 p < co or in Co(R), the space of uniformly continuous functions in R that vanish on its boundary. The growth condition (1.6) on the non-linearity has to be modified according to the functional setting in order to guarantee the well-posedness of system (1 .l') in these spaces.
The only essential change that has to be done in the proof of our results to deal with these new functional settings is to minimize functionals of the form (2.3) in the dual space to the one we have chosen to prove controllability. We refer to [FPZl] for the technical details in the case where the non-linearity is globally Lipschitz and the approximate controllability is the problem under consideration.
Bang-bang controls
All the results of this paper hold with controls of bang-bang form. More precisely, a control f is said to be of bang-bang form if there exists a real number X and a function cp = cp(xc,t) such that (Cl) f(x, t) E Xsgn(cp(x, t)) a.e. in Q x (0, T), with meas{(z, t) E fl x (0, '7) : cp(~, t) = 0) = 0 and sgn being the multivalued function
In order to prove the results of this paper by means of this type of controls it is sufficient to replace the functionals of the form (2.3) by 2 I cpb,t> I dxdt
In this case the functional J is not strictly convex and several minimizers may exist. It can be shown that there exists a minimizer such that the control (6.1) with X = $f J, ( p(x, t) 1 dxdt fulfills the required constraints at time t = T. The fact that the Lebesgue measure of the set where cp vanishes is zero is a consequence of the analycity of solutions of the constant coefficient heat equation (2.1). We refer to [FPZl] for a detailed construction of bang-bang controls in the frame of approximate controllability. We also refer to [FPZ2] where we show that bang-bang controls are those of minimal L" -norm among all the admissible ones.
Boundary control
All the results of this paper can be adapted to the case in which the control acts on the boundary i.e. when (1.1) is replaced by
where I0 is an open and non-empty subset of dR. The main change that has to be performed in the proof of these results is at the level of the functional to be minimized. For instance, instead of (2.3) one has to consider the functional where d./dn denotes the normal derivative and da the surface measure.on dR.
The growth condition (I .6) on the nonlinearity has to be modified too in order to guarantee the local well-posedness of (6.2). As we did in [Z2] It is not hard to see that if g satisfies (1.5) with p > 1 small enough then (6.4) has a unique solution when u is small enough, i.e. when 11 ,u" jILz(o) and 11 f ((Lz (rox(O,r) ) are small enough.
We refer to [FPZl] for the technical details on the boundary approximate controllability of the semilinear heat equation. As it is pointed in [FPZl] one can also obtain bang-bang boundary controls and work in other functional settings.
Regularity of the controls
In Remark 2 of Section 1 we said that the control can be taken to be of class C" and with compact support in w x [O! 2'1. To see this we consider an open non-empty subset W of w such that its closure is contained in w. We also consider S > 0 such that 2S < T. We introduce a non-negative smooth function p = ~(2, t) such that p E 1 in W x [S, T -S] and with support contained in w x (0, T). Instead of considering functionals of the form (2.3) we introduce the following one:
The proof of the coercivity of J applies to J,,. We deduce the existence of a control f of the form f = p(p such that the solution u of (1.1) satisfies (1.14).
6.5. Finite control to a non-zero equilibrium Let U, = U,(X) be an equilibrium solution of (1.1) with f = 0, i.e. a solution of (6.5) -A7~+y(zl) = 0 in 0; u=O on 80.
Let us assume that U, E Hd (Q) n L"(n). The following result can be proved:
THEOREM 6.1. -Under the assumptions of Theorem 6.1 there exists E > 0 such that if )I u" -'& IltyR)< E.
then there exists f E L2(R x (0, T)) such that the sohtion of (1.1) satisfies TE(u(T)) = ME.
TOME 76 -1997 -No 3 Theorem 6.1 can be proved by the same method as Theorem 1.1. However, the linearized system (4.4) has to be replaced by -pt -Ap + g'(u,)(p = 0, in S2 x (O,T), (6.6) cp = 0, on 80 x (O,T), 47 = cp"l in R.
To prove Theorem 6.1 the following unique continuation property is needed: if cp solves (6.6) and cp = 0 in w x (0, T), then cp" = 0. When the potential g'(ue) is bounded this property holds (see [SS] When p -1 5 2 we can proceed as in Section 4 using (4.38) except for the case p -1 = 2 when n = 2. Thus we have to deal with the following two cases:
(a) p E (3, 5] , R = 1, @I P = 2, rL = 2.
Let us consider first the case (a). We only analyze the critical exponent p = 5 since the proof is easier when 3 < p < 5.
Taking into account that uj + u in L"(O,T; L2(0)) n L2(0,T; Hi(R)), by the interpolation inequality (A.l) we deduce that uj --t u in L4(0, T; L"(Q)).
In view of the growth condition (1.5) with p = 5 we deduce that and Gagliardo-Nirenberg's inequality (A.6) we deduce that (A.14) ~j --f 14 in L4(R X (0,T)) and from the growth condition (1.5) with y = 3 we conclude that 
