In this paper, an inverse system approach for communications using chaotic signals is presented. In this approach, the transmitter contains a chaotic oscillator with an input that is modulated by the information signal. The receiver is a linear asymptotic approximation to the inverse system and contains an integral feedback to cope with nonlinearities. Some effects of transmission noise on the demodulation procedure are discussed. Numerical simulations on the Chua's circuit are provided to illustrate our findings.
Introduction
The use of chaotic systems for secure communications has attracted the attention of many researchers. Recent interest has peaked by the pioneering work of Pecora and Carroll [1990] showing that a drive signal from a chaotic system could be used to synchronize a second chaotic system. Using this concept, other researchers (see e.g. [Cuomo & Oppenheim, 1993; Carroll & Pecora, 1993; Kocarev et al., 1992] ) suggested the possibility for communication using chaotic signals as carriers, perhaps with application to secure communication via signal masking. The strategies that arose from these ideas can be called as additive signal masking (ASM) because the basic idea behind the chaotic masking is to hide the original information or the message inside a chaotic signal by direct addition, and later recover this message at the receiving end of the communication system after some signal processing operations. The original information is recovered if the dynamics of the transmitter and receiver chaotic systems are synchronized by the transmitted (drive) signal. A drawback of ASM procedure is that it requires that the synchronization is not affected by the perturbation of the synchronizing drive signal. Consequently, for ASM procedures, the synchronization alone is not always sufficient since the added information signal or message has the effects of a perturbation injected by the drive signal into the receiver (a detailed study of the influence of signal and message powers on the masking process is given in [Short, 1994] ; see also [Cuomo & Oppenheim, 1993] ). This is a serious drawback of ASM procedures because the power of the original information signals is limited [Cuomo & Oppenheim, 1993] . Moreover, noise in the communication channel may seriously limit the quality of the recovered signal [Corron & Hahs, 1997] .
Due to the fact that ASM procedures cannot exactly recover the transmitted signal information, schemes based on inverse system masking (ISM) methods (see e.g. [Heidari-Bateni et al., 1992; Wu & Chua, 1994; Frey, 1993; Feldmann et al., 1996] ) have been proposed. In ISM procedures, the information signal is stored in a bifurcation parameter of the chaotic dynamical system. By keeping the variation of this bifurcation parameter in the chaotic regime, the output wide-band signal of the dynamical system may be used as the transmitted signal. In this way, the chaotic system can be interpreted as a nonlinear filter acting on the information signal. The ISM technique needs a receiver/demodulator which, in principle, can estimate the information signal accurately by inverting the chaotic (nonlinear filter) transmitter. Recently, several demodulation procedures have been proposed to approximate the exact inverse of the transmitter. Oksasoglu and Akgul [1997] proposed a linear inverse for a class of nonautonomous second-order chaotic systems. At the receiving end, the information signal is recovered through some simple signal processing operations including differentiation of the transmitted chaotic signal. It is well known that differentiation magnifies errors due to noise in the transmission channel. Moreover, although the resulting demodulation procedure is linear, it may necessitate the transmission of more than one signal, thus resulting in a more expensive more-than-one channel transmission. Itoh et al. [1997] proposed an approach based on Takens' Theorem where, as in [Oksasoglu & Akgul, 1997] , the idea is to recover the information signal via differentiations of the transmitted signal. Corron and Hahs [1997] proposed a nonlinear filter to overcome the use of differentiations. In this way, Corron and Hahs' nonlinear filter can be interpreted as an approximation to the time-derivative of the transmitted signal. Under the assumption that the information signal has small-in-the-mean variations, the procedure led to both numerical and experimental successful applications on the Chua's circuit. The main drawback of Corron and Hahs' procedure is that it requires the implementation of nonlinear analog operations, such as multiplication and division. This, in principle, makes the practical implementation of the demodulator more difficult and expensive.
Another drawback of the available ISM methods is the lack of stability and performance analysis which, in principle, would provide insights on the mechanisms of information signal recovering in the presence of e.g. nonlinearities, noise and parameter mismatch.
From a practical viewpoint, it would be desirable to dispose of effective demodulation procedures for ISM methods that overcome the discussed above drawbacks; namely, the demodulation procedure should be linear and free of transmitted signal differentiation. In addition, it should be robust against transmission and system noise. This paper is aimed to the contribution of this problem. Towards this end, we will propose a linear filter endowed with a type of proportional plus integral (PI) feedback demodulator. The integral feedback part of the demodulator is introduced to overcome the difficulty of using differentiators and nonlinearities, hence making easy the demodulator implementation. The idea behind the proposed procedure is to get a suitable representation of the PI feedback demodulator to ensure information signal recovering in the limit of very high gains. Advantage is taken from this demodulator representation to carry out a stability analysis based on results of nonlinear singularly perturbed systems. Specifically, it is proven that the error of information signal recovering can be made as small as desired. Effects of transmission noise are also discussed. The results are illustrated via numerical simulation on the Chua's circuit.
Notation. In the sequel, we will use the following notation. The symbol x * denotes the transpose of the n-dimensional vector x, x is its Euclidean norm. Moreover, x ∞ = max t≥0 x(t) is the ∞-norm of the n-dimensional signal x(t), x(t) a = lim t→∞ x(t) is the asymptotic limit of the signal x(t) .
Method
The general format of our approach is shown in Fig. 1 (see [Itoh et al., 1997; Oksasoglu & Akgul, 1997; Corron & Hahs, 1997] ). In the transmitter, an information signal is encoded using modulation of a parameter in the chaotic system. In the receiver, a synchronous chaotic system is augmented with a feedback demodulator designed specifically to continuously extract the information signal from the modulation waveform. Proper choice of drive channel and modulation parameter assures synchronization in the receiver, independent of the modulation. This approach fits within the most general definition of ISM methods, such as given in [Hasler, 1994] . The main difference of our approach is the construction of the demodulator which, in contrast to previous approaches, contains an integral feedback to induce certain robustness capabilities into the demodulation loop. For the sake of simplicity in presentation, the theory is presented for a class of Lur'e systems, although it can be easily generalized to another classes of systems. 
A Class of Lur'e Systems
Consider Lur'e systems which, possibly after a change of coordinates, can be described by (see [Suykens et al., 1999 ])
where x ∈ R, z ∈ R n are the states and a 1 , a 2 , a 3 , b, c 1 , c 2 and A are vectors and matrices of suitable dimensions. The Lur'e system (1) is a linear dynamical system, feedback interconnected to a single static nonlinearity σ : R → R. We will consider the following assumptions:
A.1. The nonlinear function σ(·) is continuously differentiable and globally Lipschitz, i.e. |σ( In some models, e.g. Chua's circuit, the nonlinearity σ(·) can be nondifferentiable at a countable number of points. In this case, the nonlinear function σ(·) can be closely approximated by a continuously differentiable one without serious degradation of the dynamic properties of the system.
It is not hard to see that several well-known chaotic circuits, including the Chua's and Colpitts [Kennedy, 1994] circuits, can be interpreted as Lur'e systems of the class described above. In the Chua's circuit, σ(c 1 x+c 2 z) = α 1 x+(1/2)(α 0 −α 1 )(|x+α 3 |− |x − α 3 |) is a continuous three piecewise-linear function with saturation and x is a capacitor voltage. In Colpitt circuits, the nonlinearity σ(c 1 x + c 2 z) corresponds to the continuous two-segment piecewiselinear DP characteristic of a nonlinear resistor:
where R ON is the on-resistance of the base-emitter junction (for details see [Kennedy, 1994] ).
Demodulator Design
Let s(t) denote the information signal. Moreover, let the subscripts T and R denote respectively transmitter and receiver signals. Assume that it is physically possible to inject the information signal into the transmitter as follows:
where h is a given transmitter parameter. We will take the state x T (t) as the transmitted signal. To have a wide-band signal x T (t), the information signal s(t) is kept in the chaotic regime. The transformation of the information signal s(t) into the transmitted signal x T (t) is called modulation [Itoh et al., 1997] . Let y(t) be the received signal. In the absence of noise and nonlinearities in the transmission line, we have y(t) = x T (t). At the receiver end, a replica of the transmitter circuit is taken to recover the information signal:
where s is the recovered information signal. The transformation of the received signal y(t) into the recovered information signal s(t) is called demodulation. Consider the following exact demodulation procedure based on the inverse feedback function:
where τ D > 0 is a demodulation time-constant. In what follows, we will assume that y(t) = x T (t).
Proposition 1. The demodulation procedure (4)
gives an exponentially exact information signal. This is, s(t) → s(t) exponentially.
Proof. Using the fact that y = x T , Eqs. (4) and (3) lead to the following system:
Introduce the synchronization errors e x = x R − x T and e z = z R − z T . Then, the above system together with system (2) give:
System (5) is a cascade linear system. Since A is exponentially stable by assumption, we have that e(t) → 0 exponentially, where e def = (e x , e z ) ∈ R × R n . On the other hand, Eq. (4) and the fact thatẏ =ẋ T = a 1 x T + a 2 z T + bσ(c 1 x T + c 2 z T ) + hs lead to the following equality:
Consequently, s(t) → s(t) exponentially.
Remark 1. As in ASM procedures, Proposition 1 shows that behind ISM procedures a synchronization problem involving both the transmitter and the receiver systems [see Eq. (5)] must be addressed. Some authors (see e.g. [Oksasoglu & Akgul, 1997; Ryabov et al., 1999] ) have claimed that secure communication methods based on the inversion of a chaotic dynamical system do not require to address any chaotic synchronization problem. Following the same ideas used in the proof of Proposition 1, it is not hard to show that, in order to ensure exact information signal recovering, the inversion-based methods proposed in [Oksasoglu & Akgul, 1997; Ryabov et al., 1999] must ensure synchronization of the transmitter and receiver chaotic systems. It must be pointed out that such synchronization problem in ISM methods is not apparent in the implementation of the demodulator; rather it appears when the information signal recovering s(t) → s(t) problem is posed. Since the authors in [Oksasoglu & Akgul, 1997; Ryabov et al., 1999] did not provide a rigorous proof of their results, they were not aware of the synchronization problem between the transmitter and the receiver systems.
Remark 2. The damping term τ −1 D (x R − x T ) in the demodulation procedure (4) was introduced to overcome the necessity of identical initial conditions in transmitter and receiver systems. Since A is an exponentially stable matrix, there exist two positive constants α z and λ z such that exp(At)e z (0) ≤ α z exp(−λ z t) e z (0) , where e z (0) denotes the initial condition e z (t = 0). Consequently, since the synchronization error dynamics given by Eq. (5) are in cascade form, s(t) converges exponentially to s(t) with a rate of the order of λ * def = min{τ
Since τ D is a tunable parameter, the velocity at which the information signal can be recovered is limited in general by the dynamics of the undriven z-subsystem.
Remark 3. It is interesting to note that, in the terminology used by [Cuomo & Oppenheim, 1993; Carroll & Pecora, 1993; Kocarev et al., 1992] , the z-subsystem can be interpreted as the response subsystem.
Although the demodulation procedure (4) recovers exponentially the exact information signal, its implementation requires the nonlinearity σ(c 1 x R +c 2 z R ) and the time-derivative of the transmitted signal y. This is a serious drawback since nonlinearities and differentiators are not easily realized in practice. To solve these problems, we will propose a demodulation procedure that overcomes the use of nonlinearities and differentiators. The idea put forward is to try to recover the performance induced by the exact feedback demodulator (4). This can be achieved, in theory, by estimating nonlinearities and time-derivatives via linear filters.
We have that y = x T , so the x-subsystem of the receiver system (3) can be written as:
Since the designed demodulator procedure must be free of the nonlinearity σ(c 1 x R +c 2 z R ) and the timederivativeẏ, the function
can be interpreted as a modeling error that is unavailable for feedback demodulator design. For simplicity in notation, let us use m(t) to denote the modeling error signal m(ẏ(t), σ(t)) = −ẏ(t) + bσ(c 1 x R (t) + c 2 z R (t)). The exact feedback demodulator (4) can be written as:
Our idea is to use an observer to estimate the modeling error signal m(t) and use the estimated signal m(t) to approximate the exact demodulator (9). This approximation is obtained just by using the estimated signal m(t) instead the real signal m(t) in (9):
From (7), we have the equivalence m(t) ≡ė x − a 1 x R − a 2 z R − hs. Hence, we propose the following observer to get the estimate m(t):
where τ e > 0 is an estimation time-constant.
Remark 4. Let ε def = m − m be the estimation error. The observer (11) can be interpreted as a type of gradient estimator [Ioannou & Sun, 1996] . In fact, the estimation m(t) is updated along the direction of the quadratic function 1 2 ε 2 . In the context of control theory (see e.g. [Ioannou & Sun, 1996] ), Eq. (11) becomes a reduced-order observer when the modeling error signal m(t) is seen as an additional state of the receiver system. By using (9) in (11), we geṫ
Of course, the observer (12) cannot implemented as it stands since it requires the time-derivative of the synchronization errorė x . This can be easily overcome if we introduce the variable w = τ e m − e x , so that the estimator (12) becomes equivalent to the following first-order filter:
Summarizing, the proposed demodulation procedure is composed by the feedback function (10) that approximates the exact demodulator (4), and the first-order filter (13) that provides a dynamic estimate of the modeling error signal m(t). As desired, the proposed demodulator (10), (13) is linear and its implementation does not require timederivatives of the transmitted signal.
Remark 5. We can interpret the demodulator (10), (13) as a traditional proportional-integral (PI) feedback function acting on the synchronization error e x . In fact, by using (13) in (10) we get
(14) Equivalently,
where θ is a dummy time argument. This is, the proposed demodulator is composed by the linear feedback −h −1 (a 1 x R + a 2 z R ) and the traditional PI feedback function K P e x + K I t 0 e x (θ)dθ, where the proportional K P and integral K I gains are given as
In this way, the implementation of the PI demodulator (15) is quite simple because it is a linear, differentiator-free feedback function.
Stability Analysis
The PI demodulator (15) was designed as a dynamic approximation to the exact inverse system demodulator (4). In what follows, we will to prove that the proposed PI demodulator is able to approximate arbitrarily the performance of the exact demodulator (4). That is, the PI demodulator can provide an approximate information signal s(t) with recovering error |e s | = |s −s| as small as desired. We will consider the following technical assumptions for the sake of stability analysis.
A.3. The transmitter state (x T , z T ) evolves in a compact domain, i.e. there exists a positive constant β T such that (x T , z T ) ∞ = β T .
A.4. The information signal s(t) is continuously differentiable. Moreover, the information signal s(t) and its time-derivativeṡ(t) are uniformly bounded, i.e. there exist two positive constants β s and β ds such that s ∞ = β s and ṡ ∞ = β ds .
Remark 6. In practice, s(t) is not necessarily a continuously differentiable time-function. For instance, s(t) is not differentiable at a countable number of points if it contains {0, 1}-bit components. Assumption A.4 is taken only to facilitate the stability analysis.
As above, let ε = m − m be the estimation error. Then, the feedback demodulator (10) can be written in an equivalent form as
which leads to the synchronization error dynamics:
where H = (1, 0, . . . , 0) * ∈ R n+1 and
Notice that, since the matrix A is exponentially stable by assumption, the matrix A e is also exponentially stable. On the other hand, the dynamics of the estimation error ε ∈ R are given by [see Eq. (11)]
Hence, the time-derivative of the modeling error m(ẏ, σ) is required in the stability analysis. From (3) and (8) we geṫ
where σ denotes the derivative of the nonlinearity σ(·). Since y = x T , from (2) we get the following expression:
where f 1 (x T , z T , s) = a 1 x T + a 2 z T + bσ(c 1 x T + c 2 z T ) + hs and f 2 (x T , z T ) = a 3 x T + Az T . Consequently, the estimation error dynamics can be written asε = −τ
where ψ(x T , z T , e, ε)
Notice that the estimation error dynamics given by Eq. (19) are affected by the dynamics of the information signal. Summarizing, the stability of the PI feedback demodulation procedure is completely governed by the synchronization and estimation error dynamics; namely,ė = A e e + Hε ε = −τ −1 e ε + ψ(x T , z T , e, ε) .
The idea for successful demodulation is to use very small values of the estimation time-constant τ e > 0, so m(t) → m(t) and the PI feedback demodulator (10), (13) converges to the exact one given by Eq. (4). In this way, system (21) can be interpreted as a nonlinear singularly perturbed system with τ e > 0 as the small perturbation parameter, and e and ε as the slow and fast variables, respectively. Moreover, the transmitter state (x T , z T ) can be interpreted as a bounded time-varying disturbance acting on the singularly perturbed system. Proposition 2. Exact recovering of the information signal s(t) is not possible via the PI feedback demodulator (11), (13).
Proof. We have that ψ(x T , z T , 0, 0) = (a 1 + bσ c 1 )f 1 (x T , z T , s) + (a 2 + bσ c 2 )f 2 (x T , z T ) + hṡ is a nonvanishing time-varying function, so the origin is not an equilibrium point of (21) and the synchronization error e(t) cannot be made zero asymptotically. Consequently, s(t) s(t) asymptotically (see the proof of Proposition 1).
Remark 7. The negative result in Proposition 2 is not exclusive of the proposed PI feedback demodulation procedure. The inability to recover the exact information signal is due to nonlinearities and differentiator approximations. Hence, Proposition 2 also holds for all ISM methods [Feldmann et al., 1996; Oksasoglu & Akgul, 1997; Corron & Hahs, 1997; Itoh et al., 1997] .
The negative result in Proposition 2 imposes a limitation in the performance of the PI feedback demodulator (11), (13). That is, exact information signal recovering cannot be attained for any finite rate of modeling error estimation τ −1 e > 0. However, in the following result we will prove that almost-exact information signal recovering is possible.
Proposition 3. There exists a positive constant τ max e such that, for all 0 < τ e < τ max e , |s(t) − s(t)| a = O(τ e ). This means that the recovering error |s(t) − s(t)| a can be made small asymptotically by reducing the estimation time-constant τ e > 0.
Proof. The proof is carried out along the following steps:
(i) Uniform boundedness of trajectories. Since the matrix A e is exponentially stable, there exists a positive-definite matrix P e satisfying the Lyapunov equation P e A e + A * e P e = −I. Consider the Lyapunov function candidate W (e, ε) = e * P e e + (1/2)ε 2 . The timederivative of W (e, ε) along the trajectories of (21) isẆ
Since (x T , z T ), s andṡ are uniformly bounded (Assumptions A.3 and A.4) , and the nonlinear function σ(·) is globally Lipschitz (Assumption A.1), there exist three positive constants γ 0 to γ 2 such that
for all e ∈ R n and ε ∈ R
Therefore,Ẇ ≤ Φ(e, ε), where Φ(e, ε) = − e 2 − (τ
+ (2λ max (P e ) + γ 1 ) e ε + γ 0 ε and λ max (P e ) denotes the maximum eigenvalue of P e . Let
for any arbitrary positive constant c. Let us prove that there exists a positive constant τ max e,c < γ −1 2 such that, for all 0 < τ e < τ max e,c , Φ(e, ε) < 0 for all (e, ε) ∈ S c . In fact, on one hand, if ε = 0, we have that Φ(e, 0) = − e 2 < 0, so let us assume that ε = 0. Consider the semi-ray r(κ) = {(e, ε) ∈ R n × R : e = κ ε , 0 ≤ κ < ∞}. Along the semi-ray r(κ), the function Φ(e, ε) is given by
, it is clear that there exists a positive constant
such that, for all 0 < τ e < τ e,c (κ), Φ(e, ε) < 0 for all (e, ε) ∈ S c ∩ r(κ). Notice that min 0≤κ<∞ τ e,c (κ) is well defined since τ e,c (κ) is bounded from below by zero. If we take τ max e,c = min 0≤κ<∞ τ e,c (κ), then, Φ(e, ε) < 0 for all (e, ε) ∈ S c and for all 0 < τ e < τ max e,c . This means that, for 0 < τ e < τ max e,c , all trajectories of (21) are uniformly bounded and converge to the positively invariant set Σ c = {(e, ε) ∈ R n × R : W (e, ε) ≤ c}.
(ii) Almost-zero synchronization error. Since c > 0 is an arbitrary constant, the size of the attracting invariant set Σ c can be taken arbitrarily small, so that both the synchronization e and the estimation ε errors can be made as small as desired. (iii) Almost-zero recovering error. To show that |s(t) − s(t)| a = O(τ e ), we proceed as follows. We are interested in asymptotic behavior, so we shall take initial conditions in Σ c for any positive constant c. Since Σ c is positively invariant and ψ(x T , z T , e, ε) is a continuous function of its arguments, we have that |ψ(x T (t), z T (t), e(t), ε(t))| ≤ β c . A direct integration of the estimation error dynamics in (21) gives
Hence, ε(t) a ≤ β c τ e . On the other hand, since A e is an exponentially stable matrix, there exist two positive constants κ e and λ e such that exp(A e t)e ≤ κ e exp(−λ e t) e . We can use this inequality and the asymptotic estimate ε(t) a ≤ β c τ e to get the following expression:
e(t) ≤ κ e exp(−λ e t) e(0)
+ κ e β c τ e λ −1
from where e(t) a ≤ κ e β c τ e λ −1 e . Finally, from Eq. (6) and the fact that σ( ) is a globally Lipschitz function (Assumption A.1), we have that
where β 1 and β 2 are positive constants independent of τ e . The inequality above shows that |s −s| a = O(τ e ). This concludes the proof.
Remark 8. Roughly, Proposition 3 states that the high-gain feedback demodulator (11), (13) is capable of recovering the information signal s(t) with arbitrarily small recovering error. This is done just by taking very small values of the estimation timeconstant τ e > 0.
Remark 9. The results in Propositions 2 and 3; namely, almost-exact information signal recovering under approximate system inverse, are in agreement with previously reported numerical [Leung & Lam, 1997; Oksasoglu & Akgul, 1997; Ryabov et al., 1999] and experimental [Corron & Hahs, 1997] experiences. For instances, Figs. 3 and 4 in [Leung & Lam, 1997] show that the mean-square error of the inversion can be made arbitrarily small, but never zero, with an approximate inverter.
Effects of Transmission Noise
As we have seen above, the proposed PI feedback demodulator (11), (13) requires high gains to recover the information signal with arbitrarily small errors. In practice, certain noise level is present in transmission lines, which can be amplified by high gains and displayed as recovered high-noise information signal s(t). To avoid this phenomenon, one could try to use low-pass filtering for the received signal y(t). However, since the output x T (t) of the transmission system is noise-like, in addition to transmission noise, low-pass filtering can remove chaotic oscillation modes as well. An excessive smoothing of the received signal, in turn, would lead to erroneous recovered signals. In this section, we will use the PI feedback demodulator representation (11), (13) to analyze some effects of transmission lines noise on the demodulation procedure.
Assume that the received signal is y(t) = x T (t) + n T (t), where n T (t) is an additive transmission line noise. In this case, the PI feedback demodulator is
where the subindex "n" denotes noisy signals, i.e. e x,n = x R −y = e x −n T . This is, system (23) becomes the noise-free PI feedback demodulator (11), (13) when n T ≡ 0. We have that
Hence,
wherẽ
If n T is an unbiased noise, we can assume that t 0 n T (θ)dθ 0 for t sufficiently large. In this way, for τ −1
That is, the additive transmission noise n T (t) is transmitted to the noisy recovered signal s n (t) as an additive noise. Moreover,ñ T (t) has the same frequency characteristics as n T (t). If n T (t) meets the cut off frequency characteristic
then |ñ T (jω)| = 0 for all ω < ω c,n also. The most important difference is that n T (t) is amplified by O(τ −1 e ); that is, the smaller the value of the estimation time-constant τ e > 0, the larger the power of the transmitted noiseñ T (t). Since s(t) has finite power, the noisy recovered signal s n (t) will appear as a purely noise signal for small values of τ e > 0.
Assume that the information signal s(t) is lowfrequency with respect to the transmission noise. That is, |s(jω)| = 0 for all ω > ω c,s , where ω c,s < ω c,n . As a consequence, we have the following result.
Proposition 4. The information signal s(t) can be recovered with arbitrarily small errors via the PI feedback demodulator (23) in cascade configuration with maybe high-dimensional low-pass filtering with cutoff frequency ω c,s < ω c,f < ω c,n .
Proof. The result is a direct consequence of Proposition 3, the fact that the transmission noise n T (t) is transmitted linearly [see Eq. (24)] and standard properties of low-pass filtering. Remark 10. From the analysis above, it seems that unbiased noise as well as intersecting transmission noise/information signal frequency characteristics (i.e. ω c,s > ω c,n ) limit seriously the performance of inverse-based demodulator designs.
Example
In this section, simulation results are presented for communication systems built using the Chua's circuit. These demonstrations show the effectiveness of the proposed PI feedback demodulation procedure.
The Chua's circuit is a simple electronic circuit that is widely used for demonstrating nonlinear dynamics and chaos. We take the following representation for Chua's circuit [see Eq. (1)]: with nonlinear characteristic
and parameters a = 9, d = 14.286, α 0 = −1/7, α 1 = 2/7, α 3 = 1 in order to obtain the double scroll family attractor [Chua, 1994] . The nonlinearity σ(x) (linear characteristic with saturation) is globally Lipschitz and is nondifferentiable at a countable number (actually, two) of points. Hence, Chua's circuit (26), (27) belongs to the class of Lur'e system (1) where a 1 = 0, a 2 = (a, 0), b = −a(α 0 − α 1 ), c 1 = 1, c 2 = (0, 0), a 3 = (1, 0) * , and
It is clear that A is exponentially stable.
We have taken h = 0.25 to keep the Chua's circuit within the chaotic regime. Firstly, we have taken a continuously differentiable information signal s(t). Moreover, we have set the demodulation time-constant as τ D = 0.05. Figure 2 presents the information s(t) and the transmitted y(t) signals. Figure 2 also presents the (x, z 1 )-phase plane, which shows the chaotic nature of the transmitter dynamics. Figure 3 presents the recovered signal s(t) for three different values of the estimation timeconstant τ e . As predicted by the stability analysis, the lower the estimation time-constant, the smaller the recovering error |s(t) −s(t)|. Notice that, since the convergence s(t) → s(t) is governed by the dynamics of the response subsystem (see Remark 2), very small values of τ e > 0 affects fine modes of the recovered signal s(t) only. Figure 4 presents the recovered signal s(t) for τ e = 0.001 when the received signal is contaminated with high-frequency noise n T (t) with zero mean and 10% of relative amplitude. The recovered signal s(t) appears as a high-amplitude noisy signal because n T (t) is amplified O(τ −1 e ). As stated by Proposition 3, the information signal can be recovered by low-filtering s(t). Figure 4 also presents the filtered recovered signal s f (t) obtained by means of a second-order Buttenworth filter. Notice that the information signal is recovered with quite acceptable recovering error and noise-to-signal ratio.
Secondly, we illustrate the effects of discontinuities in the information signal. To this end, we have taken a {0, 1}-bit signal as shown in Fig. 5 . The recovered signal s(t) is presented in Fig. 6 for three different values of the estimation timeconstant. Notice that s(t) displays peaking behavior at points where s(t) is noncontinuous. This is not a serious drawback since such signal peaking is of high-frequency nature and, likely transmission noise, can be removed by means of low-pass filtering. Finally, Fig. 7 presents the performance of the PI feedback modulator under transmission line as specified above. As in the case of continuously differentiable signals, the filtered recovered signal s f (t) agrees quite well with the original one s(t).
Conclusions
We have presented an inverse system approach for chaotic masking with applications to secure communications. By means of an observer-based representation of linear PI feedback demodulation, we have proven that information signal recovering with arbitrary small errors can be attained just by adjusting a demodulator parameter. This result has been obtained by describing the demodulation dynamics as a nonlinear singularly perturbed system whose stability analysis have been based upon a quadratic Lyapunov function. We have also shown that, under certain mild assumptions, low-pass filtering can be used to reduce the effects of transmission noise.
In this paper, we have assumed that both the transmitter and the receiver systems have the same parameters. This is not met in general. In practice, certain parameter mismatch is always present. Rigorous results on the effects of parameter mismatch are under development and will be reported in a subsequent paper.
