Motivation: Standard search techniques for DNA repeats start by identifying small matching words, or seeds, that may inhabit larger repeats. Recent innovations in seed structure include spaced seeds and indel seeds which are more sensitive than contiguous seeds. Evaluating seed sensitivity requires (i) specifying a homology model for alignments and (ii) assigning probabilities to those alignments. Optimal seed selection is resource intensive because all alternative seeds must be tested. Current methods require that the model and its probability parameters be specified in advance. When the parameters change, the entire calculation has to be rerun. Results: We show how to eliminate the need for prior parameter specification by exploiting a simple observation: given a homology model, the alignments hit by a particular seed remain the same regardless of the probability parameters. Only the weights assigned to those alignments change. Therefore, if we know all the hits, we can easily (and quickly) find optimal seeds. We describe an efficient preprocessing step, which is computed once per seed. Then we show several increasingly efficient methods to find the optimal seed when given specific probability parameters. Indeed, we show how to determine exactly which seeds can never be optimal under any set of probability parameters. This leads to the startling observation that out of thousands of seeds, only a handful have any chance of being optimal. We then show how to identify optimal seeds and the boundaries within probability space where they are optimal.
INTRODUCTION
We are interested in solving the following problem (Mak and Benson, 2007) . Given (i) a homology model [independent and identically distributed (i.i.d.), Markov chain, hidden Markov model, etc.] which describes the types of alignments that occur between DNA repeats, (ii) a maximum length for the alignments and (iii) a class of seeds (number of matches, number and type of wildcards), efficiently preprocess all the seeds in the class so that when given a set of probability parameters for the model, the optimal seed can be quickly identified.
As an example, assume that the homology model is match/mismatch i.i.d., where alignments of repeats are presumed to consist solely of matches and mismatches. A representative * To whom correspondence should be addressed.
string for an alignment in this model is a binary sequence of 1s (matches) and 0s (mismatches), and the probabilities for 1 and 0 at each position in the string are independent and identically distributed. Also assume that alignments have maximum length 100 and that the seed class has 11 matches and 7 match/mismatch wildcards [this is the PatternHunter seed class (Ma et al., 2002) ]. We seek to preprocess all the seeds in the class (there are 16 choose 7 or 11 440 of them and because mirror images have the same sensitivity, actually 5720 different seeds) so that when given the parameters which fully describe the homology model we can quickly choose the optimal seed. In this case, if the parameters, specified as (probability of match, alignment length), are (0.7, 64), then we want to quickly identify the optimal seed, which is the PatternHunter seed (111*1**1*1**11*111) (Ma et al., 2002) . But, if we are then given another set of parameters which can be different in both probabilities and length, say (0.75, 50) we want to again quickly find the optimal seed, which is (111*1*1**11*1**111) . Even more, we would like to know at what particular values (probability and length) optimality ends for one seed and begins for another.
Many existing methods (Brejová et al., 2004; Choi and Zhang, 2004; Mak et al., 2006) find the optimal seed for a single combination of homology model, parameter set and seed class by enumerating all patterns for a given seed (e.g. 128 patterns for the PatternHunter seed), for all seeds in the class (e.g. 5720 seeds for the PatternHunter class) and testing these against the representative strings from the homology model. The most efficient methods have time complexity in O(LPwS) where L is the string length, P is the number of patterns per seed (an exponential in the number of wildcards), w is the length of the seed and S is the number of seeds (the number of combinations of positions available in a seed for the wildcards). Importantly, when the parameter set changes, the entire calculation must be rerun. Choi et al. (2004) , in an extensive sampling of seed sensitivities, have taken this approach, rerunning a seed sensitivity algorithm for many combinations of parameter values.
Our seed preprocessing, which only needs to be calculated once, increases the time complexity by a factor dependent on the homology model (see Section 3). But, it gives us three benefits. It allows repeated searches for the optimal seed with different parameters to proceed more efficiently, it allows us to identify seeds that can never be optimal, and allows us to partition the parameter space into regions, each covered by a single optimal seed. (Note: a general method for parametric inference, which allows the partitioning of parameter space, has been described in Pachter and Sturmfels (2004) .)
The ideas presented in this article follow from a simple observation: given a model, the alignments hit by a particular seed remain the same regardless of the probability parameters. Only the weights assigned to those alignments change. Therefore, if we know all the hits, we can easily (and quickly) find optimal seeds. In essence, our preprocessing identifies, for each seed, the specific set of representative strings it hits. Because the number of strings can be enormous (2 100 for alignments of length 100 in the binary i.i.d. model), we cannot actually save the entire set of strings for each seed. Rather, we save counts for each probability class that the strings can occupy.
The remainder of the article is organized as follows. In Section 2, we give a formal definition of the problem. In Section 3, we present the seed preprocessing method. In Section 4, we show several increasingly efficient methods to find the optimal seed when given specific model parameters. In Section 5, we discuss optimal seeds for the subset of alignments which we call confirmable. In Section 6, we show results from applying our parameter-free calculation to several seed classes. Finally, in Section 7, we discuss implications of this method and several uses of the information provided by preprocessing the seeds.
PROBLEM DESCRIPTION
Formally, the problem we address is, Seed all hits preprocessing:
• Given: (i) a homology model (specified by probability variables), (ii) a seed class (specified by seed width, number and type of wildcards) and (iii) a maximum length for alignments called the target length t.
• Compute: a preprocessing of the seed class so that when values are assigned to the probability variables and a length L between 1 and t is selected, the optimal seed is returned.
For the remainder of this article, we will assume that the homology model is binary (match/mismatch) i.i.d., i.e. the Bernoulli model. The method can be extended to i.i.d. models with more parameters, such as the ternary alphabet model (match/transition/mismatch) of Noé and Kucherov (2004) and to Markov chains as well.
METHOD
We start with some definitions. Definition 1. An alignment is described by a representative string over a binary alphabet: 1 indicates a match and 0 indicates a mismatch. A probability equivalence class contains representative strings that have the same probability when the probability parameters are specified.
In the Bernoulli model, strings belong to an equivalence class if they are the same length and contain the same number of 1s because all such strings have the same probability when P(1) = the probability of 1, is defined. For strings with target length t, the number of equivalence classes is t +1, corresponding to the possible number of 1s, i.e. 0,1,2,..., t. For example, when t = 100, each string with 70 1s, no matter how arranged, has probability p 70 (1−p) 30 .
Definition 2. A seed is a string beginning and ending with 1 and containing 1s and *'s, where 1 represents a match and * is a wildcard that denotes either 1 (match) or 0 (mismatch). The length w of a seed is the total number of 1s . Letters mark nodes discussed in the text. and *'s. A pattern of a seed is any string of 1s and 0s which is obtained by replacing each wildcard in the seed by either 1 or 0. A pattern hits a representative string if the pattern occurs in the string. Any pattern or set of patterns will hit a certain number of representative strings and these strings will fall into different equivalence classes. We record how many strings in each equivalence class are hit using a vector of counts which we call the PECC vector (probability equivalence class counts vector) of length t +1 with the classes ordered by the number of 1s from 0 to t.
Our preprocessing algorithm derives from a recognition that seed hits can be summarized as hits within probability equivalence classes, that is, by PECC vectors (Fig. 2) . The result of the preprocessing for a single seed is a collection of PECC vectors, one for each representative string length L from 1 to t. Conceptually, the preprocessing, generates all possible representative strings for all lengths L from 1 to t, tests each to see if it contains a hit to the seed, and stores counts for the ones that do in the appropriate equivalence class. In actuality, strings are not generated. Instead, we collect and store PECC vectors which are used recursively in a dynamic programming algorithm.
Our data structure for collecting information is the Aho-Corasick tree (AC tree) for the seed patterns which is constructed as the initial step of the preprocessing. For the remainder of this section, we illustrate the preprocessing algorithm with a simple example using the seed 1**1, and a target length t = 5. In Figure 1 , we show the AC tree for 1**1 overlayed on the tree of all representative strings (all-strings tree). The following definitions refer to that figure.
Definition 3. For a node n, the number of edges in the path from the root to n is depth(n). The node string for n, in the AC tree or all-strings tree, is the concatenation of edge labels from the root to n. The node string for a leaf (in either tree) is a leaf string. The leaf string for a leaf f in the AC tree is a pattern of the seed and is called pat f . The number of 1s in the node string for node n is ones(n). Each leaf, f , of the AC tree is the root of a subtree T f in the tree of all-strings. A fail node in the AC tree is a non-leaf which has one phantom child, that is, a child node in the all-strings tree which does not occur in the AC tree. Each phantom p is the root of a subtree T p in the all-strings tree. For each phantom p, its fail-to node ft p is the node in the AC tree whose node string is the longest proper suffix of the node string for p.
Observation: each phantom p has a fail-to node in the AC tree. The depth of a fail-to node ft p is at most one less than the depth of p (alternately, at most the depth of the fail node parent of p).
Computing the PECC vectors: consider the AC tree overlayed on the allstrings tree in Figure 1 . PECC vectors are recorded for leaf, phantom and fail-to nodes. The vector for a given node X and a given all-strings tree depth L (denoted X L ) records the number of strings of length L in each equivalence class which start with the node string for X and are hit by the seed. These are the leaf strings for the leaves of the all-strings subtree rooted by X which are hit by the seed. Our dynamic programming uses the fact that each phantom node can find information about longer strings in a PECC vector stored at its fail-to node due to the longest proper suffix relationship between the nodes.
Base case: L = w. (For L < w, the PECC vector is all zeros.) The leaf strings of the AC tree are the only strings hit by the seed. The PECC vector for these strings can be determined when the tree is constructed. For example, in the tree in Figure 1 , the leaf X with leaf string 1011 has vector X 4 = (0,0,0,1,0) where position in the vector indicates number of 1s in the equivalence class from zero to L. For this node and depth, there is just one string, 1011, with three 1s, which is hit by the seed. Similarly, the leaf Y with leaf string 1001 containing two 1s has vector Y 4 = (0,0,1,0,0).
Induction step: L = k +1. PECC vectors are already stored for L = w,...,k. We calculate a PECC vector at level k +1 for each of the three node types as follows:
• Leaf: each leaf, f , of the AC tree is the root of a subtree T f in the tree of all-strings. Every leaf string in T f (from the common root of the trees) is hit by the seed because it is an extension of pattern pat f to length k +1. Using regular expression notation, the leaf strings in T f can be specified as
The PECC vector for leaf f is therefore the vector of counts for all the leaf strings in T f . These strings fall into k +2 probability equivalence classes. Only k +2−w of these are non-zero and they correspond to strings containing ones(f )+i 1s with i in the range
The number of strings for each i is determined by a combinations formula
Notice that the subtrees rooted by all AC tree leaves are identical in their edge labeling and can be treated identically, only the values ones(f ) to the root of these subtrees differ. The combination formulas can be computed in advance and consulted when needed through a lookup table. Examples of vectors for leaves X and Y at depths 5, 6, 7 and 8 are shown in Table 1 .
• Phantom node: each phantom child p of a fail node n, is the root of a subtree T p in the tree of all-strings. Unlike the subtrees T f , not all leaf strings in T p are hit by the seed. But, there is a simple way to determine which strings are hit. The information is already stored (as part of the dynamic programming) as a PECC vector in p's fail-to node ft p . There is a difference in recursion level which reflects the difference in p's and ft p 's depth. There is also a difference in the number of 1s which reflects the prefix part of p's node string which does not form the node string for ft p . For example, from the tree in Figure 1 , W 6 comes from T 4 (because the difference in depth between these nodes is 2), with the values shifted right by one position (due to the extra 1 in W 's node string relative to T 's node string), and additional zeros padding absent values. See also Table 1 . Note the very low number of dominant and optimal seeds in all classes. All computation was done on seeds after removal of mirrors (one of each pair of distinct mirror image seeds). Time is for computing all PECC vectors in a single run for regions of length 50 to 64. Lengths under 50 were also computed in the same run, but PECC vectors were not saved. Calculations were made on a dual 1GHz PIII processor with 2 GB RAM.
• Fail-to node: each fail-to node ft must store a series of PECC vectors for lookup by phantom nodes that point to it. Each vector in the series represents a different depth of the all-strings tree. The vector for node ft at iteration L is the sum of vectors for nearest descendant leaf, phantom and fail-to nodes from its AC subtree at the same iteration. For example, in Figure 1 , the vector for node U at level 8 is the sum of vectors Y 8 and S 8 and the vector for node T at level 6 is the sum of vectors X 6 , W 6 and U 6 ( Table 1 ). The PECC vectors for the root, which is also a fail-to node, are the output vectors for the seed, one for each length L from w to t.
Time complexity
Theorem 1. The time complexity for computing the PECC vectors for a single seed for all lengths between L = 1 and L = t is O(vtPx) where v is the number of probability equivalence classes, t is the target length, P is the number of patterns for the seed and x is the number of ones in the seed. The time complexity for all seeds in a class is O(vtPxS) where the class contains S seeds.
Proof. Building the AC tree for all patterns of the seed, determining phantom nodes and fail-to nodes is linear in the size of the AC tree which has size O(Px). There are t −w iterations through the tree. In each iteration, PECC vectors are updated for the leaves, fail nodes and fail-to nodes. The total number of these nodes is linear in the size of the tree. For efficiency, the vector for each leaf, phantom and fail-to node is pushed up the tree for addition into its nearest ancestor fail-to node. This assures that the number of additions are also linear in the size of the tree. Note that every addition requires adding two vectors of size at most v. Determining where each vector must be added, and in the case of phantom nodes, the difference in recursion level for the copied vector, can be done with a single traversal of the AC tree when it is constructed. Note: in the match/mismatch i.i.d. homology model, v = t +1, so the time complexity is O(t 2 Px). This is an increase by a factor of v over the current best calculations for seed sensitivity for a single probability parameter value p.
Algorithm performance. Table 2 gives times for computing the PECC vectors for several seed classes.
FINDING OPTIMAL SEEDS
Below we present three ways to find optimal seeds when given a probability value p and a homology region length L. We assume that the seeds in the class under consideration have already been preprocessed for their PECC vectors.
Scan the PECC vectors
Using the PECC vector for length L from each seed, compute the total sensitivity of the seed and return the seed with maximum sensitivity. A PECC vector for length L contains L +1 equivalence classes. The probability of a representative string which belongs to the i-th equivalence class (with i ∈[0,..., L] specifying the number of 1s in the string) is p i q L−i where p is the probability of 1 and q = 1−p. Let the count in equivalence class i be C i . Then the polynomial C 0 ·p 0 q L +C 1 ·p 1 q L−1 + ··· +C L ·p L q 0 gives the sensitivity of the seed. This method recomputes the sensitivity for each seed when p changes. If A dominates B, it means that in every probability equivalence class, A hits at least as many strings as B and in some classes hits more. In this situation, B can never be optimal and can be removed from the seed class. For this method, we first determine the dominant seeds, then compute sensitivity only for their PECC vectors as in the previous section, and return the seed with maximum sensitivity. Determining which seeds are dominant occurs just once. When p changes, only the sensitivity of each dominant seed must be recomputed.
Dominant seeds
Amazingly, only a few seeds are dominant within the seed classes for the match/mismatch i.i.d. homology models we have investigated. For example, in the PatternHunter seed class, with 5720 seeds (after removing equivalent mirrors), at length 64, only 12 seeds are dominant. Table 2 shows the number of dominant seeds in several seed classes. A has more hits in some probability equivalence classes than B, and B has more hits in other classes. In this case, A and B will usually partition the probability space with A having better sensitivity in some regions of the space (where A wins relative to B) and B having better sensitivity in others (where B wins relative to A). A dominant seed A is optimal in some region of probability space only if A wins in that region relative to every other dominant seed. Figure 2 shows the PECC vectors and difference vector for a pair of seeds that flip. To determine the winning regions for a seed pair A and B in the match/mismatch i.i.d. model, we solve for the roots of a polynomial equation with a single unknown variable p. Let the difference in counts in equivalence class i be D i . Then our polynomial P AB , containing L +1 terms has the form: (Fig. 2b ). Replacing q with 1−p, we solve the equation P AB = 0 using the Mathematica function SOLVE (Wolfram Research, Inc., 2005) . There are L roots (complex and real) that exist but only real roots between 0 and 1 are of interest. Testing the PECC vector for A on either side of the roots reveals those regions where A wins. To find where a dominant seed A is optimal, we intersect the regions where A wins relative to every other dominant seed.
Partitioning the parameter space
For this method, the probability space is first partitioned. The optimal seed is then found for the specific value p, and the sensitivity of that seed is computed using the seed's PECC vector. Partitioning occurs only once. When p changes, the optimal seed must again be determined by lookup and its sensitivity computed.
CONFIRMABLE ALIGNMENTS
The seed preprocessing discussed so far assumes that the set of representative strings includes any binary string. This means that representative strings with many more 0s than 1s are possible, although such strings do not realistically represents homologous sequences. In fact, if sequences differ in too many positions, they would not be considered homologous. Nonetheless, most methods for calculating seed sensitivity make this assumption. In this section, we restrict our previous analysis of spaced seeds to a model of alignments which can be confirmed.
Definition 6. An alignment is confirmable if a seed hit can be extended by an alignment algorithm to detect the homology.
We model confirmable alignments in the following way. Given a representative string of an alignment, if every suffix, of length greater than or equal to some small length n 0 , contains a minimum fraction of 1s, then the alignment is confirmable. In other words, in the recursion, for all values of n ≥ n 0 we ignore entries where i/n < f where i is the number of 1s and f is our threshold fraction. In what follows, we use n 0 = 25 and f = 0.6. The recursion does not change, except for the adjustment stated above, and we are still able to determine optimal seeds as before.
The effect is to exclude from the recursion binary strings in which there are too few 1s or in which the 1s are clumped together, leaving large patches of 0s. The minimum size n 0 is not necessary, but is included so as not to exclude strings that are sparse within the first one or two seed lengths (if n 0 was not used, then every string that begins with 0 would be excluded). Table 2 shows the results of our preprocessing for dominant and optimal seeds on several seed classes. Note the extremely small number of dominant and optimal seeds in these classes. Table 3 shows the partition of probability space by the optimal seeds in each class. Note that some seeds are optimal in more than one region. Figure 3 illustrates the partition for a single seed class, the PatternHunter class, for homologous regions of length 64. More generally, we are interested in the partition of probability space for all seeds in the same weight class, not just a seed class.
RESULTS
Definition 7. A weight class of weight k contains all seed classes with k 1s. (a) Probability intervals for optimal seeds of weight 11 (and 11 or fewer wildcards) at region length 64 under the assumption of confirmable alignments. P: 1**1****11***1*1*11111, Q: 1**1**1*1***11**11111, R: 11***1*1*1**1**11111, S: 11**1*1***11**1*1111, T: 11*1*1**1**11**1111, H: 111*1**1*1**11*111, U: 111*1*1**11*1**111, J: 11*111*1*1**1111, K: 111*1111*1**11*1 and V: 11111*1*1*11**11.
(b) The graph shows the normalized sensitivity of each optimal seed at the midway point within its optimal interval. Normalization adjusts the sensitivities so that they apply only to confirmable alignments rather than to all representative strings.
Seeds in the same weight class are of interest because they all have the same probability of a random hit, which depends on the number of 1s in the seed. Figure 4 illustrates the partition of probability space by seeds drawn from seed classes of weight 11, i.e. those having 11 ones and up to 9 wildcards. Note that the contiguous seed is optimal only at the low end of the probability range. The number of wildcards in the optimal seed increases towards the high end of the range and ultimately decreases again at the highest levels. Figure 5 shows the partition by seeds from the weight 11 class under the assumption of confirmable alignments. Note the different set of optimal seeds compared with Figure 4 . Note also that this graph represents the weight class restricted to 11 or fewer wildcard positions due to the prohibitive time required to process all seeds in classes with 12 or more wildcards.
DISCUSSION

Variation in intervals for optimal seeds as homology region length varies
The issue of optimality in the limit with respect to length of the homologous regions has been addressed in Buhler et al. (2005) , Choi and Zhang (2004) and Choi et al. (2004) . Using our partition method, we can examine variations in optimal seeds and the regions of probability space they cover as the length of the homologous region varies. Figure 4 illustrates this variation for the weight 11 seed classes. Note that in this case, the set of optimal seeds remains relatively stable over a range of lengths, e.g. seeds A, B, C, D, E, G, I, etc. It is interesting to note that if the original PatternHunter paper (Ma et al., 2002) had analyzed alignments of length 55 rather than length 64, what we call the PatternHunter seed would be seed G rather than seed H. If the property of interval stability holds generally, it could be used to make the time to search for dominant seeds nearly linear in the number of seeds in the class (after preprocessing) rather than quadratic in that number. To search for dominant seeds at length L we could first choose the optimal seeds at length L −1 and then test the remaining seeds against only these to eliminate the nondominant ones.
Where is an optimal seed most sensitive?
For an optimal seed A, we may be interested in knowing in what part of its interval of optimality it is most sensitive. For the match/mismatch i.i.d. model examined here, this can be determined by taking the derivative of the polynomial formed from the PECC vector for A and finding the sensitivity at the real roots between 0 and 1 that give a maximum (or the endpoints of the interval of optimality if no such roots exist within the interval). For example, the PatternHunter seed at length 64, from Figure 4 , has a maximum sensitivity of 0.6071 at p = 0.7304 which is at the upper endpoint of its interval.
Confirmable alignments
The use of confirmable alignments is an attempt to incorporate a more realistic model of sequence homology than the standard Bernoulli model. Buhler et al. (2005) approached this from a model-free perspective by testing seeds against a sampling of real alignments. It is interesting to note that under our assumption of confirmable alignments, all the optimal seeds are replaced for parameter p below 0.60 (the threshold fraction of 1s or matches), while the PatternHunter seed and two others remain optimal for p above 0.60, at least for homology regions of length 64. In comparison with the last paragraph, the PatternHunter seed has an increased sensitivity of 0.6417, at p = 0.7304, when considering only confirmable alignments as defined here.
CONCLUSION
We have presented a new, efficient preprocessing method to determine optimal seed sensitivity without first specifying the probability parameters for a homology model. This allows us to find the optimal seed quickly once the parameters are specified. It reveals that, under the Bernoulli homology model, the overwhelming majority of seeds have no chance of being optimal and allows us to describe the partition of probability space by optimal seeds. Finally, this method permits us to consider a modified Bernoulli homology model in which only confirmable alignments are considered. We note that our method can be extended in a straightforward manner to the determination of optimal multiple seed sets (Li et al., 2004; Xu et al., 2006) , although the large number of possible seed sets suggests that using information about optimal single seeds for this purpose, in a heuristic way, could be an interesting avenue of further study.
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