Methods for Bayesian testing and assessment of dynamic quantile forecasts are proposed. Specifically, Bayes factor analogues of popular frequentist tests for independence of violations from, and for correct coverage of a time series of, quantile forecasts are developed. To evaluate the relevant marginal likelihoods involved, analytic integration methods are utilised when possible, otherwise multivariate adaptive quadrature methods are employed to estimate the required quantities. The usual Bayesian interval estimate for a proportion is also examined in this context. The size and power properties of the proposed methods are examined via a simulation study, illustrating favourable comparisons both overall and with their frequentist counterparts. An empirical study employs the proposed methods, in comparison with standard tests, to assess the adequacy of a range of forecasting models for Value at Risk (VaR) in several financial market data series. 
Introduction
A wealth of recent interest in dynamic quantile modelling and forecasting creates a demand for tests and methods to assess the accuracy of quantile predictions. A prime these quantities.
A second goal of this paper is to assess whether the proposed Bayesian testing framework, that does not rely on large sample or asymptotic approximations to null distributions, could be more effective in testing VaR, and other dynamic quantile, forecasting methods; as judged by their sampling properties. As with the UC, CC, DQ and VQR tests, the proposed Bayesian tests will not depend on the model that generated the data, nor on the method of estimation of the model parameters involved in forecasting dynamic quantiles. In contrast to the common situation of Bayesian forecasting methods being assessed via frequentist tests, the proposals in this paper will allow both Bayesian and frequentist forecasting methods to be assessed via Bayesian tests.
The article is organized as follows: Section 2 reviews the evaluation of quantile forecast accuracy via existing tests; Section 3 introduces Bayesian hypothesis testing via various test procedures; Sections 4 and 5 present and further discuss the results from a simulation; Section 6 illustrates an empirical study with a range of competing VaR methods; while concluding remarks appear in Section 7.
Evaluating quantile forecast accuracy
VaR is now a standard tool in risk management. It is an estimate (forecast) of the size of the minimum potential loss, over a given time horizon, with a specified probability, for a financial position. Let y t denote the return observation at time t, then VaR (V aR t ) at level α can be defined via:
Pr(y t < −VaR t |F t−1 ) = α, where F t−1 is the past information, available at time t − 1. For a forecast sample period, the observed violation rate is the number of violations, i.e. return observations that are more extreme than their respective VaR forecast (y t < −VaR t ) = 1), divided by the forecast sample size n. Kupiec (1995) 's likelihood ratio (LR) UC test examines the hypothesis that the true violation rate is equal to α, as required for an accurate VaR forecasting method. The LR test statistic is:
where n 1 is the number of violations in n observations andα is the observed sample violation rate. This assesses whether the binary violation indicator series I(y t < −VaR t ), t = 1, . . . , n could have an incidence rate equal to α, or not. Under the null, which also assumes the binary series is i.i.d. Bernoulli, LR uc tends towards a χ 2 (1) distribution as n gets large.
Christoffersen (1998) develops a conditional coverage (CC) joint test, incorporating the UC test, that the binary violations are independent and occur with nominal rate α;
the joint LR test is:
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where n ij is the number of occurrences of I t = j, I t−1 = i, for i, j = 0, 1, where I t = I(y t < −VaR t ). Under the alternative, the violations follow a two-state Markov chain process, where π ij = m ij / j m ij , i, j = 0, 1, are the observed Markov transition rates, which violates the independence assumption of the null. Under the null, LR cc tends towards a χ 2 2 distribution as n gets large. The result LR cc = LR U C + LR ind , where LR ind is the independence test of Christoffersen (1998) , follows from the definitions of these test statistics. Engle and Manganelli (2004) develop the DQ test, another joint test for correct coverage and independence, but one that can employ more than just the binary violation series. The null is H 0 : I(y t < −VaR t ) are an i.i.d. series with rate α. A series of "hits", H t = I t − α, are then calculated. Under the null it is straightforward to show that E(H t ) = 0 and E(H t W it ) = 0, where W contains q relevant explanatory variables that are in the information set at time t − 1, when the forecast VaR t is made. The DQ test statistic examines whether all parameters in a regression of H on W equal zero, calculated as:
which is analogous to a regression F statistic. Under the null, DQ(q) tends to a χ 2 q distribution as n gets large. Gaglianone et al. (2011) test that hypothesis, i.e. θ = (β 0 , β 1 − 1) = 0 using the statis-
, that asymptotically follows a χ 2 2 under the null hypothesis. We followed Gaglianone et al. (2011) and Koenker and Machado (1999) 's recommendations here, in particular in estimation of Σ and its components. See those papers for details.
These are the four most commonly applied tests to assess the accuracy of quantile forecasts. Though they employ different information sets, we will employ them as recommended by their author developers. In the next section we address the gap in the literature regarding Bayesian assessment of quantile forecasts.
Bayes Factors and Hypothesis Testing
In a Bayesian framework, hypothesis testing and model comparison problems can be tackled via posterior credible intervals or via marginal likelihoods that are often translated into Bayes factors (BFs). BFs are estimated via marginal likelihoods:
BFs can also be employed in hypothesis testing of θ = θ 0 , where the hypothesis is rejected
Bayesian testing for unconditional and conditional coverage
The null hypothesis in the UC test is H 0 : α = α * , where α * is the nominal quantile level. This hypothesis can be directly tested using a Bayesian credible interval for α.
Under an assumed binomial Bin(m, α) distribution for the number of violations n 1 , and employing a conjugate Beta(a, b) prior, a Beta(n 1 + a, n − n 1 + b) posterior distribution results for p(α|I). As standard, we choose both a flat Beta(a = 1, b = 1) prior and the Jeffreys' Beta(a = 0.5, b = 0.5) prior, and simply form the 95% posterior credible interval from the resulting Beta(n 1 + a, n − n 1 + b) distribution, employing the 2.5th and 97.5th quantiles in each case. The hypothesis α = α * is rejected whenever α * is outside the obtained credible interval; we label these methods "Bp11" and "Bp55" respectively. See Gelman et al. (2005, Chapter 2), Tuyl, Gerlach and Mengersen (2008) and Brown et al (2001) , for more details and discussion on Bayesian inference for proportions and the frequentist properties of such.
A BF test, roughly analogous to the frequentist likelihood ratio UC test is also proposed, where:
involves the Binomial likelihood evaluated under the null, divided by the marginal likelihood, where π ∼ Beta(a,b) and where a = b = 1 is chosen, as standard. Then, H 0 : α = α * is rejected whenever:
is the standard incomplete Beta integral and Γ is the standard Gamma function.
BF analogues are also developed for the independence and CC tests of Christofferson (1998). First, the null model is M 0 :
, where the alternative is a two-state Markov chain and π i,j = P r(I t = j, I t−1 = i). Ignoring the combinatorial terms, as in Christofferson (1998), and after integration, the BF is the ratio of marginal likelihoods: BFind = B(n 1 + 1, n − n 1 + 1) B(n 01 + 1, n 00 + 1)B(n 11 + 1, n 10 + 1) where the null model M 0 is rejected whenever BFind < 1. For the CC BF method we have:
where n ij is the number of instances where I t = j, I t−1 = i for i, j = 0, 1 and t = 2, . . . , n.
Analogous to the relationship between the UC, independence and CC LR tests, here BFCC = BFUC × BFind. The BFUC involves the binomial likelihood evaluated under the null, divided by the marginal likelihood. The null model M 0 is rejected whenever BFCC < 1.
Bayesian DQ testing
A Bayes factor requires an assumed model and data distribution to produce a likelihood. The DQ test employs the series of "hits" H t = I t − α, t = 1, . . . , n and fits a regression:
To get a likelihood, a distribution can be assumed for t . The simplest, but admittedly non-intuitive, choice is t ∼ N (0, σ 2 ). This leads to
σ 2 is a nuisance parameter here, but under the standard Jeffreys' prior p(σ 2 ) ∝ σ −2 it can be analytically integrated out, giving:
Under a proper Gaussian prior on β, e.g. β|σ 2 ∼ N (0, Cσ 2 ) (where C is a diagonal matrix with large elements), the denominator can be integrated analytically (e.g. as in Smith and Kohn, 1996) and BFDQ calculated. Under the null all β = 0, which is rejected whenever BFDQ< 1. We employ the same regressors as in the DQ statistics, giving BFDQ1 and BFDQ4 procedures.
A more intuitive BF method, also analogous to the DQ test, is obtained via a standard logistic regression. Here we let:
, where logit(x) = (1 + exp(−x)) −1 . The null hypothesis has β * 0 = log α 1−α and β * i = 0; i = 1, . . . , q − 1. The BFLDQ statistic is formulated as:
A proper Gaussian prior on β is employed, e.g. β|σ 2 ∼ N (0, Cσ 2 ) (where C is a diagonal matrix with large elements) to evaluate the denominator. However, this prior is not conjugate and the integral cannot be evaluated analytically using known methods. To estimate this integral, the method in Kass and Raftery (1995) based on approximating the integrand by a second order Taylor series expansion and then analytically integrating the resulting Gaussian density function is employed. This method leads to:
where g(β) = −2 log (p(I|β)p(β)). The term g (β) is the matrix of 2nd derivatives of g(.),
Here again the same regressors as in the DQ statistics are used, with focus on q = 2 (1 lag) and q = 5 (4 lags), giving the BFLDQ1 and BFLDQ4 statistics. Koenker and Machado (1999) note that quantile regression estimation, usually performed by minimising the quantile distance function:
Bayesian VQR testing
is equivalent to a maximum likelihood (ML) estimation procedure when assuming i.i.d.
skewed Laplace errors, i.e. u ∼ SL(0, σ, α), so that:
The ML and usual quantile regression estimates for β are mathematically equivalent in this case.
The quantile regression model for the αth conditional quantile of y t , regressed against its VaR forecast, can be written:
If the VaR forecasts are accurate, then the parameters should conform with β 0 = 0, β 1 = 1, as assessed by the VQR test of Gaglianone et al. (2011) .
For the BFVQ procedure, again assuming a Jeffreys prior on σ and integrating it out gives:
Thus, the BFVQ statistic is:
where the null of β 0 = 0, β 1 = 1 is rejected whenever BF V Q < 1. The denominator above is a double integral over the bivariate real line. We employ a diffuse, proper Gaussian prior on β, then transform to the region (−1, 1) × (−1, 1) and use adaptive quadrature methods to numerically estimate this integral. This takes less than half a second on a standard laptop using Matlab software and function "dblequad".
Simulation study
The empirical properties of the proposed Bayesian methods are assessed via a simulation study. The same simulation setting as in Gaglianone et al. (2011) is employed.
The true model is a GARCH(1,1), specified as:
where VaR t,α = σ t Φ −1 (α). To assess power an incorrect, but common, historical simulation (HS) VaR estimator is employed:
using the sample percentile of the last 250 observations as a 1-step-ahead VaR forecast.
25000 replications of data, using sample sizes n = 250, 500, 1000 and 2500, are simulated in each case. For each data set, the UC, CC, IND, DQ1, DQ4 and VQR tests are conducted.
Further, the Bp11, Bp55 intervals are also calculated, as are the BFUQ, BFIND, BFCC, BFDQ1, BFDQ4 and BFVQ statistics. These are all calculated under the null, using the true VaR t,α series, and then separately calculated under the alternative, using the estimated HS250 t,α series. α = 0.05, 0.01 are used for the quantile levels.
So as to compare the methods on an equal footing we consider frequentist size and power as well as empirically adjusted size and size-adjusted power. This is standard practice when comparing frequentist tests, but is not standard for Bayesian methods.
Whilst BF methods generally use BF = 1 as the threshold for a decision rule, there is no reason why that point should have a frequentist size equal to nominal (here 5%). To properly compare the sampling properties of all these tests, we thus consider both the unadjusted and adjusted size and power characteristics of each. Such will allow direct, fair and objective comparison of all methods in Sections 2 and 3 on an equitable basis. When α = 0.05 and n = 250, only the VQR and DQ1 tests achieve close to a true nominal size, with 4.7%, 5.5% respectively, whilst the DQ4 is quite over-sized and the IND is quite under-sized; however the DQ1, DQ4, VQR, BFDQ1, BFDQ4 and BFVQ all achieve (very close to) correct adjusted sizes of exactly 5%. Tests whose empirical Table 2 shows the empirical estimates for size and then adjusted size across all the methods employed at α = 0.05 for n = 1000, 2500. Also shown are the empirical 5% points for the methods across the 25000 replications used to calculate the adjusted size and size-adjusted power.
At n = 1000, the Bp11, Bp55 are again closest to nominal size, with the VQR and DQ4 methods also achieving very close to nominal (5.1%); the IND test is well oversized; however all methods achieve corrected sizes of close to or exactly equal to 5%.
The threshold entries for Bp11 and Bp55 (37,63) indicate an approximate 95% prediction interval for the number of violations when n = 1000 under the null hypothesis. For n = 2500 the DQ4 has the closest to nominal size (5.02%) and for all methods the corrected size is very close to the nominal 5% level. Table 3 shows the empirical estimates for power and size-adjusted power across all the methods employed at α = 0.05. At n = 250 three methods stand out with power: BFVQ, DQ1 and DQ4; however we know from Table 1 that all of these are over-sized. When using the thresholds in Table 1 Bp55, UC and BFUC methods. The extra power of BFDQ1 over DQ1 is achieved through rejecting more when the number of violations is comparatively low, specifically for 3-14 violations; the DQ1 has more rejections than BFDQ1 when 15-28 violations are observed, but the differences in rejection frequencies here are much smaller than they are for 3-14 violations; as shown in Figure 2(a) . Thus, at n=250 and 5% VaR forecasting, the BFDQ1 appears to have much higher power than DQ1 at detecting correlation in the violation series, especially when the number of violations is small (approximately 3-14 violations), contributing to an overall higher size adjusted power in Table 3 when n = 250.
At n = 500, the two methods with highest size-adjusted power for 5% quantile forecasting are: BFDQ4 and BFDQ1 with ∼ 50%, followed by DQ4, DQ1 with 49%, 46%
and then BFVQ with 34%. The BFDQ4 is only marginally preferred here. The BFDQ4 In summary for 5% quantile forecasting: the BFDQ1 method clearly out-performed all other methods when n = 250 regarding size-adjusted power. For n > 250, the BFDQ4 method marginally out-performed all other methods on this criterion, closely followed by the DQ4, BFDQ1 and DQ1 methods, usually in that order. The out-performance in sizeadjusted power is attributable to more accurate detection of autocorrelation in violations from the HS estimator, when the observed violation numbers were comparatively small.
Further, the BFVQ test had higher size-adjusted power than the VQR test, except when n = 1000. The BFLDQ methods performed quite poorly in comparison. Table 4 shows the empirical estimates for size and then adjusted size across all the methods employed at α = 0.01 for n = 250, 500. Also shown are the empirical 5% points for the methods. Again, empirical size for the BF methods is only reported as a reference for comparison.
At n = 250, the DQ1 test achieves closest to the true nominal size, with 5.4%, followed by BP11 (4.2%); whilst the UC, DQ4, Bp55 and VQR are well over-sized, and the IND and CC are well under-sized. Only the VQR and BFVQ tests achieve correct adjusted sizes of 5%; whilst the UC, IND, BFIND, CC and BFCC adjusted sizes are not close to nominal. The "thresholds" for Bp11 and Bp55 of (0,5) indicate an approximate 95% prediction interval for the number of violations under the null. For n = 500 VQR (3.9%) and Bp11 (3.7%) have the closest to nominal sizes, but most methods have a corrected size that is reasonably close to nominal, except UC and CC. Table 5 shows the empirical estimates for size and then adjusted size across all the methods employed at α = 0.01 for n = 1000, 2500. Also shown are the empirical 5% points for the methods across the 25000 replications used to calculate the adjusted size and size-adjusted power.
At n = 1000, only the UC and Bp55 methods achieve close to the true nominal size (∼ 5.5%), whilst the DQ1, DQ4 (and BFVQ) are well over-sized; however all methods achieve corrected sizes of close or exactly equal to 5%, except BFUC and CC. The threshold entries for Bp11 and Bp55 (5,16) indicate an approximate 95% prediction interval for the number of violations when n = 1000 under the null. For n = 2500 the VQR test has the closest to nominal size (5.1%), whilst most methods achieve an adjusted size close to nominal, except UC and BFUC. Table 6 shows the empirical estimates for power and size-adjusted power across all the methods at α = 0.01. At n = 250 one method stands out with power: BFVQ; however we know from Table 4 that it is well over-sized. When using the thresholds in Table 4 to calculate size-adjusted power the single stand-out method is clearly BFDQ1 with 45%; the logistic regression based BFLDQ4 is next best with 34%, followed by DQ1 with 31%, then BFLDQ1, DQ4, BFDQ4 and BFVQ methods ( ∼ 26%). To examine power in more detail, consider Figure 1(b) , showing two times the logarithm of the BFDQ1 and DQ1
statistics, plot against the number of violations from the incorrect HS 1% VaR estimator.
As is logical, with an expected number of only 2.5 violations under the null, both methods always reject the HS estimator only for very high numbers of violations (13 and (comparing BFDQ1 and DQ1 in terms of rejection rates against number of violations), all of which occur highly frequently at n = 250 and 1% HS forecasting. The DQ1 has higher power than BFDQ1 at 5-12 violations, but these are far less likely to occur in this case.
However, the situation is very different for n > 250 here. For n = 500 and n = 1000, the stand-out method with highest size-adjusted power in each case is the BFLDQ4 (50% and 68% respectively). In each case the DQ4 (43%, 60%) and DQ1, BFVQ methods (36%, 57%) are next best. In this case, the BFDQ1 and BFDQ4 statistics still out-performed the DQ1 and DQ4 respectively, only when e.g. 1-4 violations were observed for n = 500, but these are not very likely outcomes when n = 500 at 1% forecasting, and the outperformance of the DQ statistics for the more frequently occurring violation numbers of 5-12 was enough for both DQ statistics to overall clearly out-perform both BFDQ statistics here. The out-performance of BFLDQ4, compared to DQ and BFDQ methods at n = 500, 1000 is fairly uniform across the observed violation numbers, as illustrated by Figure 3(b) , comparing DQ1, BFDQ1 and BFLDQ tests in terms of rejection rates against number of violations. Similar results occurred for n = 2500, in each case the DQ statistics clearly out-performed their BFDQ counterparts, but both were out-performed by BFLDQ4. However, at n = 2500 the BFVQ test recorded clearly the highest sizeadjusted power with 95%, followed by BFLDQ4 (93%), DQ1, DQ4 with ∼ 91% and BFDQ1, BFDQ4 with ∼ 80, 84%.
Overall, for 1% quantile forecasting, the results are mixed, though always favour a Bayesian method. For n = 250, the BFDQ1 method is clearly favoured. At n = 500, 1000 however the BFLDQ4 method is highly favoured. Finally, at n = 2500, the BFVQ method is marginally favoured regarding size-adjusted power, closely followed by BFLDQ4. Further, the BFVQ method always had higher size-adjusted power than the VQR test, as discussed next.
Discussion
When detecting the incorrect HS estimator of 1% and 5% quantiles using a range of competing tests/methods, fairly similar stories can be told at each quantile level, but with some important differences. First, the DQ and BFDQ methods were almost always prevalent at or near the top of the methods regarding size-adjusted power (except BFDQ1
at n = 500 ranking 7th). For the BFLDQ methods, this statement only holds for 1% forecasting; these methods were usually the worst for size-adjusted power at 5% forecasting.
On the contrary, the UC, BFUC, IND, BFIND, CC, BFCC, BFLDQ1 and VQR methods almost always performed towards the bottom on this aspect (except VQR at n = 2500 ranking 6th for both α = 0.01, 0.05). The relatively lower (size-adjusted) powers observed for the UC, BFUC, IND, BFIND, CC and BFCC methods are not surprising: it is well known that DQ and VQR (and hence BFDQ) methods use more information and outperform the frequentist versions of these tests, see e.g. Berkowitz et al. (2011) . The very low power observed for the UC, BFUC, Bp11 and Bp55 tests for 5% VaR forecasting also make sense since, even in small samples, the 5% HS VaR estimator will give typically give close to the correct, nominal violation rate; in fact we observed a fixed ratio of average number of violations from the HS estimator, compared to that expected under the null, of 1.065 (i.e. only 6.5% more violations on average under the HS estimator), that was consistent across n. This ratio increased to 1.34 for the 1% HS VaR estimator, again consistent across n. The IND, BFIND, CC and BFCC tests easily out-performed the UC test on size-adjusted power, for both 5% and 1% VaR forecasting, because the HS estimator tends to generate highly correlated violations (it employs heavily overlapping data periods to generate successive VaR estimates) that are nevertheless close to correct on average (typically only 6% higher in violation rate at 5% VaR and 34% higher at 1% VaR). However, for 1% VaR forecasting the UC, BFUC tests were more powerful than at 5% VaR forecasting, because of the higher discrepancy in average violation rate ratios: 34% more violations is easier to detect than 6% more, on average. In addition, the ratio of the range of the numbers of violations under the 5% HS estimator, compared to that under the true VaR series, decreases with n, being 1.14 for n = 250 but only 0.64 for n = 2500; this is partly because the HS estimator "follows" the data pattern, in a non-parametric manner, and so comparatively extreme numbers of violations are highly unlikely to occur, and become less likely as n increases: thus as the UC, BFUC, Bp11
and Bp55 tests can only reject for extreme numbers of violations, they have lower power as n increases for 5% VaR forecasting, compared to that for 1% forecasting.
The reported performance of the VQR test in terms of size-adjusted power is slightly worse than the results in Gaglianone et al. (2011) , though nearly comparable. However, the performance of the DQ methods here is much better than that in Gaglianone et al.
(2011): we speculate that is because we included the V aR t+1 forecast in the design matrix for the DQ tests, whilst Gaglianone et al. (2011) only included lagged "hits" (and only 1 lag).
The relatively poor performance of the VQR, compared to the BFVQ, test bears more examination. Figure 4 shows two times the logarithm of the BFVQ (upper) and VQ (lower) test statistics, plot against the number of violations, under the null hypothesis (black circles) and also under the HS quantile estimator (grey diamonds), at n = 1000.
Also shown are two times the logarithm of the empirical 5% points of the BFVQ (upper) and VQR (lower) statistics; points above these lines represent rejections of the null hypothesis. It is immediately apparent that slightly more violations tend to occur under the HS estimator than under the null, the latter having a distribution shifted to the right compared to the former (the ratio of means is 1.34 as mentioned previously). Further, the BFVQ statistic has a clearly distinguished distribution of values, typically higher, under the HS estimator (grey diamonds) compared to that under the null; this leads to the observed 57.5% size-adjusted power of the BFVQ method. On the contrary, the VQR test statistic does not have a clearly distinguished distribution of values under the HS estimator compared to that the null, leading to its very low size adjusted power (17.4%).
Similar illustrations, not shown, occur at n = 250, 500, 2500. When comparing the Bayesian version of each test with its frequentist counterpart (e.g. BFDQ1 vs DQ1, etc), at the 5% quantile level the results are very clear: at each sample size the Bayesian version of each test had higher size-adjusted power, often only marginally but sometimes much, much higher, than its frequentist competitor, for all the tests considered (except VQR, BFVQ at n = 1000). This is a very strong and clear result in favour of the Bayesian method at the 5% quantile level.
For 1% quantile forecasting, the results are not so consistent: the UC and BFUC have virtually identical size-adjusted powers over n; though Bp11 and Bp55 are marginally higher in each case. The IND and CC tests had lower size-adjusted power than the BFIND and BFCC at all sample sizes; the VQR had much lower size-adjusted power than the BFVQ for all n; but the DQ1 had higher size-adjusted power than the BFDQ1 for n > 250, but lower for n = 250. Finally the DQ4 had higher size-adjusted power than the BFDQ4 for all sample sizes. As noted, the results for 1% quantile forecasting are mixed.
Empirical study
We briefly report the results of a large empirical study here. Seven daily financial time series: prices, exchange rates or financial indices, are considered, in each case converting these to daily percentage log returns. The seven series are: the US S&P500 index, the AORD, FTSE100 and Hang Seng indices, the AU US exchange rates, the EU US exchange rates and IBM asset prices. The initial sample period is specifically from January 2, 1998
to One-step-ahead forecasts of VaR at 5% and 1% quantile levels are estimated under a range of competing models and methods, for each day in the forecast period. Forecasts for each of four types of heteroskedastic model: the GARCH of Bollerslev (1986) , the GJR-GARCH of Glosten et al (1993) the Threshold (T-)GARCH in Chen and So (2006) and a smooth transition (ST-)GARCH as in Gerlach and Chen (2008) are estimated employing the MCMC methods of Chen et al. (2012b) . Each of these specifications is estimated under five types of error distribution: Gaussian, Student-t, the skewed Student-t of Hansen (1994), the Asymmetric Laplace (AL) of Chen et al (2012c) and the Two-sided Weibull (TW) of Chen and Gerlach (2013) . This gives 20 models generating VaR forecasts at 5% and 1% quantile levels for 1000 days. Also considered are the non-parametric 50 day and 250 day sample percentile HS methods, thus giving a total of 22 models or methods.
Estimation results are not shown to save space, since only the test results are directly relevant to this paper; it is expected that most models and methods will be rejected since the data includes the GFC period, where that outcome is common; but models and methods that can better captured highly changing volatility and fat-tailed returns will be rejected the least, across the seven series. Tables 7 and 8 show the number of series, out of 7, that each model or method of VaR estimation was rejected in, using the UC, BFUC, Bp11, DQ1, BFDQ1, BFLDQ1, DQ4, BFDQ4, BFLDQ4, VQR and BFVQ tests for 5% and 1% VaR forecasting, respectively.
The tests were conducted at the 5% level using the empirical cut-offs in Tables 1-5 fectly, though Bp11 mostly has 1-2 more rejections for each model, reflecting its slightly higher power. At 5% forecasting, the VQ and BFVQ mostly agree, except on model HS250 where the BFUC rejects it in all seven markets and the VQR never rejects it.
However, both DQ tests tend to reject each model 1 or 2 more times than their BFDQ counterpart, except again for HS250 and HS50, where the BFDQ test reject more times than their corresponding DQ test. Overall, however, both the BFLDQ1 and BFLDQ4
tests have mostly rejected the highest number for each model; again an exception is the HS250 and HS50 models. Similar comments apply to the 1% VaR test results in Table   8 . Here again the BFLDQ methods generally reject the most for each model, though the DQ methods are also quite comparatively powerful in this respect.
Conclusion
Bayesian methods for assessing and testing forecast accuracy for dynamic quantile forecasts are developed. In a simulation study, at both α = 0.01, 0.05 quantile levels, the corresponding Bayesian method in most cases had higher size-adjusted power than its competing frequentist analogue. Results for 5% VaR forecasting favoured the BF dynamic quantile (BFDQ) methods, while results for 1% VaR forecasting were more mixed, with the BFDQ1 favoured at n = 250, BFLDQ4 favoured for n = 500, 1000 and the BFVQ favoured at the largest sample size. The proposed BFVQ method was close to uniformly more powerful than the VQR test. These results suggest that Bayesian methods have much to offer for quantile forecast assessment and testing, compared to existing frequentist tests. 
