Two classes of multi-point BVPs for first order impulsive functional differential equations with nonlinear boundary conditions are studied. Sufficient conditions for the existence of at least one solution to these BVPs are established, respectively. Our results generalize and improve the known ones. Some examples are presented to illustrate the main results.
Introduction
In recent years, there has been a large number of papers concerned with the solvability of periodic boundary value problems for first order [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] 16, 18, 20, [22] [23] [24] [25] [26] [27] [29] [30] [31] , second order or higher order [13] [14] [15] [16] impulsive functional differential equations. To illustrate the motivation of this paper and compare the results in this paper to known ones, we first present a survey on studies on boundary value problems for first order ordinary or functional differential equations with or without impulses effects.
Jankowski in [17] studied the existence of solutions of boundary value problem for functional differential equation ( BVP for short )
x (t) = f (t, x(t), x(α(t))) ≡ F x(t), t ∈ [0, T ], T > 0, x(0) = λx(T ) + k, (1.1) where f is continuous, α : [0, T ] → [0, T ] continuous, λ, k ∈ R. Using Banach s fixed point theorem, it was proved that BVP(1.1) has unique solutions under some assumptions, one of which is as follows: (M 1 ). It holds that
when u 1 , u 2 , v 1 , v 2 ∈ R for case λ > 0 or
when u 1 , u 2 , v 1 , v 2 ∈ R for case λ < 0. By applying upper and lower solutions methods and monotone iterative technique, it was proved in [17] that BVP(1.1) has extremal solutions under some conditions, one of the main assumptions is that the inequality
In paper [18] , the authors investigated the following BVP with nonlinear boundary conditions x (t) = f (t, x(t)), t ∈ [0, T ], T > 0, g(x(0), x(T )) = 0, (1.2) where f, g are continuous functions. The main assumptions in [7] are as follows.
(M 2 ). α, β are sub-solution and super-solution of above problem respectively satisfying α(t) ≤ β(t), t ∈ [0, T ]; (M 3 ). f and g satisfy that
and g(x , y) − mx ≤ g(x, y) − mx, g(x, y) ≤ g(x, y ) for x, x ∈ [α(0), β(0)] with x ≤ x and y, y ∈ [α(T ), β(T )] with y ≤ y ; (M 4 ). there exist constants m, m , m ≥ 0 such that for every x, x ∈ [α(0), β(0)] and y, y ∈ [α(T ), β(T )] with x < x and y < y the following growth conditions are satisfied
The author in recent paper [13] also studied the existence of solutions of BVP(1.2), but the methods used are different from those ones used in [18] .
In paper [19] , the author studied the existence of solutions of the BVP with nonlinear boundary conditions
where f, g are continuous functions, 0 = t 0 < t 1 < · · · < t r = T fixed. The main assumptions in [19] are (M 2 ), (M 3 ) mentioned above and
Using fixed point theorems and the lower and upper solution methods, in [30] , a pioneer paper concerning the solvability of periodic boundary value problem for first order impulsive differential equation ( IBVP for short ), Nieto studied the solvability of
where λ = 0, J = [0, T ], 0 = t 0 < t 1 < · · · < t p < t p+1 = T . Nieto transformed (4) into the following integral equation
Then it was showed that IBVP(1.4) has at least one solution under one of the assumptions:
(M 6 ). F is bounded and
hold for all t ∈ J and x ∈ R.
In [20] , Nieto considered the following IBVP with periodic boundary conditions (1.5) where 0 = t 0 < t 1 < · · · < t p < t p+1 = 1, F is an impulsive Carathéodory function, I k is continuous. Nieto proved the following theorem.
Theorem A [20] . Suppose there exist r > 0 and k > 0 such that
e. t ∈ J and for every |u| ≥ r; lim
Then IBVP(1.5) has at least one solution.
In paper [21] , the author proved that if there exist r > 0, k > 0, c j , k j ∈ R and ξ ∈ L 1 (J) so that
then IBVP(1.5) has at least one solution.
In [22] , Franco and Nieto studied the following IBVP
(1.6) Using upper and lower solutions method and the monotone technique, they proved IBVP(1.6) has at least one solution under the existence assumptions of lower solution α and upper solution β and the following condition:
(M 9 ). I k are continuous and nondecreasing and f satisfies
for a.e. t ∈ J and all (u, v) ∈ R 2 with α(t) ≤ v ≤ u ≤ β(t), where M = min{M α , M β } and M α and M β satisfying
and
In a recent paper [23] , Liu studied the following periodic boundary value problem of first order impulsive functional differential equation
Sufficient conditions for the existence of at least one solution of above mentioned IBVP were established in [23] .
In recent paper [24] , Liu and Ge studied the existence of periodic solutions of the following first order differential equation with linear impulses effects
Using fixed point theorem, they proved that (1.7) has at least three positive periodic solutions under some assumptions imposed on F and b k , and at least one periodic solution under some other assumption.
Recently, the authors in paper [11] studied the solvability of periodic boundary value problems for non-Lipschizian impulsive functional differential equations.
We find that, besides [18, 19] , there was no other paper concerned with the existence of solutions of multi-point boundary value problems for first order impulsive differential equations with nonlinear boundary conditions.
In this paper, we investigate the existence of solutions of nonlinear multi-point boundary value problems for nonlinear first order impulsive functional differential equations with nonlinear boundary conditions
where
for all k = 1, · · · , n, and its inverse function denoted by β k , f is an impulsive Carathéodory function, I k and g are continuous functions, ∆x(t k ) = x(t
. New results on the existence of solutions of IBVP(1.8) and IBVP(1.9) are established, respectively. The technical methods used are motivated by [23] and are different from those in [2, 18, 16, 19, 25, 9, 26, 21, 27] .
Applying the main results obtained to the following BVPs with impulses effects
fixed, the corollaries are novelty, generalize those ones in [17] and the methods used are different from those ones in [12, 14, 17] .
The remainder of this paper is divided into two sections. In Section 2, we present the main results ( Theorem 2.1 and Theorem 2.2 ), and some examples to illustrate the theorems are also given in this section. In Section 3, we prove Theorem 2.1 and Theorem 2.2.
Main Results and Examples
In this section, we establish the main results. To define solutions of IBVP(1.8) or IBVP(1.9), we first introduce two Banach spaces.
Let
We will use the following sets
there exist the limits
with the norms ||u|| = ||u|| X = max{ sup
for u ∈ X and
It is easy to show that X and Y are Banach spaces.
A function F is called an impulsive Carathéodory function if
holds for a.e. t ∈ J \ {t 1 , · · · , t m } and every u satisfying max i=0,1,··· ,n |u i | ≤ r.
By a solution of IBVP(1.8) ( or IBVP(1.9) ) we mean a function u ∈ X satisfying all equations in (1.8) (or (1.9)).
The main results are as follows:
(iv) There exist constants θ ≥ 0 and β > 0 such that
Then IBVP(1.8) has at least one solution if
,(C)(iii) and (C)(v) in Theorem 2.1 hold and (iv) there exist constants θ ≥ 0 and β > 0 such that
Then IBVP(1.9) has at least one solution if (2.1) holds. 
where p a nonnegative integer, m a positive integer, α is a ratio of two positive odd integers, T > 0,
Case 1. |λ| < 1.
Proof. Corresponding to IBVP(1.8), one sees that 
It is easy to see that (A). since α is a ratio of two odd positive integers, we have
Corresponding to IBVP(1.9), one sees that
It is easy to see that .2) has at least one solution if α = 1, a 2p+1 < 0, and
Case 3. |λ| = 1. Let y(t) = e −t x(t), then x (t) = e t [y(t) + y (t)] and ∆y(t k ) = y(t
We change IBVP(2.2) to
Corresponding to IBVP(1.8), one sees that 
I k (x 1 , · · · , x p )x k = b k e (α−1)t k [x k ] α+1 ≥ 0 for all x 1 , · · · , x m ∈ R and k = 1, · · · , m if b k ≥ 0 for all k = 1, 2, · · · , m; (C). Let h(t, x 0 ) = a 2p+1 x 2p+1 0 , g 0 (t, x 0 ) = −x 0 + 2p k=1 a k x k 0 , r(t) be replaced by r(t)e −t . Then (C)(i), (C) (ii), (C)(iii) hold; (C)(iv
Remark. Consider the following BVP
where p a nonnegative integer, m a positive integer, T > 0, 0 < t 1 < · · · < t m < T , s 0 = 0,
It is easy to see that
Hence (A) in Theorem 2.1 holds. Similarly to above discussion, we can get the existence results of this BVP by using Theorem 2.1.
Example 2.2. Consider the following IBVP
where T > 0, p is a positive integer, a 2p+1 > 0, c 2m+1 ∈ R,and a k , c k ∈ R for all k = 1, · · · , 2p, r ∈ X,
Proof. Corresponding to IBVP(1.8), one sees that s 0 = 0, s 1 = ξ, s 2 = T and
It is easy to see that β k (t) = kt with ||β k || = kT and (A).
and r be defined in IBVP (12) . Then (C)(i), (C)(ii), (C)(iii) hold; (C)(iv) holds with θ = 2p + 1 and β = a 2p+1 if a 2p+1 > 0; (C)(v) holds with r 0 = 0 and r i = |c i |(i = 1, · · · , 2n + 1).
It follows from Corollary 2.1 that IBVP(2.3) has at least one solution if
Proofs of Theorems
In this section, we prove theorems given in Section 2. The following abstract existence theorem will be used, whose proof can be see in [7] . Consider IBVP (8), we define the linear operator L : DomL ⊆ X → Y and the nonlinear operator
has unique solution x(t) ≡ 0, and I k , g are continuous, f is Carathéodory function, we have the followings (i). KerL = {0}.
(ii). L is a Fredholm operator of index zero. Proof of Theorem 2.1. Let λ ∈ (0, 1). Suppose x is a solution of the system
We divide the remainder of the proof into two steps.
Step 1. Prove that there exists ξ ∈ [0, T ] and a constant M > 0 such that |x(ξ)| ≤ M . Since (D) holds, we get that there exist constants δ > 0 and α 1 ∈ [α, 1) such that
Step is completed with ξ = 0 and M = δ . If |x(0)| > δ , then we do the following.
Multiplying two sides of the first equation in (3.1) by x(t), integrating it from 0 to T , we get from (C)(i) that
It follows from (A) that
It follows from (C)(iv) that
Since (2.1) holds, choose > 0 such that
For such > 0, from (C)(v), there exists a constant δ > 0 such that for every i = 0, 1, · · · , n, It follows from (A1) that The remainder of the proof is similar to that of Theorem 2.1 and is omitted. Remark 2. In Theorem 2.2, the assumption (D1) may be changed into the following (D1 ). There exist constants δ > 0 such that |g(x 0 , x 1 , · · · , x r )| |x r | ≤ 1 for all |x r | > δ and (x 0 , · · · , x r−1 ) ∈ R r .
