A system of nonlinear partial differential equations is proposed as a model for the growth of an avascular-tumour spheroid. The model assumes a continuum of cells in two states, living or dead, and, depending on the concentration of a generic nutrient, the live cells may reproduce (expanding the tumour) or die (causing contraction). These volume changes resulting from cell birth and death generate a velocity field within the spheroid. Numerical solutions of the model reveal that after a period of time the variables settle to a constant profile propagating at a fixed speed. The travelling-wave limit is formulated and analytical solutions are found for a particular case. Numerical results for more general parameters compare well with these analytical solutions. Asymptotic techniques are applied to the physically relevant case of a small death rate, revealing two phases of growth retardation from the initial exponential growth, the first of which is due to nutrient-diffusion limitations and the second to contraction during necrosis. In this limit, maximal and 'linear' phase growth speeds can be evaluated in terms of the model parameters.
Introduction
Solid tumours arise from an alteration of a cell's genetic material causing it to respond differently to the host's growth regulators and this leads to the uncontrolled growth of these cells (Melicow, 1982) . The early tumour cells, like the neighbouring normal cells, can obtain adequate nourishment (such as glucose and oxygen) from the existing vasculature, and hence the proliferation rate of these cells is regular, producing a growing spheroid of cells expanding at a near exponential rate. As the tumour grows the amount of nutrient that manages to diffuse to the centre decreases due to consumption by the outer cells and eventually the central cells become so deficient that their proliferative rate is reduced and cell division may indeed cease, with these cells becoming quiescent. These quiescent cells are still viable and they can recover on the restoration of sufficient nutrient (Freyer & Schor, 1987) . This reduction of proliferation within the spheroid retards its growth. As the tumour grows further, the continued absence of nutrients in the central regions will cause the cells there to die, forming a region of dead cells known as a necrotic core. As the spheroid continues to develop, the rim of adequately nourished viable cells at the surface becomes roughly constant in size, leading to a phase of near linear growth (Conger & Ziskin, 1983; Freyer & Sutherland, 1986) . Eventually, after a period of a few weeks, the combined action of necrotic disintegration, accumulation of waste products (Vaupel et ai, 1981) , mitotic inhibitory factors (Freyer, 1988) and cell shedding (Landry et ai, 1981) reduces the rate of growth of in vitro tumours, leading to a spheroid of a maximal (saturation) size (Inch et al, 1970; Folkman & Hochberg, 1973; Haji-Karim & Carlsson, 1978) . At growth saturation there is still a relatively thin rim of proliferating cells, which reproduce at a rate that declines with depth into the tumour (Carlsson, 1977) . However, tumours in vivo continue to develop by releasing agents known as tumour-angiogenesis factors (TAFs) which stimulate the growth of new capillaries from the neighbouring vasculature into the tumour mass, replenishing the supply of nutrients deeper in the tumour and allowing growth to continue to sizes well beyond the saturation level (Folkman, 1971) . Beyond this level, malignant tumours may become invasive (metastatic), utilizing the body's cavities and vasculature to settle elsewhere, forming secondary growths in the host.
Mathematical models that relate the diffusion of nutrients and tumour heterogeneity were first proposed by Thomlinson & Gray (1955) and then extended by Burton (1966) to link tumour growth with the size of the region in which the nutrient concentration is greater than some critical level. Greenspan (1972) later proposed a model which attempts to capture all the phases of avascular growth by adding the action of a mitotic inhibitor (produced within the tumour) and necrotic decomposition and by dividing the tumour into distinct compartments of proliferating, quiescent, and necrotic cells. This model thus incorporated the various phases of growth leading to saturation. A number of extensions to the Greenspan model have been investigated (Deakin, 1975; Maggelakis & Adam, 1990; Maggelakis, 1992) . A crucial feature of the Greenspan model is that the contraction rate is proportional to the size of the necrotic core; McElwain & Morris (1978) showed that similar qualitative behaviour can be achieved by assuming that the only source of cell contraction is through apoptosis ('programmed' cell death, Moore, 1987) in the viable rim. Glass (1973) studied a single quasisteady reaction-diffusion equation for the inhibitor distribution in a tumour and its effects on eventual tumour saturation; this study has also spawned many subsequent investigations involving the effects of geometry and of different source functions representing tumour heterogeneity (Shymko & Glass, 1976; McElwain & Ponzo, 1977; Adam, 1986 Adam, , 1987a Adam & Maggelakis, 1989; Chaplain & Britton, 1993) ; however, Chaplain et al. (1994) showed that the same qualitative behaviour can be obtained from a spatially varying diffusion coefficient. More recently, Byrne & Chaplain (1996) extended the assumptions of Greenspan to include the effects of apoptosis, and they generalized the assumptions on the inhibitor so that it could be viewed as the application of an anticancer drug. A very detailed model proposed by Casciari et al. (1992a) studies the evolution of the distributions of seven important metabolites within the spheroid, linking their concentrations with a simple growth equation to produce moderate agreement with experimental data. The effects of cell migration due to convection, diffusion, and chemotaxis (up nutrient gradients) were studied by McElwain & Pettet (1993) to model experimental observations of the drifting of probes from the viable rim of spheroids to the necrotic core. Their approach generalized the growth-and nutrient-consumption terms of Greenspan; however, in contrast to the model presented in this paper, these terms were taken to be independent of the local live-cell density. These diffusion models all assume that the tumour is avascular and that the surface is the only source of nutrient; however, Byrne & Chaplain (1995) included a source of nutrient within a non-necrotic tumour in order to model the growth of a vascularized tumour.
The model presented in this paper takes a rather different approach, although it again directly links growth with the local nutrient concentration. The model describes a continuum of live cells which, through local volume changes by cell growth and death, create movement described by a velocity field. The convective process within a spheroid during growth is thus considered. Previous models define cells to be dead when the nutrient concentration drops below some threshold; the current model differs from such models by assuming that cells die (and then contract) at a rate which depends on the local nutrient concentration; that is, cell death is a gradual process which does not occur instantaneously as a response to low-nutrient conditions. Note that, in contrast to previous diffusion models, no assumptions are made a priori about the tumour structure, the heterogeneity of the tumour being obtained from the solutions. The model is presented in Section 2 and, although it lacks mechanisms to cause growth saturation in its present form, the early exponential phase and the retardation to linear growth are demonstrated from the numerical simulations described in Section 3. In Section 4 the travelling-wave limit of the model is derived to capture the tumour's behaviour during the linear-growth phase, and analytical solutions are presented for a certain limiting case. Asymptotic analysis, based on a small-death-rate assumption, is carried out in Section 5, where, following on from an initial 'exponential' phase, two longer phases of growth retardation occur, the first of which is due to nutrient-diffusion limitations within the spheroid and the second to cellular contraction during necrosis through continued absence of nutrient in the core.
Tumour-growth model

Mathematical model
The aim of this study is to develop a deterministic tumour-growth model, capturing tumour heterogeneity without introducing distinct regions a priori, that is simple enough to be mathematically tractable. The tumour is viewed as an agglomeration of matter consisting of a continuum of cells in two states, living and dead. In the living state the matter is assumed to be able to expand (due to cell growth and division) at a rate which is dependent on the local availability of nutrient (treated as a single generic species). The irreversible transition from the live state to the dead state is assumed to cause a spontaneous volume loss, and its rate also depends on the local nutrient concentration. The local volume changes caused by these processes produces movement of the cells. The main quantities appearing in the model can be identified from this picture of tumour behaviour, namely, the distributions of the living cells and of the nutrient which fuels growth, together with the velocity field inside the tumour caused by the growth and death of cells.
We take n(x, t) and m(x, t) to be the living-and dead-cell concentrations, respectively, v(x, t) to be the local velocity of cells, and c(x, t) to be the nutrient concentration. The equations governing n and m are
2) at
where k m and k d are the rates of cell mitosis and cell death, respectively, which are prescribed below. Equation (2.1) states that the rate of change of n is determined by the difference in the rates of mitosis and death of the cells. The rate of change of m must equal the death rate of cells, leading to equation (2.2).
The rates of mitosis, k m (c), and death, /fcd(c), are assumed to be bounded and, respectively, increasing and decreasing functions of nutrient concentration, with k m (0) = 0, k m (oo) = A, kd(0) = B, and i d (oo) = fl(l -a), where A and B are positive constants and 0 ^ a < 1. We adopt simple functional forms consistent with these assumptions; namely, Ac Mc) = ^T^' (23) where the exponents m\, m2 > 0 govern the sharpness of change near the 'critical' concentrations c c and c<j. Note that, even in optimal nutrient conditions, k d > 0, implying that cell death still occurs, which reflects cell loss through apoptosis. These equations generalize the Michaelis-Menten kinetics (wii = nij = 1) which are often used to model cell kinetics (Lin, 1976; McElwain, 1978) and cellular nutrient consumption in tumours (Casciari et al., 1992b; Hlatky et al, 1988; Li, 1982a) . The limits m,, m 2 -> oo reduce k m and k d to discontinuous step-function forms; namely,
where H(-) is the Heaviside function; this will provide a useful simplification in future analysis. We define V L and V D to be the mean volumes of a single living and dead cell, respectively; VD < VL is assumed. It is assumed that the rate of volume change drives the movement of the cells, so the equation for the velocity v is given by 6) which states that the rate of volume change is given by the difference between the rates of volume increase, k m nV L , and decrease, /fcdn(V L -^D), wnere ^L -V D is the spontaneous volume loss due to the death of a cell. It is assumed that the time scale of volume loss on cell death is much shorter than that of tumour growth.
The tumour is treated as being avascular, obtaining its nutrients only from the surrounding tissue or matrix through the tumour surface; the distribution of nutrient is governed by diffusion and consumption. It is assumed that Fick's laws model the diffusion of the nutrient into the interior of the tumour, with the diffusion coefficient D taken to be constant since spheroid heterogeneity does not significantly affect diffusion rates (Casciari et al., 1988) . It is assumed that the rate at which the nutrient is consumed is governed by two terms, the first represents nutrient consumption by normal (that is, nonmitotic) processes, y(c)n, while the second describes the additional amount consumed during mitosis and is given by f)k m (c)n. Combining these assumptions yields the following equation for c:
7) at provided that c remains non-negative. It has been reported in several studies that oxygen (Mueller-KJieser & Sutherland, 1982; Mueller-Klieser et al, 1985; Hlatky etal., 1988) and glucose (Li, 1982a; Mueller-Klieser et al, 1983) concentrations in the interior of larger spheroids can be negligible. Equation (2.7) may predict that c becomes negative if y(c) is, for example, nonvanishing as c -*• 0. If this possibility arises we must further impose continuity of c and its normal derivative at a moving boundary (say F(t)) enclosing a region with zero concentration, so that on F(t) we have c = Vc-n= 0.
Since m does not occur in equations (2.1), (2.6), and (2.7), it is decoupled from the other variables. We assume there are no voids, so it follows that m is given by (2.8) this can also be derived from (2.1), (2.2), and (2.6). We will henceforth exploit the spherical symmetry of the problem and hence, in particular, we avoid the need to prescribe constitutive equations to determine v. This simplification implies that the three equations (2.1), (2.6), and (2.7) are adequate to determine n, c, and the radial velocity v as functions of the independent variables r = \x\ and t.
To complete the above system we must impose appropriate initial and boundary conditions. We shall take the initial state of the tumour to be a single mutated cell whose radius 5(0) is given by (2.9), 5(0 being the spheroid radius as a function of time and thus it is the coordinate of a moving boundary. While a continuum approach cannot then be expected to be valid for very small times, it rapidly becomes acceptable as cell multiplication produces a significant number of cells. The following initial conditions are therefore adopted: 9) where the constant CQ is the external nutrient concentration.
As boundary conditions we impose: where the first boundary condition of (2.10) states that the spheroid boundary moves with the local velocity.
Non-dimensionalization
Denoting dimensionless variables by carets, we introduce the following rescalings which are based on the initial conditions:
where r 0 = 5(0) = (3V L /4^) I/3 . We thus obtain the following system 
and where 
(c).
In what follows the carets are dropped from the variables and parameters; however, in the Appendix quantities without carets revert to being dimensional quantities.
Using the data given in the Appendix, the time scale I/A is about 14 hours and we have v % 10~5; henceforth we therefore replace (2.13) by the quasisteady approximation
(2.18) dr J It is unlikely that the nutrient-consumption rate is directly proportional to the rate at which mitosis occurs, hence the inclusion of y(c) in k(c). Nevertheless, as described in the Appendix, experimental results suggest that it suffices to take y(c) = 0, and we shall henceforth adopt this assumption.
To complete this system the dimensionless initial and boundary conditions are n(r, 0)=l,
The system thus consists of the first-order partial differential equation (2.12), the secondorder (quasisteady) differential equation (2.18), and the first-order equation (2.14), defined on a domain r < 5(0 with an unknown moving boundary 5(0. It is worth noting that we may easily solve for n (5(0, /)), giving
this gives an upper bound on n(r, t).
Numerical solution
Numerical methods
The system (2.12, 2.14, 2.18-2.20) is solved numerically after first fixing the moving boundary by writing r = S(t)r\ thus mapping the tumour onto the unit interval. The equations are solved sequentially using finite-difference methods in a predictor-corrector scheme: first, S(t) is updated using the trapezium method; equation (2.18) is approximated using die National Algorithms Group (NAG) routine D02RAF, which uses a finitedifference approach; the trapezium method is also used to approximate equation (2.14); finally, an implicit, second-order accurate extension to the scheme proposed by Courant et al. (1952, §1) , is adopted for approximating (2.12). This sequence is then repeated on the correction loops. For large S the rescaling has the drawback (for a uniform mesh) of condensing the regions of most variation into a boundary layer of 0{S~x). This is partly overcome by the use of a contracting mesh, where successive spatial increments are determined by A/-J +1 = AArj, where ArJ is the size of the y'th increment and A. is a constant factor less than one. a slight kink as the growth rate decelerates a little before reaching the linear phase. This behaviour is predicted in the analysis of Section 5 and is due to the time delay from when cells become quiescent to when they die; this feature does not seem to have been predicted in previous studies. The live-cell density (Fig. 2) is relatively constant in a small region beneath the cell surface, dropping sharply towards zero deeper into the tumour, reflecting a well-defined viable rim and a necrotic core. It should be stressed that such regions arise naturally from the model rather than being assumed a priori. The nutrient concentration (Fig. 3) decreases sharply through the viable rim and tends to a constant level in the core (O(10~3) in this case), due to the nearly complete necrosis (n « 0) in this region. Although the cells at the surface are adequately nourished, the slight decline in cell density there reflects loss by apoptosis. The velocity within the tumour (Fig. 4) decreases very rapidly from a positive value towards a negative minimum, before approaching zero in the necrotic core. The region of negative velocity reflects the fact that volume loss by cell death is greater there than the volume gain through mitosis. The initial exponential increase in the cell population and the eventual retardation is depicted in Fig. 5 . The growth falls away from the exponential phase when the spheroid consists of O(K) 5 ) cells; this is consistent with experimental observations (for example, Koch etai, 1973; Freyer & Sutherland, 1986) in fairly generous nutrient conditions.
Numerical results
The sources for much of the data used for this simulation are indicated in the Appendix, the remainder being 'best' estimates. Quantitatively, the simulation predicts a growth speed during the linear phase of around 2 /zm h~\ which is consistent with the reported speeds of approximately 1-3 /zmh" 1 measured by Conger & Ziskin (1983) and of 1 /zmh" 1 measured by Li (1982b) . Further, the width of the viable rim (say where n > 0.5) is equivalent to about 20 cells, which overestimates some reported widths. In terms of the model, these features depend crucially on the size of function k(c) and on the external nutrient concentration. For example, setting /? = 0.01, c c = 0.2, and a =0.1 instead leads to a growth speed of about 1.1 ^mh~' and to a viable-rim thickness of about 10 cells; this is more consistent with the reported experimental results. 
Formulation of travelling-wave equations
The numerical results suggest that after the initial transient behaviour the tumour growth becomes nearly linear, with the profiles maintaining a fixed shape while propagating outwards. This type of behaviour is consistent with experimental observations in the intermediate phase of spheroid growth. In order to understand the behaviour of the model during this phase we now consider the travelling-wave limit of the model equations (2.12-2.14).
We assume that at large times the tumour grows with a constant speed U (which remains to be determined), so S(f) ~ Ut, and we introduce a travelling-wave coordinate z = r-S(t), with z < 0. The following system of ordinary differential equations then represents the leading-order balance in the viable rim as t -• oo:
where the primes denote differentiation with respect to z; the terms in r ' d/dr are 0(5 ') as S -*• oo and are thus negligible as t -*• oo. This system is subject to the following boundary conditions:
which all follow from (2.20) and (2.21) as f -• oo. The first of these boundary conditions is equivalent to the requirement that n'(0) be bounded.
Observe that we are left with a fourth-order system with five boundary conditions; this system is sufficient to determine the unknown wave speed t/and the four variables n, c, c', which gives an indication of the depth to which quiescent cells survive within the spheroid. Ifwesetfl//* =0and«5= l,sothata + /i + = l,then£/ = -Z = [2(1 -c c )//3]i, giving a solution identical to that of Greenspan (1972) in the case of no inhibitory effects or necrotic contraction (y = P = 0 in his model); this is to be expected since, in this case, the models are equivalent.
A similar analysis can be performed for the case c c < cj, which is complicated by the presence of two moving boundaries, but the details will not be pursued here.
Numerical solution of travelling-wave equations
For general values of mi and m 2 we must resort to numerical methods for solution of the travelling-wave ordinary differential equations. Far-field analysis for z -*• -oo reveals, provided & > 0 and neither k m (c) nor ^(c) is identically zero, that n -*• 0, v -*• 0, and c -> Co (a constant). Linearizing the system (4.1-4.3) about these values we can derive a set of asymptotic representations of the solutions for -z » 1, and for numerical purposes this allows us to truncate to a finite domain on which we solve the relevant twopoint boundary-value problem. If we take L to be the length of the truncated domain, the equations are rescaled to the unit interval using y = z/L + 1 and, defining g -dc/dz, the following system is to be solved numerically: where the primes now denote differentiation with respect to v. This system is subject to the boundary conditions
where the constants A' o and Co must be determined as part of the solution. For computational purposes we also require the value of n'(l), which is obtained by applying 
J-
By fixing L, we have a fourth-order system of ordinary differential equations with three parameters (U, N o , C o ) to be determined. The NAG routine D02AGF, which employs a shooting and matching technique with Newton's iteration, was used to solve this system. A close-up of the viable rim is given in Fig. 6 , where the mitotic rate is plotted together with the live-cell density for the set of parameters given in Section 3.2. Figure 6 illustrates the decline of the proliferative properties of cells with depth into the tumour, producing a region of nearly quiescent cells; these features are consistent with experimental observation (Freyer & Schor, 1987) , and again they were not an a priori imposition on the model. Figures 7 and 8 show the distributions from the tumour surface of n and v, respectively, for B/A -I, a = 0.9,/? = 0.005, c c = c d = 0.1 and for five values of the mitoticand death-rate exponents (mi = mi = m), so that the relevance of the analytical solutions (for m = oo) given in Section 4.2 can be examined for more general values of k m and fcj- Figure 7 shows that the solutions for m ^ 4 are reasonably close to the analytical solutions; and for m = 10, say, most of the plateau of the ^-distribution for z > Z is maintained. However, the analytical solution is a poor approximation for m = 1. The variation in m has a significant effect on the velocity, especially on its minimum, although the wave speed U predicted by the analysis of Section 4.2 gives a reasonable approximation for m ^ 2.
The effects of the death-rate parameter B/A on the viable-rim size and the linear-phasegrowth velocity are shown in Figs. 9 and 10 (the other parameter values are those given above). In Fig. 9 a measure of the thickness of the viable rim (arbitrarily defined to be the region in which n > 0.1) is plotted against B/A. Increasing B/A implies that the rate of cell death is increased in the nutrient-deficient region in the trailing part of the rim, so that the width of the rim might be expected to be reduced; however, for the higher values of m the width of the rim increases again for large B/A; this is due to the surface cell density being so low that the consequent reduced rate of nutrient consumption allows sufficient nutrient to penetrate deeper into the tumour. The curves drop back to zero as n(0) approaches 0.1. The expected behaviour of a reduction in the growth velocity on increasing B/A is demonstrated in Fig. 10 . The point where U = 0 corresponds to the value of B/A being such that a(l) =0; clearly, if a(l) ^ 0 there is no region in the spheroid where the mitotic rate exceeds the death rate, implying that the tumour will die out 5. The slow-death-rate limit, B/A «. 1
Introduction
In a nutrient-rich environment a small number of cells die through apoptosis and, if we take 6 to be the proportion of dead cells, we can derive the relationship B/A = 6/(\ -a) (see the Appendix). In such circumstances it is known that only a small proportion of cells die, suggesting 6 <C 1, and if we assume that 1 -a = 0(1) then the dimensionless quantity B/A = £«1 and the death rate ka is O(e). Defining *d(c) by *d(c) = e)td(c), the system of equations is
which we shall now analyse in the limit e -> 0. The initial and boundary conditions are as before. Assuming a regular expansion of n of the form n ~ n 0 + en\, it is easily demonstrated that positivity of * m and k d implies n 0 = 1 and n t > -St, where the latter suggests that the minimum time scale for 1 -n = 0(1) is r = O{\/e). This leads us to consider two main time scales for tumour development, the first being t = 0(1), for which n ~ 1, and the second being t = O(l/e), when necrosis begins. The analysis will demonstrate that, following an initial near-exponential-growth phase, retardation occurs towards two successive asymptotic speeds: the first is due to nutrient-diffusion limitations predicting a maximum growth speed for the spheroid, while on a longer time scale further retardation occurs due to cell contraction (S < 1) during necrosis, leading to the second (slower) growth speed.
t = 0(\)
5.2.1 Formulation. Since n ~ 1 holds on this time scale for all r, the leading-order governing equations are note that we have suppressed the conventional suffix zero here in denoting the leadingorder solution since it will be needed in a subsidiary expansion below.
On this time scale the leading-order system is a moving-boundary problem for the single equation agreement with the early time expansion up to about t = 5, when the central cells cease to proliferate, which slows the growth.
Large-time behaviour.
We now discuss the large time behaviour of (5.1-5.3); the analysis is applicable for t » 1 if/S = 0(1) and for t -ln(l//3) » 1 for 0 «C 1. For (5.1-5.3) to be valid as a leading-order balance we also require that ( « 1/s. The results of this section provide matching conditions for the larger time scales discussed below. Following the early time scale of the previous subsection, the tumour spheroid grows large and the concentration of the nutrient in the core diminishes through consumption, the cells there consequently becoming quiescent. In discussing the equations (5.1-5.3) in the limit r ->• oo two regions must be analysed, (i) a rim in which c -0(1) and (ii) the central core in which c <$C 1. Taking the limit S -*• oo, we seek power-series expansions of c and v in terms of 1/5 for each region and then match them together; we shall find that S ~ qt as / -> oo for some constant q, which is defined below.
(i) The viable rim. To focus on the rim region as 5 -• oo we translate the equations using z = r -S(t) to fix the spheroid surface at z = 0, the rim being given by z = 0(1). Equation (5.1) becomes
We write c~c 0 (z)-(-5-| (Oc,(z), the expansion for i; being given in terms of c by (5.2). The fact that CQ and C\ are functions of z only is a consequence of the analysis that follows, but for brevity we shall assume this from the start.
We thus obtain
IXC
Cc T CQ
and using the matching condition that CQ -*• 0 as z -> -oo we obtain
The integral in (5.6) can be evaluated in closed form for integer m\; for example, in the simplest case of m \ = 1 we have Equation (5.6) implies
The correction term c\ satisfies where the constant q = h(\)/f} is the asymptotic growth speed of the spheroid on this time scale, with 5 ~ qt, and it is readily calculated (at least numerically) for any m\ using the definition (5.6). The speed q is therefore approached from below as t -y oo, and it gives an approximation to the maximum growth speed attained by the spheroid.
In order to match into the core region discussed below, we need to determine the behaviour as z - (ii) The core. The core region is given by p = 0(1) with p < 1, where we have introduced p = r/S(t). In order to match into the rim, it follows from (5.11) that for mi > 1 we have c -O(5~2 /(m '~l ) ), while c is exponentially small for mi = 1. It follows from (5.2) that v = 0(5" (mi+l)/( ""~1 ) ) for mi > 1 and is exponentially small for mi = 1. The velocity in the core is thus small, and it makes a negligible contribution to the speed of tumour growth; this is implicit in (5.10).
In the core we write, for mi > 1, giving
\? )-
( 5 12) p*dp\? dp)c?'° (512) subject to dp
where we have matched with (5.11). This may be illustrated by the special case mi = 5 in which it is well known that the Emden-Fowler equation (5.12) can be solved explicitly to give
Co -VF
For mi = 1 the leading-order solution in the core is given by ] (5.13)
where we have again matched with (5.11). Expression (5.13) is, as expected, exponentially small in 5 and the full balance in (5.13) holds for r = 0(1); contrast this with (5.12), which is applicable for p = 0(1) with mi > 1. We shall not discuss the case mi < 1, for which the solution develops a region at the centre of the tumour in which c is identically zero; for large t this encompasses the whole of the core and some of the rim. Nevertheless, the qualitative form of the tumour growth rate is unaffected. 
70
-) numerical solution.
The matching of the asymptotic core-and rim-nutrient distributions is demonstrated and compared to the numerical solution in Fig. 12 for e = 0.01 (see Section 5.2.2 for the other parameter values) and t = 30, giving 5 * 72. Although t is approaching 1/e (and n as 0.9 in the core), the asymptotic solutions still agree well with the numerical solution. The growth speed given by (5.10) for this time scale is compared with the results of the same simulation in Fig. 11 . Observe that the corresponding curve (dash-dot line) picks up the numerical solution around where the early-time expansion begins to fail. However, the curves then diverge at about t = 15, where 5 « 30, but the numerical solution is picked up by the long-time solution of Section 5.4 (given by the dotted line) at about / = 50. There are two further time scales to discuss. On the first time scale (f = 0(£~( m '~l )/2 "" ) ) for mi > 1) cell death starts to influence the core velocity, while on the second time scale (/ = O(\/e)) a fully necrotic core develops, the asymptotic spatial structure being of the qualitative form observed in practice.
t =
The leading-order behaviour in the rim on the first time scale is still determined as in Section 5.2.3, so that S ~ qt, but, on introducing the seal ings
the leading-order core solution for mi > 1 is given by n~n o (.r',n, v~v o (r',t') .
Equation (5.17) implies necrosis, with no < 1 now occurring; also note that no and vo decouple from cj. The problem for no and Do is independent of m\ and remains valid for m\ = 1, when c is exponentially small in the core. The required boundary conditions are at r* = 0
as t* -• 0+ 5* ->• 0.
The condition on r* = 5Q arises from matching into the viable rim, whose structure is as described earlier, so that SQ is determined bŷ as t* -*• oo. The reduction of the tumour growth speed SQ from q to Sq is to be expected; as t* -*• oo, equilibration occurs between the total cell birth rate in the viable rim and the total death rate in the core; the factor S corresponds to the loss of volume on cell death. Thus we have U ~ Sq as e -*• 0. In (5.24-5.25), SQ and Q are each proportional to q, the only other parameter being S, Limiting cases of S are of some interest; some examples follow. the full (solid line) and long-time models (dashed line) and the asymptotic solutions for e = 0.01, 1 -5 = 0.1, mi = m 2 = 1, c c = c d = 0.5, and a = 0.9 for time t = 500. The long-time curves are slightly displaced forward due to the difference between 5 and SQ, but there is good agreement between the long-time solution and the asymptotic approximation.
(ii) S = 0. This case corresponds to the case analysed by, for example, Greenspan (1972) , whereby it is assumed that (ultimately) cells lose all their volume following death; note that if the time scales of cell death and decomposition are comparable then ka should be interpreted as the rate at which cells die and decompose rather than simply as the death rate. We obtain We have thus derived this well-established structure by asymptotic methods as a natural consequence of the model, rather than by a priori assumptions. Figure 11 gives the growth-speed curve for e = 0.01. The long-time solutions for larger values of e are shown in Fig. 14 for e = 0.1 and e = 1; the other parameters are as given in Section 5.2.2. The graph shows very good agreement for the case e = 0.1 as the speed tends to its asymptote U «s 1.53. Even for e = 1 the qualitative agreement is surprisingly good. Note that with these parameter values the case a(l) = 0, implying U = 0, occurs when e « 7.6.
Discussion
Existing mathematical models, such as that of Greenspan (1972) , assume that a spheroid is divided into compartments of growing live cells, mitotically inhibited cells, and (contracting) dead cells. These simple models can capture all phases of spheroid growth and provide a means of gleaning information through analytical study, but this is at the cost of imposing a priori a number of assumptions about tumour structure. The tumour-growth model presented in this paper is new in that it treats the tumour spheroid as a continuum of both living and dead cells, with the local volume change from growth and death creating a continuous velocity field within the spheroid. The diffusion and consumption of a generic nutrient are the only mechanisms for driving cell growth and death which are included, and the model succeeds in capturing (without ad hoc assumptions) the initial ('exponential') and the later (linear) phases of growth. This suggests that the diffusion of nutrients is perhaps the most important factor in governing spheroid growth during these phases. Further, fairly good quantitative agreement with the available experimental data can be achieved.
It is well known that the presence of nonproliferating cells in tumours significantly af-fects the success of treatment via radiotherapy. This mode of therapy tends to target the proliferating cells; the surviving quiescent cells can thus proliferate afterwards because of the renewed nutrient supply, and the tumour may then recover. The prediction of an inner rim of quiescent cells due to low nutrient levels arises naturally from the model; its existence is due to a time lag of cells dying under these conditions. It was shown in Section 5 that this time delay is responsible for the two phases of growth retardation following the initial exponential phase, the first being due to nutrient-diffusion limitations preventing the core cells from proliferating and then a second retardation occurs due to necrosis. In practice, this type of behaviour will be difficult to observe, since most experiments start with a spheroid consisting of O(K) 5 ) cells; the travelling-wave formulation of Section 4 and the long-time equations of Section 5.4 is then the most appropriate formulation. Nevertheless, it would be interesting to have experimental confirmation of the phenomenon. The analysis of Section 4.2 offers insight into the linear-growth phase of the spheroid, and equation (4.14) provides a useful indication of how deeply quiescent cells extend into a well-developed spheroid. In order for more detailed quantitative comparison to be pursued, there is a need for more experimental data, especially with regard to cell death in nutrient-starved conditions. In particular, precise experimental values for the maximum death-rate parameter, B, would be valuable in assessing the validity of the assumptions of the analysis in Section 5.
There is some interest in obtaining ordinary-differential-equation (or, better still, analytical) formulations for tumour growth, for example, in order to assess by simple means the role of the various physical mechanisms. The asymptotics of Section 5 go some way to deriving such models from physically more realistic partial-differential-equation formulations. Some examples follow.
(i) For t = 0(1) and /J <JC 1 the moving-boundary problem (5.1) and (5.3) for a single quasisteady reaction-diffusion equation describes the transition from an exponentialgrowth to a linear-growth phase. This formulation can be further simplified to a single first-order ordinary differential equation in / in some special cases; notably, m\ y>> 1, and the linear case m\ = 1, c c » 1. (ii) For t = 0(\/e) the formulation reduces to a second-order system of ordinary differential equations (5.24) and (5.25), which can be solved analytically for limiting values of S. For <5 > 0 this gives a transition from one growth rate 5 ~ q to a slower one 5 ~ Sq. While for <5 =0 it provides a transition from linear growth to saturation; this makes explicit an unphysical assumption that is inherent in the existing approaches to saturation, namely that the material which comprises a cell completely disappears after its death.
Figures 11 and 14, in particular, indicate the applicability of such simplified versions of the model. Note that on the time scale of Section 5.3 the tumour growth is simply linear to leading order. Finally, note that for <5 > 0 the current model lacks any mechanism to produce the eventual saturation of spheroid growth. In experiments, it is observed that a viable rim of cells remains during saturation, with a regular doubling time. Although several studies have investigated the effects of environmental factors on the eventual saturation size, there is very little information on what actually causes the saturation of growth. Mitotic inhibitors have been extracted from the necrotic core (see, for example, Levine et ai, 1984) , and these prc-sumably diffuse through the spheroid affecting the mjtotic behaviour of some of the cells; however, this mechanism alone cannot be responsible for saturation since it requires that all the cells be inhibited if a continued increase in volume due to cell reproduction is to be prevented; this contradicts experimental observations. During mitosis, the reduced strength in binding between cells may cause individual cells to be shed into the surrounding matrix (Weiss, 1978; Landry et al., 1981) however, the cells that remain will still be reproducing so this mechanism cannot explain growth saturation either. In the models of Greenspan (1972) and subsequent similar studies, the crucial parameter for saturation arises in an expression stating that the contraction rate of the necrotic core is proportional to its volume; it is suggested that this is due to the process of disintegration of necrotic cellular material into simpler permeable compounds with a subsequent loss in volume. However, no indication is given as to what causes the disintegration of the necrotic products or as to what ultimately happens to the chemicals produced. Currently under investigation are possible mechanisms for the volume loss in the necrotic core due to the utilization of necrotic products by neighbouring live cells and through leakage by diffusion into the surrounding matrix. An extension to the mathematical model of this paper can then lead to the prediction of growth saturation, again without making any assumptions on the spheroid structure. Even in an optimal nutrient environment, a small number of cells are in practice, observed to die through apoptosis; for example, around 5% of the surface cells in developed cervical cancers (Moore, 1987) are dead. If the proportion of dead cells is taken to be 6 <K 1, then the live-cell density is approximately 1 -SO and, using the assumptions on the long-time behaviour of n above, we have
From this we can deduce that B(\ -a) is small compared to A so, from (A.I), A % 10-5 s-'.
In the papers cited above, the rates of consumption of both glucose and oxygen fit well with the Michaelis-Menten formula (mi = 1), with the critical concentrations for both the growth rate and consumption rate being of a similar order for both glucose and oxygen. This suggests that f5k m (c) + y(c) is approximately proportional to k m (c), so that either y (c) = 0 or y(c) as yk m (c) for some constant y. In the latter case we can absorb y(c) into pk m (c) by redefining /J and setting y(c) = 0. Either way the maximum consumption rate is given by 0A. Li (1982a) , Hlatky etal. (1988) , and Casciari etal. (1992b) all found that, for various cell lines, the maximal consumption rate, fiA, is about 2 x 10~l 4 gcell~' s" 1 for glucose, and Casciari et al. (1992b) gave ft A *2x 10~l 5 gcell~' s~' for oxygen. There currently appears to be no appropriate data available on the remaining parameters B, c,i, and a. Thus the values adopted in our numerical simulations are estimates.
The parameter values given above are clearly only approximate, and much manipulation of the existing data is required to derive these estimates. Suitable values for the exponents m\ and m^ are difficult to deduce from the reports of Li (1982a,b) , Casciari et al. (1992b) , and Hlatky etal. (1988) , since Li (1982b) suggested that these exponents are significantly greater than one in the relation of cell growth to glucose concentration, whereas the other reports indicated that the consumption of glucose (as a function of its concentration) (its very well to Michaelis-Menten kinetics, m\ = 1. This discrepancy may be a source of quantitative error in the numerical simulations, although most of the mathematical analysis in this paper requires only that m \, m 2 > 1.
