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Abstract
The notion of unbiased orthogonal designs is introduced as a general-
ization among unbiased Hadamard matrices, unbiased weighing matrices
and quasi-unbiased weighing matrices. We provide upper bounds and sev-
eral constructions for mutually unbiased orthogonal designs. As an appli-
cation, mutually quasi-unbiased weighing matrices for various parameters
are obtained.
1 Introduction
A Hadamard matrix of order n is an n× n (1,−1)-matrix H such that HH⊤ =
nIn, where H
⊤ denotes the transpose ofH and In denotes the identity matrix of
order n. A weighing matrix of order n and weight k is an n×n (0, 1,−1)-matrix
W such thatWW⊤ = kIn. Recently unbiased Hadamard matrices and unbiased
weighing matrices have been studied [3, 10, 13]. Two Hadamard matricesH and
K of order n are called unbiased if HK⊤ =
√
nL for some Hadamard matrix L.
Two weighing matrices H and K of order n and weight k are called unbiased if
HK⊤ =
√
kL for some weighing matrix L of weight k [3, 10]. Mutually unbiased
weighing matrices of weight 4 naturally arise in the minimum vectors of root
lattices admitting a decomposition of disjoint orthogonal bases [14, Theorem
3.5]. In the paper [3], Best, Kharaghani and Ramp posed the question for a
construction of 22t+1 Hadamard matricesH1, . . . , H22t+1 of order 2
2t+1 such that
the entries of HiH
⊤
j are 0,±2t+1 for any distinct i, j. In order to answer their
question and consider more general situations, the concept of quasi-unbiased
weighing matrices was given in [14], see Section 2 for the definition. An answer
was obtained by considering the BCH codes with cosets by the first order Reed-
Muller code [14, Theorem 4.4]. Both objects are related to a spread in a partial
geometry [4] or in a strongly regular graph [9] and yield a symmetric association
scheme [18].
A generalized concept for a Hadamard matrix and a weighing matrix is an
orthogonal design, see Section 2 for the definition. In this paper, as a unify-
ing way to study unbiased Hadamard matrices, unbiased weighing matrices and
quasi-unbiased weighing matrices, the concept of unbiased orthogonal designs
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is introduced. Connecting unbiased orthogonal designs with unbiased weigh-
ing matrices, we obtain the upper bound for the number of mutually unbiased
orthogonal designs. We provide various constructions of unbiased orthogonal
designs to use direct sum and tensor product for matrices, mutually suitable
Latin squares.
The main result of the paper is Theorem 4.8, which constructs mutually
unbiased orthogonal designs from a weighing matrix and an orthogonal design.
The significance of the construction provided here is that any weighing matrix
and any orthogonal design of the same order can be used to construct unbi-
ased orthogonal designs. Furthermore we demonstrate how the plug-in method
provides mutually quasi-unbiased weighing matrices from unbiased orthogonal
designs with Goethals-Seidel matrices and Williamson type matrices.
The organization of the paper is as follows. In Section 2 we prepare some
notations ans results needed later. In Section 3 we introduce the concept of
unbiased orthogonal designs, and extend constructions for unbiased Hadamard
matrices and related topics to unbiased orthogonal designs. In Section 4 we pro-
vide a new construction of quasi-unbiased weighing matrices from a finite ring
with unity. By use of this construction, we obtain mutually unbiased orthog-
onal designs. Applications are also provided. In Section 5, we investigate the
properties for some mutually quasi-unbiased weighing matrices constructed from
Theorem 4.8, and finally we discuss unbiasedness for unit orthogonal designs in
Section 6.
2 Preliminaries
In this section, we present notations and results to be used throughout the
paper.
Definition 2.1. An orthogonal design of order n and type (s1, . . . , su) in vari-
ables x1, . . . , xu is a (0,±x1, . . . ,±xu)-matrix D, where x1, . . . , xu are distinct
commuting indeterminates, such that DD⊤ = (s1x
2
1+ · · ·+sux2u)In. We denote
it by OD(n; s1, . . . , su).
Letting (0, 1,−1)-matrices W1, . . . ,Wu be such as D =
∑u
i=1 xiWi, it holds
that Wi is a weighing matrix of order n and weight si for any i.
We recall the existence of orthogonal designs of order 2t, t a positive integer.
There exist orthogonal designsD of order 2, 4, 8 and type (1, 1), (1, 1, 1, 1), (1, 1, 1, 1,
1, 1, 1, 1) respectively as follows:
D =
(
x1 x2
−x2 x1
)
, D =


x1 x2 x3 x4
−x2 x1 x4 −x3
−x3 −x4 x1 x2
−x4 x3 −x2 x1

 ,
2
D =


x1 x2 x3 x4 x5 x6 x7 x8
−x2 x1 x4 −x3 x6 −x5 x8 −x7
−x3 −x4 x1 x2 −x7 x8 x5 −x6
−x4 x3 −x2 x1 x8 x7 −x6 −x5
−x5 −x6 x7 −x8 x1 x2 −x3 x4
−x6 x5 −x8 −x7 −x2 x1 x4 x3
−x7 −x8 −x5 x6 x3 −x4 x1 x2
−x8 x7 x6 x5 −x4 −x3 −x2 x1


.
For t > 3, there exists an orthogonal design D of order 2t and type (si)
2t
i=1 =
(1, 1, 1, 1, 2, 2, 4, 4, . . . , 2t−2, 2t−2) [15]. Thus we have:
Lemma 2.2. (1) For any positive integer t, there exists an orthogonal design
of order 2t and type (s1, . . . , su) where
u = 2, (si)
2
i=1 = (1, 1) if t = 1,
u = 4, (si)
4
i=1 = (1, 1, 1, 1) if t = 2,
u = 8, (si)
8
i=1 = (1, 1, 1, 1, 1, 1, 1, 1) if t = 3,
u = 2t, (si)
2t
i=1 = (1, 1, 1, 1, 2, 2, 4, 4, . . . , 2
t−2, 2t−2) if t > 3.
(2) For any positive integers t, k such that k ≤ 2t, there exists a weighing
matrix of order 2t and weight k.
Proof. (1) is already seen. It holds
{∑
i∈S si | ∅ 6= S ⊂ {1, . . . , u}
}
= {k ∈ Z | 1 ≤ k ≤ 2t}, (2.1)
from which we obtain (2) by substituting 1, 0 into suitable variables.
The concept of quasi-unbiased weighing matrices was introduced in [14] as
a generalization of unbiased weighing matrices [3, 10].
Definition 2.3. Two weighing matrices W1,W2 of order n and weight k are
said to be quasi-unbiased for parameters (n, k, l, a) if (1/
√
a)W1W
⊤
2 is a weighing
matrix of order n and weight l. Weighing matrices W1, . . . ,Wf of order n and
weight k are mutually quasi-unbiased for parameters (n, k, l, a) if any distinct
two of them are quasi-unbiased for the parameters.
If there exist quasi-unbiased weighing matrices for parameters (n, k, l, a),
then it holds that l = k2/a. Using this equality, it is easily shown that for
weighing matrices W1,W2 of order n and weight k, W1,W2 are quasi-unbiased
for parameters (n, k, l, a) if and only if (1/
√
a)W1W
⊤
2 is a (0, 1,−1)-matrix.
The case for the parameters (n, n, l, a) was studied in [2] from the viewpoint of
coding theory.
A (symmetric) association scheme of class d with vertex set X of size n is a
set of non-zero (0, 1)-matrices A0, . . . , Ad, which are called adjacency matrices,
with rows and columns indexed by X , such that:
(1) A0 = In.
(2)
∑d
i=0 Ai = Jn, Jn is the all-one matrix of order n.
(3) For any i ∈ {0, 1, . . . , d}, A⊤i = Ai.
3
(4) For any i, j ∈ {0, 1, . . . , d}, AiAj =
∑d
k=0 p
k
ijAk for some p
k
ij ’s.
The vector space over R spanned by Ai’s forms a commutative algebra,
denoted by A and called adjacency algebra. There exists a basis of A consisting
of primitive idempotents, say E0 = (1/n)Jn, E1, . . . , Ed. Since {A0, A1, . . . , Ad}
and {E0, E1, . . . , Ed} are two bases ofA, there exist the change-of-bases matrices
P = (Pij)
d
i,j=0, Q = (Qij)
d
i,j=0 so that
Aj =
d∑
i=0
PijEi, Ej =
1
n
d∑
i=0
QijAi.
The matrix P (Q respectively) is said to be the first (second respectively) eigen-
matrix.
3 Unbiased orthogonal designs
Definition 3.1. LetD1, D2 be orthogonal designs of order n and type (s1, . . . , su)
in variables x1, . . . , xu. The orthogonal designs D1, D2 are unbiased with param-
eter α if α is a positive real number and there exists a (0, 1,−1)-matrixW such
that
D1D
⊤
2 =
s1x
2
1 + · · ·+ sux2u√
α
W.
Orthogonal designs D1, . . . , Df are mutually unbiased with parameter α if any
distinct two of the orthogonal designs are unbiased with parameter α.
Remark 3.2. (1) Note that the (0, 1,−1)-matrix W in Definition 3.1 must be
a weighing matrix of weight α, thus α must be a positive integer.
(2) If α = n, then the matrix W in Definition 3.1 is a Hadamard matrix of
order n.
Proposition 3.3. Suppose there exist unbiased orthogonal designs of order n
and type (s1, . . . , su) with parameter α. Then there exist quasi-unbiased weighing
matrices for the parameters (n,
∑
i∈S si, α, (
∑
i∈S si)
2/α)) for any nonempty
subset S ⊂ {1, . . . , u}.
Proof. Let D1, D2 be unbiased orthogonal designs with the desired parameters.
Substituting 1 if j ∈ S and 0 otherwise into xj inD1 andD2 yield quasi-unbiased
weighing matrices for the desired parameters.
Remark 3.4. Proposition 3.3 shows that we have:
• unbiased Hadamard matrices if α = n and ∑ui=1 si = n,
• unbiased weighing matrices if α < n and S ⊆ {1, . . . , u} such that∑i∈S si =
α,
• quasi-unbiased Hadamard matrices if α < n and ∑ui=1 si = n,
• quasi-unbiased weighing matrices if S ⊆ {1, . . . , u} such that∑i∈S si 6= α.
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Thus, unbiased orthogonal designs is a unified concept for various unbiased
matrices.
Assume that D1, . . . , Df are mutually unbiased orthogonal designs of order
n and type (s1, . . . , su) with parameter α. By Proposition 3.3 with S = {1},
we obtain quasi-unbiased weighing matrices W1, . . . ,Wf for the parameters
(n, s1, α, s
2
1/α). Then (
√
α/s1)W1W
⊤
2 , . . . , (
√
α/s1)W1W
⊤
f are f − 1 mutually
unbiased weighing matrices of weight α. Applying [3, Corollary 9] to these, we
obtain the following upper bound.
Proposition 3.5. Let D1, . . . , Df be mutually unbiased orthogonal designs of
order n and type (s1, . . . , su) with parameter α. Then the following holds.
(1) f ≤ (n−1)(n+2)2 + 1.
(2) If 3α− (n+ 2) ≥ 0, then f ≤ α(n−1)3α−(n+2) + 1.
Problem 3.6. Find examples of mutually unbiased orthogonal designs attain-
ing the upper bounds in Proposition 3.5, or improve the upper bounds.
In the rest of this section we show how constructions of unbiased Hadamard/weighing
matrices are extended to those of unbiased orthogonal designs.
The direct product of matrices is used to give unbiased orthogonal designs.
Proposition 3.7. If there exist unbiased orthogonal designs D1, . . . , Df of or-
der n with parameter α and type (s1, . . . , su) and unbiased orthogonal designs
D′1, . . . , D
′
f of order m and type (s1, . . . , su) with parameter α, then D1 ⊕
D′1, . . . , Df ⊕ D′f are unbiased orthogonal designs of order n + m and type
(s1, . . . , su) with parameter α.
Proof. Straightforward.
The tensor product of unbiased orthogonal designs and quasi-unbiased weigh-
ing matrices give unbiased orthogonal designs.
Proposition 3.8. Suppose that there exist unbiased orthogonal designs D1, . . . , Df
of order n and type (s1, . . . , su) with parameter α and quasi-unbiased weighing
matrices W1, . . . ,Wf for the parameters (m, k, l, a).
(1) D1 ⊗W1, . . . , Df ⊗W1 are unbiased orthogonal designs of order nm and
type (ks1, . . . , ksu) with parameter α.
(2) D1 ⊗W1, . . . , D1 ⊗Wf are unbiased orthogonal designs of order nm and
type (ks1, . . . , ksu) with parameter lα.
Proof. Straightforward.
For an orthogonal design of order n and type (s1, . . . , su) and a weighing
matrix of order n and weight k, we obtain n matrices as an extension of a part
of a result in [11].
Lemma 3.9. Let D be an orthogonal design D of order n and type (s1, . . . , su)
in variables x1, . . . , xu with i-th column di, and W a weighing matrix of order
n and weight k with i-th column wi. Define Ci = wid
⊤
i ,Wi = wiw
⊤
i for i ∈
{1, . . . , n}. Then the following hold.
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(1) CiC
⊤
j = On, 1 ≤ i 6= j ≤ n, where On is the zero matrix.
(2) CiC
⊤
i = (s1x
2
1 + · · ·+ sux2u)Wi, 1 ≤ i ≤ n.
(3)
∑n
i=1Wi = kIn.
The following lemma will be used in Proposition 3.11, which is an exten-
sion of a construction of Bush-type Hadamard matrices [11, Corollary 5], see
Section 5 for the definition of Bush-type Hadamard matrices.
Lemma 3.10. Let D,W,Ci be the same as Lemma 3.9, and L = (l(i, j))
n
i,j=1
a Latin square of order n. Then D˜ = (Cl(i,j))
n
i,j=1 is an orthogonal design of
order n2 and type (ks1, . . . , ksu).
Proof. The (i, j)-block of D˜D˜⊤ is
n∑
m=1
Cl(i,m)C
⊤
l(j,m). (3.1)
When i = j, (3.1) is equal to k(s1x
2
1 + · · · + sux2u)In by Lemma 3.9 (2), (3).
When i 6= j, (3.1) is equal to On by Lemma 3.9 (1). Thus D˜ is an orthogonal
design of order n2 and type (ks1, . . . , ksu).
Next we use Latin squares. Two Latin squares L1 and L2 of size n on symbol
set {1, 2, . . . , n} are called suitable if every superimposition of each row of L1 on
each row of L2 results in only one element of the form (a, a). Latin squares in
which every distinct pair of Latin squares is suitable are called mutually suitable
Latin squares. Note that the existence of f mutually suitable Latin squares is
equivalent to the existence of m mutually orthogonal Latin squares [10, Lemma
9]. The following is an extension of [10, Theorem 13].
Proposition 3.11. If there exist an orthogonal design D of order n and type
(s1, . . . , su), a weighing matrix W of order n and weight k and f mutually
suitable Latin squares L1, . . . , Lf of order n, then there exist f + 1 unbiased
orthogonal designs of order n2 and type (ks1, . . . , ksu) with parameter α = 1.
Proof. Let m1,m2 be distinct elements in {1, . . . , f}. Let l(i, j), l′(i, j) denote
the (i, j)-entry of Lm1 , Lm2 respectively. Set D˜m1 = (Cl(i,j)), D˜m2 = (Cl′(i,j)),
where Ci is defined in Lemma 3.9. By Lemma 3.10, each D˜i is an orthogonal
design of order n2 and type (ks1, . . . , ksu).
First we claim D˜m1 , D˜m2 are unbiased with parameter α = 1. We calculate
the (i, j)-block of D˜m1D˜
⊤
m2
as follows.
the (i, j)-block of D˜m1D˜
⊤
m2
=
n∑
m=1
Cl(i,m)C
⊤
l′(j,m). (3.2)
There uniquely exists k ∈ {1, . . . , n} such that l(i, k) = l′(j, k) = a, say, and
l(i,m) 6= l′(j,m) for any m 6= k since Lm1 , Lm2 are suitable. Then (3.2) is
Cl(i,k)C
⊤
l′(j,k) = CaC
⊤
a = (s1x
2
1 + · · ·+ sux2u)Wa.
Since Wa is a (0, 1,−1)-matrix, D˜m1 , D˜m2 are unbiased with parameter α = 1.
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Next we show that one more orthogonal design is added as follows. Define
a (0,±x1, . . . ,±xu)-matrix D′ to be (wjd⊤i )ni,j=1. Then D′ is an orthogonal
design. Indeed,
the (i, j)-block of D′D′⊤ =
n∑
m=1
wmd
⊤
i djw
⊤
m = δijk(s1x
2
1 + · · ·+ sux2u)In.
Next we show that D′ and D˜m are unbiased for any m ∈ {1, . . . , f}. Letting
l′′(i, j) denote the (i, j)-entry of a Latin square Lm, there uniquely exists k ∈
{1, . . . , n} such that l′′(j, k) = i, where . Then
the (i, j)-block of D′D˜⊤m =
n∑
m=1
wmd
⊤
i dl′′(j,m)w
⊤
l′′(j,m)
= (s1x
2
1 + · · ·+ sux2u)wkw⊤i .
Since wkw
⊤
i is a (0, 1,−1)-matrix, D′ and D˜m are unbiased with parameter
α = 1.
It is known that if there exist Hadamard matrices of order 4m, 4n, then
there exists a Hadamard matrix of order 8mn [1]. This construction was used
to construct quasi-unbiased Hadamard matrices in [2]. We use this idea to
orthogonal designs in order to obtain unbiased orthogonal designs.
Proposition 3.12. If there exist an orthogonal design order 4m of type (s1, . . . , su)
and quasi-unbiased Hadamard matrices for parameters (4n, 4n, l, a), then there
exist unbiased orthogonal designs of order 8mn and type (2ns1, . . . , 2nsu) with
parameter α = 16n2/a.
Proof. Let D be an orthogonal designs of order 4m and type (s1, . . . , su) in
variables x1, . . . , xu and H1, H2 be quasi-unbiased Hadamard matrices for the
parameters (4n, 4n, l, a).
Let Hi,j (i, j = 1, 2) be 4n × 2n matrices and Di (i = 1, 2) be 2m × 4m
matrices such that
Hi =
(
Hi,1 Hi,2
)
, D =
(
D1
D2
)
.
We define D˜i (i = 1, 2) as
D˜i =
1
2
(Hi,1 +Hi,2)⊗D1 + 1
2
(Hi,1 −Hi,2)⊗D2.
Then it is directly shown that D˜i (i = 1, 2) are unbiased orthogonal designs of
order 8nm and type (2ns1, . . . , 2nsu) with parameter α = 16n
2/a.
4 A construction and some applications using
the plug-in method
In this section, first we provide a construction of quasi-unbiased weighing ma-
trices, and then it will be used to construct unbiased orthogonal designs.
The following lemma is a construction of (0, 1)-matrices from a finite ring
with unity, which satisfy Lemma 4.6. This lemma with Lemma 4.6 constructs
mutually quasi-unbiased weighing matrices satisfying Proposition 4.7.
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Lemma 4.1. Let R be a finite ring with unity and n elements. If there exist
elements x1, . . . , xm ∈ R such that xi − xj is a unit in R for any distinct i, j,
then there exist n×n monomial (0, 1)-matrices Ki,j, i, j ∈ {1, . . . ,m} such that∑m
l=1Ki,lK
⊤
j,l is a (0, 1)-matrix for any distinct i, j.
Proof. Assume that the additive group of R is isomorphic to Zn1 × · · · × Zns .
Let rh be an h×h circulant matrix with the first row (0, 1, 0, . . . , 0). We identify
elements in R with elements in Zn1 × · · · ×Zns . Define a group homomorphism
φ : R→ GLn(R) as φ((xi)si=1) = ⊗ti=1rxini .
Let α1, . . . , αm be any distinct elements in R. Set Ki,j = φ(xiαj) for i, j ∈
{1, . . . ,m}. Then each Ki,j is clearly an n× n monomial (0, 1)-matrix. For any
distinct i, j,
∑m
l=1Ki,lK
⊤
j,l =
∑m
l=1 φ((xi−xj)αl) is a (0, 1)-matrix since xi−xj
is a unit for any distinct i, j.
Example 4.2. Let m, p be positive integers such that p is the least prime
number dividing m. Then 0, 1, . . . , p− 1 satisfy the property that the difference
of any distinct two elements is a unit in Zm, and p is the maximum number of
such elements by the pigeonhole principle.
Example 4.3. Let q be a prime power and Fq the finite field with q elements.
Then any distinct m elements in Fq satisfy that the difference of any distinct
two is a unit in Fq.
Example 4.4. Let p, s,m be positive integers such that p is prime, let h(x) be
a basic irreducible polynomial of degree m over Zps . The ring Zps [x]/(h(x)) is
called a Galois ring, denoted by GR(ps, psm). Write ξ = x + (h(x)). Then the
order of ξ is pm − 1, and ξi − ξj is a unit for any distinct i, j ∈ {0, . . . , pm − 2}
[19, Theorem 14.8].
We pose a problem in order to construct (0, 1)-matrices in Lemma 4.1.
Problem 4.5. For a given finite ring R with unity, determine the largest posi-
tive integer m such that there exist elements x1, . . . , xm ∈ R in such a way that
xi − xj is a unit in R for any distinct i, j.
For an m×m matrixW = (wij)mi,j=1 and n×n matrices K1, . . . ,Km, denote
by W ⊗ (K1, . . . ,Km)


w11K1 w12K2 · · · w1mKm
w21K1 w22K2 · · · w2mKm
...
...
. . .
...
wm1K1 wm2K2 · · · wmmKm

 .
The following lemma provides mutually quasi-unbiased weighing matrices
from (0, 1)-matrices satisfying the assumptions of Lemma 4.1, and will be used
to construct unbiased orthogonal designs in Proposition 4.7.
Lemma 4.6. Let n,m, k be positive integers such that m ≤ n. Let W =
(wij)
m
i,j=1 be a weighing matrix of order m and weight k, Ki,j (i, j ∈ {1, . . . ,m})
n×n monomial (0, 1)-matrices such that∑ml=1Ki,lK⊤j,l is a (0, 1)-matrix for any
distinct i, j ∈ {1, . . . ,m}, and set Wi =W ⊗(Ki,1, . . . ,Ki,m) for i ∈ {1, . . . ,m}.
Then the following hold.
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(1) Wi is a weighing matrix of order nm and weight k.
(2) W1, . . . ,Wm are mutually quasi-unbiased weighing matrices for (nm, k, k
2, 1).
Proof. (1): Since the (a, b)-th block of WiW
⊤
i is
m∑
l=1
(walKi,l)(wblKi,l)
⊤ =
m∑
l=1
walwblIn = δabkIn,
Wi is a weighing matrix of the desired order and weight, where δab denotes the
Kronecker delta.
(2): It is enough to show that WiW
⊤
j is a (0, 1,−1)-matrix for any distinct
i, j. Letting i, j be distinct elements in {1, . . . ,m}, the (a, b)-th block of WiW⊤j
is
m∑
l=1
(walKi,l)(wblKj,l)
⊤ =
m∑
l=1
walwblKi,lK
⊤
j,l,
which is a (0, 1,−1)-matrix, since∑ml=1Ki,lK⊤j,l is a (0, 1)-matrix and walwbl is
0,±1.
Finally we provide a construction for unbiased orthogonal designs from some
quasi-unbiased weighing matrices and an orthogonal design.
Proposition 4.7. Let W1, . . . ,Wf be mutually quasi-unbiased weighing ma-
trices for parameters (nm, k, k2, 1). Assume that Wi(In ⊗ Jm) is a (0, 1,−1)-
matrix for any i ∈ {1, . . . , f}. Let K be an orthogonal design of order m and
type (s1, . . . , su) in variables x1, . . . , xu. Then there exist f mutually unbiased
orthogonal designs of order nm and type (ks1, . . . , ksu) with parameter α = k
2.
Proof. Let Di =Wi(In ⊗K) for any i ∈ {1, . . . , f}.
Each matrix Di is clearly a (0,±x1, . . . ,±xu)-matrix. For i, j ∈ {1, . . . , f},
DiD
⊤
j =WiW
⊤
j (In ⊗KK⊤) = (
u∑
k=1
skx
2
k)WiW
⊤
j .
SinceWiW
⊤
i = kInm for any i, Di is an orthogonal design of order nm and type
(ks1, . . . , ksu). Since WiW
⊤
j is a (0, 1,−1)-matrix for any distinct i, j, Di, Dj
are unbiased with parameter α = k2.
We are ready for the main result. By Lemmas 4.1, 4.6, Propositions 3.3, 4.7
and Example 4.3, we obtain the following result.
Theorem 4.8. Let q,m, k, s1, . . . , su be positive integers such that q is a prime
power and m ≤ q. Assume that there exist a weighing matrix of order m and
weight k and an orthogonal design of order m and type (s1, . . . , su). Then the
following hold.
(1) There exist m mutually unbiased orthogonal designs of order mq and type
(ks1, . . . , ksu) with parameter α = k
2.
(2) There exist m mutually quasi-unbiased weighing matrices for parameters
(mq, k
∑
i∈S si, k
2, (
∑
i∈S si)
2) for any nonempty subset S ⊂ {1, . . . , u}.
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In particular, by taking q a power of 2 in Theorem 4.8 and by Lemma 2.2,
we obtain the following.
Corollary 4.9. Let t, k, u, s1, . . . , su,m be positive integers such that k,m ≤ 2t,
u is 2t if t = 1, 2, 3 and 2t if t > 3 and
(si)
2
i=1 = (1, 1) if t = 1,
(si)
4
i=1 = (1, 1, 1, 1) if t = 2,
(si)
8
i=1 = (1, 1, 1, 1, 1, 1, 1, 1) if t = 3,
(si)
2t
i=1 = (1, 1, 1, 1, 2, 2, 4, 4, . . . , 2
t−2, 2t−2) if t > 3.
Then the following hold.
(1) There exist 2t mutually unbiased orthogonal designs of order 22t and type
(ksi)
2t
i=1 with parameter α = k
2.
(2) There exist 2t mutually quasi-unbiased weighing matrices for the parame-
ters (22t,mk, k2,m2).
In the rest of this section we use the plug-in method in Theorem 4.8 in order
to show some of the many applications of the construction there. In order to
use the plug-in method in Theorem 4.8 the variables should be replaced with
amicable matrices and in order to preserve the orthogonality of the designs,
the matrices should satisfy the sum property. For example, matrices A and B
replaces variables a and b, if A and B are amicable, i.e. ABt = BAt. The
sum property refers to the property that matrices Ai replacing variables ai,
i = 1, 2, · · · , k, should satisfy ∑i=ki=1 AiAti = ℓI for some positive integer ℓ. We
refer reader to [16] for the terminologies not defined here. Our first application
relates to part (1) in Corollary 4.9, but we need to recall a result of Goethals
and Seidel [8]. There they showed the existence of two circulant and symmetric
(1,−1)-matrices Iq + R and S of order q = 12 (p + 1), p ≡ 1 (mod 4) a prime
power such that RR⊤+ SS⊤ = pIq. Note that the existence of Goethals-Seidel
matrices imply the existence of Williamson matrices, see [8].
Proposition 4.10. There are two quasi-unbiased weighing matrices for the
parameters (4q, 4q − 2, 4, (2q − 1)2) for every q = 12 (p + 1), p ≡ 1 (mod 4) a
prime power.
Proof. Replace the variables in part (1) of Corollary 4.9 by Goethals-Seidel
matrices of order q = 12 (p+ 1), p ≡ 1 (mod 4) a prime power.
Our second application relates to part (2) in Corollary 4.9, where there are
four independent variables. Here we replace the variables by four Williamson
type matrices.
Proposition 4.11. There are four mutually quasi-unbiased Hadamard matri-
ces for the parameters (16n, 16n, 16, 16n2) for every n which is the order of
Williamson type matrices.
Proof. Replace the variables in part (2) of Corollary 4.9 by the Williamson type
matrices of order n.
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Corollary 4.12. There are four quasi-unbiased weighing matrices for the pa-
rameters (16q, 16q, 16, 16q2) for every q = 12 (p + 1), p ≡ 1 (mod 4) a prime
power.
Proof. There are Williamson matrices of order q = 12 (p + 1), p ≡ 1 (mod 4) a
prime power, so this follows from Proposition 4.11.
Example 4.13. Since there exist Williamson type matrices of order 3, Propo-
sition 4.11 provides four mutually quasi-unbiased Hadamard matrices for the
parameters (48, 48, 16, 144) are obtained. These parametrs were missing from
Table 1 in [2].
Our last application relates to the asymptotic existence of quasi-unbiased
Hadamard matrices. In order to do this we need the following important and
well known result, see [8, 17].
Lemma 4.14. There is an OD(2t; a, b, 2t − a − b) for all integers t ≥ 2 and
0 ≤ a+ b ≤ 2t.
Proof. This is Corollary 7.2 of [8].
Seberry used the most effective and intelligent use of the above lemma in
order to show the asymptotic existence of Hadamard matrices. The essence of
her method is that for a give prime number q it is sufficient to work with only
three (±1)-matrices, namely, Jq, Jq − 2Iq and Pq, the Paley matrix of order
q. In order to make these matrices mutually amicable, all that is needed is to
multiply Pq on the right by Rq, the back identity matrix of order q. For a given
prime number q she found a positive integer t for which 2t can be written as
sum of three suitable positive integers, which was determined in a way to have a
class of matrices chosen from {Jq, Jq−2Iq, Pq+Iq} suitable for the plug-in. The
most important aspect of the method is the existence of an orthogonal design
of order 2t of a type determined in a way to make the selected matrices satisfy
the sum property. She then used the corresponding orthogonal design of order
2t in three variables and replaced the variables with the three plug-in matrices
leading to the construction of a Hadamard matrix of order 2tp. The final step
in her construction was to split any given integer as a product of prime numbers
and using some product properties, see [17] for details. Inspired by this method,
we are led to the following general result.
Theorem 4.15. Given a prime number q, there is some integer t for which
there are 2t mutually quasi-unbiased Hadamard matrices for the parameters
(22tq, 22tq, 22t, 22tq2).
Proof. Following Seberry’s method in [17], we give a proof for each of q ≡ 3
(mod 4) and q ≡ 1 (mod 4). Let q ≡ 3 (mod 4), there is t depending on
q for which 2t can be written as sum of three integers a, b, c appropriate for
suitable plug-in matrices. Applying part (1) of Theorem 4.8 we have 2t mutually
unbiased orthogonal designs of order 22t and type (a, b, c). We then replace the
variables with the appropriate plug-in matrices from {Jq, Jq−2Iq, Pq+Iq}. Note
that the Paley matrix for q ≡ 3 (mod 4) is skew symmetric. For q ≡ 1 (mod 4),
the Paley matrix Pq is symmetric and thus both Pq + Iq and Pq − Iq should
be present in the construction. So, there is a need to add one more variable to
the orthogonal design. Applying part (1) of Theorem 4.8 we have 2t mutually
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unbiased orthogonal designs of order 22t and type (a, b, c, c). We now replace the
variables with the appropriate plug-in matrices from {Jq, Jq − 2Iq, Pq + Iq, Pq −
Iq}.
In the following two examples we illustrate the construction method in The-
orem 4.15.
Example 4.16. Let q = 5 in Theorem 4.15. Starting with the OD(8; 1, 1, 6),
let D be the OD(16; 2, 2, 6, 6). By Theorem 4.8, there are 16 mutually unbiased
orthogonal designs of order 256 and type (32, 32, 96, 96) in variables a, b, c and
d, respectively. Replacing a with J5, b with J5 − 2I5, c with P5 + I5 and d with
P5 − I5, we get 16 mutually quasi-unbiased Hadamard matrices of order 1280
for the parameters (1280, 1280, 256, 6400).
Example 4.17. Let q = 7 in Theorem 4.15. Let D be the OD(16; 1, 3, 13). By
Theorem 4.8, there are 16 mutually unbiased orthogonal designs of order 256
and type (16, 32, 208) in variables a, b and c respectively. Replacing a with J7, b
with J7− 2I7 and c with the converted Paley matrix P7R7 of order 7 (the Paley
matrix P7 is multiplied by the back identity matrix R7 of order 7), we get 16
mutually quasi-unbiased Hadamard matrices of order 1792 for the parameters
(1792, 1792, 256, 12544).
5 Quasi-unbiased weighing matrices for (22t, 2t, 22t, 1)
In this section, we focus on quasi-unbiased weighing matrices for the param-
eters (22t, 2t, 22t, 1) in Corollary 4.9 (2) for the case where W = (wij)
2t
i,j=1 is
a Hadamard matrix of order 2t. Recall that φ is the group homomorphism
from the additive group F2t to GL2t(R), and Wi = (wklφ(αiαl))
2t
k,l=1 where
F2t = {α1, . . . , α2t}. Let W2t+1 = I2t ⊗W . We are going to show that
• W1, . . . ,W2t yield maximal mutually unbiased Bush-type Hadamard ma-
trices,
• W1, . . . ,W2t+1 are maximal,
• W1, . . . ,W2t+1 give rise to an association scheme.
A Hadamard matrix H of order n2 is of Bush-type if H is partitioned into
H = (Hij)
n
i,j=1, n
2 squares of size n, such that Hii = Jn for any i ∈ {1, . . . , n}
and HijJn = JnHij = On for any distinct i, j ∈ {1, . . . , n} [5].
Proposition 5.1. The matrix WiW
⊤
j is a Bush-type Hadamard matrix of order
22t for any distinct i, j ∈ {1, . . . , 2t}.
Proof. Let i, j be any distinct elements in {1, . . . , 2t}. The product WiW⊤j is
calculated as follows:
the (a, b)-block of WiW
⊤
j =
2t∑
m=1
wamwbmφ((αi + αj)αm). (5.1)
For any a = b, (5.1) is
2t∑
m=1
φ((αi + αj)αm) =
2t∑
m=1
φ(αm) = J2t .
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For any a 6= b, wamwbm takes 1,−1 exactly 2t−1 times when m runs over
{1, . . . , 2t}. Thus any row sum and any column sum of (5.1) are equal to 0.
Therefore WiW
⊤
j is of Bush-type.
In particularW1W
⊤
2 , . . . ,W1W
⊤
2t are mutually unbiased Bush-type Hadamard
matrices of order 22t [12]. The 2t − 1 mutually unbiased Bush-type Hadamard
matrices attain the upper bound in [12, Remark 8 (b)]
A set of mutually quasi-unbiased matricesW1, . . . ,Wf for parameters (n, k, l, a)
is maximal if there is no weighing matrix W such that W1, . . . ,Wf ,W are mu-
tually quasi-unbiased for the same parameters. The weight of a vector u is the
number of the non-zero entries of u. A column (0, 1,−1)-vector u of weight k
and a weighing matrix W of order n and weight k are quasi-unbiased for pa-
rameters (n, k, l, a) if Wu is a (0,
√
a,−√a)-vector of weight l. Note that for
quasi-unbiased weighing matricesW1,W2 for parameters (n, k, l, a),W1 and any
column vector of W⊤2 are quasi-unbiased for the parameters.
Theorem 5.2. The set of mutually quasi-unbiased weighing matricesW1, . . . ,W2t+1
for the parameters (22t, 2t, 22t, 1) is maximal.
Proof. We claim that there is no (0, 1,−1)-vector of length 22t and weight 2t
which is quasi-unbiased for parameters (22t, 2t, 22t, 1) to all of W1, . . . ,W2t+1.
Assume that there exists such a column vector u = u1 · · ·u2t of length 22t,
where each ui has length 2
t. Since u is quasi-unbiased to W2t+1, each ui has
exactly one non-zero coordinate which is in {1,−1}. Since
W1 + · · ·+W2t+1 ≡


J2t J2t J2t · · · J2t
O2t O2t J2t · · · J2t
O2t J2t O2t · · · J2t
...
...
...
. . .
...
O2t J2t J2t · · · O2t


(mod 2)
and J2tui ≡ 1 (mod 2) where 1 denotes the all-one vector, we obtain
(W1 + · · ·+W2t+1)u =


∑2t
j=1 J2tuj∑2t
j=2 J2tuj − J2tu2
...∑2t
j=2 J2tuj − J2tu2t


≡ 0 (mod 2) (5.2)
where 0 denotes the zero vector.
On the other hand, since u is quasi-unbiased to Wi for any i ∈ {1, . . . , 2t},
Wiu is a (1,−1)-vector. Thus the entries ofW1u+· · ·+W2t+1u are odd integers,
a contradiction to (5.2).
Finally we show that an association scheme is obtained from any f matrices
in {W1, . . . ,W2t+1}. LetWi1 ,Wi2 , . . . ,Wif be any f matrices in {W1, . . . ,W2t+1}.
Let
G =


Wi1
Wi2
...
Wif


(
W⊤i1 W
⊤
i2
. . . W⊤if
)
.
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Using the properties of the given matrices, we can write G = 2tIf22t +N , where
N is an f22t × f22t (1,−1)-matrix.
Write N = N+ −N−, where N+ and N− are disjoint (0, 1)-matrices. Then
it holds that N+ +N− = J22t ⊗ (Jf − If ).
Consider
G˜ =
(
G −G
−G G
)
.
We can write
G˜ = 2tIf22t+1 − 2tIf22t ⊗ (J2 − I2) +
(
N+ N−
N− N+
)
−
(
N− N+
N+ N−
)
.
Further we define B to be a (0, 1)-matrix obtained from G˜ by replacing zero
entries with 1 and non-zero entries with 0, namely
B =
(
(J22t − I22t)⊗ If (J22t − I22t)⊗ If
(J22t − I22t)⊗ If (J22t − I22t)⊗ If
)
.
Using the decomposition J22t − I22t = (J2t − I2t) ⊗ I2t + J2t ⊗ (J2t − I2t),
we let
A0 = If22t+1 , A1 = (J2 − I2)⊗ If22t ,
A2 =
(
N+ N−
N− N+
)
, A3 =
(
N− N+
N+ N−
)
,
A4 =
(
(J2t − I2t)⊗ I2t ⊗ If (J2t − I2t)⊗ I2t ⊗ If
(J2t − I2t)⊗ I2t ⊗ If (J2t − I2t)⊗ I2t ⊗ If
)
,
A5 =
(
J2t ⊗ (J2t − I2t)⊗ If J2t ⊗ (J2t − I2t)⊗ If
J2t ⊗ (J2t − I2t)⊗ If J2t ⊗ (J2t − I2t)⊗ If
)
.
The following lemma will be used in Theorem 5.4.
Lemma 5.3. For any distinct i, j ∈ {1, . . . , 2t + 1}, let WiW⊤j = (Mij)2
t
i,j=1
where each Mij is a 2
t × 2t matrix. Then ∑2tm=1Mkm = ∑2tm=1Mmk = 2tI2t
for any k ∈ {1, . . . , 2t + 1}.
Proof. Straightforward.
Theorem 5.4. The set of matrices {A0, A1, . . . , A5} forms an association scheme.
Proof. Let A = span(A0, A1, . . . , A5). By [13, Theorem 4.1], the set of matrices
{A0, A1, A2, A3, A4 +A5} forms an association scheme.
It is obvious that A1A5, (A2 + A3)A5, A4A5, A
2
5 ∈ A. By Lemma 5.3, it
holds that (J2t ⊗ I2t ⊗ If )N = 2t(J2t − I2t) ⊗ I2t ⊗ If , from which we obtain
(A0 + A1 + A5)(A2 − A3) ∈ A. Thus it holds that A2A5, A3A5 ∈ A, therefore
we conclude that A forms the adjacency algebra of an association scheme.
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The eigenmatrices P,Q of the association scheme with some ordering of Ei’s
are given as follows:
P =


1 1 (f − 1)22t (f − 1)22t 2t+1(2t − 1) 2(2t − 1)
1 1 −22t −22t 2t+1(2t − 1) 2(2t − 1)
1 −1 −2t 2t 0 0
1 −1 (f − 1)2t −(f − 1)2t 0 0
1 1 0 0 −2t+1 2(2t − 1)
1 1 0 0 0 −2


,
Q =


1 f − 1 (f − 1)22t 22t f(2t − 1) f2t(2t − 1)
1 f − 1 −(f − 1)22t −22t f(2t − 1) f2t(2t − 1)
1 −1 −2t 2t 0 0
1 −1 2t −2t 0 0
1 f − 1 0 0 −f 0
1 f − 1 0 0 f(2t − 1) −f2t


.
Note that the association scheme is uniform in the sense of [7].
6 Unbiased unit orthogonal designs
Finally we consider a generalization for unbiased orthogonal designs, namely we
allow complex numbers for the entries.
Let T = {c ∈ C | |c| = 1}. A unit weighing matrix of order n and weight k
is an n × n {0} ∪ T-matrix W such that WW ∗ = kIn, where W ∗ denotes the
transpose conjugate of W .
Two unit weighing matrices W1,W2 of order n and weight k are said to
be quasi-unbiased for parameters (n, k, l, a) if (1/
√
a)W1W
⊤
2 is a unit weighing
matrix of order n and weight l. Unit weighing matrices W1, . . . ,Wf of order
n and weight k are mutually quasi-unbiased for parameters (n, k, l, a) if any
distinct two of them are quasi-unbiased with the parameters.
A unit orthogonal design of order n and type (s1, . . . , su) in variables x1, . . . , xu
is an n × n matrix with entries in {0} ∪ {ǫixi | i = 1, . . . , u, ǫi ∈ T}, where
x1, . . . , xu are distinct commuting real indeterminates, such thatDD
∗ = (s1x
2
1+
· · ·+ sux2u)In.
Let D1, D2 be unit orthogonal designs of order n and type (s1, . . . , su) in
variables x1, . . . , xu. The unit orthogonal designs D1, D2 are unbiased with
parameter α if α is a positive real number and there exists an n × n {0} ∪ T-
matrix W such that
D1D
∗
2 =
s1x
2
1 + · · ·+ sux2u√
α
W.
We note that if we replace a weighing matrix with a unit weighing matrix or
an orthogonal design with a unit orthogonal design in Section 3, then we obtain
unbiased unit orthogonal designs.
We extend the construction in Example 4.3 to complex case. Consider-
ing a homomorphism from Zm to GLm(C) defined by x 7→ cxm where cm =
diag(1, w, w2, . . . , wm−1) · rm and w is a primitive m-th root unity, we obtain
the following lemma. The proof is obtained by replacing the homomorphism φ
with the above.
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Lemma 6.1. Let q be a prime power. Then there exist q×q monomial {0}∪T-
matrices Ki,j, i, j ∈ {1, . . . , q} such that
∑m
l=1Ki,lK
∗
j,l = Jq for any distinct
i, j.
A complex Hadamard matrix of order n is a unit weighing matrix of order
n and weight n. An (n,m)-Butson Hadamard matrix is a complex Hadamard
matrix of order n with entries equal to m-th roots of unity [6]. A complex
Hadamard matrix H of order n2 is of Bush-type if H is partitioned into H =
(Hij)
n
i,j=1, n
2 squares of size n, such that Hii = Jn for any i ∈ {1, . . . , n} and
HijJn = JnHij = On for any distinct i, j ∈ {1, . . . , n}.
Using the matrices Ki,j’s in Lemma 6.1 with the same construction in The-
orem 4.8, we obtain mutually unbiased unit orthogonal designs.
Theorem 6.2. Let q,m, k, s1, . . . , su be positive integers such that q is a prime
power and m ≤ q. Assume that there exist a weighing matrix of order m and
weight k and an orthogonal design of order m and type (s1, . . . , su). Then the
following hold.
(1) There exist m mutually unbiased unit orthogonal designs of order mq and
type (ks1, . . . , ksu) with parameter α = k
2.
(2) There exist m mutually quasi-unbiased unit weighing matrices for pa-
rameters (mq, k
∑
i∈S si, k
2, (
∑
i∈S si)
2) for any nonempty subset S ⊂
{1, . . . , u}.
In particular if we use a (q, q)-Butson Hadamard matrix in the construction,
we obtain the following.
Theorem 6.3. For any prime power q, there exist q mutually unbiased unit
weighing matrices W1, . . . ,Wq for parameters (q
2, q, q2, 1) such that WiW
∗
j is a
Bush-type (q2, q)-Butson Hadamard matrix for any distinct i, j ∈ {1, . . . , q}.
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