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Povzetek  
V našem delu predstavljamo metodo s katero rešujemo problematiko vodene super-
resolucije termalnih slik. Metoda temelji na pristopih strojnega učenja z uporabo 
konvolucijskih nevronskih mrež, ki so učene v enovitnem načinu. Model si za pomoč 
pri rekonstrukciji visokofrekvenčnih detajlov izhodnih visokoresolucijskih termalnih 
slik pomaga z visokofrekvenčnimi RGB referencami. Kot izvorne slike pa prejme 
realne termalne slike, zajete z nizko resolucijsko termalno kamero. Model ima 
preprosto pet-slojno strukturo, z dvema ločenima vhodoma konvolucijskih slojev. Za 
zajem zbirke slik smo sestavili senzorski sistem treh kamer, s katerim smo zajemali 
slike v LWIR in RGB spektru. Za evaluacijo modela sta bili zbrani dve zbirki slik, od 
katerih prva predstavlja omejeno svetlobno okolje, druga pa predstavlja 
nenadzorovano svetlobno okolje. Zbirki je bilo potrebno pred učenjem urediti z oceno 
homografije. Modelom smo v fazi testiranja spreminjali velikosti in število filtrov v 
konvolucijskih slojih, ter učne podatke. Rezultate učenja pa smo ovrednotili z merami 
kakovosti slik SSIM in PNSR, ki sta danes široko uporabljeni. Model je po koncu 
učenja prve zbirke rekonstruiral slike z vrednostjo povprečne SSIM 0.84 in vrednosti 
povprečnega PNSR 22.67 dB. Pri vrednotenju rekonstrukcij pri drugi podatkovni 
zbirki pa je model dosegel povprečno vrednosti SSIM 0.62, vrednost povprečnega 
PNSR pa je dosegala 17.713 dB. 
 
 
Ključne besede: vodena super-resolucija, konvolucijske nevronske mreže, strojno 
učenje, senzorski sistem, LWIR, mere kakovosti, SSIM, PNSR 
 
 
vi  
 
 
 
 
 
 
  
Abstract  
 
 
In our work, we present a method by which we solve the problem of guided super-
resolution of thermal images. The method is based on machine learning approaches 
using convolutional networks that are learned in a end-to-end manner. The model uses 
high-frequency RGB references to help reconstruct the high-frequency details of the 
output high-resolution thermal images. As source images, it receives realistic thermal 
images captured by a low-resolution thermal camera. The model has a simple five-
layer structure with two separate entrances of convolutional layers. To capture the 
image collection, we assembled a sensor system of three cameras with which we 
captured images in the LWIR and RGB spectrum. Two collections of images were 
collected to evaluate the model, the first representing a limited light environment and 
the second representing an uncontrolled light environment. The collection had to be 
edited with the homography assessment method before learning. In the testing phase, 
we changed the sizes and number of filters in the convolution layers, as well as the 
learning data. Learning outcomes were evaluated with SSIM and PNSR image quality 
measures, which are widely used today. After learning the first collection, the model 
reconstructed images with an average SSIM value of 0.84 and an average PNSR value 
of 22.67 dB. When evaluating the reconstructions in the second database, the model 
achieved an average SSIM value of 0.62, and the average PNSR value reached 17,713 
dB 
 
 
Key words: guided super-resolution, convolutional neural networks, machine 
learning, sensor system, LWIR, quality measures, SSIM, PNSR 
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1. Uvod 
 
 
1.1. Motivacija 
 
Termalna vizija se v zadnjem času vedno pogosteje pojavlja kot uporabljena 
tehnologija pri reševanju problematik strojnega vida. V nekaterih primerih se v 
industriji pojavljajo omejitve vizualnih kamer, kot so sivinske in RBG kamere. 
Razlogi se skrivajo v svetlobnem spektru, ki ga njihovi senzorji lahko zaznavajo, 
običajno ta spekter seže od 400 nm do 700 nm valovne dolžine (λ) elektromagnetnega 
valovanja (EM), kar obsega tudi spekter zaznavanja človeškega očesa. Vidnost in 
barve objektov, zajete na sceni z vizualnimi kamerami, so močno odvisne od spektra 
svetlobnega vira, ki jih osvetljuje. Za namene robustnejšega in hitrejšega delovanja 
algoritmov, se poizkuša spekter svetlobnega vira na scenah v industrijskih okoljih 
čimbolje omejiti. Vendar pa v veliko primerih ne moremo zagotoviti konstantne 
osvetljenosti scene. Zaradi spremembe osvetljenosti, se informacija o barvah 
objektov na sceni spremeni, tako se pojavljajo potrebe po kompleksnejših algoritmih 
za njihovo razpoznavanje. 
 
Za razliko od RGB kamer, se termovizijske kamere obravnavajo kot pasivni 
senzorji, in so izdelane za zaznavanje daljšega infrardečega spektra (angl. LWIR − 
long-wavelength infrared), kar pokriva območje od 8 µm do 14 µm valovne dolžine 
EM valovanja. V tem področju so termalne kamere sposobne zajeti največ termalnega 
sevanja, ki ni blokirano od zemeljske atmosfere. Zaradi omenjenih lastnosti, nam 
omogočajo izvedbo aplikacij, kjer je mogoča brezkontaktna meritev temperatur, 
zaznavanje predmetov skozi dim, meglo, smog in druge snovi, ki prepuščajo termalno 
sevanje. Zaradi tehnoloških zahtevnosti pri izdelavi termalnih kamer, se pojavi 
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problem visokih cen za namene široke potrošnje. Cenejše LWIR kamere so danes na 
trgu dostopne z mnogo nižjimi resolucijami, v primerjavi z RGB ali sivinskimi 
kamerami. 
 
Naše delo bo zato posvečeno raziskavam, kako in na kašen način je mogoče 
izboljšati ločljivost nizkoresolucijskih LWIR kamer. Izboljševanju resolucije slik je 
bilo v preteklosti posvečenih veliko raziskav na področju vodene super-resolucije, 
katero bomo uporabili kot glavni pristop v našem delu. Za naloge super-resolucije se 
v zadnjem času najpogosteje uporablja metode strojnega učenja z uporabo globokih 
konvolucijskih nevronskih mrež.  
 
1.2. Cilji 
 
Cilj magistrske naloge je raziskati, s kakšno kvaliteto je mogoče rekonstruirati 
visokoresolucijske termalne slike z uporabo konvoluciskih nevronskih omrežij. 
Omrežje bo na podlagi zajetih slik iz realne nizkoresolucijske IR kamere in s podporo 
RGB kamere (kot vir visoke ločljivosti) poizkušalo rekonstruirati čim boljše termalne 
slike visoke ločljivosti. Za demonstracijo delovanja vodene super-resolucije se kot 
nizkoresolucijski vir podatkov uporablja degradirane slike originalnih 
visokoresolucijskih IR slik. V našem delu pa bomo demonstrirali rekonstrukcijo slik 
na podlagi realnega nizkoresolucijskega vira (kamera). S tem bomo spoznali težave 
pri pripravi slik za učenje modelov in fizikalnih vplivov, ki se pojavijo pri zajemanju 
scen v termalnem spektru. 
 
Cilji teg dela so: 
 sestaviti senzorski sistem za zajemanje slik,  
 zajeti dve zbirki slik,  
 pridobljene slike poravnati z oceno homografije, 
 razviti konvolucijski model za rekonstrukcijo visokoresolucijskih slik, 
 naučiti model na manjših podslikah,  
 ovrednotiti rezultate med rekonstruiranimi in originalnimi IR z merami 
kakovosti slik, kot sta SSIM in PNSR. 
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1.3. Struktura dela 
 
V delu se bomo sprva osredotočili na nekaj sorodnih del tega področja, katere bomo 
predstavili v poglavju 2. Sorodna dela. V tem poglavju bomo predstavili področja, kot 
so super-resolucija, vodena super-resolucija in področje vodenega filtriranja. Nato 
bomo v poglavju 3. Teoretično ozadje raziskali področje termalnega sevanja. S tem 
bomo bolje razumeli težavnosti, ki se pojavljajo pri zajemanju slik v LWIR spektru. V 
istem poglavju bomo raziskali področje kamer in njihove tehnološke podrobnosti, tako 
bomo spoznali razloge visokih cen v primerjavi z RGB kamerami. Poglavje 3.5 
Nevronska omrežja bo namenjeno razlagi ozadja delovanja nevronskih omrežij, kjer 
bomo najprej razložili osnovne gradnike nevronskega omrežja, razlago pa bomo 
nadaljevali z globokimi konvolucijskimi omrežji. V istem poglavju pa bomo 
predstavili tudi uporabljene metode učenja. V poglavju 4.Metodologija bomo, v prvem 
delu, predstavili naše ideje (4.1 Ideje dela), s katerimi smo pristopali k težavi vodene 
super-resolucije termalnih slik na podlagi RGB referenc. V poglavju 4.2 Sistem za 
zajetje slik bomo predstavili uporabljeno periferijo, ki je bila potrebna za sestavo 
sistema treh kamer. Poglavje 4.3 Podatkovna zbirka bo namenjeno razlagi zbranih 
podatkovnih zbirk, kjer smo izbrali dva seta slik, od katerih prvi predstavlja simulacijo 
industrijskega okolja z omejeno osvetljenostjo, drugi set pa prestavlja nenadzorovano 
okolje osvetljenosti scene. V poglavju 4.4 Poravnava slik z oceno homografije bomo 
predstavili pristope, ki smo jih uporabili pri ravnanju slik trojic. V poglavju 4.5 Razviti 
model bomo predstavili konvolucijski model z dvema vhodoma, s katerim smo 
napovedovali slike. Poglavje 5. Rezultati bo sprva namenjeno razlagi mer kakovosti 
SSIM in PNSR. V poglavju 5.2. Učenje modela pa bomo predstavili parametre, ki so 
imeli ključno vlogo pri konvergenci učenja modela. Tako bomo predstavili 
uporabljeno periferijo za učenje in programsko opremo. Poglavje bomo nato zaključili 
z rezultati rekonstrukcij omenjenega modela, pokazali pa bomo nekaj dobrih in slabih 
rekonstrukcij modela. V poglavju 7. Zaključek pa bomo omenili ugotovitve in 
predstavili ideje za nadaljnje delo. 
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2. Sorodna dela 
 
Ker je področje super-resolucije dobro raziskano, se bomo pri gradnji našega modela 
upirali na dela drugih avtorjev. V prvem delu tega poglavja se bomo sprva posvetili 
obstoječim delom na temo super-resolucije in vodene super-resolucije, na koncu 
poglavja pa bomo spregovorili tudi o vodenem filtriranju.  
 
 2.1 Super-resolucija slik z uporabo konvolucijskih mrež 
 
V članku [1] so avtorji dela predstavili konvolucijski model za nalogo super-resolucije 
enojnih RGB slik. Predlagan model so oblikovali in naučili za direktno preslikovanje 
slikovnih točk med nizkoresolucijskimi in visokoresolucijskimi slikami iste dimenzije. 
Pristopu se reče tudi učenje v enovitem načinu (ang. end-to-end learning). Za 
pridobivanje učnih parov so originalnim slikam naključno izluščili manjše kose slik 
(angl. patch). Za pridobivanje vhodnih slik, so enemu od pridobljenih parov poslabšali 
visokofrekvenčne lastnosti, z uporabo vzorčenja (bikubična interpolacija) in megljenja 
(Gaussov filter). Postopku rečemo tudi degradacija slike. Čeprav sta vhodni in izhodni 
sliki enake velikosti, se vhodna degradirana slika predstavlja kot nizkoresolucijska 
slika, katera ima le manjšo prostorsko ločljivost. 
 
Model sestavljajo le trije konvolucijski sloji, kar omogoča hitro učenje in 
napovedovanje modela. Prvi sloj mreže je namenjen pridobivanju map značilk iz 
nizkoresolucijskega vira slik. Drugi sloj predstavlja nelinearno mapiranje map značilk 
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prvega sloja v visokoresolucijske reprezentacije izhodnih podslik. Tretji sloj pa je 
namenjen združevanju map drugega sloja v končne visokoresolucijske podslike. Za 
nelinearno mapiranje so bile v vseh slojih uporabljene aktivacijske funkcije ReLU 
(angl. rectified linear unit). Za testiranje mreže pa so uporabili dve podatkovni zbirki. 
Prva uporabljena zbirka vsebuje le 91 slik, od katerih je bilo naključno izluščenih 
24.800 parov podslik. Druga zbirka pa vsebuje slike iz vadbene particije slik »ILSVRC 
2013 ImageNet«, katera obsega 395.909 visokoresolucijskih slik. Iz podatkovne 
zbirke »ImageNet« so za učenje naključno izluščili 5 milijonov podslik. V fazi 
testiranja pa so obstoječem modelu spreminjali število in velikosti filtrov v 
posameznih slojih in tako opazovali, kako te spremembe vplivajo na konvergenco 
učenja. V slojih modela so bili uporabljeni filtri velikosti 9 × 9, 5 × 5, 3 × 3 in 1 × 1 
(9-5-3-1). 
 
 Rezultati testov so pokazali, da je model z manjšim številom filtrov, v prvem in 
drugem sloju, sposoben hitreje rekonstruirati končno sliko kot modeli z večjim 
številom filtrov. Pomembna ugotovitev je bila tudi, da večje dimenzije filtrov bolje 
vplivajo na kvaliteto učenja, zlasti pri spreminjanju velikosti filtrov v prvem in drugem 
sloju. Pri testih se je najbolje izkazal model z 9-5-5 velikosti jeder v posameznih slojih. 
Z dodajanjem konvolucijskih plasti pa se kakovost algoritma ni drastično izboljšala, 
kakor je to pričakovano pri konvolucijskih modelih namenjenih klasifikaciji. 
Pridobljene rezultate so vrednotili z merami podobnosti PNSR, SSIM, IRC, NQM, 
WPNSR in MSSIM ter dobili prvovrstne rezultate v primerjavi z drugimi 
konkurenčnimi metodami super-resolucije. Za računanje izgub so uporabili metodo 
srednje kvadratne napake (angl. MSE − Mean Square Error), kar močno vpliva na 
vrednosti PNSR. Pri vrednotenju modela na večjiWslikovni zbirki (ImageNet), so 
vrednosti PNSR dosegale 35.52 dB in 32.39 dB, na zbirki 91 slik. 
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2.2 Vodena super-resolucija kot transformacija v enovitem načinu 
 
V delu [2] so avtorji predstavili na glavo obrnjeno metodo reševanja vodene super-
resolucije. Metoda je nenadzorovana (angl. unsupervised) in obravnava vsako 
rekonstrukcijo slik ločeno. Na omenjen način ne transformiramo značilnosti mreže le 
na podlagi naučene množice slik.  
 
Pri običajnih metodah super-resolucije se virom nizke resolucije (izvorne slike) 
poizkuša poiskati transformacijo v domene visokoresolucijske ciljne slike (izhod 
mreže). Pri rekonstrukciji s pomočjo vodene slike drugih domen (RGB, HSV, ipd.) pa 
model pridobi manjkajoče informacije o visokofrekvenčnih detajlih izhodne slike. 
Lastnosti končne slike pa so v tem primeru odvisne le od nabora podatkov iz učne 
množice. 
 
V predstavljenem delu pa so vlogi vodilne in izvorne slike zamenjali. Cilj je 
poiskati transformacijo iz vodilne visokoresolucijske RGB slike v visokoresolucijsko 
ciljno sliko. 
 
Za reševanje težave vodene super-resolucije so razvili polno konvolucijski 
model z dvema vhodoma, ki vsebuje filtre dimenzij 1×1. Ta vrsta filtrov ne upošteva 
vrednosti sosednih pikslov. Za pomoč pri razvoju primerne funkcije izgube so si 
pomagali z večplastnim perceptronskim omrežjem (angl. MLP), ki direktno napove 
vrednosti globinskih map, s pomočjo RGB slike in informacije o koordinatah (x in y 
koordinate slike) posameznih točk. Za funkcijo izgube (angl. loss) so izračunali 
razdaljo 𝑙2 med nizkoresolucijsko verzijo ciljne slike in nizkoresolucijsko verzijo slike 
na izhodu večplastnega perceptrona. Za nadzor učenja so v funkcijo napake vpeljali tri 
faktorje za reguliranje vhodnih in izhodnih konvolucijskih vej modela. 
 
Pri učenju modela so izbrali dve podatkovni zbirki slik. Prva je vsebovala eno-
kanalne globinske mape, pridobljene iz »Middlebury benchmark (2005)«, iz katerih 
(podatkovna zbirka Middlebury) je bilo izbranih 120 visokoresolucijskih slik. Iz zbirke 
Švicarskega državnega popisa gozdov »Swiss national forest inventory«, ki vsebuje 
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podatkovne zbirke višinskih map vegetacij, pa so izbrali 40 map. Kot vodilne slike 
vodene super-resolucije so uporabili štirikanalne (RGB in NIR kanali) satelitske slike 
zajete z »ESA’s Sentinel-2 satelite«. 
 
Testiranja so bila izvedena na različnih faktorjih skaliranja (×4, ×8, ×16, ×32). 
Rezultate modela pa so vrednotili s funkcijo napake MSE, MAE in odstotkom slabih 
pikslov PBP (angl. Percentage of Bad Pixels). Rezultate so primerjali s sorodnimi 
algoritmi FBS (angl. Fast Bilateral Solver), SD (static-dynamic filter) in MSG-Net. V 
primerih skaliranja ×16 in ×32 algoritem v povprečju kaže boljše rezultate 
rekonstrukcij kot sorodni algoritmi. Pri faktorju skaliranja ×16 znašajo vrednosti PBP 
24.2, pri faktorju skaliranja ×32 pa 29.2. 
 
 2.3 Rekurzivno-residualni model za naloge vodene super-resolucije 
s podporo slik robov 
 
 V delu [3] so raziskovalci predstavili rekurzivno-residualni model »DEGREE« s 
podporo slik robov. Model na vhodu ne prejme le degradirano RGB sliko, vendar tudi 
sliko robov z ročno izdelanim filtrom. Robove je iz nizkoresolucijskih slik enostavneje 
oceniti, saj ti nosijo tudi največ informacij za rekonstrukcijo visokofrekvenčnih 
podrobnosti izhodne slike, kot le sama degradirana RGB slika. Model ima na vhodu 
en konvolucijski sloj, ki preda mape značilk rekurzivnemu residualnemu delu mreže. 
Ta del mreže rekonstruira sliko v večfrekvenčnih podpasovih, ki predstavljajo mape 
značilk za gradnjo končne slike. Na izhodu rekurzivno residualnega dela mreže pa je 
uporabljena še ena funkcija upravljanja slike. Pridobljene slike robov iz slik 
rekurzivno-residualnega dela se v zadnjem konvolucijskem sloju mreže uporablja za 
rekonstrukcijo končne visokoresolucijske RGB slike in slike robov. 
 
Rezultate so vrednotili z merami kakovosti PNSR in SSIM ter jih primerjali s 
sorodnimi metodami super-resolucije. Model so testirali na treh popularnih 
podatkovnih setih Set5, Set14 in BSD100 [40], ki vsebujejo 5, 14 in 100 slik. Za 
faktorje povečav so izbrali faktorje ×2, ×3 in ×4. Za testiranje sta bila ustvarjena dva 
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modela, kjer je prvi vseboval 10 konvolucijskih plasti, drugi pa je vseboval 20 
kovolucijskih plasti. Število konvolucijskih filtrov je bilo fiksno določeno s številom 
64 in velikostjo filtrov 3 ×3 , kjer je bila nastavljena tudi velikost oblazinjenja na 1. 
Nizkoresolucijske slike so bile pridobljene z bikubično interpolacijo 
visokoresolucijskih slik. Učna in testna zbirka sta bili razdeljeni na podslike velikosti 
33 × 33, ki so bile še rotirane za 0°, 90°, 180° in 270°. Na koncu so iz vseh slik za 
učenje izluščili 240000 parov podslik. Za optimizacijo učenja je bil izbran SGD (angl. 
stochastic gradient descent) optimizator z zagonom (angl. momentum) 0.9 in korakom 
učenja 0.0001, ki je bil po 72 epohi znižan na 0.00001. Celotno zbirko so tako učili 
270 epoh. Rezultati učenja so pokazali, da je druga različica modela pokazala najboljše 
rezultate, v primerjavi z drugimi metodami super-resolucije v vseh faktorjih povečav. 
V primeru faktorja skaliranja ×2 pa je pri podatkovnem setu BSD100 najboljše 
rezultate prikazala prva različica modela »DEGREE«. Vrednosti PNSR in SSIM pa so 
z večanjem skalirnega faktorja upadale.  
 
 2.4 Vodena super resolucija termalnih slik na podlagi RGB referenc 
 
Sorodno delo našemu so predstavili avtorji v delu [4], v katerem je predstavljena 
vodena super-resolucija z uporabo vodenega filtriranja. Kot pomoč pri rekonstrukciji 
končne IR slike pa si algoritem pomaga z RGB referencami. Za zajem podatkovne 
zbirke so sestavili senzorski sistem dveh kamer (IR in RGB), ki vsebuje IR kamero 
»Magnity MAG62«, resolucije 640 × 480 pikslov, in RGB kamero »Kedacom 
IPC120«, s 1280 × 960 pikslov. Da obe kameri prejmeta isti sliki, je bil ustavljen zlat 
razdelilnik žarkov (angl. beam-splitter), ki projicira žarke na RGB kamero, IR 
radiacijo pa prepušča na senzorsko polje IR kamere. Ker je poravnanost slik ključni 
faktor za dobro delovanje algoritmov super-resolucije, so pri kalibraciji kamer 
uporabili šahovnico potopljeno v toplo vodo. Za razliko od drugih pristopov, so 
originalno IR sliko, z uporabo bikubične interpolacije, nadvzorčili na velikost RGB 
slike.Različni barvni kanali RGB slike imajo različne korelacije z IR sliko. Raziskave 
so pokazale, da ima največjo korelacijo rdeči (63 %) kanal RGB slike, katerega so v 
nadaljevanju uporabili kot temeljne podatke za rekonstrukcijo končne IR slike. V 
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prvem delu algoritma so izračunali korelacijska področja CR (angl. correlated region) 
med rdečim kanalom RGB slike in IR sliko. V iterativnem delu algoritma so izračunali 
ceno volumna, ki temelji na IR sliki. V nadaljevanju je bil uporabljen voden filter, ki 
skozi vsako rezino funkcije cene volumna izračuna nove funkcije volumna koreliranih 
regij med rdečim kanalom in IR sliko. Končno refinirano IR sliko so izračunali po 
načelu zmagovalec prevzame, pri tem so uporabili korelirane regije in naknadno oceno 
podpikslov. 
 
Pristop so testirali na pravih slikah, zajetih v zunanjem in notranjem svetlobnem 
okolju. Za razliko od drugih pristopov, so izbrali originalne IR slike kot referenčne 
slike. Vhodno sekvenco slik so najprej zameglili s filtrom velikosti 3 × 3, zmanjšana 
za faktor 1: 4, in dodali šum s standardno deviacijo 2. Voden filter je uspešno 
rekonstruiral slike in njene robove na pravih mestih, z uporabo poravnane RGB slike. 
Vrednosti PSNR določenih slik so znašale 30.24 dB, vrednosti SSIM pa so dosegale 
0.80. 
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3. Teoretično ozadje 
 
 
 3.1 Infrardeče valovanje 
 
Infrardeč spekter [5] je le ozek pas širokega področja EM valovanja. Ker je področje 
EM valovanja zelo široko, ga razdelimo v regije ali pasove. Za vsak pas EM valovanja 
so bile skozi zgodovino razvite posebne tehnike zaznavanja posameznih valovnih 
dolžin. Vsa valovanja so podvržena istim zakonom narave, razlika med njimi je le v 
njihovi valovni dolžini (λ). IR spekter tiči med koncem vidne svetlobe in začetkom 
radijskih mikrovalov, torej obsega področje v rangu od 0.70 µm do 1000 µm valovne 
dolžine. Za boljšo predstavo so na Sliki 1 predstavljena področja pasov, ki jih pokriva 
EM spekter. 
 
Slika 1: Pasovi elektromagnetnega valovanja in njihovo območje valovnih 
dolžin λ [5] 
12  Teoretično ozadje 
 
 
 
Zaradi absorbcijskih lastnosti zemeljske atmosfere (Slika 2) je IR spekter še 
dodatno razdeljen na podpasove oziroma okna v spektru, ki so odprta za merjenje. 
Spodnja tabela prikazuje porazdelitev pasov in njihov obseg valovnih dolžin λ [µm]. 
 
Tabela 3: Seznam pasov, ki jih zajema infrardeči spekter 
 
 
 
 
 
 
 
 
 
Kot termoelektrični spekter [6] ali termalni pas označujemo MWIR (od 3 do 5 
µm ) in LWIR (od 8 do 14 µm), pasa IR spektra, v katerem lahko telesom izmerimo 
njihovo termalno radiacijo. Zaradi prisotnosti molekul CO2 in H20 v sami zemeljski 
atmosferi se nam v spektrogramu pojavi ozek pas (med 5 in 8 µm) v katerem se 
termalna radiacija popolnoma absorbira v omenjeni molekuli. Zaradi molekulskih 
absorpcij ni posebnih potreb, da bi izdelovali kamere, ki bi zajemale spekter v tem 
področju. Kar pa ne velja za satelitske aplikacije, kjer nam absorpcija atmosfere 
običajno ne predstavlja ovir. Spodnja Slika 2 prikazuje spektrogram prepustnosti 
(angl. transmittance) IR valovanja zemeljske atmosfere v odvisnosti od valovne 
dolžine λ [µm]. 
 
Ime podpasa (angl.) Okrajšava Valovna dolžina λ [µm] 
Near-infrared NIR 0.7−1.4 µm 
Short-wavelength infrared SWIR 1.4−3 µm 
Mid-wavelength infrared MWIR 3−5 µm 
Long-wavelength infrared LWIR 8−14 µm 
Far-infrared FIR 15−1000 µm 
Slika 2: Prepustnost IR valovanja zemeljske atmosfere [6] 
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Da bi atmosferska absorpcija povzročala čim manj težav, je priporočljivo meriti 
merjen objekt na čim krajši razdalji. Same vrednosti meritev so zato zelo odvisne od 
prisotne vlage v ozračju. Če merimo objekt s temperaturo 50 °C na 100 m razdalje, in 
relativno vlago ozračja 80 %, bomo s kamero izmerili 47.6 °C, kar je 2.4 °C napake, 
povzročene zaradi same absorpcije molekul. 
 
Senzorji, ki delujejo v območju NIR in SWIR spektra so dobri za zajemanje scen, 
kjer se svetloba odbija od površin objektov. Kar pomeni, da morajo imeti zunanji viri 
svetlobe (aktivni senzorji), kot so: lunina svetloba, svetloba zvezd, sončna svetloba in 
svetloba oddana od LED diod. Ker sta NIR in SWIR pasova bližje vidni svetlobi, imata 
tudi podobno naravo obnašanja. 
 
 3.2 Fizika termalnega sevanja 
 
Vsako telo z neničelno temperaturo je zmožno oddajati termalno sevanje v obliki 
zveznega spektra EM valovanja. Planckov [7] zakon opisuje gostoto svetlobnega toka 
J, ki ga oddaja črno telo s temperaturo T pri določeni valovni dolžini λ. Planckov zakon 
je opisan z enačbo (1.1) 
 
𝐽(λ,T) =
2ℎ𝑐2
λ5
1
𝑒ℎ𝑐/λ𝑘𝑇−1
 (1.1) 
 
Na sliki 3 so prikazane porazdelitve gostote termalnega sevanja po posameznih 
valovnih dolžinah. Imenujemo jih tudi Planckove krivulje, katere imajo svoj vrh pri 
valovni dolžini 𝜆𝑚𝑎𝑥, pri kateri izsevajo tudi največ termalne radiacije. Z višanjem 
temperature se vrh valovne dolžine 𝜆𝑚𝑎𝑥 pomika proti vidnemu spektru (krajšim 
valovnim dolžinam), kot je prikazano na Sliki 3. Pojav je opazen, ko segrevamo kos 
kovine na visoko temperaturo, ta zaradi samega sevanja toplote postaja sprva rdeče 
barve, z dodatnim segrevanjem pa se barve pomikajo proti oranžni in rumeni barvi. 
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Vrh porazdelitve krivulje valovnih dolžin λmax, pri kateri je črno telo s 
temperaturo T zmožno izsevati največ termične radiacije, opisuje Wienov zakon, ki ga 
predstavlja enačba (1.2). 
 
λmax =
2.898 𝑥10−3
𝑇[𝐾]
  [µm]  (1.2) 
 
Z integracijo Planckove formule za vrednosti valovnih dolžin od λ=0 → λ=∞ 
dobimo izraz za popolno sevalno moč (Wb) črnega telesa. Zakon se imenuje Stefan-
Boltzmannov zakon, ki trdi, da je polna izsevana moč proporcionalna četrti potenci 
absolutne temperature T[K]. Izraz opisuje spodnja enačba (1.3), v kateri σ predstavlja 
Štefanovo konstanto (1.4). Celotno sevalno moč Wb si lahko predstavljamo, kot 
površino pod Planckovo krivuljo, kot prikazuje Slika 3. 
 
𝑊𝑏 = 𝜎𝑇4 [𝑊/𝑚2]    (1.3) 
 
𝜎 =
2𝑘4𝜋5
15ℎ3𝑐2
= 5.670 ×  108 [
𝑊
𝑚2𝐾4
]   (1.4) 
    
Slika 3: Planckove krivulje [7] 
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3.3 Problematika zajemanja v LWIR pasu 
 
Velika prednost sodobnih IR kamer je sposobnost merjenja temperature več objektov 
hkrati. Zaradi nenehnega razvoja so postale manjše in lažje, tako jih je mogoče 
montirati tudi na brezpilotna letala ali podobna avtonomna vozila. To nam omogoča 
meritve na nevarnih ali nedostopnih terenih, kot je na primer iskanje pogrešanih v 
gorah, zaznavanje bolezni na večjih sadovnjakih, preverjanje delovanja sončnih 
panelov, zaznavanje napak na visokonapetostnih daljnovodih in podobnih aplikacijah. 
Vendar se pri meritvah pojavljajo težave pri zajemanju slik v LWIR spektru. 
Radiometrične termalne kamere merijo temperaturo na površinah merjenih objektov. 
Na same meritve, poleg atmosferskih lastnosti, močno vplivajo tudi površinske 
lastnosti materialov, kot sta emisivnost in odbojnost. 
 
 
3.3.1. Emisivnost 
 
Emisivnost [8] je mera, ki pove, kako učinkovito lahko telesa oddajajo toploto iz 
svojih površin v primerjavi s površino popolnega črnega telesa. Opisuje se jo z 
vrednostjo med 0.0 in 1.0. Vrednost 1.0 ustreza emisivnosti polnega črnega telesa, ki 
v teoriji absorbira vse valovne dolžine. Emisivnost je močno odvisna od lastnosti 
površin telesa, kot so: oksidacija, morfologija, hrapavosti, temperatura in vidni kot 
same površine. Če se pri meritvah ne upošteva vrednosti prave emisivnosti merjenca, 
se ta na sliki pojavi hladnejši, kot je v resnici. V spodnji tabeli so za občutek podane 
vrednosti emisivnosti posameznih površin materialov. 
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3.3.2. Odbojnost  
 
Ko merimo objekt, merimo njegovo površinsko temperaturo in hkrati tudi odsev od 
drugi termalnih virov. Za primer vzemimo polirano steklo, ki nam lahko podaja lažno 
temperaturo zaradi odseva hladnega neba, in katero ima lahko temperature krepko pod 
ničlo. Od površine stekla pa se lahko odbijajo tudi sončni žarki, ki nam spremenijo 
izmerjeno temperaturo za več sto stopinj. Materiali, kot je steklo ali površine nekaterih 
rastlin so, zaradi dobrih absorpcij IR valovanja, dober približek črnega telesa in so 
popolnoma neprozorni na IR sevanje. 
 
Tako kot emisivnost, je tudi odbojnost močno odvisna od morfologije in 
hrapavosti materiala. Lastnosti sta povezani z enostavno enačbo (2.1). 
 
𝑅 = 1 − 𝐸 (2.1) 
 
𝑅 prestavlja odbojnost (angl. reflectivity) in 𝐸 emisivnost (angl. emissivity) površin 
merjenih objektov. Če imamo neko telo, ki ima faktor 𝐸 = 0.7 in 𝑅 = 0.3, bo izmerjena 
temperatura bolj odvisna od sevanja okolice merjenega telesa. Če želimo znižati 
dvoumnost meritev, moramo zmanjšati odbojnost površin teles. Pogostokrat se takšne 
površine prebarva z neodbojnimi mat barvami. Z drugimi besedami, želimo izboljšati 
emisivnost, ki je za zanesljivo merjenje priporočena nad 0.9. Na vpliv odbojnosti pa 
močno vpliva tudi vidni kot, pod katerim merimo površino merjenca. 
 
Opis materiala Emisivnost [0.-1.] 
asfaltno cestišče 0.90−0.98 
kamenje 0.92 
moker pesek 0.95 
suh pesek 0.90 
les 0.90 
voda 0.92 
poliran aluminij 0.04−0.06 
nerjaveče jeklo 0.16−0.45 
Tabela 4: Vrednosti emisivnosti nekaterih površin materialov 
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3.4. Optični sistemi termalne vizije 
 
Termalni detektorji so bili sprva načrtovani za vojaške namene [9, 10]. Prva finančna 
sredstva za razvoj te tehnologije so bila namenjena za aplikacije nadzora in nočnega 
vida. Cilj je bil izdelati sistem s pasivnim načinom zajemanja scen. Pri NIR (angl. 
near-infrared radiation) kamerah so se pojavljale težave, ker je bil za dobro vidnost 
scene potreben tuji vir NIR svetlobe. Tovrstne kamere označujemo kot aktivne, zaradi 
katerih se je pojavljala slabost iz vidika pomanjkanja tujega vira svetlobe. 
 
Prve termalne kamere so delovale na principih kvantnih detektorjev [11], ti 
delujejo na osnovi fotoelektričnega učinka. Elektroni se pri sobni temperaturi tovrstnih 
materialov nahajajo na različnih energijskih nivojih, ki jih razvrščamo v valenčni in 
prevodni pas. V valenčnem pasu se elektroni zaradi nizkega energijskega stanja ne 
morajo prosto gibati. V prevodnem pasu pa se elektroni zaradi njihove termalne 
energije prosto gibljejo in povzročajo prevodnost materiala. Da bi bil material 
uporaben za radio-metrično mirjenje, ga je potrebno  ohladiti na kirogenične 
temperature, kjer se vsi elektroni nahajajo v valenčnem pasu. S tem si želimo, da bi se 
material odzval le na vpadlo IR svetlobo. Energijska meja, kjer so vsi elektroni v 
valenčnem pasu, je odvisna od samega materiala. Ko se foton IR svetlobe absorbira v 
material foto-detektorja, mu ta povzroča dvig elektronov v višja energijska stanja. Ko 
pa ima elektron dovolj veliko energijsko stanje, preskoči iz valenčnega v prevodni pas 
in tako povzroči spremembo prevodnosti materiala. Za ohlajanje kvantnih detektorjev 
se še danes uporabljajo naprave, kot so kriokolerji (angl. Cryocoolers) ali Peltierovi 
hladilni elementi. Zaradi ogromnih merilnih sistemov in podsistemov za hlajenje prvih 
termalnih kamer, so se pojavljale omejitve glede mobilnosti in dostopnosti, saj so želeli 
to tehnologijo pripeljati do vsakega vojaka. Za izvedbo manjših in nehlajenih sistemov 
je bilo narejenih veliko investicij, usmerjenih v raziskave ugodnejših materialov. 
 
Vojska je za razvoj ugodnejših materialov podelila koncesijo dvema podjetjema, 
ki sta predstavila dve različni metodi zaznavanja IR radiacije. Prvo podjetje je 
predstavilo detektor na osnovi feroelektričnega materiala iz barijevga stroncijevga 
titanata (angl. BST − barium strontium titanate), drugo podjetje pa je predstavilo 
tehnologije mikrobolometra iz vanadijevega oksida (angl. VOx-Vanadium Oxide), ki 
so še danes najbolj razširjene. 
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BST detektorji so v osnovi feroelektrični senzorji, ki izkoriščajo pojav faznega 
prehoda električne polarizacije v določenih feroelektričnih materialih. V bližini 
faznega prehoda materiala se majhna nihanja v temperaturi odražajo v velikih 
spremembah električne polarizacije. Za pridobitev končne slike, tovrstni senzorji 
potrebujejo sinhroni sekalnik žarka za modulacijo končne slike, temperatura materiala 
pa mora biti blizu feroelektričnega faznega prehoda. Sekalnik žarka polovico časa 
prekriva površino senzorskega polja, kar pa ne vpliva pozitivno na občutljivost 
senzorskega polja. Slabost se pojavi tudi zaradi premikajočih mehanskih delov, kar pa 
slabo vpliva tudi na življenski čas kamere. 
 
Mikrobolometri [12] so posebna vrsta uporov, ki so v večini narejeni iz 
eksotičnih materialov, kot sta vanadijev oksid in amorfni silicij (angl α-S- amorphous 
silicon). Materiali imajo specifične lastnosti, kot je nizka toplotna kapaciteta, dobra 
termalna izolacija, visok temperaturni koeficient upornosti (angl. TCR − temperature 
coefficient of resistance) in visok faktor emisivnosti. Za boljšo termično upornost so 
polja senzorjev zapakirana v vakuumsko ohišje. 
 
 Ko termalna radiacija zadane površino materiala, se ta pretvori v toploto, kot je 
prikazano na Sliki 4. 
 
 
Slika 4: Shematski prikaz delovanja mikrobolometra [9] 
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Toplota povzroči spremembe električne upornosti termometra (Vox ali α-S) in 
tako spremeni merjeno napetost. Vsaka enota ima svoje merilno vezje za merjenje 
sprememb napetosti. Za odvajanje toplote skrbijo kontakti samega merilnega vezja, ki 
je termično izolirano od detektorskega polja.  
 
Detektorji iz VOx imajo impedanco okoli 100 kΩ, kar je v primerjavi z α-S 
detektorji mnogo manj. Upornosti α-S detektorjev zavzemajo vrednosti okoli 30 MΩ. 
Pri isti napetosti bo skozi upor vanadijevega oksida tekel večji tok, kot skozi upor iz 
α-S, kar pa direktno vpliva na stopnjo šuma na samem detektorju. Natančnost merjenja 
je močno odvisna od termičnega ali Johnsonovega šuma. Enačba (3.1) opisuje srednjo 
kvadratno vrednost termičnega šuma E v odvisnosti od temperature T, upornosti upora 
R in pasovne širine Δf [Hz]. Konstanta k pa predstavlja Boltzmannovo konstanto. 
 
𝐸 = √4𝑘TRΔf   [Vrms]   (3.1) 
 
Pomembna lastnost kamer je minimalna, še razločena temperatura (angl. NETD 
− Noise Equivalent Temperature Difference) [9,13], ki jo lahko izmerijo senzorska 
polja. Z drugimi besedami, stopnja šuma infrardečega detektorja določa količino 
sevanja, potrebnega za nastanek izhodnega signala, ki je enak lastnemu šumu 
detektorja. Dobre vrednosti NETD nam omogočajo, da lahko merimo temperaturo 
objektov na daljših razdaljah in objekte, katerih temperatura se le malo razlikuje od 
njihovega ozadja. Boljše NETD vrednosti dosežemo tudi z ohlajanjem senzorskega 
polja, kot nam to opisuje enačba (3.1).  
 
NETD vrednosti se določi z uporabo leč, ki imajo predpisano f-število (angl. 
f/number) [14]. Število podaja razmerje med goriščno razdaljo leče f  in premerom D 
površine odprtine sprednjega dela leče, skozi katerega prehaja svetloba. Večji, kot je 
premer odprtine, manjše je razmerje f-število (f-število= f/D) pri isti goriščni razdalji. 
Slika 5 predstavlja shematski prikaz razmerja f/D. 
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Za določevanje NETD vrednosti senzorjev se izvaja meritve pri temperaturi 
okolice 25 °C in lečah z razmerjem;  f/število= 1, za BST detektorje, in  f/število= 1.6, 
za  VOx  detektorje [9,14]. V navedenem primeru imata oba tipa senzorjev enako 
NETD vrednost 0.1K, ampak imajo VOx  detektorji zato manjšo prednjo lečo. V 
primeru merjenja NETD vrednosti detektorjev pri istem razmerju f/število= 1, imajo 
VOx  detektorji 0.039 K, BST detektorji pa imajo 0.1 K. Kot je opazno, so VOx 
detektorji skoraj trikrat bolj občutljivi od BST detektorjev. 
 
Občutljivost je pomembna lastnost detektorskih polj, ki vpliva na samo ceno 
radiometričnega sistema. Pri isti goriščni razdalji  f , potrebujejo senzorji s slabšo 
občutljivostjo večji premer leče D, ki služi zbiranju IR svetlobe (Slika 5) na vhodu 
optičnega sistema.  
 
Večja, kot je površina leče, večje je zbiranje IR svetlobe, kar omogoča boljšo 
občutljivost. Vendar se z večanjem premera D leče veča tudi njena cena. Germanij je 
zaradi prepustnosti IR sevanja najpogosteje uporabljen material v tovrstne namene, 
zaradi njegove redkosti pa je zelo drag. Slabost germanija se pojavi pri visokih 
temperaturah, saj postane neprozoren na IR valovanje. Za boljše fizikalne lastnosti, je 
prednji del leče prevlečen z različnimi protiodbojnimi prevlekami (angl. anti-reflective 
coating), kot so ogljikovi sloj. Sloj je na germanijev substrat nanešen s pomočjo 
plazme. Slika 6 prikazuje delež prepustnosti termalne radiacije germanijeve leče z 
DLC (angl. diamond-like carbon) [15] filmi in BBAR (angl. broadband antireflection) 
prevlekami germanijeve leče v odvisnosti od valovne številke. Poleg pa je podana tudi  
prepustnost same germanijeve leče (Slika 6 (a)). 
Slika 5: Shematski prikaz goriščne razdalje in premera leče 
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Zaradi omenjenih lastnosti cen leč se poizkuša izdelati sisteme s čim boljšo 
občutljivostjo, da se pri izdelavi leč porabi čim manj dragih materialov. Hlajene 
kamere imajo zaradi samega hlajenja manjši termični šum, v primerjavi z nehlajenimi 
kamerami. Za enako občutljivost potrebujejo nehlajene kamere dvakrat večji premer 
leče, kar tudi podvoji ceno naprave. Cene hlajenih sistemov pa so odvisne od 
hladilnega sistema, ki doda vrednost končni ceni kamere. Hlajeni sistemi se zaradi 
boljše občutljivosti še danes uporabljajo za namene, kjer je občutljivost ključni faktor. 
Najdemo jih v medicinski termografiji, vojski, nadzoru, satelitski termografiji in 
podobno. 
 
3.5. Nevronska omrežja 
 
3.5.1. Perceptronska omrežja 
 
Prvi modeli na področju umetne inteligence so bila nevronska omrežja, ki so bila 
zgrajena z medseboj povezanimi nevroni ali perceptroni. Mreži z več plastmi nevronov 
rečemo tudi večplastni perceptron (angl. MLP − multilayer perceptron). Umetni 
nevroni so simulacija bioloških nevronov, ki jih najdemo v tkivih možganov ali 
hrbtenjači bioloških teles. Ti služijo prenašanju električnih in kemijskih signalov preko 
Slika 6: Prepustnost germanijeve leče z DLC in BBAR 
prevlekama (7.2 µm do 12.5 µm) [15] 
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sinaps. Prvi model umetnega nevrona (angl. artificial neuron), sta leta 1943 predlagala 
Warren McCulloch in Walter Pitts, in katerega shema je prikazana na Sliki 7. 
 
Nevron [16] prejme na vhodu podatke v obliki 𝑛 dimenzionalnega vektorja 𝑥 =
 [𝑋1 𝑋3 𝑋3  … 𝑋𝑛 ],  ki je lahko vir informacij poljubne domene. Vrednosti vektorja 
𝑥 so nato pomnoženi z vektorjem uteži  𝑤 = [𝑊1 𝑊3 𝑊3 . . .𝑊𝑛], in se pri fazi učenja 
posodabljajo in prilagajajo relacijam vhodnih in  izhodnih učnih podatkov. Rečemo 
jim tudi sinapse nevrona. Produkt vektorja 𝒙 in uteži 𝑤 se, kot vsota,  preda aktivacijski 
funkciji 𝑓. Aktivacijske funkcije so namenjene preslikovanju vhodnih vrednosti v 
izhodne vrednosti ciljnih podatkov. Iz zgornjih trditev lahko delovanje nevrona 
zapišemo z matematičnim izrazom (4.1), 
 
 𝑎(𝑥, 𝑤) = 𝑓(𝑏 + ∑ 𝑋𝑖𝑊𝑖)                (4.1)
𝑛
𝑖=1  
 
kjer 𝑎(𝑥, 𝑤) predstavlja rezultat aktivacijske funkcije 𝑓 [16] enega nevrona. Utež 𝑏 
(angl. bias) pa predstavlja faktor korekcije, oziroma pomaga določiti prag, pri kateri 
se sproži aktivacijska funkcija. Utež 𝑏 je običajno nastavljena na 1. Z večanjem njene 
vrednosti pa se oblika aktivacijske funkcije premika v levo smer x osi ali desno, če 
njeno vrednost zmanjšamo. 
 
 
 
Slika 7: Osnovni model umetnega nevrona  
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Poznamo več vrst aktivacijskih funkcij, kot so: 
 
 Sigmoidna funkcija − je nelinearna funkcija, ki na vhodu prejme 
vrednosti in jih preslika v območje vrednosti med [0,1]. Funkcija 
preslika negativne vrednosti vsote produktov (𝑧) v vrednosti 0 in visoke 
pozitivne vrednosti v 1, kar pa lahko pri globokih nevronskih mrežah 
povzroča izginjanje gradientov (angl. vanishing gradients) ali 
eksplozijo gradientov (angl. exploding gradients problem). Sigmoidna 
funkcija zaradi svoje narave odločanja ni primerna za uporabo v 
notranjih slojih mreže, uporablja pa se v zadnjih plasteh mreže 
modelov, ki so namenjeni klasifikaciji. 
 
 𝑓(𝑧) =
1
1+𝑒−𝑧
    (4.2) 
 
 Hiperbolični tangens − ima podobno naravo kot sigmoidna funkcija, le 
da je njeno območje razširjeno na intervalu [-1,1]. Pogosto se uporablja 
v zadnjih plasteh mrež, namenjenim klasifikaciji med dvema 
razredoma. 
 
 𝑓(𝑧) = tanh(𝑧)
𝑒𝑧 – 𝑒−𝑧
𝑒𝑧 + 𝑒−𝑧
             (4.3) 
 
 Usmerjena linearna enota (angl. ReLU) − je najpogosteje uporabljena 
funkcija za uporabo v notranjih slojih. Funkcija ima interval izhodnih 
vrednosti od [0, ∞], kar pomaga pri težavi eksplozije gradienta. 
Računska zahtevnost je v primerjavi s sigmoidno funkcijo manjša, ker 
uporablja enostavnejše matematične pristope. Za vse negativne vhodne 
vrednosti pa postane vrednost gradienta 0, kar povzroči, da se nevroni 
odzivajo le z vrednostjo 0. Pojavu se reče tudi umiranje nevronov (angl. 
daying ReLU). 
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𝑓(𝑧) = max(0, 𝑧)     (4.4) 
 
 Puščajoča usmerjena linearna enota (angl. leaky ReLU) − funkcija 
preprečuje umiranje nevronov. Za negativne vhodne vrednosti 
uporablja manjši naklon 𝛼, da ohranja odzivnost nevronov, kot opisuje 
izraz (4.5). 
 
𝑓(𝑧) = {
𝛼𝑧   č𝑒    𝑧 < 0
𝑧     𝑑𝑟𝑢𝑔𝑎č𝑒
   (4.5) 
 
Nevronskim mrežam [17], ki imajo več kot en sloj nevronov, rečemo tudi 
globoke nevronske mreže. Sloje, ki ležijo med vhodnim in izhodnim slojem, pa 
imenujemo skriti sloji. Nevron (Slika 7) lahko na svoj vhod prejme rezultate aktivacij 
drugih nevronov, svoje izhode pa lahko poda vhodom drugih nevronov. Sinaptične 
povezave med nevroni lahko tudi preskakujemo, kar pomaga pri hitrejši konvergenci 
modela in preprečevanju izginjanja gradienta, ki se pojavlja pri večjih nevronskih 
mrežah. Kot arhitekturo mreže pa označujemo število slojev in število nevronov v 
posameznih plasteh mreže. Spodnja slika predstavlja enostavno globoko nevronsko 
mrežo treh slojev. 
 
 
Slika 8: Shema večplastnega perceptrona 
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Prvi je vhodni sloj, ki nima aktivacijskih funkcij in je namenjen posredovanju 
vhodnih podatkov drugemu sloju, preko matrike uteži 𝑊𝑖𝑗
(1)
. Matrike 𝑊𝑖𝑗
(𝑙)
 
(𝑊𝑖𝑗
(1)
, 𝑊𝑖𝑗
(2)
) predstavljajo uteži v posameznih slojih l, kjer indeks i predstavlja 
nevrone nivoja l. Indeks j pa predstavlja sinaptične povezave med sloji posameznih i 
nevronov istega sloja. Izraz za izračun otežene vsote vseh nevronov, vključno z utežjo 
b, lahko zapišemo z izrazom (4.6). Vrednosti 𝑧𝑖
(𝑙+1)
 predstavljajo vsoto produktov 
vhodnih vrednosti, ki so potrebne za določitev aktivacij 𝑎𝑖
(𝑙+1)
 v naslednjemu sloju 
(l+1). Izraza lahko zapišemo z enačbo (4.6) in (4.7). 
 
𝑧𝑖
(𝑙+1)
= 𝑏𝑖
(𝑙)
+ ∑ 𝑊𝑖𝑗
(𝑙)
𝑥𝑗
𝑛
𝑗−1     (4.6) 
 
𝑎𝑖
(𝑙+1)
= 𝑓(𝑧𝑖
(𝑙+1)
)    (4.7) 
 
V drugem sloju (Slika 8; skriti sloj) imamo tri nevrone, ki prejmejo vhodni vektor 
𝑥 = [ 𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑛], ta je za vstavitev v aktivacijsko funkcijo 𝑓 drugega sloja 
obtežen z matriko uteži 𝑊𝑖𝑗
(1)
 prvega sloja. Izračun aktivacij 𝑎𝑖
(2)
 nevronov drugega 
sloja lahko opišemo z enačbami (4.8), kjer 𝑏𝑖
(1)
 predstavlja korekcije posameznih 
nevronov v skritem sloju. 
                     
𝑎1
(2) = 𝑓(𝑊11
(1)𝑥1 + 𝑊12
(1)𝑥2 + 𝑊13
(1)𝑥3 + 𝑏1
(1))  (4.8) 
𝑎2
(2)
= 𝑓(𝑊21
(1)𝑥1 + 𝑊22
(1)𝑥2 + 𝑊23
(1)𝑥3 + 𝑏2
(1)) 
𝑎3
(2)
= 𝑓(𝑊31
(1)
𝑥1 + 𝑊32
(1)
𝑥2 + 𝑊33
(1)
𝑥3 + 𝑏3
(1)
) 
 
Izhodni sloj mreže leži na tretjem sloju, kjer nevron prejme na svojem vhodu 
vrednosti aktivacij drugega sloja 𝑎𝑖
(2)
. Za računanje vsote vektorskega produkta pa 
uporablja uteži drugega sloja 𝑊𝑖𝑗
(2)
. Aktivacije zadnjega nevrona 𝑎1
(3)
 lahko opišemo z 
enačbo (4.9). 
 
𝑎1
(3)
= 𝑓(𝑊11
(2)
𝑎1
(2)
+ 𝑊12
(2)
𝑎2
(2)
+ 𝑊13
(2)
𝑎3
(2)
+ 𝑏1
(2)
)  (4.9) 
26  Teoretično ozadje 
 
 
 
 
3.5.2. Konvolucijske nevronske mreže 
 
Pri perceptronskih omrežjih se nam pojavljajo težave, pri vhodnih podatkih večjih 
dimenzij, kot so slike. Perceptron je v primeru obdelav RGB slik, povezan do vsakega 
barvnega kanala slikovne točke, kar, v primerjavi z obdelavo enokanalnih slik, 
povzroči potrojenje parametrov samega modela. Zaradi velikega števila parametrov, 
se računska zahtevnost poveča. Konvolucijske [18,19] nevronske mreže pa za svoje 
delovanje uporabljajo filtre ali jedra, katera izvajajo konvolucijo nad vhodnimi 
podatki. En konvolucijski sloj mreže vsebuje večje število filtrov, ki so namenjeni 
luščenju map značilk iz vhodnih podatkov. Rezultat konvolucijske operacije so mape 
značilk, katerim lahko rečemo tudi aktivacijske mape. Filtre lahko obravnavamo kot 
uteži, ki se med učenjem prilagodijo učnim podatkom, ki so lahko tudi različnih 
dimenzij. V našem modelu smo pri konvoluciji uporabili isto oblazinjenje (angl. same 
padding), ki preprečuje krčenje map značilk, ko se te posredujejo naslednjim slojem. 
Enačbi (5.1, 5.2) predstavljata izračun izhodnih dimenzij na koncu konvolucijskega 
sloja, ki uporablja metodo oblazinjenja vhodnim map značilk. 𝑊2 predstavlja širino 
izhodnih matrik, 𝐻2 pa njihovo višino, globina pa je določena s številom fitrov 𝐾 v 
konvolucijskem sloju.  
 
𝑊2 =
𝑊1−𝐹𝑤+2𝑃
𝑆𝑤
+ 1   (5.1) 
𝐻2 =
𝐻1−𝐹ℎ+2𝑃
𝑆ℎ
+ 1   (5.2) 
𝐷2 = 𝐾    (5.3) 
 
V izrazu (5.1) in (5.2) 𝑊1 in 𝐻1 predstavljata širino in višino vhodnih map 
značilk. Velikosti filtrov za izvajanje konvolucije označimo z višino 𝐹ℎ in širino 𝐹𝑤. 
V slojih se lahko uporabljajo tudi vertikalne in horizontalne oblike filtrov. Število 
filtrov 𝐾 v sloju določa tudi globino izhodne matrike značilk 𝐷2 (5.3). 𝑆𝑤 in 𝑆ℎ sta 
vertikalna in horizontalna koraka, ki določata pomikanje filtra pri izvajanju 
konvolucije (v x in y smeri). P pa predstavlja področje oblazinjenja izven dimenzij 
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vhodnih map (𝑊1 in  𝐻1). V izrazu (5.1 in 5.2) 2P predstavlja velikost oblazinjenja na 
vseh koncih slike. Oblazinjena področja so določena z vrednostmi 0. Primer operacije 
enega konvolucijskega filtra z oblazinjenjem na vseh koncih slike je prikazan na Sliki 
9. 
 
 
Izračun aktivacije 𝑎𝑖,𝑗,𝑘 na izhodu enega nevrona lahko zapišemo z enačbo (6.1)  
 
𝑎𝑖,𝑗,𝑘 = (𝑀 ∗ 𝐾)𝑖,𝑗,𝑘 = 𝑏𝑘 + ∑ ∑ ∑𝑤𝑚,𝑛,𝑐𝑀(𝑖+𝑚),(𝑗+𝑛),𝑐
𝐶
𝑐=1
𝐹𝑤−1
𝑛=0
𝐹ℎ−1
=0
  (6.1) 
 
V enačbi (6.1) operator ∗ predstavlja operacijo konvolucije nad vhodnimi 
mapami 𝑀. 𝐹ℎ in 𝐹𝑤 sta dimenziji jeder oziroma velikost utežnostne matrike 𝑤𝑚,𝑛,𝑐, 
ki izvaja operacijo  konvolucije. Vhodne mape značilk imajo dimenzije (𝐻1,𝑊1, 𝐶), 
kjer C določa tudi globino konvolucijskih filtrov. K pa predstavlja globino 
konvolucijskega sloja, in s tem tudi globino filtrov v naslednjem sloju. Korekcijo pa 
predstavlja utež 𝑏𝑘. 
 
 
 
 
 
Slika 9: Prikaz ene konvolucijske operacije z oblazinjenjem [20] 
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3.6  Metode učenja nevronskih mrež 
 
Pri strojnem učenju poznamo več vrst pristopov učenja modelov. Poznamo 
nadzorovano učenje (angl.
 
supervised learning), nenadzorovano učenje (angl. 
unsupervised learning) in okrepitveno učenje (angl. reinforcement learning) [21,22]. 
Pri nadzorovanem učenju imamo množico učnih podatkov označeno vnaprej. Namen 
je naučiti mrežo, da preslikuje vhodne vrednosti podatkov v izhodne ciljne podatke. 
Naloge, ki ustrezajo nadzorovanem učenju lahko grupiramo v veji regresije in 
klasifikacije. Pri nenadzorovanem pristopu učenja pa učna množica podatkov ni 
urejena. Imamo samo množico vhodnih učnih podatkov, brez oznak izhodnih 
podatkov. Te vrste nevronskih mrež so samoorganizirajoče in so sposobne prepoznati 
skrite vzorce v neoznačenih vhodnih podatkih. Nenadzorovano učenje je grupirano na 
naloge grozdenja (angl. clustering) in združevanja (angl. association). Okrepitveno 
učenje je področje strojnega učenja, kjer učimo navideznega agenta v določenem 
navideznem okolju, sprejemati odločitve, ki skušajo optimizirati nagrado. Nagrada je 
odvisna od predpisanih pravil, ki veljajo za določeno navidezno okolje, predstavljeno 
s stanji. Okrepitveno učenje se od nadzorovanega učenja razlikuje po tem, da ne 
potrebuje vnaprej označenih učnih podatkov, ampak je po izbrani akciji agenta, glede 
na trenutno stanje sistema, podana nagrada, ki pa ne določa točno določene akcije, ki 
bi bila na dolgi rok učenja optimalna. Za agenta je potrebno, da izbere dovolj izkušenj 
o sistemskih stanjih, akcijah, premikih in nagradah, da se vede čim bolj optimalno. 
Metoda se uporablja v različnih programskih opremah in strojih, da poišče najboljše 
možno vedenje ali pot, ki jo mora ubrati v določeni situaciji. 
 
Ko imamo oblikovano arhitekturo nevronske mreže, moramo določiti način 
računanja napake [19, 23]. Funkcija napake nam skuša minimizirati odstopanja 
predikcij modela od pravih referenčnih vrednosti. Pogosto uporabljena funkcija 
napake je srednja kvadratna napaka, ki jo lahko zapišemo z enačbo (7.1) 
 
             𝐸 =
1
𝑃
  ∑(𝑡𝑝 − 𝑦𝑝)
2                          (7.1)   
𝑃
𝑖=1
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V enačbi (7.1) 𝑃 predstavlja število vseh možnih izhodnih predikcij, kjer 𝑡𝑝 
predstavlja predikcijo mreže, 𝑦𝑝 pa predstavlja prave vrednosti podatkov. Poznamo 
tudi druge mere napak, kot so: mera srednje absolutne napake, srednje kvadratne 
logaritemske napake, kosinusna podobnostna funkcija. Omenjene funkcije se 
večinoma uporabljajo za naloge regresije. Poznamo pa tudi funkcije napak, ki so 
namenjene klasifikacijskim nalogam, te so: binarna navzkrižna entropija, kategorična 
navzkrižna entropija, Poissonova funkcija in podobno. 
 
Za prilagajanje uteži znotraj plasti modela se uporablja gradientni spust, ki se 
računa s postopkom vzvratnega širjenja napake. Gradientni spust je optimizacijski 
algoritem, katerega cilj je optimizirati neko kriterijsko funkcijo, ki je v našem primeru 
funkcija napake 𝐸. V primeru nevronskih mrež želimo optimizirati vrednosti uteži, ki 
vplivajo na predikcijo mreže. Na začetku definiramo naključne vrednosti uteži mreže, 
nato pa gradientni spust, na iterativen način, poišče lokalni minimum funkcije napake. 
V vsaki točki ponovitve gradientnega spusta, algoritem izračuna odvod funkcije v 
trenutni točki, njeno vrednost pa odšteje od vrednosti prejšnje točke. Matematični izraz 
lahko opišemo z enačbo (7.2). 
 
   𝑥𝑛+1 = 𝑥𝑛 − 𝛾∇𝐸(𝑥𝑛)         (7.2) 
 
  
Spremenljivka 𝛾 v enačbi (7.2) predstavlja hitrost konvergence, pri nevronskih 
mrežah pa se imenuje hitrost učenja. Ta faktor mora biti pravih velikosti, saj v primeru 
velikih vrednosti ne preidemo do lokalnega minimuma funkcije oziroma se lahko od 
njega še dodatno oddaljimo, če je pa ta faktor premajhen, nam to povzroča prepočasno 
konvergiranje proti minimumu. Faktor 𝛾 se lahko med učenjem tudi spreminja. ∇𝐸 pa 
predstavlja gradient napake. Ker s spreminjanjem uteži vplivamo na izhodne vrednosti 
modela, izračunamo vse parcialne odvode 
𝜕𝐸
𝜕𝑤𝑚𝑛
𝑙  , ki si jih lahko predstavljamo, kot 
vpliv spremembe uteži 𝑤𝑖𝑗
𝑙  na vrednosti končne napake 𝐸, kjer 𝑙 predstavlja plast 
mreže, 𝑚 in 𝑛 pa predstavljata dimenzije filtra. Izraz lahko zapišemo z enačbo (7.3). 
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𝜕𝐸
𝜕𝑤𝑚,𝑛
𝑙 = ∑ ∑
𝜕𝐸
𝜕𝑥𝑖,𝑗
𝑙
𝑀𝑦−𝑘2
𝑗=1
𝑀𝑥−𝑘1
𝑖=1
𝜕𝑥𝑖,𝑗
𝑙
𝜕𝑤𝑚,𝑛
𝑙 = ∑ ∑ 𝛿𝑖𝑗
𝑙
𝑀𝑦−𝑘2
𝑗=1
𝑀𝑥−𝑘1
𝑖=1
𝜕𝑥𝑖,𝑗
𝑙
𝜕𝑤𝑚,𝑛
𝑙           (7.3) 
 
 
Vhodne vrednosti lahko interpretiramo z izrazom, kjer 𝑦𝑖,𝑗
𝑙−1 predstavlja izhodne 
vrednosti prejšnega nivoja (7.4). 
 
𝑥𝑖,𝑗
𝑙 = ∑ ∑ 𝑤𝑚,𝑛 
𝑙 𝑦𝑖,𝑗
𝑙−1 + 𝑏𝑙                     (7.4) 
𝑘2
𝑛=0
𝑘1
𝑚=0
 
 
Iz izraza (7.3) in (7.4) lahko zapišemo enačbo (7.5). 
 
𝜕𝐸
𝜕𝑤𝑖,𝑗
𝑙 = ∑ ∑ 𝛿𝑖,𝑗
𝑙 𝑦𝑖,𝑗
𝑙−1                        (7.5) 
𝑀𝑦−𝑘2
𝑛=0
𝑀𝑥−𝑘1
𝑚=0
 
 
Preostane nam le izračun vrednosti 𝛿𝑖,𝑗
𝑙 = 
𝜕𝐸
 𝜕𝑥𝑖,𝑗
𝑙  , ki si jih lahko predstavljamo, kot 
vpliv spremembe vhodnih podatkov v plasti 𝑙 na vrednost končne napake 𝐸. Z 
matematičnimi izpeljavami za povezovanje notranjih plasti mreže preidemo do enačbe 
(7.6). 
 
𝜕𝐸
𝜕𝑥𝑖,𝑗
𝑙 = ∑ ∑ 𝛿𝑖,𝑗
𝑙+1𝑤𝑚,𝑛
𝑙+1𝑓′(𝜕𝑥𝑖,𝑗
𝑙 ) 
𝑘2−1
𝑛=0
𝑘1−1
𝑚=0
         (7.6) 
 
Delovanje si lahko predstavljamo tako, da gremo enkrat od vhoda mreže proti 
izhodu, nato pa gremo s pridobljenim gradientom od izhoda proti vhodu. Poznamo več 
oblik gradientnega spusta, kot so: paketni gradientni spust, sohastični gradientni spust 
in mini-paketni gradientni spust. 
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4. Metodologija 
 
 
4.1. Ideje dela 
 
V tem delu bomo predstavili naš postopek dela, ki smo si zamislili pri izvedbi vodene 
super-resolucije termalnih slik. Shematski prikaz našega pristopa k reševanju težave 
je prikazan na Sliki 10, v naslednjih poglavjih pa bomo pristope podrobneje 
obrazložili.  
 
 
Slika 10: Shematski prikaz našega dela 
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Najprej smo se odločili, da bomo sestavili sistem treh kamer za zajem 
podatkovne zbirke slik trojic. Sistem vsebuje visokoresolucijsko termalno kamero, 
visokoresolucijsko RGB kamero in nizkoresolucijsko termalno kamero. Neobdelane 
zbirke slik trojic smo z oceno homografije poravnali z visokoresolucijskimi 
termalnimi slikami. Nato smo razvili enostaven polno konvolucijski model z dvema 
vhodoma, na katerem smo učili relacije slik trojic. Modelu smo kot vhodne podatke 
podali visokoresolucijske RGB slike in poravnane nizkoresolucijske IR slike, kot 
ciljne podatke pa smo podali originalne visokoresolucijske IR slike. Rezultate 
rekonstrukcij smo primerjali z merami kakovosti slik SSIM in PNSR. 
 
4.2. Sistem za zajetje slik 
 
Da bi pri delu imeli zadostno količino podatkov za učenje, smo se odločili za sestavo 
poceni senzorskega sistema za zajemanje slik trojic. Sestava sistema treh kamer in 
ostale periferije je prikazana na sliki 11.  
 
  
Slika 11: Sistem treh kamer 
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Sistem sestavljajo naslednje komponente: 
 
 Za zajem visokoresolucijskih LWIR slik smo uporabili ročno nehlajeno 
termalno kamero  FLIR E25 [7]. Kamera vsebuje senzorsko polje velikosti 
160 × 120 pikslov. Izdelana je za zaznavanje od 7.5 do 13 µm valovne 
dolžine EM. Sistemu je bil dodan objektiv z goriščno  
razdaljo leč f = 17 mm in vidno polje pogleda (angl. FOV − field of view) 
24 ° (Slika 8 (1)). 
 
 Za nizkoresolucijski vir LWIR slik smo izbrali MLX90640 [24] senzorsko 
polje, ki je velikosti 32 × 24 pikslov. Modul za komunikacijo z ostalimi 
napravami uporablja standardno i2c vodilo in omogoča prenos slik s 64 Hz 
osveževanja. Kamera ima 55 ° polje pogleda (Slika 8 (2) ). 
 
 Za zajemanje RGB slik smo izbrali Raspberry Pi kamero s Sony IMX219 
senzorjem, ki ima izhodno resolucijo slik 3280 × 2464 pikslov. Za 
komunikacijo pa uporablja standardni video vmesnik (angl. CSI − Camera 
Serial Interface) (Slika 8 (3)). 
 
 Kot procesorsko enoto smo izbrali priljubljeni kartični računalnik 
Raspberry pi 3, ki ima 1 Gb dinamičnega pomnilnika, z dodano 16 Gb 
spominsko kartico za shranjevanje slik in delovanje operacijskega sistema 
Debian. Raspberry pi vsebuje tudi vodila, kot so: USB, I2C in CSI vodilo, 
preko katerih smo speljali komunikacijo kamer (Slika 8 (4)). 
 
 Za prenos slike iz FLIR E25 kamere je bil sistemu dodan video vmesnik 
EasyCap USB 2. Vmesnik deluje kot povezava med starejšimi video 
napravami z RCA ali S-Video vmesniki, kot so na primer DVD 
predvajalniki. Računalniku se vmesnik predstavi kot standardna USB 
kamera.  
 Kot napajalni vir pa je bila uporabljena močnostna banka, ki je zadostovala 
za 45 minut delovanja celotnega sistema. 
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 Za stabilizacijo sistema pa smo uporabili stojalo, ki se je izkazalo za zelo 
koristno opremo.  
 
Kot je prikazano na siki 11, smo kamere poizkušali postaviti čim bližje skupaj, 
da bi kasneje imeli manj težav s poravnavo vseh treh slik. Zaradi visoke cene kamere 
FLIR E25 smo morali biti še posebej pozorni pri transportu sistema. Zaradi 
previdnosti, smo izdelali okvir iz belega pleksi stekla, v katerega smo vdelali nastavke 
za vse tri kamere. Celoten okvir je iz kamere mogoče sneti in tako omogočiti varnejšo 
shrambo kamere.  
 
Slika 12 prikazuje primer neobdelanih izhodnih slik, zajetih z našim sistemom 
treh kamer. Slika 12 (a) je bila zajeta s FLIR E25 kamero, slika 12 (b) je bila zajeta s 
senzorskim poljem MLX90640. Slika 12 (c) pa je bila zajeta z kamero Sony IMX219. 
Slike so bile za namembnost prikaza prevzorčene.  
 
 
  
Slika 12: Primer zajete scene s sistemom treh kamer 
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4.3. Podatkovna zbirka 
 
Pridobljene slike trojic smo organizirali v dve podatkovni zbirki. Scene prve zbirke 
slik vsebujejo izrezane kose kovine, pobarvane v črno barvo, zaradi čim boljšega 
faktorja emisivnosti. Kose smo za boljšo vidnost v LWIR spektru segrevali v električni 
peči in jih za zajem postavili na sceno iz belega stiropora. Med ohlajanjem starih kosov 
smo nato dodajali nove segrete kose in pri tem zajemali slike. Prvi del prve zbirke 
vsebuje 70 slik trojic. Slika 10  prikazuje primer zajete scen z vsemi tremi kamerami. 
V nadaljevanju tega poglavja bodo slike za namembnost prikaza že poravnane, o 
poravnavi slik bomo govorili več v naslednjem poglavju.  Slika 13 (a) predstavlja RBG 
sliko, slika 13 (b) prestavlja visokoresolucijsko LWIR, slika 13 (c) pa predstavlja 
poravnano sliko nizke resolucije.  
 
 
Slika 13: Slike trojic prvega dela prve zbirke v LWIR in RGB spektru 
 
Drugi del prve zbirke slik smo zajeli na isti način, le, da so bili kosi kovine 
pobarvani z živimi mat barvami, tako smo zbirki dodali manj dvoumnih podatkov, kot 
je to videti pri prvem delu zbirke. V drugem delu, prve zbirke slik, smo zajeli 88 slik 
trojic, tako je celotna prva zbirka vsebovala 158 slik. Primer zajetih slik je prikazan na 
Sliki 14.  
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Da bi simulirali industrijsko okolje, sta bila ozadje scene in svetlobni vir, pri 
prvih dveh setih, približno statična. S prvima dvema zbirkama slik trojic želimo 
simulirati industrijsko okolje in pričakujemo dobre rezultate rekonstrukcij. V poglavju 
5.2 Učenje modela pa bomo zbirki združili in ju imenovali kot prva podatkovna zbirka. 
 
Drugi set slik pa je bil zajet ob različnih urah sončnega dneva. Na scenah slik so 
bile zajete zgradbe, travniki, drevesa, nebo, les, kritine objektov in podobno. Zaradi 
toplih sončnih dni so se na termalnih slikah najbolj videle segrete kritine zgradb. V tej 
zbirki slik je bilo zajetih 816 slik trojic, ki predstavljajo zahtevnejše podatke v 
primerjavi s prvo zbirko slik, saj so se zaradi spreminjanja svetlobe sončnega spektra, 
spreminjale tudi barve objektov. Zajete slike trojic predstavlja spodnja Slika 15. 
 
 
Slika 15: Slike trojic tretje zbirke slik v LWIR visokoresolucijska LWIR 
(sredina), visokoresolucijska RGB (levo), nizkoresolucijska (desno) 
  
Slika 14: Slike trojic drugega dela prve zbirke slik: visoko-resolucijska 
RGB (levo), visoko-resolucijska LWIR (sredina), nizkoresolucijska 
(desno) 
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4.4. Poravnava slik z oceno homografije 
 
Iz slike 12 je razvidno, da je vidno polje (angl. FOV − field of view) vseh treh kamer 
zelo različno. Razlog za različna vidna polja tiči v njihovih optičnih sistemih. Zaradi 
različnih velikosti objektivov, se svetloba različno zrcali na površino senzorskih polj. 
Ker želimo imeti slike popolnoma poravnane, smo jih morali za učenje modela 
predobdelati. Za osnovno resolucijo smo izbrali velikost 512 × 384 pikslov, kar ustreza 
resoluciji originalne visokoresolucijske IR slike (Slika 12 (a)), ki hkrati predstavlja 
tudi ciljne podatke. Na omenjeno resolucijo smo prilagodili visokoresolucijsko RGB 
sliko in nizkoresolucijsko IR sliko. Nizkoresolucijske termalne slike so bile 
prevzorčene na izhodiščno resolucijo z bikubično interpolacijo. RGB slike pa so že 
vsebovale večjo resolucijo in jih ni bilo potrebno interpolirati. Za samo poravnavo slik 
pa smo na trojicah slik ocenili homografijo.  
 
4.4.1. Homografija: 
 
Homografija [25,26,27,28] ali projektivna transformacija je linearna geometrijska 
preslikava homogenih koordinat 𝒖 = [𝑥, 𝑦, 𝑧]𝑇  iz ravnine 𝑃2 → 𝑃2  ravnino. 
Poznamo tudi preslikave iz 𝑃3 → 
 𝑃2  ravnino, ki se uporabljajo pri matematičnem opisovanju zrcaljenja točk iz 
svetovnega 3D koordinatnega sistema v 2D koordinatni sistem kamere. Preslikovanju 
se reče tudi perspektivna projekcija. 
 
Homografija je predstavljena v homogenem koordinatnem sistemu kot 𝑃2, 
ravnina v kateri se za predstavo 2D koordinat (nehomogen koordinati sistem) 
uporablja tridimenzionalni vektor 𝒖 = [𝑥, 𝑦, 𝑧] , za katerega veljajo naslednje relacije: 
𝑥′ =
𝑥
𝑧
 , 𝑦′ =
𝑦
𝑧
  in 𝑧 =1, iz katerih lahko zapišemo vektor 𝒖′ = [𝑥′, 𝑦′, 1]𝑇. Operaciji 
rečemo tudi homogena predstavitev 2D koordinat. Preslikovanje točk med dvema 
slikovnima ravninama 𝒖 in 𝒖' opisuje homografija, ki jo opišemo z matriko H (3.1). 
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𝐻 = [
ℎ11 ℎ12 ℎ13
ℎ21 ℎ22 ℎ23
ℎ31 ℎ32 ℎ33
]  (3.1) 
     
Izraz za preslikovanje lahko zapišemo z enačbo (3.2) 𝑢′ =  𝐻𝑢. Vektorja 𝒖 =  [ 
x, y, 1 ]𝑇 in 𝒖' =[ x', y', 1 ]𝑇  predstavljata tri dimenzionalni vektor ali koordinate 
korespondenčnih točk v posameznih ravninah. Spodnja enačba (3.2) predstavlja izraz 
za preslikavo korespondenčnih točk (𝑥, 𝑦, 1) → (𝑥′, 𝑦′, 1) v obliki matričnega 
množenja . 
 
c [
𝑥′
𝑦′
1
] = 𝐻 [
𝑥
𝑦
1
] = [
ℎ11 ℎ12 ℎ13
ℎ21 ℎ22 ℎ23
ℎ31 ℎ32 ℎ33
] [
𝑥
𝑦
1
]  (3.2) 
 
Koeficienti ℎ𝑛𝑚 predstavljajo geometrijske relacije med ravninama 𝒖' in 𝒖, kot 
so: transformacija podobnosti (angl. similarity transformation), afina transformacija 
(angl. affinity ransformation) in projekcijska transformacija (angl. projective 
transformation). 
 
Za sam izračun ℎ𝑛𝑚  vrednosti se uporablja direktna linearna transformacija 
(angl. DLT − Direct Linear Transform). Spodnja enačba (3.3) opisuje preslikovanje 
korespondenčnih točk, za katero so potrebne vsaj 4 točke. Za boljše delovanje pa je 
priporočljivo zbrati več korespondenc. Za izračun vrednosti parametrov ℎ lahko 
zapišemo izraz 𝐴ℎ = 𝑏 (3.3), kjer velja ℎ33= 1. 
      
                   [   
 𝑥  𝑦  1  0  0  0 − 𝑥𝑥′  − 𝑦𝑥′   𝑥′ 
0  0  0  𝑥  𝑦  1 − 𝑥𝑦′ − 𝑦𝑦′  𝑦′
]
[
 
 
 
 
 
 
 
 
 
ℎ11
ℎ12
ℎ13
ℎ21
ℎ22
ℎ23
ℎ31
ℎ32
ℎ33]
 
 
 
 
 
 
 
 
 
= [
𝑥𝑛′
𝑦𝑛′
]   (3.3) 
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Nato pa lahko zapišemo izraz 𝐴𝑇𝐴ℎ = 𝐴𝑇𝑏 , iz katerega izpeljemo izraz za 
vrednosti parametrov ℎ = [𝐴𝑇𝐴]−1𝐴𝑇𝑏. 
 
Pri ocenjevanju matrike 𝐻 smo si pomagali s knjižnico OpenCV, ki vsebuje 
veliko algoritmov za izvedbo aplikacij računalniškega vida in strojnega učenja. V 
praksi se za iskanje korespondenčnih točk uporabljata SIFT + RASAC algoritma, ki 
sta robustni metodi za iskanje točk interesa istega pomena slik. Ker pa imamo v našem 
primeru opravka z različnimi barvnimi konteksti (IR−RGB), smo se odločili, da 
poiščemo korespondenčne točke ročno. Ker smo sistem kamer med fotografiranjem 
razstavljali in sestavljali, smo morali vedno znova oceniti homografijo H. Za oceno 
matrike H, med visokoresolucijskimi IR slikami in RGB slikami, je bilo izbranih 8 
korespondenčnih točk. Spodnja slika prikazuje primer izbranih značilnih točk na enem 
paru slik.  
 
 
Slika 16 (a) predstavlja zajete točke interesa na RBG sliki (točke rdeče barve), 
katere se ujemajo s točkami interesa v visokoresolucijski IR sliki, kot predstavlja slika 
16 (b) (točke zelene barve).  
 
Rezultat poravnav na podlagi ocene homografije pa je prikazan na sliki 16 (c). 
Da je bila končna slika 16 (c) iste dimenzije, kot izvorna IR slika 16 (b), smo uporabili 
funkcijo za ukrivljanje perspektive (angl. warping perspective), ki predstavlja 
perspektivno transformacijo med slikama.  
 
Slika 16: Primer korespondenčnih točk na IR in RGB slikah 
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Za ugotavljanje ustreznost poravnav smo izdelali enostaven algoritem, ki vstavi 
rezultate poravnav obeh slik v prazne kanale RGB slike. Slika 16 (c) je bila za vstavitev 
v zelen kanal spremenjena v sivinsko sliko ene dimenzije, slika 16 (b) pa je bila 
vstavljena v rdeč in moder kanal (Slika 17). 
 
 
Slika 17: Preverjanje ustreznosti poravnav s prekrivanjem slik 
 
Vijolično področje predstavlja visokoresolucijsko IR Sliko 16 (a), položeno na 
zeleno ozadje, ki pa predstavlja Sliko 16 (c). Na Sliki 17 so opazne pomanjkljivosti 
ujemanja med slikama, ker ima oseba hladne prste, se ti na IR sliki vidijo slabše. 
Tovrstni pojav predstavlja manjša neujemanja med slikama. Na očalih osebe pa je tudi 
opazen efekt neprozornosti stekla, katero dobro absorbira IR radiacijo. Ti pojavi 
povzročajo dvoumnost podatkov pri učenju mreže.  
 
Za ocenjevanje homografije med visokoresolucijskimi (512 × 384 pikslov) in 
nizkoresolucijskimi IR slikami (32 × 24 pikslov) smo izbrali malce drugačen pristop. 
Nizkoresolucijske IR slike smo sprva nadvzorčili z bikubično interpolacijo na iste 
dimenzije, kot je visokoresolucijska IR slika (Slika 18 (a)). Zaradi slabe prostorske 
ločljivosti nismo mogli razločiti področja za določitev točk interesa, zato smo iz 
centrov obeh slik določili 6 fiksno določenih točk, kot je prikazano na Sliki 18 (a) in 
Sliki 18 (b). 
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Da bi ocenili homografijo, smo izdelali Sliko 18 (c), na kateri je vidno 
geometrijsko razmerje med korespondenčnimi točkami Slike 18 (a) in (b). Za sestavo 
Slike 18 (c), smo Sliki 18 (a) in (b) poizkušali čimbolje prekriti z uporabo rotacije, 
translacije in skaliranja. Pri tem smo si pomagali s programskim orodjem Photoshop, 
ki podpira tovrstne operacije. Sliki 18 (b) smo za boljšo vidnost nastavili 
transparentnost, ter jo prekrili s Sliko 18 (a). Prileganje slik smo izvajali ročno, dokler 
sliki nista bili ustrezno prekriti. Končni rezultat prekrivanja s korespondenčnimi 
točkami obeh slik je prikazan na Sliki 18 (c). Za oceno homografije pa smo uporabili 
korenspondenčne toče Slike 18 (b) in korespondenčne točke zelene barve iz Slike 18 
(c). Pridobljeno matriko H smo tako uporabili za poravnavo ostalih slik trojic iste 
zbirke. 
 
 Slika 19 (a) prikazuje poravnano nizkoresolucijsko sliko, ki je bila pred 
poravnavo nadvzorčena z interpolacijo najbližjega soseda, Slika 19 (b) pa prikazuje 
sliko interpolirano z bikubično interpolacijo. Zaradi same transformacije in ukrivljanja 
slik, nam je od nizkoresolucjiskega (32 × 24) vira IR slik, preostalo polje dimenzije 14 
× 11, kot prikazuje Slika 19 (a). 
Slika 18: Primer ocene korespondenčnih točk na visokoresolucijski IR sliki 
(a) in nizkoresolucijski IR sliki (b) ter slika za ocenjevanje premika 
korespondenčnih točk (c) 
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4.5. Razviti model 
 
Iz obstoječih del [1,2,3,4] smo si pomagali pri razvoju našega RGB-IR modela (Slika 
20). Sestavili smo enostaven polno konvolucijski model z dvema vhodoma, ki je 
zastavljen za učenje na manjših slikah. Ker model ne vsebuje polno povezanih 
nevronskih slojev, ni potreb, da bi imeli učne podatke fiksnih dimenzij. Model je 
strukturiran v smislu mapiranja slik v enovitem načinu in vsebuje pet konvolucijksih 
slojev, kot je prikazano na Sliki 20 (S11. S12, S21, S22, S3, S4, S5). Na vhodu v mrežo 
ima dve ločeni veji kovolucijskih slojev (S11. S12, S21, S22,), ki sta namenjeni črpanju 
map značilk iz nizkoresolucijskih IR in visokoresolucijskih RGB virov slik (RGB 
SLIKA, NR. IR SLIKA). Vsaka veja ima dva konvolucijska sloja z velikostjo filtrov 
5 × 5 in 3 × 3, od katerih vsebuje vsak sloj 64 filtrov. Veji se nato združita v 
združevalnem sloju (angl. concatenate), ki je namenjen združevanju map značilk RGB 
slik in nizkoresolucijskih IR slik. Združene mape so nato podane tretjemu sloju (S3), 
namenjenemu nelinearnemu mapiranju značilnosti obeh vej v skupne značilnosti za 
formacijo končne IR slike. Tretji sloj vsebuje 128 filtrov velikosti 3 × 3. V četrtem 
sloju (S4) smo uporabili 64 filtrov dimenzij 3 × 3. Tretji in četrti sloj sta namenjena 
pripravi visokfrekvenčnih reprezentacij izhodnih slik. Zadnji sloj (S5) pa je namenjen 
rekonstrukciji končne trikanalne visokoresolucijske IR slike (IZHODNA SLIKA).  
 
Slika 19: Primer ocene korespondenčnih točk na 
visokoresolucijski IR sliki (a) in nizkoresolucijski IR sliki (b) 
ter slika za ocenjevanje premika korespondenčnih točk (c) 
 
 45 
 
Zadnji sloj vsebuje le 3 filtre dimenzije 1 × 1, ki služijo napovedovanju 
visokofrekvenčnih podrobnosti izhodne slike. Na sliki 20 je le kot primer podana tudi 
originalna slika (CILJNA SLIKA), ki je bila uporabljena kot ciljna množica podatkov 
v fazi učenja modela (vrednotenje modela se je izvajalo na testni množici podatkov). 
Slika 20 predstavlja omenjeno arhitekturo konvolucijske mreže, na kateri so podane 
dimenzije enakostraničnih filtrov velikosti (v) in števila filtrov (š) v posameznih slojih 
modela. 
 
 
Model za aktivacijske funkcije v vseh slojih (𝑆11. 𝑆12, 𝑆21, 𝑆22, 𝑆3, 𝑆4, 𝑆5) 
uporablja ReLu aktivacijsko funkcijo. Vhodne podatke za učenje modela pa smo 
normalizirali med vrednosti med [0,1]. Za funkcijo napake smo uporabili srednjo 
absolutno napako (MAE). Model je tako na koncu vseboval 342000 parametrov za 
učenje. 
 
 
 
 
 
 
 
 
Slika 20: Shema petslojnega modela za izvajanje nalog vodene super-resolucije, kjer 
v predstavlja velikost enakostraničnih filtrov, š pa predstavlja število filtrov v 
posameznih slojih modela. 
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5. Rezultati 
  
V tem poglavju najprej predstavimo matematično ozadje mer kakovosti PNSR in 
SSIM. Nato predstavljamo rezultate prve (združene) in druge zbirke slik. Pokazali 
bomo, kako sta se meri podobnosti spreminjali med učenjem. Na koncu pa bomo 
predstavili nekaj dobrih in slabih primerov slik. 
5.1. Mere kakovosti SSIM in PNSR 
 
Vsi procesi, ki se izvajajo nad sliko, kot so: shranjevanje, obdelava, kompresija in 
prenos, povzročajo izgubo informacije ali degradacijo slike. Za ocenjevanje kakovosti 
slik [29,30.31] je bilo razvito veliko metod, ki jih delimo na objektivne in subjektivne 
metode. Subjektivne metode so časovno potratne, saj zahtevajo več oseb, ki so 
zadolžene za ocenjevanje slik, končna ocena pa je pri tem odvisna od opazovalčeve 
lastne presoje. 
 
Objektivne metode uporabljajo numerične algoritme, ki ne vpletajo človeške 
presoje. Najpogosteje uporabljene objektive mere kakovosti slike so: srednja 
kvadratna napaka (MSE), vrhnja vrednost razmerja med signalom in šumom (angl. 
PSNR − peak-signal-to-noise ratio) in merilo indeksa strukturne podobnosti (angl. 
SSIM − structural similarity index measure). Omenjene mere se uporabljajo pri 
ocenjevanju, kjer je možna uporaba referenčne slike, imenujemo jih tudi polno 
referenčne metode (angl. full-reference methods). 
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Srednjo kvadratno napako med referenčno sliko 𝑠1 in degradirano sliko 𝑠2 lahko 
izračunamo z enačbo (8.1), kjer vrednosti M in N predstavljata dimenzije slike. 
 
𝑀𝑆𝐸(𝑠1, 𝑠2) =
1
𝑀𝑁
∑∑(𝑠1𝑖𝑗 − 𝑠2𝑖𝑗)
2
𝑁
𝑗=0
𝑀
𝑖=0
       (8.1) 
 
Mera PNSR je razmerje med maksimalno možno vrednostjo pikslov ter šumom, 
povzročenim zaradi odstopanja vrednosti pikslov od referenčne slike. Matematični 
izraz lahko zapišemo z enačbo (8.2), kjer  𝑠1 in  𝑠2 predstavljata referenčno in 
degradirano sliko, 𝑑 pa predstavlja največjo možno vrednost piksla, ki je za tipično 8-
bitno sliko, 255. Kadar gre vrednost srednje kvadratne napake proti nič, gredo 
vrednosti PNSR proti neskončno. Mera je zaradi dinamičnega obsega signalov, ki se 
izražajo v kvaliteti slike, izražena v decibelnem logaritemskem merilu. 
  
PSNR(s1, s2) = 10 log10(
𝑑2
𝑀𝑆𝐸(𝑠1, 𝑠2)
) [𝑑𝐵]         (8.2) 
 
Kljub enostavni matematični predstavi, se rezultati ne ujemajo dobro z vizualno 
kakovostjo slike. V zadnjih desetletjih je bilo veliko truda vloženega v razvoj mer, ki 
izkoriščajo znane značilnosti človeškega vidnega sistema (angl. HSV − human visual 
system). 
 
SSIM je pogosto uporabljena kot mera kakovosti med dvema slikama in ima 
močno korelacijo s percepcijo človeškega vizualnega sistema. Svetilnost in kontrast 
objekta, zajeta na sceni, sta odvisna od svetlobnega vira in odbojnosti samega 
materiala, vendar pa pri tem struktura objekta ostaja enaka. Zato je cilj obravnavati vse 
tri vplive ločeno. Metoda razdeli originalno in degradirano sliko na tri dele svetilnost, 
kontrast in strukturno podobnost. Enačbo za SSIM lahko zapišemo z izrazom (8.3), ki 
predstavlja produkt vseh treh delov. 
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 𝑆𝑆𝐼𝑀(𝑠1, 𝑠2) = 𝑙(𝑠1, 𝑠2)𝑐(𝑠1, 𝑠2)𝑠(𝑠1, 𝑠2)     (8.3) 
 
Algoritem najprej primerja vrednosti svetilnosti, ki meri bližino dveh srednjih 
vrednosti pikslov μ𝑠1 in μ𝑠2 . Kadar sta si μ𝑠1  in μ𝑠2enaka, postane rezultat funkcije 1, 
kot opisuje enačba (8.4). 𝐶1 pa predstavlja konstanto, ki povzroča stabilnejše 
računanje v primerih, kadar je izraz μ
𝑠1
2 + μ
𝑠2
2 blizu nič. 
 
𝑙(𝑠1, 𝑠2) =
2μ𝑠1μ𝑠2+𝐶1
μ𝑠1
2+μ𝑠2
2+𝐶1
       (8.4) 
 
Funkcija (8.5) predstavlja primerjanje kontrasta obeh slik, ki je predstavljen s 
standardno deviacijo σ𝑠1 in σ𝑠2 . Kadar sta si σ𝑠1 in σ𝑠2 bližje, postaja funkcija 1, 
konstanta 𝐶2 pa preprečuje deljenje z nič. 
 
𝑐(𝑠1, 𝑠2) =
2σ𝑠1σ𝑠2+𝐶2
σ𝑠1
2+σ𝑠2
2+𝐶2
   (8.5) 
 
Enačba (8.6) predstavlja strukturno podobnost, ki meri korelacijski koeficient 
med dvema slikama. Izraz σ𝑠1𝑠2  predstavlja kovarianco med slikakama 𝑠1in 𝑠2, kjer 
konstanta 𝐶3 preprečuje deljenje z nič. 
 
𝑠(𝑠1, 𝑠2) =
σ𝑠1𝑠2+𝐶3
σ𝑠1
2 σ𝑠2
2+𝐶3
    (8.6)  
 
Vrednosti SSIM postane 1, kadar sta si sliki enaki, in 0, kadar med slikama ni 
korelacije. Da bi imela ocena SSIM lokalen pomen, se računanje lokalne statistike 
izvaja s pomikajočim oknom velikosti 8 × 8, katerega pomikamo za eno točkovno 
polje v vertikalni in horizontalni smeri obeh slik. Podobna operacija se izvaja tudi pri 
konvoliciji slik. V praksi potrebujemo mero kakovosti za celotno sliko, ta je definirana 
kot povprečni SSIM (𝑀𝑆𝑆𝐼𝑀). 𝑀𝑆𝑆𝐼𝑀 (angl. mean structural similarity index 
measure) izračunamo z izrazom (8.6), ki predstavlja povprečno vrednost prispevkov 
vseh pomikajočih oken. 
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𝑀𝑆𝑆𝐼𝑀(𝑠1, 𝑠2) =
1
𝑀
 ∑ 𝑆𝑆𝐼𝑀(𝑠1𝑗,𝑠2𝑗)  
𝑀
𝑗=1        (8.7) 
 
V izrazu (8.7) 𝑠1𝑗, in  𝑠2𝑗 predstavljata lokalno vsebino slike na j-tem mestu in 
M predstavlja število lokalnih oken v celotni sliki. 
 
5.2. Učenje modela 
 
 Prvi zbirki slik, ki vsebujeta segreto kovino črne barve in pisanih barv, smo zaradi iste 
vsebine in svetlobnega okolja združili in dobili zbirko slik s 158 slikami trojic. V 
nadaljevanju dela bomo prvi združeni zbirki imenovali prva zbirka. Prva zbirka slik je 
bila za prvi test naključno razdeljena v učno in testno množico slik. 98 slik je bilo 
uporabljenih za učenje, 60 pa jih je bilo izbranih za testno množico podatkov. Za 
učenje modela smo slikam trojic, resolucije 512 × 384, naključno izluščili 80 podslik 
(podoken), velikosti  80 × 80. Zbrana zbirka učne množice je tako vsebovala 6300 
podslik trojic. Iz učne množice smo naključno izbrali 20 odstotkov podslik in jih 
uporabili za validacijske podatke.  
 
Modelom smo za učenje na prvi zbirki slik nastavili naslednje parametre:  
 hitrost učenja smo nastavili na 0.0005, s faktorjem propadanja 1𝑒−2,  
 za velikost paketnega gradienta smo izbrali velikost 4, 
 vrstni red učnih podatkov je bil pri vsaki učni ponovitvi premešan,  
 kot optimizator učenja je bil izbran ADAM. 
 
Pri učenju modela na drugi zbirki slik, ki vsebuje scene zajete na prostem, je bilo 
zbranih 816 slik trojic, od katerih jih je bilo 528 uporabljenih za učno množico, 288 
slik pa je bilo izbranih za testno množico podatkov. Iz slik učne množice je bilo 
naključno izluščenih 21000 podslik za učne podatke, kot pri prvi zbirki, je bilo 20 % 
uporabljenih za validacijske podatke. Za učenje smo uporabili Python skriptni jezik, 
za katerega sta bili ustvarjeni popularni knjižnici Keras in TensorFlow, ki podpirata 
 51 
 
gradnjo in učenje modelov, namenjenih za aplikacije strojnega vida. Knjižnica podpira 
tudi učenje na GPU-jih, v našem primeru smo uporabili GeForce GTX 1050 Ti, s 4 Gb 
pomnilnika.  
5.3. Rezultati učenja prve množice slik 
 
Naš model smo učili na obeh učnih podatkovnih zbirkah 35 epoh (ponovitev 
gradientnega spusta) in ob vsaki novi ponovitvi učenja, shranili vmesne podatke, kot 
so: rekonstrukcije slik, verzije naučenega modela, ter posamične in povprečne 
vrednosti PSNR in SSIM mer kakovosti slike. Prva testna podatkovna zbirka na scenah 
vsebuje segrete pobarvane kose kovine črne barve in pisanih barv, in predstavlja 
omejeno svetlobno okolje. Slika 21 levo prikazuje potek konvergence funkcije izgube 
MAE na učnih podatkih prve podatkovne zbirke. Iz grafa (Slika 21 levo) je razvidno, 
da model konvergira proti minimumu funkcije izgube, katera se ustali pri vrednosti 
0.206. Slika 21 – desno, pa prikazuje potek funkcije izgube na validacijskih podatkih 
(20 % učnih podslik), s katerimi smo ocenjevali, kako dobro model napoveduje slike, 
ki niso v naboru učne zbirke. Pri velikih odstopih napake na testni in validacijski 
množici podslik, model slabše napoveduje slike, ki niso iz nabora učne množice 
 
 
Vrednotenje mer kakovosti na testni množici celotnih slik (60 slik) je prikazano 
na Sliki 22. Slika 22 – levo, prikazuje potek povprečne vrednosti PNSR na testni 
množici slik. Slika 22 – desno, pa prikazuje potek povprečnih vrednosti SSIM, ki so 
Slika 21: levo: vrednosti MAE tekom učenja desno: vrednosti MAE na 
validacijskih podatkih 
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med učenjem upadale. Vrednosti PNSR so se v zadnjih epohah ustalile na vrednostih 
22.67 dB. Vrednosti SSIM pa so skozi korake učenja upadale  
in se ustalile pri vrednosti 0.846. Ker smo optimizirali funkcijo MAE, so bili tudi 
rezultati PNSR pričakovano višji, vrednosti SSIM pa so z učnimi ponovitvami 
upadale. 
 
 
Nekaj dobrih primerov rekonstrukcij slik je prikazanih na Sliki 23, na katerih so 
prikazane tudi uporabljene RGB in nizkoresolucijske IR slike. Za primerjavo pa sta 
podani tudi originalna visokoresolucijska IR slika in rekonstruirana IR slika. Iz 
rekonstruiranih slik je razvidno, da je model določene slike sposoben rekonstruirati z 
vrednostmi SSIM nad 0.8. 
 
Slika 22: Vrednosti mer kakovosti PNSR in SSIM med učenjem 
Slika 23: Primeri dobrih rekonstrukcij slik s pripadajočimi RGB 
slikami in nizko resolucijskimi IR slikami 
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Ker je v podatkovni zbirki veliko dvoumnih podatkov, smo iz testne množice 
slik opazili nekaj pomanjkljivosti rekonstrukcij modela. Spodnja Slika 24 prikazuje 
nekaj primerov slabih rekonstrukcij. 
 
 
Slika 24 v zgornji vrstici (ORIGINALNE IR) prikazuje originalne 
visokoresolucijske IR slike, spodnja vrstica (REKONSTRUIRANE IR) pa prikazuje 
slike, ki imajo pomanjkljivosti v rekonstrukcijah. Rdeči krogi na slikah prikazujejo 
področja, kjer je imel model težave s popolno rekonstrukcijo slik. Napake se pojavijo 
zaradi prekrivanja področja med nizkoresolucijskimi IR slikami in RGB slikami, te se 
pri generaciji slike preslikajo v napačne izhodne vrednosti. 
 
5.4. Rezultati učenja druge zbirke slik 
 
Druga podatkovna zbirka na svojih scenah vsebuje hiše, ceste, travnike, grmovje in 
ostale predmete zajete na prostem. V primerjavi s prvo podatkovno zbirko, vsebuje 
nabor slik, ki imajo večji nabor barv. Potek učenja druge podatkovne zbirke je prikazan 
na Sliki 25. Slika 25 – levo, prikazuje konvergenco funkcije MAE, ki se ustali pri 
vrednosti 0.411. Slika 25 – desno, pa prikazuje potek vrednotenja na testnih podatkih 
učne množice, ki zajema 20 % učnih podslik. Iz grafa je razvidno, da je napaka med 
učenjem manjša, kot na učni množici slik. 
Slika 24: Primeri slik s pomanjkljivo rekonstrukcijo in  njihovimi originali 
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Slika 26 – levo, prikazuje potek povprečnih vrednosti PNSR na testni zbirki 
podatkov, ki vsebuje 288 celotnih slik. Vrednosti PNSR se po 35 epohah ustalijo pri 
vrednostih 17.63 dB. Slika 26 – desno,  pa prikazuje potek povprečne vrednosti SSIM 
na celotni testni zbirki, ki se ustali pri vrednosti 0.652. Iz grafov je razvidno, da model 
slabše rekonstruira slike večjega nabora barv. 
 
 
Slika 27 prikazuje nekaj ustreznih primerov rekonstrukcij modela. Poleg 
rekonstrukcij so prikazane tudi: izvorna nizkoresolucijska IR slika in njena vodilna 
RGB slika. Model je slike druge testne množice uspel rekonstruirati z vrednostmi 
SSIM nad 0.60. 
Slika 25: Primeri slik s pomanjkljivo rekonstrukcijo in  njihovimi originali 
Slika 26: Vrednosti mer kakovosti PNSR in SSIM med učenjem 
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Na Sliki 28 je prikazano nekaj pomanjkljivosti rekonstrukcij povzročenih zaradi 
težavnosti zajemanja slik v LWIR spektru. Slika 28 − v prvi vrstici, prikazuje 
originalne IR slike, v drugi vrstici pa so prikazane pomanjkljivosti modela, označene 
z rdečo barvo. 
 
 
 
Slika 28 − spodaj levo, predstavlja primer, kjer model ni uspel generirati ostrih 
robov zaradi slabše poravnave nizkoresolucijskih slik. Slika 28 − spodaj sredina, 
Slika 27: Primeri dobrih rekonstrukcij slik s pripadajočimi RGB slikami 
in nizko resolucijskimi IR slikami 
Slika 28: Primeri slik s pomanjkljivo rekonstrukcijo in  njihovimi 
originali 
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predstavlja pomanjkljivost zaradi efekta odbojnosti odsevnikov v termalnem spektru. 
Na originalni sliki se odsevniki pojavijo kot hladnejša področja, zaradi odbojnosti 
njihove površine. Slika 28 − spodaj desno, pa predstavlja pomanjkljivost v 
intenzivnosti, ki se pojavi zaradi slabšega optičnega sistema nizkoresolucijske kamere. 
Kot smo omenili, se merjenci zaradi vpliva absorpcije atmosfere na daljših razdaljah 
izmerijo hladnejši, kot so v resnici. 
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Zaključek 
 
V našem delu smo se ukvarjali s super-resolucijo termalnih slik, s podporo RGB 
referenc. Za razliko od drugih del, je nas zanimala rekonstrukcija slik z 
nizkoresolucijskimi slikami, pridobljenimi iz realne nizkoresolucijske kamere. Cilj je 
bil spoznati vpliv dejavnikov, ki se pojavijo zaradi same različnosti kamer in 
težavnosti zajemanja v LWIR. Zanimal pa nas je tudi sam vpliv nizke resolucije in 
načina skaliranja slik. 
 
Model je izkazal dobre rezultate pri prvi podatkovni zbirki, pri primerih slik, ki 
niso imele veliko prekritih področij predmetov, ali pa so bila področja vidno ločena z 
različnimi barvami. Prva podatkovna zbirka je bila tudi namensko zajeta, da bi videli 
odziv modela na robovih, kovine, ki so pobarvane s črno barvo, ki pa jo je model slabše 
napovedoval. Model je pri drugi podatkovni zbirki uspešno rekonstuiral scene, kjer so 
bile prikazane strehe objektov, saj ima rdeč kanal močno korelacijo s termalnim 
spektrom, kot je to razvidno iz dela [4]. Težava se je pokazala zaradi odbojnosti 
nekaterih materialov v LWIR spektru, kot sta kovina in steklo. Model se je naučil, da 
predstavlja področja zelenih in modrih barv, kot so travniki, gozdovi, grmovja in nebo, 
s hladnejšimi vrednostmi temperatur. Objekti, kot so rdeče opeke ali strehe, pa so bili 
izraženi z višjimi vrednostmi temperatur. 
 
Pri morebitnih nadgradnjah dela, bi bilo potrebno izvesti testiranja modela za 
različne funkcije napak, ki bazirajo na človeškem vidnem sistemu, kot je na primer 
SSIM. Za nadaljne delo bi bilo priporočljivo, pri izvedbi senzorskega sistema, izbrati 
termalni kameri s podobnim optičnim sistemom oziroma podobnim poljem pogleda, v 
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tem primeru bi obdržali večje število pikslov iz nizkoresolucijske kamere za pomoč 
pri generaciji slike.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 59 
 
 
Literatura 
 
[1] C. Dong, C. Change Loy, K. He, X. Tang, “Image Super-Resolution Using Deep 
Convolutional Networks,” IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 38, no. 2, str. 295−307, IEEE, 2015 
 
[2] R. de Lutio, S. D’Aronco, J. Dirk Wegner, K. Schindler, “Guided Super-Resolution 
as Pixel-to-Pixel Transformation,” 2019 IEEE/CVF International Conference on 
Computer Vision (ICCV), str. 1−9, IEEE, 2019 
 
[3] W. Yang, J. Feng, J. Yang, F. Zhao, J. Liu, Z. Guo, S. Yan, “Deep Edge Guided 
Recurrent Residual Learning for Image Super-Resolution,” IEEE Transaction on 
Image Processing (TIP), vol. 26, no. 12, str. 1−14, 2017  
 
 [4] X. Chen , G. Zhai , J. Wang ,C. Hu and Y. Chen, “Color Guided Thermal Image 
Super-Resolution,” Visual Communications and Image Processing (VCIP), str. 1−14, 
2016 
 
[5] R. Gade, T. B. Moeslund,  “Thermal Cameras and Applications: A Survey,”  
Machine Vision & Applications, Aalborg Universitet, str. 1−5, 2014 
 
[6] N. K. Dhar, R. Dat, A. K. Sood, “Advances in Infrared Detector Array 
Technology,” 2013, 
Dosegljivo:https://www.intechopen.com/books/optoelectronics-advanced-materials-
and-devices/advances-in-infrared-detector-array-technology [Dostopano: 14. 3. 
2020]. 
 
[7] FLIR Systems, “ThermaCAM E25 User's manual ,” no. 1558014 str. 119−130, 
2006 
60  Literatura 
 
Dosegljivo:http://sti-monge.fr/maintenancesystemes/wp-
content/uploads/2013/06/FLIR-E25-Manual.pdf [Dostopano: 11. 2. 2020] 
 
[8] FLIR Systems, “Tech note: Radiometric Temperature Measurements,” str. 1−3 
Dosegljivo:https://www.flir.com/globalassets/guidebooks/suas-radiometric-tech-
note-en.pdf [Dostopano: 13. 1. 2020] 
 
[9] FLIR Commercial Vision Systems, “Technical note: Uncooled detectors for 
thermal imaging cameras,”str.1−3, 
Dosegljivo:http://www.flirmedia.com/MMC/CVS/Appl_Stories/AS_0015_EN.pdf 
[Dostopano: 11. 2. 2020] 
 
[10] FLIR Systems  “Technical note: Cooled versus uncooled cameras for long range 
surveillance,” str. 1−4, Dosegljivo: 
http://www.flirmedia.com/MMC/CVS/Tech_Notes/TN_0005_EN.pdf  
[Dostopano: 17. 8. 2019] 
 
[11]FLIR, “IR Detectors for Thermographic Imaging,” Techni-Tool 
Dosegljivo:http://www.techni-tool.com/site/ARTICLE_LIBRARY/FLIR%20-
%20IR%20Detectors%20For%20Thermographic%20Imaging.pdf[Dostopano: 12. 8. 
2019] 
 
 [12] A. Tempelhahn, H. Budzier, V. Krause, G. Gerlach, “Shutter-less calibration of 
uncooled infrared cameras,” Journal of Sensors and Sensor Systems, Dresden, str. 
10−11, 2016 
  
 [13] FLIR Systems,  “Cooled vs uncooled thermal imagin,” str. 1−4 
Dosegljivo: 
http://www.flirmedia.com/MMC/THG/Brochures/RND_038/RND_038_US.pdf 
[Dostopano: 20. 8. 2019] 
 
 [14] D. Armendariz, Aperture and f-number, str. 1−4 
Dosegljivo: http://digitalphotography.exposed/slides/aperture.pdf [Dostopano: 13. 7. 
2019] 
 
[15] S. Kim, S. Lee, J. Lee, “Diamond-like carbon films for antireflection coatings of 
germanium infrared optical lens,” Journal of Korean Institute of surface 
Engineering, vol. 32, no. 3, 1999 
 61 
 
 
 [16] C. E. Nwankpa, W. Ijomah, A. Gachagan, S. Marshall, “Activation Functions: 
Comparison of Trends in Practice and Research for Deep Learning”, str 1−14, 2018 
 
[17] A. Ng, “ Sparse autoencoder,” Cs294a lecture notes, str. 1−6, Dosegljivo: 
https://web.stanford. edu/class/cs294a/sparseAutoencoder_2011new.pdf. [Dostopano 
20. 8. 2019]. 
 
[18] V. Dumoulin, F. Visin, A guide to convolution arithmetic for deep learning, str. 
12−18 ,2016, Dosegljivo: https://arxiv.org/pdf/1603.07285v1.pdf [Dostopano 17. 8. 
2019]. 
 
[19] M. Ivanovska, Magistrsko delo: Detekcija razpok v steklu z metodami strojnega 
vida, Univerza v Ljubljani, Fakulteta za elektrotehniko, Ljubljana, str. 60−64, 2019 
[20] A. Rosebrock, (2018), “ Keras Conv2D and Convolutional Layers,” 
Dosegljivo: https://www.pyimagesearch.com/2018/12/31/keras-conv2d-and-
convolutional-layers/ 
[Dostopano 22. 6. 2019]. 
 
[21] R. Sathya, A. Abraham, “Comparison of supervised and unsupervised learning 
algorithms for pattern classification,”  International Journal of Advanced Research 
in Artificial Intelligence,  vol. 2, no. 2, str. 34−36, 2013 
 
[22] L. P. Kaelbling,  M. Littman, A. Moore, “Reinforcement learning: A Survey,” 
Journal of Articial Intelligence Research 4, str. 237−239, 1996 
 
[23] C. M. Bishop, “Pattern recognition and machine learning,” Springer Science + 
Business Media, New York, str. 240−245, 2006 
 
[24] Melexis, “Datasheet: MLX90640 32x24 IR array” 
Dosegljivo:https://www.melexis.com/-/media/files/documents/datasheets/mlx90640-
datasheet-melexis.pdf [Dostopano: 23. 8. 2019] 
 
[25] J. K. Kämäräinen, P. Paalanen, “Experimental study on fast 2D homography 
estimation from a few point correspondencies,” Lappeenranta University of Technology, 
Faculty of Technology Management, Lappeenranta, str. 1−11, 2009 
 
62  Literatura 
 
[26] E. Dubrofsky, “Homography Estimation,” Carleton University, str.10−14, 2009 
 
[27] R.Collins, “Planar homographies”, Penn State 
Dosegljivo: http://www.cse.psu.edu/~rtc12/CSE486/lecture16.pdf [Dostopano 12. 5. 
2019]. 
 
[28] S. Kovačič, “Prosojnice s predavanj: Modeliranje kamere,” Univerza v Ljubljani, 
Fakulteta za elektrotehniko, Ljubljana, str.1−9, 2014 
 
Dosegljivo:http://vision.fe.unilj.si/classes/RV/predavanja/RacunalniskiVid%202013
%202014%2001%20Modeliranje%20Kamere%201.pdf [Dostopano 11. 5. 2019]. 
 
[29] A. Horé, D. Ziou, “Image quality metrics: PSNR vs. SSIM”  International 
Conference on Pattern Recognition, str. 2366−2367, 2010 
 
[30] Y. A. Y. Al-Najjar, Dr. D. C. Soong, “Comparison of Image Quality Assessment: 
PSNR, HVS, SSIM, UIQI,” International Journal of Scientific & Engineering 
Research, vol. 3, str. 1−4, 2012 
 
[31] Z. Wang, A. C. Bovik, H. R. Sheikh, E. P. Simoncelli, “Image Quality 
Assessment: From Error Visibility to Structural Similarity,” Transactions on image 
processing, vol. 13 , no. 4, IE
 63 
 
