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a b s t r a c t
Let G = (V , E) be a simple graph with vertex set V and edge set E. A subsetW ⊆ V ∪ E is a
mixed dominating set if every element x ∈ (V ∪ E) \W is either adjacent or incident to an
element of W . The mixed domination problem is to find a minimum mixed dominating set
of G. In this paper we first prove that a connected graph is a tree if and only if its total graph
is strongly chordal, and thus we obtain a polynomial-time algorithm for this problem in
trees. Further we design another linear-time labeling algorithm for this problem in trees.
At the end of the paper, we show that the mixed domination problem is NP-complete even
when restricted to split graphs, a subclass of chordal graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we in general follow [20] for notation and graph theory terminology. Specifically, let G = (V , E) be a
simple graph with vertex set V and edge set E, and let v be a vertex in V . The open neighborhood N(v) of v is defined as
the set of vertices adjacent to v. The closed neighborhood of v is N[v] = N(v) ∪ {v}. For an element x ∈ V ∪ E, the mixed
open neighborhood of x is the set Nm(x) = {y ∈ V ∪ E| y is adjacent or incident to x}. The mixed closed neighborhood of x is
Nm[x] = Nm(x)∪ {x}. For a set S ⊆ V ∪ E, let Nm(S) = ∪v∈SNm(v) and Nm[S] = Nm(S)∪ S. For v ∈ V , we use E(v) to denote
the set of edges incident to v, and let E[v] = E(v) ∪ {v}. We say that H is a subgraph of G, if V (H) ⊆ V (G) and uv ∈ E(H)
implies uv ∈ E(G). If a subgraph H satisfies the added property that for every pair u, v of vertices, uv ∈ E(H) if and only if
uv ∈ E(G), then H is called an induced subgraph of G. The subgraph induced by S ⊆ V (G) is denoted by G[S]. An independent
set in a graph is a set of vertices no two of which are adjacent. Similarly, one can define an edge independent set. A clique in
a graph is a set of vertices each pair of which are adjacent.
A practical application of mixed domination is stated as follows. Electric power companies need to continually monitor
their system’s state as defined by a set of variables, for example, the voltage magnitude at loads and the machine phase
angle at generators [31]. One method of monitoring these variables is to place phase measurement units (PMUs) at selected
locations in the system. For economical considerations, companies seek to minimize the number of PMUs needed to be
placed and maintain the ability of monitoring the entire system. Now, we provide a practical monitoring rule as a mixed
domination problem as follows.
Let G = (V , E) be a graph representing an electric power system, where a vertex represents an electrical node (a
substation bus where transmission lines, loads and generators are connected) and an edge represents a transmission line
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joining two electrical nodes. A PMU placed at a node measures the state variables of the vertex at which it is placed and its
incident edges and their end vertices. A PMU placed at an edge measures the state variables of the edge at which it is placed
and its incident vertices and adjacent edges.
A set S ⊆ V is a dominating set of a graph G = (V , E) if every vertex in V \ S has at least one neighbor in S. The domination
number of G, denoted by γ (G), is the minimum cardinality of a dominating set of G. Considering the mixed domination
problem as a generalization of the dominating set problem, we define a set S ⊆ V ∪ E to be amixed dominating set if every
vertex and every edge not in S is adjacent or incident to at least one element in S. Themixed domination number γm(G) of G
is the minimum cardinality of a mixed dominating set of G. A mixed dominating set with cardinality γm(G) is also called a
γm(G)-set. The mixed domination problem is to find a minimum mixed dominating set of G. The mixed dominating set was
introduced in the early papers such as [1,2,12], and summarized in [20]. In the present paper, the terminology of mixed
dominating set follows [20], and its meaning is distinct from that in papers or books such as [3,7,29]. In a mixed domination
problem, we usually say that an element in V ∪ E (mixed) dominates every element in its mixed closed neighborhood.
The domination problem is NP-complete for an arbitrary graph [17], and remains NP-complete when instances are
restricted to bipartite graphs or chordal graphs or planar graphs (see, for example [5,6,8,10,17,18,22]). But for trees there
are linear time algorithms [9,27]. However, as far as we know, there is few discussions on the algorithm and complexity of
the mixed domination problem. In Section 2 of the present paper, we prove that the total graph of a tree is strong chordal,
and thus provide an O(m log n) algorithm to find a minimum mixed dominating set of a tree. In Section 3 of this paper, we
further design a linear-time labeling algorithm for the mixed domination problem in trees. Finally, we prove that the mixed
domination problem is NP-complete even when restricted to split graphs, a subclass of chordal graphs.
2. Transforming mixed domination problem in trees into domination problem in strongly chordal graphs
A graph is said to be chordal if every cycle length 4 or greater induces a chord, an edge joining two nonconsecutive vertices
of the cycle. A vertex v is simplicial in G if N(v) forms a clique of G. It is well known that a graph G is chordal if and only if
every (nonempty) induced subgraph of G has a simplicial vertex [16]. A chordal graph is said to be strongly chordal if every
cycle on six or more vertices induces an odd chord, an chord such that it joins two vertices of the cycle with an odd distance
in the cycle. Given a graph G = (V , E), an ordering of its vertices σ = (v1, v2, . . . , vn) is called a strong elimination ordering,
if for each i < j < k < l, the following two conditions hold simultaneously: (i) vivj ∈ E and vivk ∈ E means vjvk ∈ E;
(ii) vivk ∈ E, vivl ∈ E and vjvk ∈ E means vjvl ∈ E. It is well known that a graph G is strongly chordal if and only if it admits
a strong elimination ordering [11,13].
The total graph T (G) of a graph G = (V , E) has vertices that correspond one-to-one with the elements of V ∪ E. Two
vertices are adjacent in T (G) if and only if the corresponding elements are adjacent or incident in G. From the definition
above we know that γm(G) = γ (T (G)). A vertex of T (G) corresponding to a vertex of G is called a v-vertex, and a vertex of
T (G) corresponding to an edge of G is called an e-vertex. A characterization of the total graph of a tree is given as follows.
Lemma 1 ([30]). A connected graph G is a tree if and only if its total graph is chordal.
In what follows, we shall give a stronger result. Our proof is partly the same as that in Lemma 1. For the sake of
completeness, we will provide the proof completely.
Theorem 2. A connected graph G is a tree if and only if its total graph is strongly chordal.
Proof. Suppose that G is a tree and C is a cycle in T (G). Noting the fact that G has no cycle and noting the definition of T (G), it
is not hard to see that there are atmost two v-vertices on C , and these two v-vertices are adjacent in T (G). Also, all e-vertices
on C are adjacent each other in T (G). Then it is easy to see that C induces a chord in T (G), and induces an odd chord in T (G)
if the length of C is at least 6. Thus T (G) is strongly chordal.
Conversely, suppose that T (G) is strongly chordal, and thus chordal. We will show that G is a tree. If G has only one edge,
it is clearly a tree. Now assume that G has at least two edges and the conclusion holds for any a connected graph with less
number of edges than G. Let x be a simplicial vertex of T (G). We say that x is not an e-vertex. For otherwise, suppose vu is the
edge in Gwhich corresponds to x. Since G has more than one edge and it is connected, there is an edge e incident to u. Then
in T (G), (the corresponding vertices of) e and v are not adjacent, contradicting the fact that x is simplicial. Therefore xmust
be a v-vertex. If x is adjacent to two v-vertices x1 and x2, we deduce contradiction. Since x is simplicial, then x, x1 and x2 are
mutually adjacent in T (G), and so they are also in G. In G, let e1 = xx1, e2 = xx2. Then in T (G), x2 and e1 are both adjacent to
x, but x2 is not adjacent to e1, contradicting the fact that x is simplicial. Therefore, x is adjacent in T (G) to only one v-vertex,
and thus to only one e-vertex. Therefore x has degree one in G. By deleting x from G and deleting x and its unique adjacent
e-vertex from T (G) we obtain G1 and T1 such that T1 is the total graph of G1. By the induction hypothesis G1 is a tree. Then
by adding x and its unique incident edge to G1, we obtain that G is also a tree. 
By comparing Lemma 1 with Theorem 2, we have the following immediate corollary.
Corollary 3. There is no connected graph whose total graph is chordal but not strongly chordal.
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Fig. 1.Mixed domination in trees.
Now we can design an algorithm for mixed domination problem in a tree G (with vertex number n and edge number
m) as follows. First construct T (G) in O(n) time [15]. Since T (G) is strongly chordal by Theorem 2, we can find a strong
elimination ordering of T (G) in time O(m log n) [28]. Then by applying the linear-time algorithm in [14] to this strong
elimination ordering, we obtain aminimumdominating set of T (G), which corresponds to aminimummixed dominating set
of G.
Theorem 4. By transforming a mixed domination problem in a tree into a domination problem in its total graph, the mixed
domination problem in trees can be solved in O(m log n) time.
Remark. The mixed domination problem for a graph is equivalent to the domination problem for its total graph. The total
graphs of the known graph classes except for trees are not found to be graph classes for which the domination problem is
known to be solvable. So it seems to be difficult to find an efficient algorithm for the mixed domination problem in graph
classes other than trees.
3. Labeling algorithm for mixed domination problem in trees
Our algorithmactually solves a slightlymore general problem,which can be formulated as follows. Let the union of vertex
set V and edge set E, V ∪ E of a tree T = (V , E) be partitioned into three subsets, V ∪ E = F ∪ B ∪ R, where F means ‘‘Free",
consisting of free elements, Bmeans ‘‘Bound", consisting of bound elements, and Rmeans ‘‘Required", consisting of required
elements. A optional mixed dominating set of T is any set D ⊆ V ∪ E which contains all required elements, that is, R ⊆ D, and
dominates all bound elements. Notice that a bound element is either an element ofD or is adjacent or incident to an element
inD. Free elements need not be dominated, but can be used inD to dominate bound elements. The optional mixed domination
number γ mopt(T ) is the minimum cardinality of a optional mixed dominating set in T . A optional mixed dominating set of T
with cardinality γ mopt(T ) is also called a γ
m
opt-set. Note that if we specify that B = V , then γ mopt(T ) = γm(T ). Thus, an algorithm
for computing the value of γ mopt(T ) is sufficient to compute the value of γm(T ). The above idea of our algorithm is actually
a generalization of the well-known labeling method, which appears in [9] for the first time, and is widely used by various
authors such as [8,21,23]. However, there is some difference between the labeling method used in our algorithm and the
traditional labeling method. In the traditional labeling method, only the vertices or only the edges of a tree are labeled. In
our algorithm, as can be seen in what follows, both vertices and edges of a tree will be labeled.
Given a tree T , we first root T at any vertex, say r . The height of T is themaximumdistance from a vertex of T to r . Suppose
the height of T is k. Let Li (0 ≤ i ≤ k) be the set of vertices of T which are at distance i from the root. Thenwe can number the
vertices of T with 1, 2, . . . , n. First number r with 1, then number in arbitrary order the vertices of L1 with 2, 3, . . . , |L1|+1,
and so on, until the vertices of Lk are numbered. Furthermore, we list out the parents of all the vertices of T (consider the
parent of 1 as 0). Finally, we can represent T with its parent array. Fig. 1 shows an example of a tree T and its parent array.
The algorithm visits vertices of T along the parent array [1 . . . n], from n down to the smallest number in L2. We denote
the endvertex being currently visited by v, the parent of v by u, and the parent of u byw. As an endvertex v is encountered,
the labels of v and vu are used to possibly relabel u and uw, and sometimes relabel other elements in Nm(vu). After v is
visited, we can delete v (together with vu) from the current tree and obtain a new tree. A linear-time algorithm for finding
a minimum optional mixed dominating set of a tree is shown as follows.
Algorithm OMDT. Find a minimum optional mixed dominating set of a tree.
Input: a tree T represented by a parent array [1 . . . n], with all vertices and edges of T labeled F , B, R arbitrarily.
Output: a minimum optional mixed dominating set D of T , represented by the set of vertices and edges with labels R.
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Method.
let T be the current tree, v be the current endvertex, u be the parent of v, and w be the parent of u. If the height of T is
one, then go to Stage B. Otherwise, execute Stage A.
Stage A.
D ← ∅;
For every x ∈ V (T ) ∪ E(T ) do
L(x) = the given label of x in the input.
end for
For v = n to the smallest number in L2 by−1 do
If L(v) = F and L(vu) = F , then delete v;
If L(v) = R or L(vu) = R, then
Let S = {x ∈ {v, vu}| L(x) = R};
D ← D ∪ S, L(y) = F for every y ∈ Nm(S)with L(y) ≠ R, delete v;
If L(v) = F and L(vu) = B, then
we first visit the brothers of v (the other sons of u), following the corresponding
steps. After all the brothers of v have been visited, finally visit v.
If it is not the case that L(v) = F and L(vu) = B, then
execute the corresponding step;
If it remains to be the case that L(v) = F and L(vu) = B, then
If there exists some element in Nm(vu)with label R, then delete v;
If there is no element in Nm(vu)with label R, then L(uw) = R, delete v;
If L(v) = B and L(vu) ≠ R, then L(u) = R, delete v;
end for
Stage B.
The height of T now is only one. If all the elements in T are labeled F , or there exists an element of T labeled R, then
D ← D ∪ {x| L(x) = R} and stop; Otherwise, L(1) = R, D ← D ∪ {1}, and stop.
The shaded vertices and edges in Fig. 1 are the elements which receive the labels R when algorithm OMDT is applied to
the parent array in Fig. 1 (initially, all the elements of the tree are labeled B). It is trivial to see that algorithm OMDT runs in
O(n) time, as it merely visits one vertex v in a step, all of the statements within which can be executed in at most O(d(u))
time, where, d(u) is the degree of u, and n the order of T . The correctness of this algorithm is based on the following theorem.
It is sufficient to consider a tree whose height is at least two, since the algorithm can obviously find a minimum optional
mixed dominating set of a one-height tree correctly.
Theorem 5. Suppose that T is a tree whose height is at least two and whose vertices and edges have been labeled F , B, R. Let v
be an endvertex with u its parent, andw the parent of u. Then
(1) If v ∈ F and vu ∈ F , then there exists a γ mopt(T )-set containing neither v nor vu.
(2) Suppose v ∈ R or vu ∈ R. Let S = {x ∈ {v, vu}| L(x) = R} and let T ′ denote the tree which results from T by deleting v and
relabeling every y ∈ Nm(S) such that L(y) ≠ R with F , then γ mopt(T ) = γ mopt(T ′)+ |S|.
(3) Suppose v ∈ F and vu ∈ B, T is the resulted tree after all brothers of v have been visited. If in T , the labels of v and vu remain
unchanged, and there is no element in Nm(vu) with label R, then γ mopt(T ) = γ mopt(T ′), where T ′ denote the tree which results
from T by deleting v and relabeling uw with R.
(4) If v ∈ B and vu /∈ R, then there exists a γ mopt(T )-set containing u.
Proof. (1) Let D be a γ mopt-set of T . By the minimality of D, v and vu cannot be both in D. If v ∈ D, then D \ {v} ∪ {u} is also a
γ mopt-set of T . If vu ∈ D, then D \ {vu} ∪ {uw} is also a γ mopt-set of T . Hence the desired result.
(2) We only provide the proof for the case that v ∈ R and vu /∈ R, since the proofs for other cases are similar. Let D be a
γ mopt-set of T . Since v ∈ R in T , v ∈ D. If u ∈ R, and thus u ∈ D, then obviously D \ {v} is a optional mixed dominating set of
T ′. If u /∈ R, then not both of vu and u are in D by the minimality of D. If vu ∈ D, then D \ {v, vu} ∪ {uw} is a optional mixed
dominating set of T ′. If u ∈ D, then obviously D \ {v} is a optional mixed dominating set of T ′. If vu /∈ D and u /∈ D, noting
that the only neighbors of v, vu and u are all labeled F in T ′, then we know that D \ {v} is a optional mixed dominating set
of T ′. In either case, γ mopt(T ′) ≤ γ mopt(T )− 1.
Conversely, let D′ be a γ mopt-set of T ′. Then D′ ∪ {v} is a optional mixed dominating set of T , since vu and u are dominated
by v in T . Hence, γ mopt(T ) ≤ γ mopt(T ′)+ 1.
(3) Since after all the brothers of v have been visited, the labels of v and vu remain unchanged, then noting the other
steps of the algorithm OMDT, it is not hard to know that, in T , either v has no brother, or v′ ∈ F and v′u′ ∈ B for every
brother v′ of v, where u′ is the parent of v′.
Let D be a γ mopt-set of T . Since vu ∈ B must be dominated by D, there must exist some x ∈ D ∩ Nm[vu]. If x ≠ uw, then
D \ {x} ∪ {uw} is a optional mixed dominating set of T − v, in which uw is considered as a required vertex. If x = uw, then
clearly D is also a optional mixed dominating set of T − v. In either case, γ mopt(T ′) ≤ γ mopt(T ).
Conversely, let D′ be a γ mopt-set of T ′. Since uw ∈ R in T ′, uw ∈ D′. It follows that D′ is also a optional mixed dominating
set of T , since vu ∈ B is dominated by uw in T . Hence, γ mopt(T ) ≤ γ mopt(T ′).
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(4) Let D be a γ mopt-set of T . By the minimality of D, v and vu cannot be both in D. If v ∈ D, then D \ {v}∪ {u} is a γ mopt-set of
T . If vu ∈ D, then D \ {vu} ∪ {u} is a γ mopt-set of T . If v /∈ D and vu /∈ D, then it must be that u ∈ D, since vmust be dominated
by D. In either case, we have the desired result. 
4. NP-completeness results
The NP-completeness of mixed domination problem for general graphs, chordal graphs and planar bipartite graphs has
been proved in [17,19,24,25], in which the reductions are mainly from (planar) exact cover by 3-sets. In this section, we
will prove that mixed domination problem remains NP-complete for split graphs, a subclass of chordal graphs. A graph
G = (V , E) is called a split graph if there is a partition of V into V1 and V2, such that V1 is an independent set and V2 is a
clique. Our reduction is from awell-knownNP-complete problem, vertex covering problem for general graphs [26]. A vertex
of a graph is said to cover all edges to which it is incident. A vertex covering of G is a set of vertices that covers all the edges
of G. Vertex covering problem is to find a minimum vertex covering of a graph.
Lemma 6 ([1]). For a complete graph Kn of n vertices, γm(Kn) = ⌈ n2⌉.
Lemma 7 ([4]). For a complete graph Kn of n vertices, γ ′(Kn) = ⌊ n2⌋, where γ ′(G) is the cardinality of a minimum set of edges
F such that every edge of G is adjacent to an edge in F .
Theorem 8. Mixed domination problem is NP-complete for split graphs.
Proof. The reduction is from vertex covering problem for general graphs. We denote the decision version of mixed
domination problembymixed domination. First,mixed domination obviously belongs toNP. Second, given a graphG(V , E),
we can obviously assume that G has no vertex with degree one (in fact, vertex covering problem is NP-complete for planar
cubic graphs [26]). Nowwe first construct the incidence graph I(G) such that the vertex set of I(G) is V ∪ E, and vu is an edge
of I(G) if and only if v ∈ V , u ∈ E, and v and (the corresponding edge of) u are incident in G. Then change the subgraph
induced by V into a complete subgraph by adding edges to I(G). Denote the new graph by H , so H is a split graph. Now we
will show that G has a vertex covering with cardinality k if and only if the split graph H has a mixed dominating set of size
k+ ⌈ n−k2 ⌉.
Suppose first that G contains a vertex covering C such that |C | = k. Then in H , following from Lemma 6, we can choose
an arbitrary γm-set, sayM , of the induced subgraph H[V \C]. It is easy to see that C ∪M is a mixed dominating set of H with
cardinality k+ ⌈ n−k2 ⌉.
Conversely, suppose that the split graph H has a mixed dominating set D of size k + ⌈ n−k2 ⌉. We show that G contains
a vertex covering of size k. Assume that there exists some edge vu ∈ D such that v ∈ V and u ∈ E in H . Denote the
other neighbor of u by w. If all the elements in E[w] have been dominated by D \ E[w], then we can replace vu by v in D
(without changing the fact that D is a mixed dominating set of H). If some element of E[w] is not dominated by D \ E[w],
then D ∩ E[w] ≠ ∅. Thus we can also replace vu by v in D. So assume that D contains no edge between V and E.
Suppose |D ∩ V | = x. By Lemmas 6 and 7, it is not hard to see that at least ⌊ n−x2 ⌋ elements of H[V \ D] are needed to be
contained in D to dominate all the edges of H[V \ D]. Denote by F the set of these at least ⌊ n−x2 ⌋ elements of H[V \ D]. Now
if there exists some u ∈ D∩ E in H , then we can easily find that there is at most one of its incident edge, say uv, needs to be
dominated by u, since the other incident edge of u has been dominated by either D ∩ V or F . Now, we can replace u by v in
D. So further assume that D ∩ E = ∅, and assume that D contains as many as possible vertices of V .
We claim that if for every vertex v ∈ V \D there exists some edge vuwith u ∈ E, then n− xmust be even. For otherwise,
by Lemmas 6 and 7, it is not hard to see that at least ⌈ n−x2 ⌉ elements of H are needed to be contained in D to dominate all
the edges in ∪v∈V\DE(v). On the other hand, we choose an arbitrary vertex v ∈ V \ D and a γ ′-set, say F , of H[V \ D \ {v}].
Obviously, F ∪ {v} has cardinality ⌈ n−x2 ⌉ and can dominate all the edges in ∪v∈V\DE(v). So |D ∩ V | = x + 1, but this
contradicts the assumption that D contains as many as possible vertices of V . Therefore, the cases must be that, either n− x
is even, or n− x is odd but there exists at least one vertex v ∈ V \D such that there is no edge joining v and a vertex of E. In
the former case, any a γ ′-set F1 ofH[V \D] can dominate all the edges in∪v∈V\DE(v), so |D| = x+⌊ n−x2 ⌋ = x+⌈ n−x2 ⌉; In the
latter case, any a γ ′-set F2 of H[V \D\{v}] can dominate all the edges in∪v∈V\DE(v), so |D| = x+⌊ n−x−12 ⌋ = x−1+⌈ n−x2 ⌉.
Since neither F1 nor F2 dominates any vertex of E and D ∩ E = ∅, we have that D ∩ V is a vertex covering of G. If x ≤ k,
then we are done. If |D ∩ V | = x > k, noting the fact that x + ⌈ n−x2 ⌉ is an increasing function of x and |D| = k + ⌈ n−k2 ⌉, it
must be the latter case above, and |D ∩ V | = x = k + 1. Then D ∩ V \ {v} is a vertex covering of G, since there is no edge
joining v and a vertex of E in H . We are also done. 
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