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Summary
Most satellites are equipped with a gyroscope, allowing it to be used in dynamics replacement
mode for attitude estimation. However, gyroscopes have been known to fail and not all satellites,
such as STRaND-1, have a gyroscope. With gyroless attitude estimation requiring computationally
expensive numerical integration for state prediction, ecient and accurate integration techniques
need to be employed. Of the numerical methods available for integrating the dierential equations
of rigid body motion, the state of the art in geometric rigid body integration provides the most
computationally ecient methods—such as the preprocessed Discrete Moser-Veselov algorithm—
while preserving much, if not all, of the geometric structure of the underlying system.
The research presented in this thesis analyses and improves upon previously proposed ge-
ometric attitude estimation algorithms, methods incorporating geometric integration such as
the Geometric Multiplicative Extended Kalman Filter. Because the Geometric Multiplicative
Extended Kalman Filter does not handle covariance prediction in a geometric fashion and is not
robust against the realistic initial conditions that could be expected with a gyroless satellite, the
Geometric Unscented Quaternion Estimator is proposed to overcome these limitations. Addition-
ally, to meet a specific need of the STRaND-1 satellite mission, these geometric estimators are
extended to include simultaneous estimation of the satellite moments of inertia; this includes the
development of a methodology for creating proxy moment of inertia measurements that can be
incorporated into the estimation algorithm. Extensive simulation testing based on the STRaND-1
mission parameters is performed for all of these estimators, alongside traditional gyroscope-based
methods.
This thesis also presents the Scaled Harmonic Form, a novel approach for deriving temporally
stable analytical solutions to systems exhibiting perturbed harmonic motion. This is applied to
the motion of the orbital plane of a satellite in a near-circular orbit about an oblate planet.
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1 Introduction
Two principal areas of research are presented in this thesis. The first of these—to which the vast
majority of this thesis is dedicated—is geometric attitude estimation. The second principal area
of research concerns finding an approach to deriving temporally stable analytical solutions to
systems exhibiting perturbed harmonic motion, with the intent of developing a new analytical
model for the orbital motion of satellites in a perturbed Keplerian gravitational field.
Both of these topics involve increasing satellite capabilities while minimizing computational
costs, but are otherwise distinct. Chapters 2–6 of this thesis will be dedicated geometric attitude
estimation—although the topic of motion in non-inertial reference frames presented in Chapter 2
is pertinent to both rigid body and orbital motion—while Chapter 7 is dedicated to discussing
and applying the new approach to finding analytical solutions to perturbed harmonic motion.
The motivation for both of these research topics is provided in 1.1, while the aims and
objectives are given in 1.2 and the contributions of this research to the current state of the field
are listed in 1.3. A brief outline of the chapters in this thesis is given in 1.4.
1.1 Research Motivation
1.1.1 Geometric Attitude Estimation
On 25 February 2013 the University of Surrey’s Surrey Space Centre (SSC) and Surrey Satellite
Technology Ltd. (SSTL) launched the 3U Surrey Training, Research and Nanosatellite Demon-
strator 1 (STRaND-1) CubeSat into a sun-synchronous orbit atop an Indian Space Research
Organization Polar Satellite Launch Vehicle [1]. Among the technology being demonstrated on
STRaND-1 was the use of a smartphone, a Google Nexus One, as an on-board computer (OBC).
Being equipped with a 1 GHz Scorpion processor designed for energy eciency, although not
radiation hardened the Nexus One and similar commercial o the shelf (COTS) smart devices
could provide an alternative to the much slower radiation hard OBCs being used on small satellites
today—such as the 40 MHz ARM7 used as the STRaND-1 main OBC [2, 3].
The research in attitude estimation presented in this thesis was performed with the STRaND-1
mission in mind, and the algorithms developed were meant to be flown on-board STRaND-1’s
Nexus One. As neither the STRaND-1 satellite nor the Nexus One are equipped with a gyroscope,
numerical integration of the dierential equations governing rigid body motion needs to be
performed in conjunction with attitude estimation. Such numerical integration is computationally
expensive, and one of the motivations of this research is to provide gyroless attitude estimation
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methods which are more computationally ecient than those previously implemented.
Previous research in gyroless attitude estimation has suggested that using geometric methods
improves the state estimates and covariance produced by filters [4]. Although STRaND-1 is
equipped with a three axis magnetometer, it provides only course attitude measurements; and
with the limited availability of the sun and nadir sensors on-board STRaND-1, improving state
estimates through geometric means would be beneficial to the STRaND-1 and other STRaND-like
missions. These factors have motivated the research performed in geometric attitude estimation
presented in this thesis.
While gyros measure the net aect of all torques on a satellite, the torque models in gyroless
attitude estimation are limited. For this reason gyroless attitude estimation algorithms are known
to be less accurate than gyro-based algorithms [5]. Yet with the STRaND-1 moments of inertia
not being measured in the lab prior to launch, a need to derive accurate moment of inertia
estimates from gyroless attitude estimates arose. The motivation driving this need is the flight
qualification of the attitude actuators on-board STRaND-1, such as the pulsed plasma thrusters
(PPTs) and reaction wheels, as the accuracy of the measurement of the torque they produce
on the satellite is limited by how well the satellite’s moments of inertia are known. With the
integration of attitude dynamics in gyroless attitude estimation algorithms requiring a knowledge
of the spacecraft moments of inertia, having an attitude estimator that can produce moment of
inertia estimates sequentially and use these estimates to improve the kinematic and dynamic state
estimates is preferable to a batch estimation technique. This has motivated the development of a
methodology for creating proxy moment of inertia measurements within an estimation algorithm,
and the extension of the gyroless attitude estimation algorithms to include estimation of the
spacecraft moments of inertia.
The availability of the energy ecient, fast COTS processor of the Nexus One on STRaND-1
motivated the research behind the adaptation of the more computationally expensive unscented
attitude estimation techniques to gyroless, geometric attitude estimation methods. These methods
are more robust to initial errors in state estimates, such as would be expected on-board a small
satellite platform [6].
1.1.2 Stable Analytical Solutions to Orbital Motion
All satellites, especially nanosatellites such as STRaND-1, have limited resources. One of these
inherent limitations is the energy budget, constrained by the amount of energy a satellite can
generate and store. For example, STRaND-1 is equipped with batteries totalling 20 WHr and
can produce an orbit average power of 3 W, unless in sun-pointing mode where this increases
to 5.8 W [2]. In general, the average 1U CubeSat has approximately 0.5 W of power available,
while the average 3U CubeSat has about 4 W available [7].
A typical GPS receiver, such as the SSTL SGR-05 on-board STRaND-1, generally requires on
the order of 1 W to run and 90–180 seconds to obtain a fix [8]. For this reason GPS receivers are
typically not run continuously. For the SSC Surrey Nanosatellite Applications Platform 1 (SNAP-1)
nanosatellite, the GPS receiver was turned on only for 3–4 orbits per day and sampled only once
every 20 seconds while operating [9]. However, many payloads require a precise knowledge of
the satellite’s position and orbit, requiring some method of deriving the current orbital location
of the satellite from the last known GPS fix during times when the GPS receiver is not running.
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Unfortunately, numerical integration is computationally expensive, and current analytical models
suer from unbounded error growth.
These reasons motivated the research presented in this thesis toward the development of a
new approach for solving perturbed harmonic systems, such as perturbed Keplerian orbits, in a
manner which would produce analytical solutions with bounded error. Such solutions would allow
for more accurate orbital knowledge to be maintained during periods when the GPS receiver is
not active.
1.2 Aims and Objectives
The purpose of this research is to improve upon the current state of geometric attitude estimation methods by producing
computationally ecient algorithms which take advantage of the current state of the art in attitude estimation and
geometric integration, and to develop a novel approach for deriving analytical solutions with bounded error to systems
exhibiting perturbed harmonic motion.
1.2.1 Research Aims
The aims of this research are to:
I. Improve upon current geometric attitude estimation algorithms.
II. Develop new geometric adaptations of attitude estimation algorithms.
III. Extend geometric estimation algorithms to include estimation of principal moments
of inertia.
IV. Lay the groundwork for a new approach to deriving temporally stable analytical
solutions to perturbed harmonic systems.
1.2.2 Research Objectives
The objectives of this research are to:
I. i. Provide an analysis of previous geometric attitude estimation algorithms.
I. ii. Apply state of the art geometric rigid body integrators to current geometric attitude
estimation methods.
I. iii. Test the performance of improved traditional geometric attitude estimation algo-
rithms against realistic scenarios based upon the satellite mission motivating this
research.
II. i. Adapt the state of the art unscented attitude estimation algorithm to state of the art
geometric integration methods.
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II. ii. Test the performance of unscented geometric attitude estimation algorithms against
realistic scenarios based upon the satellite mission motivating this research, and
compare these results to the performance of other geometric and non-geometric
estimators under the same scenario.
III. i. Develop a method for creating proxy moment of inertia measurements from state
estimates.
III. ii. Extend geometric and non-geometric attitude estimation algorithms to include
estimation of the principal moments of inertia.
III. iii. Test the performance of both geometric and non-geometric moment of inertia
estimators against realistic scenarios based upon the satellite mission motivating this
research.
IV. i. Present a method of formulating the dierential equations governing perturbed
harmonic motion in a manner which produces bounded error in the solutions.
IV. ii. Demonstrate this method by applying it to the motion of the orbital plane of a
satellite in a near-circular orbit about an oblate planet.
IV. iii. Test the performance of this method against leading analytical solutions of orbital
motion and the geometric integration of the dierential equations governing orbital
motion.
1.3 Contributions of this Research
The contributions and novelty of this research to the current state of the field are:
» A survey of the best explicit geometric rigid body integration methods currently
available.
» An analysis of previously proposed geometric attitude estimation algorithms.
» Improvements upon previously proposed geometric attitude estimation algorithms.
» New geometric adaptations of available attitude estimation algorithms.
» An analysis of the performance of geometric attitude estimation algorithms against
traditional gyroless and gyro-based attitude estimation algorithms for realistic, mission-
based scenarios.
» A methodology for creating proxy moment of inertia measurements from state
estimates.
» Extensions of geometric and non-geometric attitude estimation algorithms to include
estimation of the principal moments of inertia.
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» An analysis of the performance of geometric and non-geometric gyroless and gyro-
based combined attitude and moment of inertia estimators for realistic, mission-based
scenarios.
» A new approach for deriving temporally stable analytical solutions to systems ex-
hibiting perturbed harmonic motion.
» A temporally stable analytical solution to the motion of the orbital plane of a satellite
in a near-circular orbit about an oblate planet.
1.4 Thesis Structure
Chapter 2: Rigid Body Motion Provides a brief overview of rigid body rotational motion by discussing
common parametrizations of attitude kinematics and dynamics and deriving their associated
dierential equations. Shows that rigid body motion can be formulated as a non-canonical,
constrained Hamiltonian system on a Lie group which can be reduced to a Lie-Poisson system on
the cotangent bundle of the Lie group. Discusses the geometry of rigid body motion, including
the structure of the underlying system and its invariants.
Chapter 3: Geometric Integration Presents current state of the art explicit geometrical numerical
integration schemes for the constrained Hamiltonian and a Lie-Poisson representations of rigid
body motion, and discusses the geometric structure and conservation of invariants of each
integration scheme. Presents results of using each geometric integration scheme for a given
scenario alongside a selection of common non-geometric schemes.
Chapter 4: Attitude Estimation Introduces attitude estimation theory and describes the main attitude
estimation algorithms currently being used and considered for on-board applications. Outlines
the algorithms of these estimators, and lists the advantages and disadvantages of each.
Chapter 5: Geometric Estimation Discusses the satellite mission motivating this research. Presents
previous work done in geometric attitude estimation, and the advantages and disadvantages of
the approaches taken. Extends the previous work done in geometric attitude estimation through
the use of state of the art geometric integration schemes, and presents new adaptations of attitude
estimation algorithms to geometric estimation. Tests the performance of the geometric and
non-geometric attitude estimation methods against a series of realistic scenarios based on the
satellite mission motivating this research.
Chapter 6: Moments of Inertia Estimation Provides and analyses a method for creating proxy moment
of inertia measurements from kinematic and dynamic state estimates. Extends non-geometric
and geometric estimation algorithms to include estimation of the principal moments of inertia.
Tests the performance of these moment of inertia estimators against a series of realistic scenarios
based on the satellite mission motivating this research.
Chapter 7: The Scaled Harmonic Form Presents a new approach to deriving temporally stable analytical
solutions to dierential equations governing perturbed harmonic motion. Uses this approach to
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derive a solution to the evolution of the orbital plane of a satellite in a near-circular orbit about
an oblate planet.
Chapter 8: Conclusion Provides a short summary of the key developments and contributions of this
thesis to the current state of the field, and discusses potential avenues for future research stemming
from that which is herein presented.
2 Rigid Body Motion
The purpose of this chapter is to give an introduction to rigid body motion, including its
parametrizations, equations of motion, and geometry. Some of the material presented in the first
part of this chapter might traditionally be included as an appendix to a thesis. However, it intro-
duces some concepts not often found in literature that allow for a more complete understanding
of the material presented in the remainder of this thesis. For this reason it has been included here.
This chapter begins with a discussion on rigid body kinematics in 2.1. This includes key
concepts needed for understanding the expression of physical quantities and equations in rotating
frames, the most common parametrizations for describing rotating frames, and the dierential
equations defining their rotation. A brief introduction to attitude dynamics, its parametrizations
and dierential equations, is then given by 2.2.
The geometry of rigid body motion is discussed in 2.3. An understanding of this geometry
is fundamental to the topic of geometric integration for rigid bodies, covered in Chapter 3, and
by extension to the application of geometric integrators to gyroless geometric attitude estimation,
Chapters 5–6. In 2.3.1 rigid body motion will be shown to be a non-canonical Hamiltonian
system on a Lie group. In 2.3.2 it will be shown that the dierential equations for the dynamics
are a Lie-Poisson system of reduced dimension on the cotangent bundle to the Lie group, and that
this reduced system is simply the Euler equations for rigid body motion. This Lie-Poisson system
is often used when geometrically integrating rigid body motion, and its structure and geometry
will be discussed.
This chapter will then conclude with 2.4, providing a summary of the main ideas here
presented.
2.1 Attitude Kinematics
The description of the rotational state and motion of a rigid body is described through the use of
attitude kinematics and dynamics. Attitude kinematics describes the orientation and motion of a
coordinate frame which is fixed with respect to the rigid body. This frame is known as the body
frame and is defined as a rotation from some other frame, most typically a rotationally inertial
frame. The various parametrizations of attitude kinematics and the equations that govern the
temporal evolution of the kinematic state are covered in this section.
Attitude dynamics describes the angular velocity or momentum vector of the satellite, its
temporal evolution, and its response to physical torques. Attitude dynamics will be covered in
2.2.
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2.1.1 Alias and Alibi Rotations
Because it is natural to think of the rotation of the rigid body in terms of the body coordinate
frame, yet practical to program the equations governing that state and motion in terms of the
rotation of vectors, some confusion on the subject of attitude kinematics often arises. The rotation
of a frame and the rotation of a vector, known respectively as alias and alibi rotations, are distinct.
The confusion concerning alias and alibi rotations is compounded by the matrix representation
of these rotations in three dimensional space, and by the fact that dierent physical quantities
behave dierently under rotations. The purpose of this section is to clarify some of these issues
and concepts.
O{1
O{2
r
'
r
si
n
'
r cos'
r0

r
si
n
. '
C

/
r cos .' C /
Figure 2.1 – Alibi rotation.
Consider the alibi rotation of a vector r through an angle  about the O{3-axis of an inertial
frame I whose basis vectors are given by the set fO{1; O{2; O{3g. This is depicted graphically in
Fig. 2.1. Let the new position of r with respect to the I frame following the rotation be denoted
r 0. Mathematically, these vectors can be expressed through their components as
r D ˛O{1 C ˇO{2 C  O{3
r 0 D ˛0O{1 C ˇ0O{2 C  0O{3
where
jjrjj D
q
˛2 C ˇ2 C 2 D
q
˛02 C ˇ02 C  02 D ˇˇˇˇr 0ˇˇˇˇ : (2.1)
Using the angles of r and r 0 from the O{1-axis, the components f˛0; ˇ0;  0g of r 0 can be expressed
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in terms of the components f˛; ˇ; g of r
˛0 D r cos. C /
D r cos cos    r sin sin 
D ˛ cos    ˇ sin 
ˇ0 D r sin. C /
D r sin cos  C r cos sin 
D ˇ cos  C ˛ sin 
 0 D  ;
or in matrix form 26664
˛0
ˇ0
 0
37775 D
26664
cos    sin  0
sin  cos  0
0 0 1
37775
26664
˛
ˇ

37775 : (2.2)
Often, equations such as Eqn. (2.2) are expressed as
r 0 D A3./r (2.3)
where
A3./ 
26664
cos    sin  0
sin  cos  0
0 0 1
37775 : (2.4)
Although this notation cannot be generalized, it is understood that an equation of the form
Eqn. (2.3) represents that of Eqn. (2.2).
By following similar procedures for rotations about the other axes, one obtains the set of three
alibi rotation matrices
A1./ D
26664
1 0 0
0 cos    sin 
0 sin  cos 
37775 (2.5)
A2./ D
26664
cos  0 sin 
0 1 0
  sin  0 cos 
37775 (2.6)
A3./ D
26664
cos    sin  0
sin  cos  0
0 0 1
37775 : (2.7)
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Note that these rotation matrices are special orthogonal, that is they each satisfy AAT D I and
det.A/ D C1. Being orthogonal, they are guaranteed to have a matrix inverse, and this inverse has
the property A 1 D AT . Multiple, consecutive alibi rotations are formulated by left-multiplying
each consecutive rotation matrix to those of the preceding rotations. For example, a rotation
about the O{1-axis by an angle of , followed by a rotation about the O{2-axis by an angle of  ,
followed by a rotation about the O{3-axis by an angle of  , produces
r 0 D A3. /A2./A1./r
D A. 3 W 2 W 1/r (2.8)
where
A. 3 W2 W 1/  A3. /A2./A1./
D
26664
cos cos  cos sin sin    cos sin sin sin C cos cos sin 
cos  sin cos cos C sin sin sin  cos sin sin    cos sin
  sin  cos  sin cos cos 
37775 :
(2.9)
As the product of special orthogonal matrices is also special orthogonal, the resulting matrix in
Eqn. (2.9) has the property that A. 3 W 2 W 1/ 1 D A. 3 W 2 W 1/T . Also note that the order
of the rotations does matter, with generally dierent attitudes resulting from exchanging the order
of the matrix multiplication.
That the inverse rotation is simply the transpose can be easily verified for a single rotation.
With cosine being an even function cos. / D cos  , and with sine being an odd function
sin. / D   sin  . Therefore, making the substitution  !   in the rotation matrix produces
the same result as taking the matrix transpose. For multiple, consecutive rotations simply changing
the sign of the angles is insucient to produce the inverse transformation, the order of the
matrix multiplication—the order of the rotations—must be reversed. This can be seen through
application of the matrix transpose property .AB/T D BTAT :
A. 3 W 2 W 1/ 1 D A. 3 W 2 W 1/T
D ŒA3. /A2./A1./T
D A1./TA2./TA3. /T :
(2.10)
Alias rotations—rotations of the set of basis vectors of a frame—behave in a slightly dierent
manner than alibi rotations. Consider the alias rotation shown in Fig. 2.2, where the rotated frame
is denoted J and is given by the set of basis vectors f O|1; O|2; O|3g.
Following a similar process to that which was done with alibi rotations, it can be shown that a
rotation of the frame J by a positive angle  about O|3 gives26664
O|1
O|2
O|3
37775 D
26664
cos  sin  0
  sin  cos  0
0 0 1
37775
26664
O{1
O{2
O{3
37775 : (2.11)
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O{1
O{2
O|1
O|2

r
'
r cos'
r
si
n
'
r co
s .'
  /r sin
.'  

/
Figure 2.2 – Alias rotation.
This can be readily verified by choosing  D =2. Using ‡ to denote an alias rotation, the set of
alias rotation matrices are
‡1./ D
26664
1 0 0
0 cos  sin 
0   sin  cos 
37775 (2.12)
‡2./ D
26664
cos  0   sin 
0 1 0
sin  0 cos 
37775 (2.13)
‡3./ D
26664
cos  sin  0
  sin  cos  0
0 0 1
37775 : (2.14)
As with alibi rotation matrices, alias rotation matrices are also special orthogonal. Consecutive
alias rotations are formed in the same fashion as those for alibi rotations, left-multiplying previous
rotations by the matrices of an additional rotation, and inverse alias rotations are also given by
the transpose of the resulting product of rotation matrices.
Note that the alibi rotations Eqns. (2.5)–(2.7) for vector components are the transpose, or
inverse, of the alias rotations Eqns. (2.12)–(2.14) for sets of basis vectors of a frame. Hence,
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in order for a vector—which is comprised of both components and basis vectors—to remain
unchanged, or invariant, under a rotation requires that the components rotate in the opposite
direction, or contravariant to, the set of basis vectors. That this is the case results from vectors
being rank-2 contravariant tensors, a topic beyond the scope of this thesis. However, this can be
seen by considering the rotations shown in Fig. 2.3. On the left hand side of this figure two frames,
I with basis vectors fO{1; O{2; O{3g and J with basis vector f O|1; O|2; O|3g, are initially coincident, and a
vector r D r 0 lies along their mutual first axes. Then, an alias rotation ‡3./ is applied to the
basis vectors f O|1; O|2; O|3g of J , resulting in the rotation shown on the right hand side of Fig. 2.3.
In order for the vector r 0 to remain invariant with respect to the frame J and its basis vectors
f O|1; O|2; O|3g, an alibi rotation A3./ must be applied to the components of r . Mathematically, the
alias rotation is expressed as26664
O|1
O|2
O|3
37775 D
26664
cos 
2
sin 
2
0
  sin 
2
cos 
2
0
0 0 1
37775
26664
O{1
O{2
O{3
37775 D
26664
0 1 0
 1 0 0
0 0 1
37775
26664
O{1
O{2
O{3
37775 D
26664
O{2
 O{1
O{3
37775 ;
while the alibi rotation is expressed as26664
˛0
ˇ0
 0
37775 D
26664
cos 
2
  sin 
2
0
sin 
2
cos 
2
0
0 0 1
37775
26664
˛
ˇ

37775 D
26664
0  1 0
1 0 0
0 0 1
37775
26664
˛
ˇ

37775 D
26664
 ˇ
˛

37775 :
i1; e1
i2; e2
r  i1
r 0 D e1
i1e2
i2; e1 r D i2
r 0 D e1
 D 
2
Figure 2.3 – Contravariance of vectors.
This contravariance between components of vectors and sets of basis vectors under rotations
can lead to confusion when perusing attitude kinematics in literature. In the literature it is common
practice to describe, or visualize, the rotation of a rigid body through the rotation of the body frame.
Yet, the expression of that rotation mathematically through equations involves alibi rotations
operating on vector components—not alias rotations operating on a set of basis vectors of a frame.
This practice is followed because it is natural to visualize the relationships of vectors with respect
to a physical rotation of a body in terms of a frame attached to that body, than it is to visualize the
body remaining fixed while all vectors of interest are rotated. However, when the alias rotation of a
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frame is expressed as an alibi rotation of a vector in the literature, it appears that the alias rotation
matrices of Eqns. (2.12)–(2.14) are used instead of the alibi matrices of Eqns. (2.5)–(2.7). What, in
fact, is actually being expressed is the inverse rotation of the alibi matrices, which have the same form
as the alias rotations. That the inverse alibi rotation is required to describe a forward alias rotation
results from the contravariance of vectors. Explicitly, for some vector of interest r expressed
with respect to a reference frame I and for a body frame J , a forward alias transformation of
J followed by the projection of r onto the rotated frame J is mathematically equivalent to an
inverse alibi rotation of r within the frame I—i.e., the components of the projection of r onto
the alias rotated frame J will be identical to the components of the inverse alibi rotated r with
respect to the reference frame I .
Throughout the remainder of this text, the term attitude matrix will represent the backwards
alibi rotation operating on a set of vector components which corresponds to a forward alias rotation of
some body frame. To avoid the burdensome notation of including the transpose with the matrices
Eqns. (2.12)–(2.14) and to prevent confusion with the alias matrices Eqns. (2.5)–(2.7), attitude
matrices will be denoted by Q; i.e. mathematically Q  AT D ‡ .
2.1.2 Kinematic Representations
Aside from the rotation matrices of 2.1, there are many ways of parametrizing the attitude of
a rigid body. For example, it can be shown that any real matrix whose determinant is positive
one—known as a special orthogonal matrix—has at least one eigenvector whose eigenvalue is
unity [10]. As rotation matrices are special orthogonal, each has an eigenvector which remains
unchanged by the rotation. The consequence of this is that any rotation of a rigid body can be
expressed as a rotation about an Euler axis e—a unit vector—by an Euler angle . This is known
as Euler’s Theorem [10]. Given an attitude matrix Q whose elements are denoted Qij , the Euler
angle and the components of the Euler axis are given as
e1 D Q23  Q32
2 sin 
(2.15)
e2 D Q31  Q13
2 sin 
(2.16)
e3 D Q12  Q21
2 sin 
(2.17)
cos  D 1
2
Œtr.Q/   1 : (2.18)
Conversely, given an Euler axis and angle, the attitude matrix can be found as [10]
Q D cos I33 C .1   cos /eeT   sin be (2.19)
D
26664
cos C e21.1   cos / e1e2.1   cos /C e3 sin  e1e3.1   cos /   e2 sin 
e1e2.1   cos /   e3 sin  cos C e22.1   cos / e2e3.1   cos /C e1 sin 
e1e3.1   cos /C e2 sin  e2e3.1   cos /   e1 sin  cos C e23.1   cos /
37775 ;
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where, for some vector x, the hatmap is defined as1
bx  x 
26664
0  x3 x2
x3 0  x1
 x2 x1 0
37775 : (2.20)
Note that the Euler axis representation of Eqns. (2.15)–(2.17) is singular when  is equal to
0 or  . Such singularities are often found in attitude parametrizations. Aside from singularities,
many of the attitude parametrizations can have constraints. For instance, the attitude matrix
must have a determinant equal to positive unity, and the Euler axis must be a unit vector. In fact,
Stuelpnagel showed that any three-parameter representation of a rotation will have singularities,
and that any rotation representation involving four or more parameters will be constrained [11].
A more abstract, but widely used, attitude parametrization is the unit quaternion. Quaternions
were developed by William Hamilton, and are a very computationally ecient and singularity-free
representation of rotations [12, 13]. Quaternions are a constrained, four-parameter representation
which are often found expressed in the various formats2
q  q1iC q2jC q3k C q4 
26666664
q1
q2
q3
q4
37777775 
24 %
q4
35 : (2.21)
For a given Euler axis and angle, the quaternion components are expressed
q1 D e1 sin .=2/ (2.22)
q2 D e2 sin .=2/ (2.23)
q3 D e3 sin .=2/ (2.24)
q4 D cos .=2/ : (2.25)
The i, j, and k of Eqn. (2.21) are a set of orthogonal unit vectors in imaginary space, with %
representing a vector in imaginary space, and q4 is a real scalar. In order for a quaternion to
represent a rotation, it is constrained to have unit norm, jjqjj D 1. Just as successive rotations
defined by attitude matrices can be obtained through matrix multiplication, successive rotations
defined by quaternions can be obtained by taking the product of quaternions—also known as
1Traditionally, the hatmap is expressed by using only one hat. The purpose of the double hat used in this thesis is
to prevent confusion with the hat associated with a the state estimate in estimation theory. The second notation for the
hatmap, Œx, is a common notation found in estimation literature and will be used later on in this thesis.
2Typically in mathematics and physics the real component of the quaternion is expressed first, and is labelled
q0. The practice used in this thesis, of expressing the real component of the quaternion last as q4, is preferred in
engineering texts.
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quaternion composition. For an initial rotation represented by the quaternion q, followed by a
subsequent rotation given by q0, the net rotation q00 is given by the quaternion composition [14]
q00 D q0 ˝ q D ‰ q0q0q D Œ„.q/qq0 ; (2.26)
where
„.q/ 
24q4I33 C Œ%
 %T
35 (2.27)
‰.q/ 
24q4I33   Œ%
 %T
35 : (2.28)
The identity quaternion is given as q D Œ0 0 0 1T , and the inverse of a quaternion is found
by negating the imaginary vector component, q 1 D Œ % q4T .
Given a unit quaternion q, the corresponding attitude matrix is [10, 14]
Q.q/ D  q24   q2 I33 C 2qqT   2q4bq (2.29)
D „.q/T ‰.q/ (2.30)
D
26664
q21   q22   q23 C q24 2.q1q2 C q3q4/ 2.q1q3   q2q4/
2.q1q2   q3q4/  q21 C q22   q23 C q24 2.q2q3 C q1q4/
2.q1q3 C q2q4/ 2.q2q3   q1q4/  q21   q22 C q23 C q24
37775 : (2.31)
By Eqn. (2.31) it is clear that negating all components of a quaternion produces the same attitude
matrix as the original quaternion. Hence, every spatial rotation can be represented identically by
two dierent quaternions. Given an attitude matrix Q, the corresponding quaternion is given by
one of four possibilities [15]
q1 D ˙12
p
1CQ11  Q22  Q33
q2 D Q12CQ214q1
q3 D Q13CQ314q1
q4 D Q23CQ324q1
9>>>>>=>>>>>;
for q1 ¤ 0 (2.32)
q2 D ˙12
p
1  Q11 CQ22  Q33
q1 D Q12CQ214q2
q3 D Q23CQ324q2
q4 D Q31 Q134q2
9>>>>>=>>>>>;
for q2 ¤ 0 (2.33)
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q3 D ˙12
p
1  Q11  Q22 CQ33
q1 D Q13CQ314q3
q2 D Q23CQ324q3
q4 D Q12 Q214q3
9>>>>>=>>>>>;
for q3 ¤ 0 (2.34)
q4 D ˙12
p
1CQ11 CQ22 CQ33
q1 D Q23 Q324q4
q2 D Q31 Q134q4
q3 D Q12 Q214q4
9>>>>>=>>>>>;
for q4 ¤ 0 (2.35)
Although attitude matrices and quaternions will be the primary kinematic representations
for rigid body motion used in this thesis, another attitude representation will be useful for certain
estimation algorithms. This representation is known as the generalized modified Rodrigues
parameters (GMRP), and is given as the real three-component vector p. In terms of quaternions,
the GMRP is given as [6]
p D f %
aC q4 ; (2.36)
where 0  a  1 and f > 0. Being a three-parameter representation of rotations, GMRPs are
singular—i.e., for a D  q4. The purpose of the parameter a and scale factor f in Eqn. (2.36) is to
allow for the location of the singularity to be specified. As noted by Crassidis and Markley in [6],
choosing a D 0 and f D 1 gives a common three-parameter attitude representation known as the
Gibbs vector whose singularities lie at  D .2nC 1/ for n 2 Z , while choosing a D f D 1 gives
the traditional modified Rodrigues parameter whose singularities lie at  D 2.2nC 1/ for n 2 Z
[16]. Given an GMRP, the corresponding quaternion can be found through the relationship [6]
q4 D
 a jjpjj2 C f
q
f 2 C  1   a2 jjpjj2
f 2 C jjpjj2 (2.37)
% D f  1 .aC q4/p : (2.38)
Small Rotations
When two kinematic states are only separated by a small rotation, a convenient relationship between
attitude matrices and quaternions develops. This relationship is useful in attitude estimation, and
will be employed in the estimators of Chapters 4–6.
Consider the attitude matrix defined as
Q. ; ; /  Q3. /Q2./Q1./ : (2.39)
The set of angles f; ;  g are known as Tait-Bryan angles3, and individually they are referred to
as roll , pitch  , and yaw  . When ; ;   1, the small angle approximations sin    and
3When an attitude matrix is composed of a single rotation about each axis the angles involved are known as
Tait-Bryan angles; when the attitude matrix is composed of a rotation about two dierent axes, followed by a third
rotation about the same axis as the first rotation, the angles involved are known as Euler angles. A common Euler
angle sequence in rigid body motion is given by Q D Q3. /Q1./Q3./.
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cos   1 can be used to simplify Eqn. (2.39)
Q. ; ; / 
26664
1  0
  1 0
0 0 1
37775
26664
1 0  
0 1 0
 0 1
37775
26664
1 0 0
0 1 
0   1
37775

26664
1   
  1 
   1
37775
D I33   b˛ (2.40)
where second order terms were dropped, and where
˛ 
26664


 
37775 : (2.41)
Performing the same sequence of rotations, but using quaternions instead of attitude matrices,
gives
q. ; ; / D q3. /˝ q2./˝ q1./

26666664
0
0
 =2
1
37777775˝
26666664
0
=2
0
1
37777775˝
26666664
=2
0
0
1
37777775

26666664
=2
=2
 =2
1
37777775 ; (2.42)
where the small angle approximation was taken and second order terms were dropped. Hence,
under the small angle approximation, the roll, pitch, and yaw angles are simply half the the vector
component of the quaternion
2% D ˛ ; (2.43)
allowing for an easy interpretation of the quaternion components.
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2.1.3 Kinematic Equations
Consider the relationship between the attitude matrix Q, a vector r referenced with respect to an
inertial frame, and r 0—the projection of r onto the rotated reference frame associated with Q,
r 0 D Qr : (2.44)
Solving Eqn. (2.44) for r and dierentiating gives
r D QT r 0
Pr D QT Pr 0 C PQT r 0
D QT

Pr 0 CQ PQT r 0

D QT  Pr 0 Cr 0 (2.45)
where
  Q PQT D b! (2.46)
and ! is the angular velocity vector. That the definition of Eqn. (2.46) is correct can be proven
formally by taking the limit of Q.t Ct/ D ˚.t Ct; t/Q.t/ for some attitude matrix ˚ , see
[16, 14]; that  is skew symmetric is seen readily by dierentiating the constraint QQT D I33
and substituting in the definition of  in Eqn. (2.46). In terms of alibi A and alias ‡ rotations,
the skew-symmetric angular velocity matrix is expressed
 D Q PQT D  A PAT D ‡ P‡T : (2.47)
Solving Eqn. (2.46) for PQ gives the kinematic equation
PQ D  Q ; (2.48)
where T D   since  is skew-symmetric. The attitude kinematic equation Eqn. (2.48)
describes the temporal evolution of the kinematics, parametrized here by the attitude matrix Q.
Note that the evolution of the kinematics in dependent on the dynamic variable !, and that in
integrating Eqn. (2.48) the attitude constraint QQT D I33 must be preserved.
The attitude kinematic equation can also be expressed in terms of the other attitude parametriza-
tions. Aside from the attitude matrix parametrization, only the quaternion parametrization of the
attitude kinematic equation is needed in this thesis. It is given by [14]
Pq D 1
2
„.q/! D 1
2
.!/q (2.49)
where4
.!/ 
24   !
 !T 0
35 (2.50)
.!/ 
24  !
 !T 0
35 : (2.51)
4Although not needed here, the matrix .!/ is conveniently defined alongside.!/ and will be useful later.
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As with the attitude matrix representation of the kinematic equation, when integrating Eqn. (2.49)
the constraint jjqjj D 1 must be preserved. For descriptions of the kinematic equation in terms
of other attitude parametrizations, such as the Gibbs vector, modified Rodrigues parameters, or
generalized modified Rodrigues parameters, see [17, 18].
An approximate, discrete version of the kinematic equation, Eqn. (2.49), will be useful through-
out this thesis. In terms of the Euler axis and angle representation of the quaternion, it is given as
[10]
qkC1 D
8<:cos

!t
2

I44 C sin

!t
2
24  Œek  ek
 eT
k
0
359=;qk (2.52)
where
ek 
8<:
!
jj!jj for jj!jj ¤ 0
0 for jj!jj D 0
: (2.53)
The assumption made by this approximation is that the Euler axis ek does not change over the
time step tk ! tkC1.
In terms of quaternion components, another useful approximate, discrete kinematic equation
can be derived from the implicit midpoint rule and Eqn. (2.49)
qkC1 D qk C
 Pqk C PqkC1
2

h
qkC1 D qk C h
2

1
2
.!/qk C 1
2
.!/qkC1


I4   h
4
.!/

qkC1 D

I4 C h
4
.!/

qk
qkC1 D

I4   h
4
.!/
 1 
I4 C h
4
.!/

qk (2.54)
For any real skew-symmetric matrix A, applying the Cayley transform
O D .I   A/ 1 .I C A/ (2.55)
results in a special orthogonal matrixO [19]. That special orthogonal matrices have positive unity
determinant allows for a simplification of the parenthetical statements in Eqn. (2.54)
I4   h
4
.!/
 1 
I4 C h
4
.!/

D 1
h2!2 C 16
26666664
16   h2!2 8h!z  8h!y 8h!x
 8h!z 16   h2!2 8h!x 8h!y
8h!y  8h!x 16   h2!2 8h!z
 8h!x  8h!y  8h!z 16   h2!2
37777775
D 1
h2!2 C 16
 
16   h2!2 I44 C 8h.!/ (2.56)
20 Chapter 2. Rigid Body Motion
Substituting this into Eqn. (2.54) gives
qkC1 D 1
h2!2 C 16
 
16   h2!2 I44 C 8h.!/ qk ; (2.57)
where .!/ is defined by Eqn. (2.51).
2.2 Attitude Dynamics
Consider Eqn. (2.45), in which v D Pr is the rate of change of r referenced to an inertial coordinate
frame, and let Q D Q.t/ be associated with a rotating reference frame. Since QT maps the
projection of an inertially observed vector onto the rotating reference frame back to its components
in the inertial frame, the rate of change of r with respect to the rotating reference frame is
v 0 D Pr 0 Cr 0 (2.58)
such that Eqn. (2.45) becomes
v D QT v 0 : (2.59)
Looking at the terms in Eqn. (2.58), the projection of v into the rotating reference frame consists
of two parts: i. the rate of change of r with respect to the rotating frame, given by Pr 0; and ii. the
rate of change of r 0 due to the rotation of the frame itself, given by r 0.
Let the rotating frame associated with Q be fixed with respect to a rotating rigid body. Then
for every infinitesimal mass element dm of the body, whose position with respect to the rotating
frame is r 0, Eqn. (2.58) becomes
v 0 D Pr 0 Cr 0 D r 0 ; (2.60)
where Pr 0 D 03 since the body is fixed with respect to the rotating reference frame. Let m denote
the angular momentum of dm with respect to an inertial frame [20]
m D r  dmv : (2.61)
The angular momentum of dm can be expressed with respect to the rotating frame attached to
the rigid body by applying Q to Eqn. (2.61)
Qm D Q Œr  dmv 
M D Qr  dmQv
D r 0  dmv 0
D r 0  dmr 0 ; (2.62)
where M is m expressed with respect to the rotating frame. Integrating Eqn. (2.62) over the entire
volume of the rigid body gives the total angular momentum of the rigid body expressed with
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respect to the rotating frame [21]
M D
Z
B
 
r 0 r 0 dm
D
Z
B
 
r 0   !  r 0 dm
D
Z
B
 
r 02!    r 0 ! r 0 dm : (2.63)
Performing the integration of Eqn. (2.63) for a rigid body gives
M D I! (2.64)
where
I 
26664
I11 I12 I13
I21 I22 I23
I31 I32 I33
37775 (2.65)
is the inertia tensor, also known as the inertia matrix, and
I11 D
“
.r 0/
 
y02 C z02 dy0dz0
I22 D
“
.r 0/
 
z02 C x02 dz0dx0
I33 D
“
.r 0/
 
x02 C y02 dx0dy0
I12 D I21 D  
“
.r 0/x0y0dx0dy0
I23 D I32 D  
“
.r 0/y0z0dy0dz0
I31 D I13 D  
“
.r 0/z0x0dz0dx0
(2.66)
for r 0  x0 O|1 C y0 O|2 C z0 O|3 and where .r 0/ is the mass density of the body [20, 10]. Since I is
real and symmetric, it is of full rank and has three real orthogonal eigenvectors and eigenvalues
[10]. In choosing the rotating reference frame axed to the body to lie along the eigenvectors of
I produces I D diag.I1; I2; I3/ where I1, I2, and I2, are the eigenvalues of I and are known as
the principal moments of inertia. In this case Eqn. (2.64) simplifies to26664
M1
M2
M3
37775 D
26664
I1!1
I2!2
I3!3
37775 : (2.67)
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Since such a frame can always be found for a three-dimensional rigid body, without loss of
generality throughout this thesis it will be assumed that the body frame coincides with the principal
axes of the rigid body.
Just as there are various ways of parametrizing the attitude kinematics, there are various
parametrizations of attitude dynamics. However, although other representations exists for the
dynamics—such as those associated with the Serret-Andoyer formulation of rigid body motion
[22, 23]—the two main parametrizations are the angular momentum M and the angular velocity
!. These are the representations of attitude dynamics that will be used throughout this thesis.
To find the equations governing the temporal evolution of the dynamics with respect to the
body frame5, express m in terms of M, cf. Eqn. (2.62), and dierentiate
m D QTM
Pm D QT PMC PQTM
03 D QT
 PMCQ PQTM
D PMC! M
PM DM !
DM  .I 1M/ ; (2.68)
where Pm D 03 since by Noether’s theoremm is conserved for free rigid body motion [20]. Torque,
N, is defined as the derivative of angular momentum. Therefore, if there are torques on the rigid
body Eqn. (2.68) becomes
PM DM  .I 1M/CN ; (2.69)
where the torque N is expressed with respect to the body frame. Using Eqn. (2.64), Eqn. (2.69)
can be parametrized in terms of !
P! D I 1 Œ.I!/ !CN : (2.70)
For satellite dynamics, a commonly modelled torque results from the gravitational gradient over
the satellite. Assuming a Keplerian potential and that the origin of the body frame coincides with
the centre of mass of the satellite, the gravity gradient torque Ngg is modelled as
Ngg D 3
r3sat
ŒOrsat  .I Orsat / (2.71)
where  is the standard gravitational parameter and rsat is the radial vector from the centre of
gravity of the central body to the centre of mass of the satellite [10].
5The dierential equations for the angular momentum of the rigid body are almost always expressed with respect
to the body frame. This is because in the body frame the components of the moment of inertia tensor, Eqns. (2.66),
are constant.
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2.3 The Geometry of Rigid Body Motion
2.3.1 Hamiltonian Formulation
When a system exhibits symmetries, using the Hamiltonian formulation of mechanics allows
the geometry of these symmetries to be more readily seen and analysed. In order to create a
Hamiltonian formulation of rigid body motion, a set of conjugate variables for the coordinates
and momenta must be found. Then, the Hamiltonian needs to be written in terms of these
coordinates and momenta, from which the Hamilton equations can be determined. One of
the most common Hamiltonian formulations of rigid body motion stems from a Lagrangian
formulation first presented by Veselov in [24] and subsequently further developed by Moser and
Veselov in [25]. Even though Moser and Veselov’s formulation was originally presented as part of
a discrete formulation of rigid body motion—and will be discussed further in 3.4—it has since
been adapted to describe continuous formulations. The presentation shown here follows that of
Hairer, Lubich, and Wanner [21].
Moser and Veselov’s formulation begins by choosing the attitude matrix, Q, as the representa-
tion for the canonical coordinates6. In order to find the conjugate momenta P , the kinetic energy
T for rigid body motion needs to be expressed in terms of Q. Then P can be defined as the
partial derivative of T taken with respect to Q.
The kinetic energy of a rigid body is [20]
T D 1
2
 
I1!
2
1 C I2!22 C I3!23
 D 1
2
 
M 21
I1
C M
2
2
I2
C M
2
3
I3
!
: (2.72)
The key idea to expressing Eqn. (2.72) in terms of the coordinates Q was discovered by Veselov,
and is to use a diagonal matrix D—whose elements are functions of the principal moments of
inertia of the rigid body—along with the skew-symmetric matrix of angular velocity components
. Doing this, one can then write
tr

DT

D tr
0BBB@
26664
0  !3 !2
!3 0  !1
 !2 !1 0
37775
26664
d1 0 0
0 d2 0
0 0 d3
37775
26664
0 !3  !2
 !3 0 !1
!2  !1 0
37775
1CCCA
D tr
0BBB@
26664
d2!
2
3 C d3!22  d3!1!2 d2!1!3
 d3!1!2 d1!23 C d3!21  d1!2!3
 d2!1!3  d1!2!3 d1!22 C d2!21
37775
1CCCA
D .d2 C d3/ !21 C .d1 C d3/ !22 C .d1 C d2/ !23 : (2.73)
6In Hamiltonian formulations of mechanics, q and p are traditionally used to represent the canonical coordinates
and momenta, respectively. Here, Q and P will be used to distinguish that we are dealing with matrices. Also, the
coordinates Q when discussing Hamiltonian mechanics are not to be confused with the process noise spectral density
when discussing estimation in Chapters 4–6—nor is the momenta P here to be confused with the error covariance of
those chapters.
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By comparing Eqn. (2.73) with Eqn. (2.72) it is apparent that by choosing
d2 C d3  I1 d1 C d3  I2 d1 C d2  I3 (2.74)
the kinetic energy can be expressed as
T D 1
2
tr

DT

: (2.75)
Making this choice gives
d1 D 1
2
. I1 C I2 C I3/ (2.76)
d2 D 1
2
.I1   I2 C I3/ (2.77)
d3 D 1
2
.I1 C I2   I3/ : (2.78)
Eqn. (2.75) can be written in terms of Q by using the original definition of angular velocity given
by Eqn. (2.46)
T D 1
2
tr

DT

D 1
2
tr

QT PQD PQTQ

D 1
2
tr
 PQD PQTQQT 
D 1
2
tr
 PQD PQT  (2.79)
D 1
2
  Pq211 C Pq221 C Pq231 d1 C   Pq212 C Pq222 C Pq232 d2 C   Pq213 C Pq223 C Pq233 d3 (2.80)
where the identity
tr .AB/ D tr .BA/ (2.81)
was used. The conjugate momenta P can now be found by taking the partial derivative of the
kinetic energy T with respect to Q
P D @T
@ PQ
D
26664
Pq11d1 Pq12d2 Pq13d3
Pq21d1 Pq22d2 Pq23d3
Pq31d1 Pq32d2 Pq33d3
37775
D PQD : (2.82)
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The Hamiltonian for rigid body motion can now be expressed in terms of the conjugate
coordinates Q and momentum P . Solving Eqn. (2.82) for PQ and substituting it into Eqn. (2.79)
gives the kinetic energy in terms of the momenta
T D 1
2
tr

PD 1P T

(2.83)
giving the Hamiltonian
H.Q;P / D 1
2
tr

PD 1P T

C U.Q/ (2.84)
for some potential energy U.Q/, a scalar function of Q.
Typically at this point, with the Hamiltonian expressed in terms of the conjugate coordinates
and momenta, the Hamilton equations would be calculated as
PQ D @H.Q;P /
@P
D PD 1 (2.85)
PP D  @H.Q;P /
@Q
D  @U.Q/
@Q
: (2.86)
However, in this case doing so would not quite be correct. The reason for this is that the motion of
a rigid body isn’t actually a canonical Hamiltonian system, but rather a non-canonical constrained
Hamiltonian system. The holonomic constraint in the kinematics
g.Q/  QTQ   I33 D 033 (2.87)
needs to be taken into account, so that the integration of the Hamilton equations produces a
Q.t/ which will always satisfy this constraint. This is done using Lagrange multipliers. As pointed
out in [21], g.Q/ in Eqn. (2.87) is symmetric and so only six unique Lagrange multipliers are
needed. Arranging these six Lagrange multipliers into a symmetric matrixƒ allows the holonomic
constraint to be incorporated into the Hamiltonian
Hc.Q;P / D 1
2
tr

PD 1P T

C U.Q/C tr
h
QTQ   I33
i
ƒ

: (2.88)
Using the constrained Hamiltonian to calculate the Hamilton equations gives
PQ D @Hc.Q;P /
@P
D PD 1 (2.89)
PP D  @Hc.Q;P /
@Q
D  @U.Q/
@Q
 Qƒ (2.90)
033 D QTQ   I33 ; (2.91)
where the constraint equation has been explicitly added to the Hamilton equations as it must be
simultaneously satisfied7.
7In the Hamilton equation for the momenta one actually has
@
@Q
n
tr
h
QTQ   I33
i
ƒ
o
D 2Qƒ ;
but without loss of generality the factor of two was absorbed into ƒ in Eqn. (2.90).
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Note that the constraint of Eqn. (2.87) defines a smooth dierentiable configuration manifoldn
.QIQTQ   I33 D 033
o
(2.92)
to which the kinematic state is bound in time. In general, this kinematic constraint gives a
manifold defined by the three-dimensional group of orthogonal matrices O.3/. However, as Q
represents a rotation it must be special orthogonal, i.e. also have a determinant of positive unity.
Hence, for rigid body motion the constraint Eqn. (2.87) defines the manifold Eqn. (2.92) such that
Q 2 SO.3/  O.3/ [20]. Since the multiplication of two special orthogonal matrices produces
another special orthogonal matrix, I33 2 SO.3/, Q 1 D QT 2 SO.3/, matrix multiplication
is associative, and the manifold Eqn. (2.92) is smooth and dierentiable, Q 2 SO.3/ forms a real
Lie group [21].
With Q and P being conjugate coordinates and momenta, P must lie in the cotangent space
to Q, i.e. P 2 T QSO.3/8, given by the set of matrices which satisfy [21]
@H
@P
.Q;P / 2 TQSO.3/ : (2.93)
That this is the case is readily verified by noting that @H
@P
.Q;P / D PD 1 D PQ 2 TQSO.3/
for Q 2 SO.3/. Thus, for Q 2 SO.3/ and P 2 T QSO.3/, Eqns. (2.89)–(2.91) define a set of
dierential equations on the cotangent bundle T SO.3/. Hairer, Lubich, and Wanner show in
[21] that these dierential equations are reversible and symplectic [21], and that the associated
Hamiltonian is left-invariant9. Such non-canonical constrained Hamiltonian systems on a Lie
group can be reduced to a Lie-Poisson system on the cotangent space of the configuration manifold
at the identity, H.Q;P /! H.M/ for M 2 T 
I
SO.3/, where the dimension of the Lie-Poisson
system is the dimension of the Hamiltonian system minus the dimension of the constraints. Under
this reduction, the requirement that P 2 T QSO.3/—satisfied by Eqn. (2.93) for the constrained
Hamiltonian system—becomes
QTP 2 T I SO.3/ Š so.3/ (2.94)
for the Lie-Poisson system [21], where so.3/ is the Lie algebra associated with the Lie group
SO.3/. That is, the reduction to the Lie-Poisson system results in a set of dierential equations
whose phase space is that of the cotangent space at the identity, T 
I
SO.3/, which is isomorphic to
so.3/—the dual of the Lie algebra so.3/. This reduction is performed next in 2.3.2, where it
will be shown to produce Euler’s equations for rigid body motion.
2.3.2 Lie-Poisson Reduction
As shown in [21], the connection of the Hamiltonian formulation of rigid body motion to the
Euler equation, Eqn. (2.68), can be seen by performing a Lie-Poisson reduction of the constrained
8The subscript of Q in T 
Q
SO.3/ is used to denote the cotangent space at the system configuration Q.
9A Hamiltonian H.Q;P / defined on a Lie group G is left-invariant if, for every U 2 G, H.U 1Q;U TP / D
H.Q;P / [21].
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Hamiltonian system. First, left-multiply the conjugate momenta by the transpose of the conjugate
coordinates
M  QTP D QT PQD (2.95)
D D
D
26664
0  d2!3 d3!2
d1!3 0 d3!1
 d1!2 d2!1 0
37775
D
26664
0  d2M3I3 d3M2I2
d1
M3
I3
0 d3
M1
I1
 d1M2I2 d2M1I1 0
37775 (2.96)
where the definition of the angular momentum for the principal axes frame,Mi D Ii!i , was used
in the last step. As any square matrix A can be separated into its symmetric and skew-symmetric
components through
sym .A/ D 1
2

ACAT

(2.97)
skew .A/ D 1
2

A  AT

(2.98)
A D sym .A/C skew .A/ ; (2.99)
taking twice the skew symmetric part of M gives
2 skew .M/ DM  MT
D
26664
0 . d2   d1/ M3I3 .d3 C d1/ M2I2
.d1 C d2/ M3I3 0 . d3   d2/ M1I1
. d1   d3/ M2I2 .d2 C d3/ M1I1 0
37775
D
26664
0  M3 M2
M3 0  M1
 M2 M1 0
37775 (2.100)
since, by Eqns. (2.76)–(2.78),
d2 C d3 D I1 (2.101)
d1 C d3 D I2 (2.102)
d1 C d2 D I3 : (2.103)
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Seeing that twice the skew symmetric part of M is a matrix consisting of the components of
angular momentum of the rigid body, to obtain the Euler equations it seems reasonable to take
twice the skew symmetric part of the time derivative of M. Taking the derivative of M gives
PM D PQTP CQT PP
D D 1P TP CQT . rU.Q/  Qƒ/
D D 1MTM  QTrU.Q/  ƒ (2.104)
where rU.Q/  @U.Q/
@Q
, and since P TP D MTQTQM D MTM. Taking the skew of
Eqn. (2.104) gives10
skew
 PM D skew D 1MTM   skew QTrU.Q/   skew .ƒ/
D skew

D 1MTM

  skew

QTrU.Q/

(2.105)
since skew .ƒ/ D 033 as ƒ is a symmetric matrix. Looking in detail at the case of free rigid
body motion, where there is no potential field, gives
skew
 PM D skew D 1MTM26664
0   PM3 PM2
PM3 0   PM1
  PM2 PM1 0
37775 D skew
0BBB@
26664
 
!23 C !22

d21  d2!1!2  d3!1!3
 d1!1!2
 
!21 C !23

d22  d3!2!3
 d1!1!3  d2!2!3
 
!22 C !21

d23
37775
1CCCA
D
26664
0 .d1   d2/ !1!2 .d1   d3/ !1!3
. d1 C d2/ !1!2 0 .d2   d3/ !2!3
. d1 C d3/ !1!3 . d2 C d3/ !2!3 0
37775
D
26664
0  

1
I2
  1
I1

M1M2

1
I1
  1
I3

M1M3
1
I2
  1
I1

M1M2 0  

1
I3
  1
I2

M2M3
 

1
I1
  1
I3

M1M3

1
I3
  1
I2

M2M3 0
37775
(2.106)
which are the Euler equations for free rigid body motion, Eqn. (2.68). Hence, Eqn. (2.105) gives
the Euler equations for a rigid body in the presence of a potential field.
The equation for the dynamics, Eqn. (2.106), along with the kinematic equation given by
Eqn. (2.48) govern the phase space flow for free rigid body motion as a Lie-Poisson system
on T 
I
SO.3/. That these dierential equations are defined on T 
I
SO.3/ is seen by verifying
10Taking twice the skew is not needed as the factor of one-half cancels out on both sides of the equation.
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Eqn. (2.94). Since the Lie-Poisson reduction is defined by taking the skew-symmetric part of M,
the skew of Eqn. (2.94) must be also taken
skew.QTP / D skew.M/ D bM 2 so.3/ : (2.107)
In fact, the derivative of the holonomic constraint on the kinematics requires that Q PQT D  be
skew-symmetric
QTPD 1 CD 1P TQ D 033
QT
  PQDD 1 CD 1   PQDT Q D 033
QT PQC PQTQ D 033
PQQT CQ PQT D 033
Q PQT
T CQ PQT D 033 : (2.108)
where the definition of P given by Eqn. (2.82) was used. By formulating rigid body motion from
the Lagrangian approach of mechanics produces a set of dierential equations in .Q;/ which
lie on the tangent bundle TSO.3/ to the configuration manifold with the Lie algebra is so.3/, and
the Legendre transformation serves as a map TSO.3/! T SO.3/ for the dierential equations
on the tangent and cotangent bundles, respectively [20, 26]. Also, the Lie bracket for the Lie
algebras so.3/ and so.3/ is the matrix commutator
ŒA;B D AB  BA ; (2.109)
and the Lie group SO.3/ can be generated from either of its Lie algebras through the exponential
map
exp ŒA D
1X
kD0
Ak
kŠ
: (2.110)
These last two points will be useful in Chapter 3 for deriving numerical integrators which preserve
the geometry of Hamiltonian systems.
To see that the dierential equations Eqn. (2.48) and Eqn. (2.106) are Poisson on T 
I
SO.3/,
define z  .q; p/ and let B.z/ define the bracket
fF;Gg .z/ D rF.z/TB.z/rG.z/ (2.111)
such that the bracket is bilinear, skew-symmetric, satisfies Leibniz’ rule
fFG;Hg .z/ D F.z/ fG;Hg .z/CG.z/ fF;Hg .z/ ; (2.112)
and satisfies the Jacobi identity
ffF;Gg ;Hg .z/C ffG;Hg ; F g .z/C ffH; F g ; Gg .z/ D 0 : (2.113)
Then the bracket defined by B.z/ is said to be a Poisson bracket, and B.z/ is the known as the
structure matrix of the Poisson bracket [21]. Furthermore, a system that can be put into the form
Pz D B.z/rH.z/ (2.114)
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is said to be Poisson, and its phase space flow is called a Poisson map11. Invariants of a Poisson
system are functions C.z/ that satisfy
fC;Hg .z/ D 0 ; (2.116)
while Casimirs are functions C.z/ that satisfy
rC.z/TB.z/ D 0 ; (2.117)
for all z [21].
Noting that  D1I 1M, the dierential equations Eqn. (2.48) and Eqn. (2.106) on T 
I
SO.3/
can be cast into the form
PQ D Q1I 1M D Q2rH.M/ (2.118)
PM D bMI 1M D bMrH.M/ ; (2.119)
where the Hamiltonian is given by the kinetic energy of Eqn. (2.72). Expressed as Eqn. (2.119),
the Euler equations are of the forms Eqn. (2.114) with
B.y/ D bM : (2.120)
The bracket defined by Eqn. (2.120) is Poisson [21], and since the system is defined over a Lie group
rigid body motion is called a Lie-Poisson system. Taking the Poisson bracket of the Hamiltonian
with itself gives
fH;Hg .M/ D rH.M/TB.y/rH.M/
DM1M2M3

1
I1I2
  1
I1I3
  1
I1I2
C 1
I2I3
C 1
I1I3
  1
I2I3

D 0 ; (2.121)
and the Hamiltonian is an invariant of the system.
Consider also half the magnitude of the angular momentum vector in the body frame,
11For canonical Hamiltonian systems B.z/ D J 1 where
J 
240  I
I 0
35 : (2.115)
Hence, canonical Hamiltonian systems are a subset of Poisson systems, and are called symplectic.
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C.M/ D  M 21 CM 22 CM 23 =2. By Eqn. (2.117) it is seen that this is a Casimir of the system12
rC.M/TB.M/ D
h
M1 M2 M3
i26664
0  M3 M2
M3 0  M1
 M2 M1 0
37775
D
h
M2M3  M3M2  M1M3 CM3M1 M1M2  M2M1
i
D 0T33 : (2.122)
It can also be easily checked that the Casimir is an invariant
fC;Hg .y/ D rC.M/TB.M/rH.M/
D 0T33rH.M/
D 0 : (2.123)
Observe that the results of Eqns. (2.122)–(2.123) stand independent of the form of the Hamiltonian
H.M/. Indeed, even if there were to be a potential energy included in the Hamiltonian, the
results Eqns. (2.122)–(2.123) would still hold. The Casimir and its conservation is fundamentally
tied to the Poisson bracket of the system, whereas the energy and its conservation is tied to the
Hamiltonian.
2.4 Chapter Summary
In this chapter the kinematic and dynamic equations governing the rotational motion of a rigid
body were derived from fundamental principles and the expression of physics in rotating frames.
It was also shown that the resulting dierential equations are the Hamilton equations of a non-
canonical, constrained Hamiltonian system on the Lie group SO.3/ by introducing the conjugate
coordinates and momenta Q 2 SO.3/ and P 2 T QSO.3/. This Hamiltonian system was shown
to reduce to a Lie-Poisson system on the cotangent space at the identity T 
I
SO.3/—which is
isomorphic to so.3/, the dual of the Lie algebra so.3/—and that this reduction produces the
Euler equations for rigid body motion.
It was also shown that free rigid body motion preserves the energy HD T .M/, the Casimir
C D jjMjj =2, and the components of angular momentum in the inertial frame QTM. For a
rigid body under the influence of a coordinate-dependent potential U.Q/ it was shown that the
energy HD T .M/C U.Q/ and the Casimir CD jjMjj =2 are still preserved.
The various formulations of the dierential equations governing rigid body motion, as well as
their underlying geometrical connection to Lie groups, will be used extensively in Chapter 3 for
the development of explicit geometric rigid body integrators. For a more in-depth discussion on
the geometrical properties of rigid body motion, the interested reader is referred to [20, 26, 21].
12Note that the factor of one-half in C.M/ is not needed for Eqn. (2.122) to be satisfied. Marsden and Ratiu [26],
as well as Hairer, Lubich, and Wanner [21] include the factor of one-half, while Arnold [20] does not.

3 Geometric Integration
In this chapter a brief overview of explicit geometric numerical integration methods for rigid
body motion is provided. The most computationally ecient of these algorithms, the Discrete
Moser-Veselov (DMV) algorithm, will be used for the geometric estimation algorithms presented
in Chapters 5–6. However, the DMV algorithm is not the only approach being studied in the
literature for performing geometric rigid body integration, and other common geometric rigid
body integrators are also discussed. Although the focus of this chapter is rigid body integration,
the symplectic partitioned Runge-Kutta (SPRK) and symplectic Runge-Kutta-Nyström (SRKN)
methods of Yoshida as well as Blanes and Moan can be applied to other Hamiltonian systems.
The SHAKE, RATTLE, and DMV algorithms can also be adapted to general Hamiltonian
systems with holonomic constraints.
The chapter begins in 3.1 with an overview of SPRK and SRKN methods. It introduces
the concept of backwards error analysis and how it is used to produce higher-order geometric
integrators from the composition of lower-order geometric methods. 3.2 then describes the two
most common approaches taken for rigid body motion using SPRK and SRKN methods. Each of
these methods involve separating the Hamiltonian into its kinetic and potential energies, and then
composing the solutions of their individual phase space flows to obtain a higher-order integrator.
The first of these involves splitting the kinetic energy component of the Hamiltonian even further,
allowing for solutions of each sub-Hamiltonian. This is known as three-rotations splitting and is
covered in 3.2.1. The other method involves using the exact solution of free rigid body motion,
through Jacobi elliptic functions, to solve for the phase space flows of the dynamics of the kinetic
energy Hamiltonian and is presented in 3.2.2.
Next, 3.3–3.4 discuss constrained geometric integration—which allows for the constraint in
the attitude kinematics to be handled explicitly. In 3.3 the SHAKE and RATTLE methods—
constrained adaptations of the Störmer-Verlet and velocity Störmer-Verlet methods, respectively—
are covered. Then 3.4 covers the DMV algorithm. This is a variational algorithm developed
from a discrete formulation of rigid body mechanics, and is considered the state of the art in
geometric numerical integration methods for rigid body motion. The geometric properties of
these rigid body integrators are discussed in 3.5, and the results of running these integrators for
a chosen simulation are then shown. The chapter concludes with a summary in 3.6.
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3.1 Explicit Symplectic Methods
Consider the form of the Hamiltonian for rigid body motion, expressed in conjugate coordinates
and momenta, as given in Eqn. (2.84). Note that it can be written as
H .Q;P / D T .P /C U.Q/ (3.1)
where T is the kinetic energy. When the Hamiltonian of a system can be written in such a fashion,
where the kinetic energy depends only on the momenta while the potential energy depends only
on the coordinates, the Hamiltonian is said to be separable. Separable Hamiltonians often arise
in physics, such as in the case of orbital motion of an object in a gravitational field, and have
unique properties that allow for ideal adaptation to the implementation of numerical integration
methods.
As an example, take the symplectic Euler method—a symplectic formulation of the traditional
second-order Euler method—which is given in [27] as
pnC1 D pn   @H
@q
.pnC1; qn/ (3.2)
qnC1 D qn C @H
@p
.pnC1; qn/ : (3.3)
It is clear that for a general Hamiltonian Eqns. (3.2)–(3.3) are implicit. However, for a separable
Hamiltonian they simply to
pnC1 D pn   h@U .qn/
@q
(3.4)
qnC1 D qn C h@T .pnC1/
@p
; (3.5)
which is an explicit method. As explicit numerical methods are less computationally expensive
than implicit ones, much of the early research in geometric integration focused on finding explicit,
symplectic higher-order integrators. In 1987, Filippo Neri reformulated the work being done in
this area by using Lie algebra [28, 29]. This is done by rewriting the Hamilton equations using
Poisson brackets
Pz D fz;H.z/g
D DH z (3.6)
where z D .p; q/, the Poisson bracket f; g is given by
fF;Gg D FqGp   FpGq ; (3.7)
and
DGF  fF;Gg (3.8)
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is a dierential operator. The exact solution to Eqn. (3.6) is given by
zh D exp .hDH / z0
D exp Œh .DT CDU / z0 (3.9)
where the last step assumes a separable Hamiltonian. In order to find an explicit, symplectic higher-
order method, the idea is to approximate the exponential on the right hand side of Eqn. (3.9)
as
exp Œh.DT CDU / D exp .c1hDT / exp .d1hDU / exp .c2hDT / exp .d2hDU /   
exp .cshDT / exp .dshDU /
(3.10)
and then find the real constants .c1; c2; : : : ; cs/ and .d1; d2; : : : ; ds/ such that
exp Œh.DT CDU /  
sY
iD1
exp .cihDT / exp .dihDU / D O
 
h2rC1

(3.11)
where 2r is the order of the method. Then, if each pair exp .cihDT / exp .dihDU / in the product
of Eqn. (3.11) is a symplectic map, the composition of the symplectic maps
ˆh 
sY
iD1
exp .cihDT / exp .dihDU / (3.12)
is also symplectic [28]. Furthermore, the mapping defined by
zhD ˆhz0 (3.13)
gives an approximation to the exact phase space flow Eqn. (3.9) such that zh  zh is O
 
h2r

[28].
A straight-forward, although laborious, approach to finding the real constants .c1; c2; : : : ; cs/
and .d1; d2; : : : ; ds/ is to write
exp Œh.DT CDU / D
sY
iD1
exp .cihDT / exp .dihDU /
D exp Œ.c1 C c2 C c3 C    / hDT C .d1 C d2 C d3 C    / hDU  ;
(3.14)
expand the matrix exponential on both sides using a Taylor series, and then equate like powers of
h. Doing this gives relationships for the .c1; c2; : : : ; cs/ and .d1; d2; : : : ; ds/ which can then be
solved. For example, doing this for a second-order integrator gives
c1 D c2 D 1
2
(3.15)
d1 D 1 d2 D 0 (3.16)
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whereas a fourth-order integrator gives [30, 31, 32, 29]
c1 D c4 D 1
2
 
2   21=3 ; c2 D c3 D 1   21=32  2   21=3 (3.17)
d1 D d3 D 1
2   21=3 ; d2 D
 21=3
2   21=3 ; d4 D 0 : (3.18)
Once the .c1; c2; : : : ; cs/ and .d1; d2; : : : ; ds/ are known, the integration proceeds for i D
1; 2; : : : s according to [28]
qi D qi 1 C hci @T
@p
.pi 1/ (3.19)
pi D pi 1   hdi @U
@q
.qi / (3.20)
which is just the symplectic Euler method, Eqns. (3.4)–(3.5), applied to each stage s1.
Taking this approach is rather arduous when used to derive integrators higher than fourth
order. However, Suzuki [33] and independently Yoshida [28, 29] noticed that the fourth-order
method of Eqns. (3.17)–(3.20) can be written as a composition of second order methods
ˆ2.h/  exp

h
2
DT

exp

hDU

exp

h
2
DT

(3.21)
ˆ4.h/ D ˆ2.x1h/ ıˆ2.x0h/ ıˆ2.x1h/ (3.22)
where
x0 D  2
1=3
2   21=3 ; x1 D
1
2   21=3 (3.23)
are found by solving
x0 C 2x1 D 1; x30 C 2x31 D 0 : (3.24)
In making this observation, Yoshida sought to discover whether general nth-order symplectic
integrators could be created by composing additional second-order symplectic maps. Two critical
observations he made were that
ˆn.h/ 
sY
iD1
exp .cihDT / exp .dihDU / D exp

h.DT CDU /CO
 
hnC1

; (3.25)
and that since Neri had shown that DT and DU are members of a Lie algebra g [28], the
Baker-Campbell-Hausdor (BCH) formula can be applied recursively to the composition of the
symplectic maps—in particular to the second-order map. The BCH formula states that, for two
1Note that the approach shown here following [28, 29] assumes that the first step is taken in the coordinates,
whereas Eqns. (3.4)–(3.5) assume that the first step taken is in the momenta. Either approach is acceptable, as long
as the constants .c1; c2; : : : ; cs/ and .d1; d2; : : : ; ds/ are associated with their dierential operators in a consistent
fashion. However, some care will need to be taken in making these distinctions with the Runge-Kutta-Nyström methods
presented later on in this chapter.
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non-commuting operators X; Y 2 g the product of the exponentials of those operators can be
written as a single exponential [28]
exp .X/ exp .Y / D exp .Z/ (3.26)
where
Z D X C Y C 1
2
ŒX; Y C 1
12
.ŒX;X; Y C ŒY; Y;X/
C 1
24
ŒX; Y; Y;X   1
720
.ŒY; Y; Y; Y;XC ŒX;X;X;X; Y /C : : : ;
(3.27)
the commutator is defined as ŒX; Y   XY   YX , and where nestled commutator relationships
have been defined ŒX;X; Y   ŒX; ŒX; Y  to improve readability. As the commutator is the Lie
bracket of the Lie algebra g, one also has that ŒX; Y  2 g. Hence, Z is also a member of the Lie
algebra, and the BCH formula can be applied again to obtain [28]
exp .X/ exp .Y / exp .X/ D exp .W / (3.28)
where
W D 2X C Y C 1
6
ŒY; Y;X   1
6
ŒX;X; Y 
C 7
360
ŒX;X;X;X; Y    7
360
ŒY; Y; Y; Y;X
C 1
90
ŒX; Y; Y; Y;XC 1
45
ŒY;X;X;X; Y C : : : :
(3.29)
Using Eqns. (3.28)–(3.29), the second-order symplectic map Eqn. (3.21) can be written as
ˆ2.h/ D exp
 
h˛1 C h3˛3 C h5˛5 C h7˛7 C : : :

(3.30)
where
˛1 D DT CDU
˛3 D 1
12
ŒDU ;DU ;DT    1
24
ŒDT ;DT ;DU 
˛5 D 7
5760
ŒDU ;DU ;DU ;DU ;DT    1
72
ŒDT ;DT ;DT ;DT ;DU C : : :
&c. That only odd terms appear in Eqn. (3.30) is a result of the time-reversibility of the symplectic
maps in the composition, and is proven to hold generally in [28].
To find a fourth-order integrator, Yoshida set
ˆ4.h/  ˆ2.x1h/ ıˆ2.x0h/ ıˆ2.x1h/ (3.31)
where
ˆ2.x1h/ D exp
 
hx1˛1 C h3x31˛3 C h5x51˛5 C h7x71˛7 C : : :

(3.32)
ˆ2.x0h/ D exp
 
hx0˛1 C h3x30˛3 C h5x50˛5 C h7x70˛7 C : : :

(3.33)
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giving
ˆ4.h/ D exp

h .x0 C 2x1/ ˛1 C h3
 
x30 C 2x31

˛3 C h5
 
x50 C 2x51

˛5 C : : :

: (3.34)
By Eqn. (3.25) only keeping the terms up through h3 in Eqn. (3.34) gives a fourth-order method.
Doing this produces the conditions of Eqn. (3.24) whose solutions are Eqn. (3.23). By comparing
this with the method described by Eqns. (3.14)–(3.18) it is seen that
d1 D d3 D x1 d2 D x0 (3.35)
c1 D c4 D 1
2
x1 c2 D c3 D 1
2
.x0 C x1/ ; (3.36)
and the two approaches yield the same fourth-order integrator.
Yoshida showed that this method can be extended to obtain an arbitrarily high even-order
explicit symplectic integrator with analytical coecients. In general, if an method of order 2r is
known, then a method of order 2r C 2 can be obtained by making the composition [28]
ˆ2rC2.h/ D ˆ2r.z1h/ ıˆ2r.z0h/ ıˆ2r.z1h/ (3.37)
where z0 and z1 are given by solving
z0 C 2z1 D 1 z2rC10 C 2z2rC11 D 0 (3.38)
producing
z0 D   2
1=.2rC1/
2   21=2.2rC1/ (3.39)
z1 D 1
2   21=.2rC1/ : (3.40)
Formally, the method applied by Yoshida in [28, 29] is known as backwards error analysis.
It was first developed by Wilkinson [34] as a means for quantifying the error associated with
performing floating point computations. It was then adapted to error analysis for finite dierence
methods of dierential equations by Warming and Hyett [35], and then to the Lie algebraic
formulation of symplectic maps by Dragt and Finn [36]. To understand Yoshida’s approach in
terms of backwards error analysis, consider an integrable Hamiltonian system H with Hamilton
equations Pz D f .z/, for z D .p; q/, whose solution is given by the exact flow '.t; z0/. Let
ˆ2r.h; z0/ be a numerical approximation to the exact flow '.t; z0/. Such an approximation, for
instance, is given by Eqns. (3.4)–(3.5) for systems with separable Hamiltonians. Ideally, ˆ2r.h; z0/
would preserve the first integrals and geometry of the Hamiltonian system, such that the local
error ˆ2r.h; z0/   '.th; z0/ and global error ˆ2r.nh; z0/   '.tn; z0/ are kept to a minimum.
However, with the exact flow being unknown, how does one determine the long-term behaviour
of the global error—especially in terms of conservation of first integrals and the geometric
structure of the system? If one were to take a symplectic numerical methodˆ2r.h; z0/ and graph
the phase space flows resulting from applying it to the initial conditions of the Hamiltonian system,
and then compare those flows to the exact flows given by '.t; z0/2, one would note that—although
2By choosing, for example, a Hamiltonian system whose solution can be found analytically.
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the numerical map ˆ2r.h; z0/ is symplectic, and may conserve first integrals of the system to the
order of the numerical method—the two phase space flows may not be coincident at all points.
For instance, in a Hamiltonian system whose flow in phase space is symmetric, ˆ2r.h; z0/ might
be slightly asymmetrical. With ˆ2r.h; z0/ being an approximation to '.t; z0/, this does not come
as a surprise. However, with ˆ2r.h; z0/ otherwise preserving the first integrals and symplectic
structure of '.t; z0/, this observation provides an important viewpoint—that the phase space
flows produced byˆ2r.h; z0/ can be seen as the true phase space flows
' .t;z0/ of a Hamiltonian
system

H which is a perturbation to the original Hamiltonian system H.
That this viewpoint is possible for an integrable Hamiltonian system is a result of a theorem
developed by Andrey Kolmogorov, Vladimir Arnold, and Jürgen Moser, commonly referred to as
the KAM theorem. As provided by Arnold in [20], this theorem states that:
If an unperturbed system is nondegenerate, then for suciently small conservative Hamiltonian
perturbations, most non-resonant invariant tori do not vanish, but are only slightly deformed, so that
in the phase space of the perturbed system, too, there are invariant tori densely filled with phase curves
winding around them conditionally-periodically, with a number of independent frequencies equal to
the number of degrees of freedom.
These invariant tori form a majority in the sense that the measure of the complement of their
union is small when the perturbation is small.
The idea of backwards error analysis for such systems is to find a perturbed Hamiltonian
system

H whose exact phase space flow is given exactly by the numerical approximation of
the original integrable Hamiltonian system, ' .h;z0/ D ˆ2r.h;z0/, for the perturbed initial
conditions z0. Since this perturbation is small3 and conservative4 then by the KAM theorem
the phase space flows ' of H will only be slightly deformed from the phase space flows ' of
H, and ' will stay close to ' ‘winding around [it] conditionally-periodically’. Hence, if such a
perturbed Hamiltonian system

H can be found, then applying the numerical map ˆ2r to the
perturbed initial conditions z0 produces a phase space flow ' .nh;z0/ D ˆ2r.nh;z0/  '.tn; z0/
that will remain close to the exact flow of the unperturbed system. By construction, ˆ2r.nh;
z0/
conserves

HH, and the global error ˆ2r.nh;z0/   '.tn; z0/ remains bounded as long as the
flows of

H form an invariant torus. Following the integration of the perturbed system, performing
the inverse transformation zhn! ztn produces the approximate solution to the unperturbed
system. That a modified Hamiltonian and Hamilton equations exist which, in Arnold’s vernacular,
produce an only slightly deformed invariant torus densely filled with phase space curves winding
conditionally-periodically about the phase space curves of the original Hamiltonian, is proven in
[21].
When a Hamiltonian system is not integrable, there still exists an important relationship
between the system, its numerical discretization, and the modified system. This relationship, as
stated by Leimkuhler and Reich in [37] and proven by Reich in [38], is given by the following
theorem:
3E.g., second order for a second order symplectic method.
4Being given by a geometric numerical method.
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Whenever the flow map of a given dierential equation posesses some geometric properties such as
existence of first integrals, time reversibility, preservation of volume, symplecticness, and the numerical
discretization preserves these properties exactly, then the flow map of the modified dierential equation
will also satisfy these geometric properties.
Therefore, when a Hamiltonian system is not integrable the objective of backwards error
analysis applied to geometric numerical methods is to find a numerical discretization and a
perturbed Hamiltonian system which share geometric properties with the original system. Then,
according to Reich’s theorem, the modified system—and by extension the geometric numerical
method which exactly produces the modified system—will preserve the matched geometric
properties of the original Hamiltonian system.
In practice, the perturbed Hamiltonian system is found by looking for a set of modified
Hamilton equations5 Pz D f .h;z/ of the form
Pz D f .z/C hf2.z/C h2f3.z/C : : : (3.41)
[21]. Assume that the numerical method ˆ2r for the original Hamiltonian system H can be
expressed as
ˆ2r.h; z/ D z C hf .z/C h2d2.z/C h3d3.z/C : : : (3.42)
for known functions dj ; e.g., for the symplectic Euler method of Eqns. (3.4)–(3.5)
z D
24pn
qn
35 (3.43)
f .z/ D  
24 @U.qn/@q
@T.pnC1/
@p
35 (3.44)
dj .
z/ D 0 8 j  2 : (3.45)
Then, the initial conditions of the perturbed system are set to be equal to those of the unperturbed
system z z .t/, and z .t C h/ is found by performing a Taylor series expansion about t
z .t C h/ D z C h f .z/C hf2.z/C h2f3.z/C : : :
C h
2
2Š
h Pf .z/C h Pf2.z/C : : :i hf .z/C hf2.z/C : : :iC : : : : (3.46)
By comparing like powers of h in Eqn. (3.46) with Eqn. (3.42), the fi .z/ can be found explicitly
[21].
For a general Hamiltonian system, the expansion in Eqn. (3.41) will not converge. Hence,
when deriving the modified Hamiltonian system, Eqn. (3.41) must be truncated at some point.
For a discussion on optimally truncating Eqn. (3.41) see [21]. Another important result proven
5Being independent of the specific phase space flow realized by the system, the modified Hamiltonian

H represents
a modification of the vector field specifying the phase space flows of the system.
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in [21] is that if ˆ2r conserves a first integral of the Hamiltonian system, every truncation of
Eqn. (3.42) will also conserve that same integral. As a corollary, if every truncation of Eqn. (3.42)
conserves a first integral of the Hamiltonian system, then ˆ2r also conserves that first integral.
In [29] Yoshida expounds on how his approach in [28] can be viewed in terms of backwards
error analysis. He shows that the symplectic map given by Eqns. (3.19)–(3.20) exactly conserves
the perturbed Hamiltonian system

HD HC hH1 C h2H2 C h3H3 C : : : (3.47)
where
H1 D 1
2
HpHq
H2 D 1
12
 
HppH
2
q CHqqHp 2

H3 D 1
12
HppHqqHpHq
and so forth, where H is the Hamiltonian of the unperturbed system. Accordingly, applying the
repeated use of the BCH formula Eqn. (3.28) to the second-order symplectic map Eqn. (3.21) can
be viewed as producing a symplectic map for the perturbed Hamiltonian system
exp

h
2
DT

exp

hDU

exp

h
2
DT

D exp

hD
H

: (3.48)
This means that the second-order approximation of the Hamiltonian system Eqn. (3.30) is also
the exact flow of the perturbed Hamiltonian system Eqn. (3.47), i.e., ' .t;z/ D ˆ2.h;z/. By
extension, Eqn. (3.37) is the exact flow of a perturbed Hamiltonian system corresponding to a
numerical method of order 2r C 2 approximating the unperturbed Hamiltonian.
In the same paper that he presented his analytical approach to constructing explicit, symplectic
higher-order integrators, Yoshida also introduced a numerical method for accomplishing the same
task. The benefit of the numerical approach over the analytical one, is that it is possible to find
methods of the same order with a fewer number of stages—resulting in fewer force evaluations and
a decrease in computational cost without loss in accuracy. In his numerical approach, instead of
focusing on the order of the composition of numerical methods Yoshida looked at the composition
in terms of the stages. Let ˆs denote a symmetric map of order consisting of the composition of
s stages of second-order explicit, symplectic maps
ˆs.h/ D ˆ2.xsh/ ı    ıˆ2.x1h/ ıˆ2.x0h/ ıˆ2.x1h/ ı    ıˆ2.xsh/ : (3.49)
By applying the BCH formula of Eqns. (3.28)–(3.29) repeatedly to Eqn. (3.49), starting with
ˆ2.x1h/ ıˆ2.x0h/ ıˆ2.x1h/ and working outwards, gives
ˆs.h/ D exp hA1;s˛1 C h3A3;s˛3 C h5  A5;s˛5 C B5;sˇ5
C h7  A7;s˛7 C B7;sˇ7 C C7;s7 CD7;sı7CO h9 (3.50)
42 Chapter 3. Geometric Integration
where
ˇ5  Œ˛1; ˛1; ˛3 (3.51)
ˇ7  Œ˛1; ˛1; ˛5 (3.52)
7  Œ˛3; ˛3; ˛1 (3.53)
ı7  Œ˛1; ˛1; ˛1; ˛1; ˛3 : (3.54)
By symmetrically composing ˆs with another second-order method to obtain a method of s C 1
stages
ˆsC1.h/ D ˆ2.xsC1h/ ıˆs.h/ ıˆ2.xsC1h/ ; (3.55)
then applying Eqns. (3.28)–(3.29) to Eqn. (3.55), and comparing the result to Eqns. (3.50)–(3.54),
a set of recursion relationships can be found [28]. With the initial conditions
A1;0 D x0; A3;0 D x30 ; A5;0 D x50 (3.56)
&c. , the Aj;s terms can be explicitly solved for as
A1;s D x0 C 2
 
x1 C x2 C : : :C xs

A3;s D x30 C 2
 
x31 C x32 C : : :C x3s

A5;s D x50 C 2
 
x51 C x52 C : : :C x5s

&c. , cf. Eqn. (3.34). However, in order to make the composition Eqn. (3.49) yield a map or order
2r consisting of s stages, ˆs2r , free parameters arise when solving for Bj;s , Cj;s , Dj;s , &c. This
results in a set of algebraic equations which need to be solved numerically, but which—because of
the free parameters—allow multiple solutions for the x0; x1 : : : xs . In his paper, Yoshida presents
three possible solutions for a sixth-order symplectic integrator and five solutions for an eighth-order
integrator. For example, one of Yoshida’s sixth-order integrators consists of stages
x0 D 1   2 .x1 C x2 C x3/
x1 D  1:17767998417887
x2 D 0:235573213359357
x3 D 0:784513610477560 ;
(3.57)
where one of his eighth-order integrators consists of
x0 D 1   2 .x1 C x2 C x3 C x4 C x5 C x6 C x7/
x1 D  1:61582374150097
x2 D  2:44699182370524
x3 D  0:0071698941970812
x4 D 2:44002732616735
x5 D 0:157739928123617
x6 D 1:82020630970714
x7 D 1:04242620869991 :
(3.58)
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Note that the condition x0 D 1  2 .x1 C x2 C : : :C xs/ results from the need for all the steps to
sum to unity, so that ˆs2r outputs the state at h. It is interesting to observe that some of the stages
are negative, resulting in a step backwards. It was proven by Suzuki that for n  3, Eqn. (3.14)
cannot be solved if all of the constants .c1; c2; : : : ; cs/ and .d1; d2; : : : ; ds/ are positive [39]. As
to the eciency of the numerical approach of calculating the xi over the analytical approach
previously described, consider that using the analytical approach results in symplectic maps ˆ96
and ˆ278 whereas following the numerical approach yields maps ˆ
7
6 and ˆ
15
8 [28].
Using Yoshida’s numerical method for finding the xi , in [40] Blanes and Moan proposed
a measure for the eciency of a given ˆs2r based on both its computational cost and the size
of the resulting O.2r C 1/ term. They note that, by their measure, methods giving a minimum
number of stages for a given order usually do not result in the most ecient methods of that order.
With there being various choices for the free parameters of Yoshida’s approach, minimizing the
measure of eciency defined by Blanes and Moan produces no absolute minimum—but rather
many local minima. Hence, Blanes and Moan produced an algorithm what would randomly
choose a point within a neighbourhood of the origin and try to find a local minimum for their
eciency measure. If a minimum was found, its eciency was calculated and both its stages
and eciency were stored. If no minimum was found, another random point was selected and
the process was started over. After finding 10,000 candidates for each ˆs2r , a small number of
candidates with the best eciency were taken and hand tested against a selection of numerical
applications—such as Keplerian orbits, the Toda lattice, and the nonlinear Schrödinger equation.
They then presented the values and eciency of the overall best methods ˆs2r [40]. For example,
their sixth-order, 11 stage symplectic Runge-Kutta-Nyström method, SRKN6b, has the stages
b1 D 0:0414649985182624
b2 D 0:198128671918067
b3 D  0:0400061921041533
b4 D 0:0752539843015807
b5 D  0:0115113874206879
b6 D 1
2
  .b1 C : : :C b5/
a1 D 0:123229775946271
a2 D 0:290553797799558
a3 D  0:127049212625417
a4 D  0:246331761062075
a5 D 0:357208872795928
a6 D 1   2 .a1 C : : :C a5/
(3.59)
where
exp .hDH/ D exp .b1hDU / exp .a1hDT /    exp .bshDU / exp .ashDT / .bsC1hDU / (3.60)
for asC1 i D ai , bsC2 i D bi , and i D 1; 2; : : : s [40]. A graphical representation of the
SRKN6b stages is given in Fig. 3.1, and an outline of the SPRK and SRKN methods are given in
Algorithm A.4.
It is important to note that SRKN methods assume that the Hamilton equations of the system
can be expressed as
Pq D p
m
Pp D f .q/ ; (3.61)
such as is the case with rigid body motion. For such systems, note that the association of the a
series with DT and the b series with DU in Eqn. (3.60) must be followed. This is because for
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Figure 3.1 – A graphical representation of the SRKN6b stages.
systems which can be expressed as Eqn. (3.61) it can be shown that ŒDU ;DU ;DU ;DT  D 0,
decreasing the number of order conditions and error terms while increasing the number of free
parameters—a feature employed by Blanes and Moan to decrease the computational expense of
finding an SRKN method of a given order [40]. For general separable Hamiltonian systems with
Hamilton equations
Pq D f1.p/ Pp D f2.q/ ; (3.62)
Blanes and Moan provide symplectic partitioned Runge-Kutta methods. In these more general
methods the choice in pairings of the dierential operators DT and DU to the a and b series
does not matter.
3.2 SRKN Methods for Rigid Body Motion
The work of Yoshida and others in finding higher-order explicit, symplectic methods is rooted
in the symplectic Euler method for separable Hamiltonians, Eqns. (3.4)–(3.4). Note that the
symplectic Euler Method can be viewed as occurring in two parts
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i. Eqn. (3.4) represents the Hamiltonian system
H D U.q/
with Hamilton equations
Pq D 0
Pp D  @U
@q
D  @H
@q
ii. Eqn. (3.5) represents the Hamiltonian system
H D T .p/
with Hamilton equations
Pq D @T
@p
D @H
@p
Pp D 0
There are two interpretations of what is happening over the two steps outlined in (i.) and (ii.).
One interpretation is that the vector field defining the flow of the system, ', is being separated
into two parts: one for the coordinates 'q and another for the momenta 'p . The step given by (i.)
can be seen as holding the coordinates fixed while allowing the system to evolve according to 'p ,
followed by step (ii.) where the momenta are held fixed and the system is evolved according to 'q .
The other interpretation is that steps (i.) and (ii.) are compositions of sub-steps across the interval
h, similar to the steps outlined by a Butcher tableau for traditional Runge-Kutta schemes. It turns
out that both interpretations, the splitting of the Hamiltonian field and the composition of lower
order steps, have been shown to be identical when the Hamiltonian is separable [21]. As only
systems with separable Hamiltonians will be covered in this thesis, both splitting and composition
methods will be referred to interchangeably throughout this thesis.
When separating the Hamiltonian of a system into two parts
HD H Œ1 CH Œ2
whose individual flows are composed to produce a method for the system as a whole, the separation
is ideally chosen so that at least one of the systems H Œ1 or H Œ2 is exactly solvable. For the
Hamiltonian formulation of rigid body motion, 2.3.1, a natural splitting is
H Œ1 D 1
2
tr

PD 1P T

(3.63)
H Œ2 D U.Q/ : (3.64)
For H Œ2, this results in the Hamilton equations
PQ D 0 (3.65)
skew
  PY  D   skew QTrU.Q/ (3.66)
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which is exactly solvable, and whose exact phase space flow is denoted 'U . The Hamilton
equations for H Œ1 are
PQ D QYD 1 (3.67)
skew
  PY  D skew D 1Y T Y  (3.68)
which are not as trivial to solve as Eqns. (3.65)–(3.66).
Two main approaches are found in the literature for finding an explicit symplectic method
which can be used to propagate the phase space flow defined by Eqns. (3.67)–(3.68). The first of
these, shown in 3.2.1 following the presentation found in [21], consists of splitting the Hamiltonian
system H Œ1 yet again into two or three separate Hamiltonians H ŒR1, H ŒR2, and H ŒR3. A
symmetric composition of the solutions to these Hamiltonians gives an approximate, symplectic
map for H Œ1
ˆT2;h D 'R3h=2 ı 'R2h=2 ı 'R1h ı 'R2h=2 ı 'R3h=2 ; (3.69)
which is second-order [41, 42, 43]. The other approach is to solve Eqns. (3.67)–(3.68) using
the solutions to free rigid body motion given by Jacobi elliptic functions [44, 45, 46, 47]. This
approach is covered in 3.2.2, and produces an exact flow in the momenta.
Whichever approach is taken to approximate or find the flow forH Œ1, the SRKN methods of
Blanes and Moan [40] can then be applied to yield higher-order integrators. For instance, using
the SRKN6b method given by Eqn. (3.59) results in the sixth-order explicit, symplectic map
ˆ6 D 'Ub1h ıˆT2;a1h ı   'Ub6h ıˆT2;a6h ı 'Ub6h ı    ıˆT2;a1h ı 'Ub1h : (3.70)
3.2.1 Three Rotations Splitting
In order to find a symplectic map for the free rigid body motion given by Eqns. (3.67)–(3.68), first
notice that Eqn. (3.68) can be rewritten as [21]26664
PM1
PM2
PM3
37775 D
26664
0  M3 M2
M3 0  M1
 M2 M1 0
37775
26664
TM1.M/
TM2.M/
TM3.M/
37775 (3.71)
where
TMi .M/ D
@H Œ1.M/
@Mi
; (3.72)
cf. Eqn. (2.106). If the Hamiltonian H Œ1 of Eqn. (3.63) is rewritten in terms of M and is split
into the three Hamiltonians
H Œ1.M/ D H ŒR1.M/CH ŒR2.M/CH ŒR3.M/ (3.73)
where
H ŒRi .M/  M
2
i
2Ii
; (3.74)
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then the dynamics of Eqn. (3.71) become solvable for the Hamiltonians H ŒRi .M/.
Consider first the Hamiltonian H ŒR1.M/, for which Eqn. (3.71) becomes26664
PM1
PM2
PM3
37775 D
26664
0  M3 M2
M3 0  M1
 M2 M1 0
37775
26664
M1
I1
0
0
37775
D 1
I1
26664
0
M1M3
 M1M2
37775 : (3.75)
Integrating the equation for PM1 gives M1.t/ D const DM1.0/ M1;0. The equations for the
other components in Eqn. (3.75) then become
PM2 D M1;0
I1
M3 PM3 D  M1;0
I1
M2 : (3.76)
Dierentiating these equations gives
RM2 D M1;0
I1
PM3
D M1;0
I1

 M1;0
I1
M2

RM2 C !21M2 D 0
RM3 D  M1;0
I1
PM2
D  M1;0
I1

M1;0
I1
M3

RM3 C !21M3 D 0
(3.77)
where
!1  M1;0
I1
: (3.78)
Hence, Eqns. (3.77) represent simple harmonic motion. The solutions to these equations are
M2.t/ DM2.0/ cos .!1t /CM3.0/ sin .!1t / (3.79)
M3.t/ D  M2.0/ sin .!1t /CM3.0/ cos .!1t / : (3.80)
Writing all three solutions in matrix form gives26664
M1.t/
M2.t/
M3.t/
37775 D
26664
1 0 0
0 cos .!1t / sin .!1t /
0   sin .!1t / cos .!1t /
37775
26664
M1.0/
M2.0/
M3.0/
37775 : (3.81)
Turning attention to Eqn. (3.67), with PM2 D PM3 D 0 the attitude simply rotates around the
first axis of the body frame giving
Q.t/ D
26664
1 0 0
0 cos .!1t / sin .!1t /
0   sin .!1t / cos .!1t /
37775Q.0/ : (3.82)
48 Chapter 3. Geometric Integration
Following a similar procedure for H ŒR2.M/ gives26664
M1.t/
M2.t/
M3.t/
37775 D
26664
cos .!2t / 0   sin .!2t /
0 1 0
sin .!2t / 0 cos .!2t /
37775
26664
M1.0/
M2.0/
M3.0/
37775 (3.83)
Q.t/ D
26664
cos .!2t / 0   sin .!2t /
0 1 0
sin .!2t / 0 cos .!2t /
37775Q.0/ ; (3.84)
and for H ŒR3.M/ gives26664
M1.t/
M2.t/
M3.t/
37775 D
26664
cos .!3t / sin .!3t / 0
  sin .!3t / cos .!3t / 0
0 0 1
37775
26664
M1.0/
M2.0/
M3.0/
37775 (3.85)
Q.t/ D
26664
cos .!3t / sin .!3t / 0
  sin .!3t / cos .!3t / 0
0 0 1
37775Q.0/ ; (3.86)
where
!2  M2;0
I2
!3  M3;0
I3
: (3.87)
In terms of the individual phase space flows of Eqn. (3.69), together the updates given by
Eqns. (3.81)–(3.82)—where t D h—give 'R1
h
. In a similar fashion, Eqns. (3.83)–(3.84) give 'R2
h=2
and Eqns. (3.85)–(3.86) give 'R3
h=2
, but where t D h=2. If two of the moments of inertia of the rigid
body are nearly equal, then these equations can be simplified. The interested reader is referred
to [21, 48] for these simplifications, whose resulting method is known as symmetric+rotation
splitting.
3.2.2 Jacobi Elliptic Functions
In 1849 Carl Jacobi wrote a letter to the French Academy of Sciences in Paris in which he provided
an exact, analytic solution to the Euler equations using elliptic functions6 [50]. His solutions can
be used to solve Eqn. (3.68) exactly, providing an exact phase space flow of the dynamics of the
rigid body. With energy and the magnitude of the angular momentum in the body frame being
6For an excellent overview of elliptic functions and their application to various physical systems, including rigid
body motion, see Lawden [49].
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conserved quantities for free rigid body motion
2T D M
2
1
I1
C M
2
2
I2
C M
2
3
I3
(3.88)
M 2 DM 21 CM 22 CM 23 ; (3.89)
the solution to Eqn. (3.68) must satisfy both simultaneously. Therefore, the solution can be
visualized as lying along the intersection of a sphere with radius M and an ellipsoid of semi-axesp
2TIi , i D 1; 2; 3. Assuming that I1 < I2 < I37, there are five possibilities [20, 26, 51, 52, 45]:
i. M D p2TI1
The intersection of the angular momentum sphere and the inertia ellipsoid occurs at
exactly two points. These points are stable points of the dynamics, and the angular
momentum vector in the body frame is constant in time
M1.t/ DM1.0/
M2.t/ DM2.0/
M3.t/ DM3.0/ :
(3.90)
ii.
p
2TI2 > M >
p
2TI1
The tip of the angular momentum vector traces out one of two twin, closed curves on
the inertia ellipsoid centred about the
p
2TI1 axis. These twin curves are symmetric
to each other about the plane defined by the
p
2TI2- and
p
2TI3- axes. Explicitly,
the solution is given by
M1.t/ D MB13 dn .t   ; k/
M2.t/ D  MB21 sn .t   ; k/
M3.t/ DMB31 cn .t   ; k/
(3.91)
where  D 3,  2 R, and  D ˙1.
iii. M D p2TI2
The intersection of the angular momentum sphere and the inertia ellipsoid traces
out two planar ellipses on the inertia ellipsoid which define heteroclinic orbits for the
tip of the angular momentum vector. These orbits are defined by the intersection of
the planes
M3 D ˙M1
s
.I1   I2/I3
.I2   I3/I1 (3.92)
7If the three moments of inertia components are not unique, the elliptic and hyperbolic solutions in Eqns. (3.91)–
(3.94) simplify to trigonometric functions. If the components of the moments of inertia are identical, every point
on the intersection of the angular momentum and inertia spheres is a fixed point of the dynamics and the angular
momentum and angular velocity vectors in the body frame are constant in time.
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in angular momentum space with the angular momentum sphere [26]. The non-
equilibrium solution is given by
M1.t/ D  0MB13 sech .t   /
M2.t/ D  M tanh .t   /
M3.t/ D  0MB31 sech .t   /
(3.93)
where  D 3,  2 R,  D ˙1, and  0 D ˙1.
iv.
p
2TI3 > M >
p
2TI2
The tip of the angular momentum vector traces out one of two twin, closed curves on
the inertia ellipsoid centred about the
p
2TI3 axis. These twin curves are symmetric
to each other about the plane defined by the
p
2TI1- and
p
2TI2- axes. Explicitly,
the solution is given by
M1.t/ DMB13 cn
 
t   ; k 1
M2.t/ D  MB23 sn
 
t   ; k 1
M3.t/ D MB31 dn
 
t   ; k 1 (3.94)
where  D 1,  2 R, and  D ˙1.
v. M D p2TI3
The intersection of the angular momentum sphere and the inertia ellipsoid occurs at
exactly two points. These points are stable points of the dynamics, and the angular
momentum vector in the body frame is constant in time.
M1.t/ DM1.0/
M2.t/ DM2.0/
M3.t/ DM3.0/ :
(3.95)
The solutions for Items (ii.)–(iv.), Eqns. (3.91)–(3.94), are given by Celledoni, Fassò, Säfström,
and Zanna in [45] using the definitions
1 

1I2;3
I1I2I3
1=2
; 3 

3I1;2
I1I2I3
1=2
; k 

1I3;2
3I2;1
1=2
Bjh 

Ijh
Ij;h
1=2
; j  j1   2TIj j; Ij;h  jIj   Ihj
for j; h D 1; 2; 3 and j ¤ h. In the solutions given by Eqns. (3.91)–(3.94), the terms  and  0 are
used to define which of the twin curves the angular momentum vector is tracing out; sn .u; k/,
cn .u; k/, and dn .u; k/ are Jacobi elliptic functions; and  is the phase of the angular momentum
vector, giving its position on the curve when t D 0.
In order to solve the attitude kinematic equation, Eqn. (3.67), Celledoni et al. propose using a
similarity transform to factor the attitude matrix Q into the matrices Pt ,Yt 2 SO.3/ such that
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the solution of Eqn. (3.67) is given by the Magnus series of a rotation about a single axis by an
angle  t [21, 53]. In their paper they make the recommendation
Pt 
" PMtˇˇˇˇ PMt ˇˇˇˇ jjMt jj  PMtˇˇˇˇ PMt ˇˇˇˇ jjMt jj
#T
(3.96)
and prove that
Qt D P Tt0YtPt (3.97)
where
Yt  exp
 
 tbe3 (3.98)
Yt0  I33 (3.99)
is a solution of Eqn. (3.67) when:
 t D 2T .t   t0/C 2
I2

…
 
am .t   / ; B 123 ; k
  …  am .t0   / ; B 123 ; k (3.100)
for
p
2TI2 > M >
p
2TI1 where  D 3,  2 R, and  D ˙1, and
 t D 2T .t   t0/C 2
I2

…
 
am .t   / ; B 121 ; k 1
  …  am .t0   / ; B 121 ; k 1
(3.101)
for
p
2TI3 > M >
p
2TI2 where  D 1,  2 R, and  D ˙1. In Eqn. (3.98) e3 is the third
axis of the inertial frame expressed with respect to the body frame, and the hatmapb is given by
Eqn. (2.20). In Eqns. (3.100)–(3.101), ….'; n; k/ is the incomplete elliptic integral of the third
kind
….'; n; k/ 
Z '
0
d 
1   n sin2 p1   k2 sin2  (3.102)
for 0 < k  1, n 2 R, and am .u; k/ is the amplitude function [49]
' D am .u; k/ D
Z u
0
dn .; k/ d : (3.103)
Celledoni and Zanna give an overview of the algorithm used to calculate the rigid body
solutions using Jacobi elliptic functions in [46]. An important, albeit subtle, detail concerning their
algorithm is that—because of the assumption made on the initial kinematic state, cf. Eqn. (3.99)—
the kinematic update given by the algorithm is a rotation from the inertial frame, not the kinematic
state at the previous time step. Hence, with Qf representing the output of their algorithm, the
updated kinematic state is given as QkC1 D QkQTf . In their paper [46], Celledoni and Zanna
also provide an approximation to the Jacobi elliptic functions using Gaussian quadrature, which
decreases the computation cost of calculating M.t/. Furthermore, on her website Celledoni also
provides Fortran source code for these algorithms, implemented using both attitude matrices and
quaternions, see [54].
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3.3 The SHAKE and RATTLE Algorithms
Many of the advancements in numerical geometric integration of rigid bodies came from the
field of molecular dynamics. Of the various numerical integrations methods available, Hairer,
Lubich, and Wanner [21] note that the most popular algorithm in this field was proposed by Loup
Verlet in 1967 [55]. For a dynamical system whose equations of motion can be written as
Rq D f .q/ (3.104)
for coordinates q and momenta p, Verlet’s method is obtained by the discretization of Eqn. (3.104)
using a central second-order dierence, giving
qkC1 D 2qk   qk 1 C h2f .qk/ ; (3.105)
where h is the step size. Being dependent only upon the coordinates, if the momenta are desired
they can be approximated as [21, 55]
pk D qkC1   qk 1
2h
(3.106)
pkC1=2 D qkC1   qk
h
: (3.107)
As mentioned in [21], this method is also known as the Störmer method, as Störmer had previously
used it in modelling particles in electromagnetic fields. Following [21], it will be referred to here
as the Störmer-Verlet method.
The advantages of the Störmer-Verlet method is that it preserves the geometry of the dynam-
ical system, including being symplectic. It is also computationally ecient. In [56], Andersen
points out several disadvantages of the Störmer-Verlet method. One of these disadvantages is
that it is not self-starting, requiring a knowledge of qk 1 when initialized. Also, as it does not use
the momenta explicitly, if desired the calculation of the momenta require extra computations
and memory—something which is not trivial for simulations involving many rigid bodies, such
as in molecular dynamics. It can also be dicult to change the time step used while running the
integrator.
To overcome the disadvantages of the Störmer-Verlet method, while maintaining the advan-
tages, a formulation which uses the momenta can be developed. This method will be referred
to here as the velocity Störmer-Verlet method, and is typically the version of the Störmer-Verlet
method that is implemented in practice. In order to preserve the symplectic nature of geometric
systems, this method must be symmetric. Hence, integrating over h will require first taking a
half-step in the momenta, followed by a whole step in the coordinates, and finished with another
half-step in the momenta. Accordingly, the first step is to substitute the approximation for the
momenta in Eqn. (3.107) into the Störmer-Verlet equation, Eqn. (3.105), giving
qkC1   qk C qk 1   qk D h2f .qk/
hpkC1=2   hpk 1=2 D h2f .qk/
pkC1=2 D pk 1=2 C hf .qk/ : (3.108)
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Next, pk 1=2 is found in terms of pk and pkC1=2 using Eqns. (3.106)–(3.107)
hpk 1=2 D qk   qk 1
hpk 1=2 D qk   .qkC1   2hpk/
hpk 1=2 D  hpkC1=2 C 2hpk
pk 1=2 D 2pk   pkC1=2 (3.109)
This result is substituted into Eqn. (3.108) to obtain
pkC1=2 D 2pk   pkC1=2 C hf .qk/
D pk C h
2
f .qk/ : (3.110)
The coordinate update is found by solving Eqn. (3.106) for qk 1 and substituting it into Eqn. (3.105)
qkC1 D 2qk   .qkC1   2hpk/C h2f .qk/
D qk C hpk C h
2
2
f .qk/
D qk C hpkC1=2 : (3.111)
The second momenta update is then calculated similar to the first momenta update. Putting these
steps together gives the velocity Störmer-Verlet method as
pkC1=2 D pk C h
2
f .qk/ (3.112)
qkC1 D qk C hpkC1=2 (3.113)
pkC1 D pkC1=2 C h
2
f .qkC1/ : (3.114)
Typically, h is smaller than the step size at which the coordinates and momenta are required to be
known externally to the numerical integrator. To improve eciency when this is the case, the initial
half-step in the momenta is calculated, then whole steps are alternately taken in the coordinates
and momenta. When the coordinate update at the desired output time is calculated, the momenta
at this time is calculated using the final momenta half-step, Eqn. (3.114). With the coordinates
and momenta being calculated at alternating half steps, this method is sometimes referred to as
the leap-frog method. In this approach, the full steps for the coordinates and momenta are simply
found by substituting Eqn. (3.112) into Eqn. (3.113) and Eqn. (3.114).
In order to eectively use these two versions of the Störmer-Verlet method to numerically
integrate rigid body motion, the constraints in the attitude kinematics must be taken into account
using Lagrange multipliers. The first such adaptation was made to the standard Störmer-Verlet
method by Ryckaert, Ciccotti, and Berendsen in 1977 [57], and is known as SHAKE. Six years
later, to overcome the disadvantages of the standard Störmer-Verlet method, Andersen adapted
the velocity Störmer-Verlet method to handle the attitude kinematic constraints—naming his
method RATTLE [56].
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To make these adaptations, assume a system has a separable Hamiltonian. That is, assume
the Hamiltonian is of the form
H .q; p/ D 1
2
pTM 1p C U.q/ (3.115)
for conjugate coordinates and momenta .q; p/, mass matrix M , and potential U.q/. Let there
also be ` holonomic constraints on the system, g.q/. This gives the constrained Hamiltonian

H .q; p/ D 1
2
pTM 1p C U.q/C g.q/T  : (3.116)
Here, q and p are of dimension n 1, M is a n n matrix, and g.q/ and  are ` 1. Following
Hairer, Lubich, and Wanner [21], the SHAKE algorithm is
qkC1 D 2qk   qk 1   h2M 1

Uq.qk/CG.qk/T k

(3.117)
g.qkC1/ D 0` (3.118)
where
Uq.q/  @U.q/
@q
G.q/  @g.q/
@q
;
and where the momenta can be approximated by
pk DM qkC1   qk 1
2h
: (3.119)
In comparing Eqn. (3.117) to Eqn. (3.105) note that the acceleration f .q/ is simply the negative
of the gradient of the potential, divided by the mass. Also note that the constraints must be
simultaneously satisfied at tkC1 with qkC1.
Handling the constraints in the velocity Störmer-Verlet method is not as straightforward. As
shown in [21], the direct inclusion of the constraints into the velocity Störmer-Verlet method
would yield
pkC1=2 D pk   h
2

Uq.qk/CG.qk/T k

(3.120)
qkC1 D qk C hM 1pkC1=2 simultaneously with g.qkC1/ D 0` (3.121)
pkC1 D pkC1=2   h
2

Uq.qkC1/CG.qkC1/T kC1

: (3.122)
To see the problem with Eqns. (3.120)–(3.122), consider what would happen in the actual imple-
mentation of this method. Although this method shows three distinct steps, the k in Eqn. (3.120)
are actually computed along with Eqn. (3.121). To see this, substitute Eqn. (3.120) into Eqn. (3.121),
and it becomes clear that the means by which one makes sure that qkC1 satisfies g.qkC1/ D 0` is
by varying k in an iterative process until the constraints are met to within a desired precision. The
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problem with this method, however, arises when one tries to calculate pkC1 using Eqn. (3.122).
Here, kC1 is unknown—it is found implicitly through Eqn. (3.120) when qkC2 is calculated using
Eqn. (3.121). And since qkC2 depends upon pkC1 implicitly through Eqn. (3.120), the algorithm
is at an impasse.
In his paper on RATTLE, Andersen points out that there is no need to use the same constraint
equation, g.qkC1/ D 0`, to find the Lagrange multipliers needed to solve pkC1 in Eqn. (3.122) as
was done for pkC1=2 in Eqn. (3.120). Instead, a completely dierent set of Lagrange multipliers,
k , are used in Eqn. (3.122). By dierentiating the coordinate constraint equation, another
equation for the constraints—one which depends on the coordinates and velocities—is obtained
d
dt

g.qkC1/ D 0`

G.qkC1/M 1pkC1 D 0` : (3.123)
The second set of Lagrange multipliers, k , are then iteratively varied until pkC1 satisfies the
constraint Eqn. (3.123).
The full RATTLE algorithm, extended to general Hamiltonians by Reich and Jay, is presented
by Hairer, Lubich, and Wanner as [21]
pkC1=2 D pk   h
2
h
Hq
 
pkC1=2; qk
CG.qk/T ki (3.124)
qkC1 D qk C h
2

Hp
 
pkC1=2; qk
CHp pkC1=2; qkC1 (3.125)
0` D g.qkC1/ (3.126)
pkC1 D pkC1=2   h
2
h
Hq
 
pkC1=2; qkC1
CG.qkC1/Tki (3.127)
0` D G.qkC1/Hp.pkC1; qkC1/ (3.128)
where
Hq @H
@q
Hp @H
@p
:
For the proofs of existence and uniqueness of solutions for these methods, see [21].
Using the Hamiltonian formulation of 2.3.1 with conjugate coordinates Q and momenta P ,
RATTLE can be applied to the problem of rigid body motion [58, 59, 21]. The algorithm is
PkC1=2 D Pk   h
2

rU.Qk/CQkƒk

(3.129)
QkC1 D Qk C hPkC1=2D 1 (3.130)
033 D QTkQk   I33 (3.131)
PkC1 D PkC1=2   h
2

rU.QkC1/CQkC1 ƒk

(3.132)
033 D QTkC1PkC1D 1 CD 1P TkC1QkC1 : (3.133)
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Recall that ƒk and

ƒk are both symmetric matrices consisting of the six unique Lagrange multi-
pliers. In the first half of the algorithm,ƒk is iteratively varied untilPkC1=2 in Eqn. (3.129) gives a
QkC1 in Eqn. (3.130) that satisfies the constraint Eqn. (3.131). In the second half of the algorithm,
ƒk is iteratively varied until PkC1 in Eqn. (3.132) satisfies the constraint Eqn. (3.133). Note that
the constraint given by Eqn. (3.133) is simply the derivative of the constraint in Eqn. (3.131), cf.
Eqn. (3.128).
Although Eqns. (3.129)–(3.133) give the desired geometric algorithm for performing con-
strained rigid body integration using RATTLE, in practice the implementation of this algorithm
uses the Lie-Poisson reduction of Eqn. (2.95)—i.e. using coordinates Q and momenta M. This
is done for a couple of reasons. First, the Lagrange multipliers fall out of the algorithm, as
the equation for PM is skew while ƒk and ƒ k are symmetric8. Secondly, RATTLE is more
computationally ecient when using M. For example, the momenta and velocities are typically
the desired output of the integration, and using M directly prevents the need of calculating these
quantities from P . It is important to keep in mind, however, that even though the implementation of
this algorithm in software doesn’t rely on the momenta P , it is still the same algorithm—retaining
all of the geometric properties of the system.
The method for creating an implementation of RATTLE that uses Q and M is provided in
[21]. Since M  QTP by Eqn. (2.95), the first step toward deriving the Q-M implementation is
to left-multiply Eqn. (3.129) by QT
k
and Eqn. (3.132) by QT
kC1, and then to take the skew of the
results. Working with Eqn. (3.129) first gives
QTk PkC1=2 DMk  
h
2
QTk rU.Qk/  
h
2
ƒk
skew

QTk PkC1=2

D skew .Mk/   h
2
skew

QTk rU.Qk/

skew .ZD/ D skew .Mk/   h
2
skew

QTk rU.Qk/

(3.134)
where in the last step the definition
Z  QTk PkC1=2D 1 (3.135)
was used. Working with Eqn. (3.132) gives
MkC1 D QTkC1PkC1=2  
h
2
QTkC1rU.QkC1/  
h
2

ƒk
skew .MkC1/ D skew

QTkC1PkC1=2

  h
2
skew

QTkC1rU.QkC1/

: (3.136)
Note that there is still a PkC1=2 in the first term on the right hand side of Eqn. (3.136). This
will need to be eliminated, but first consider the coordinate update equation, Eqn. (3.130). Left-
multiplying by QT
k
gives
QTkQkC1 D I33 C hZ
QkC1 D Qk .I33 C hZ/ : (3.137)
8This is a manifestation of the general result that ‘Hamiltonian systems with symmetry on a Lie group [reduce] to
Lie-Poisson systems’ [21, 26].
3.3. The SHAKE and RATTLE Algorithms 57
Since Qk and QkC1 are orthogonal matrices, .I33 C hZ/ must also be orthogonal
.I33 C hZ/T .I33 C hZ/ D I33
I33 C hZT
 
I33 C hZ

D I33
Z CZT C hZTZ D 033
hZTZ D  

Z CZT

: (3.138)
Now, using Eqns. (3.137)–(3.138) the PkC1=2 in first term on the right hand side of Eqn. (3.136)
can be removed
QTkC1PkC1=2 D .I33 C hZ/T QTk PkC1=2
D

I33 C hZT

ZD
D ZD C hZTZD
D ZD  

Z CZT

D ; (3.139)
giving
skew .MkC1/ D skew .ZD/  skew
h
Z CZT
i
D

  h
2
skew

QTkC1rU.QkC1/

: (3.140)
With these equations, the RATTLE algorithm can be outlined. For rigid body motion in a
potential field, the appropriate algorithm is given in Algorithm A.5. A couple of points about the
steps across h in this algorithm ought to be made. For the first step in the loop of Algorithm A.5,
note that everything on the right hand side of the equation
skew .ZD/ D skew .Mk/   h
2
skew

QTk rU.Qk/

(3.141)
is known, and results in a skew-symmetric matrix. Hence define
A  skew .Mk/   h
2
skew

QTk rU.Qk/

: (3.142)
By the definition of the skew and symmetric components of a square matrix,
skew .ZD/ D 1
2

ZD  DZT

D A (3.143)
sym .ZD/ D 1
2

ZD CDZT

 S (3.144)
where S is some unknown symmetric matrix. Solving Eqn. (3.143) for ZD and substituting this
into Eqn. (3.144) gives
ZT D D 1 .S  A/ (3.145)
while solving Eqn. (3.144) for DZT and substituting this into Eqn. (3.143) gives
Z D .AC S/D 1 : (3.146)
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Substituting Eqns. (3.145)–(3.146) into the orthogonality requirement
ŒI33 C hZT ŒI33 C hZ D I33 (3.147)
of Algorithm A.5 gives a matrix Riccati equation for S
ŒI33 C hZT ŒI33 C hZT D I33
Z CZT C hZTZ D 033
D ŒS CAC ŒS  AD C h ŒS  A ŒS CA D 033
hS2 C ŒD   hA S C S ŒD C hAC DA  AD   hA2 D 033 (3.148)
which can be solved for S using standard routines [60, 61]. Once S is known,Z can be calculated
using Eqn. (3.146).
Similar to the first step in the loop of Algorithm A.5, in the third step everything on the right
hand side is known. Define,

A skew .ZD/   skew
h
Z CZT
i
D

  h
2
skew

QTkC1rU.QkC1/

(3.149)
and note that

A is skew-symmetric. In order to satisfy the constraint that DMkC1 is skew-
symmetric gives
skew .DMkC1/ D D A
1
2

DMkC1  MTkC1DT

D D A
MkC1 D D 1MTkC1D C 2

A (3.150)
which is linear inMkC1. To findMkC1,

A is calculated, then fixed-point iterations are performed
on Eqn. (3.150) until a desired precision in MkC1 is achieved—where

A is used for MkC1 to
initialize the iterations.
3.4 The Discrete Moser-Veselov Algorithm
The previous geometric rigid body integrators were derived by assuming continuous mechanics,
and then performing a discretization of the resulting continuous Hamilton equations to obtain a
numerical algorithm. Another possible approach is to start with a discretization of the mechanics,
that is, to start with a discrete formulation of the minimization of the action, from which discrete
equations of motion are found and can be directly programmed in a numerical algorithm. Al-
though Hamiltonian mechanics was used in the preceding derivations of rigid body integrators,
in this section Lagrangian mechanics will be used.
Consider first Hamilton’s principle for continuous systems. It states that evolution of a
dynamical system coincides with the extremals of the functional
S./ D
Z t1
t0
L.q; Pq; t/ dt (3.151)
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where the Lagrangian L.q; Pq; t/ D T   U is the dierence between kinetic and potential energy
[20]. The functional S is known as the action, and depends on the path  D .q; Pq/ the system
takes as it evolves from t0 to t1. To find the path that the system will take as it evolves, the endpoints
of the path .q0; Pq0/ and .q1; Pq1/ are held fixed while the remainder of the path is allowed to
vary, and then the extremals of the action are found. This gives [62]
ıSD 0 D
Z t1
t0
ŒL.q C ıq; Pq C ı Pq; t/  L.q; Pq; t/ dt
D
Z t1
t0

@L
@q
 ıq C @L
@ Pq  ı Pq

dt
D
Z t1
t0

@L
@q
C d
dt

@L
@ Pq

 ıq dt C

@L
@ Pq  ıq
 ˇˇˇˇ
ˇ
t1
t0
D
Z t1
t0

@L
@q
C d
dt

@L
@ Pq

 ıq dt : (3.152)
Note that in going from the first to second line the perturbed Lagrangian was expanded to first
order about the path .q; Pq/. Integration by parts was used to go from the second to third lines,
and the evaluation of the last term on the third line is zero since, by holding the end points of
the path fixed, ıq0 D ıq1 D 0. That ıq is allowed to vary over the path requires the integrand
of Eqn. (3.152) to be zero in order for the path to be an extremal of S. Hence, the system must
evolve according to the Euler-Lagrange equations
@L
@q
C d
dt

@L
@ Pq

D 0 ; (3.153)
which are mathematically equivalent to Newton’s equations, and—by applying a Legendre
transformation—can be shown to be equivalent to Hamilton’s equations [20].
The various continuous equations of motion of a system—whether derived from the Newto-
nian, Lagrangian, or Hamiltonian formulation of mechanics—are often what is discretized in
order for their numerical integration to be implemented in an algorithm. However, if there existed
a discrete formulation of the action of a system, then a discrete formulation of the Euler-Lagrange
equations could be found by following the steps taken in Eqns. (3.151)–(3.153) using discrete
mathematics. When this is possible, and when the discrete system is equivalent to the continuous
system in the limit h! 0, it has been shown that a numerical integrator derived from the discrete
formulation will automatically preserve the geometrical structure of the continuous system9 [61].
Such a discretization for rigid body motion was proposed by Veselov [24] and further developed
by Moser and Veselov [25]. In their approach they proposed the functional
SD
N 1X
kD0
tr

XkDX
T
kC1

(3.154)
9Indeed, all variational numerical methods—whether derived from a discrete or continuous formulation of
mechanics—have been shown to conserve the geometrical properties of a Hamiltonian system.
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as the discretized action for rigid body motion. In Eqn. (3.154) Xk 2 SO.3/ is the discrete version
of the continuous attitude matrix Q, and the entries of the diagonal mass matrix D are given
by Eqns. (2.76)–(2.78). Observe that the action of Eqn. (3.154) corresponds to the kinetic energy
of a rigid body, and the system Eqn. (3.154) describes is the motion of a free rigid body. In
the derivations that follow this assumption is maintained; however, this approach can be easily
extended to accommodate a coordinate-dependent potential10.
To find the discrete versions of the Euler-Lagrange equations for the rigid body, variations of
the constrained action
SD
N 1X
kD0
tr

XkDX
T
kC1

  1
2
N 1X
kD0
tr

ƒk

XkX
T
k   I

(3.155)
need to be taken in order to account for the constraint on the attitude kinematics, whereƒk D ƒTk
is a matrix of Lagrange multipliers. Defining

L.Xk; XkC1/  XkDXTkC1  
1
2
ƒk

XkX
T
k   I

(3.156)

L.Xk 1; Xk/  Xk 1DXTk  
1
2
ƒk 1

Xk 1XTk 1   I

(3.157)
the extremals of the constrained action satisfy
0 D
N 1X
kD0
tr

@
@Xk
h
L.Xk; XkC1/
i
 ıXk C @
@XkC1
h
L.Xk; XkC1/
i
 ıXkC1

D
N 1X
kD1
tr

@
@Xk
h
L.Xk; XkC1/
i
C @
@XkC1
h
L.Xk 1; Xk/
i
 ıXkC
@
@Xk
h
L.X0; X1/
i
 ıX0 C @
@XkC1
h
L.XN 1; XN /
i
 ıXN
D
N 1X
kD1
tr

@
@Xk
h
L.Xk; XkC1/
i
C @
@XkC1
h
L.Xk 1; Xk/
i
 ıXk
D
N 1X
kD1
tr
n
DXTkC1  XTk ƒk CDXTk 1
o
 ıXk
D
N 1X
kD1
tr
n
XkC1D CXk 1D  ƒkXk
o
 ıXk (3.158)
In the above equations summation by parts, the discrete version of integration by parts, was used
to pull out the factor of ıXk . Also, when evaluating the partial derivative of the constrained
10Clearly, however, in the presence of an external potential the geometrical properties of the Hamiltonian system
change; e.g., the angular momentum is no longer conserved.
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Lagrangians, the fact that the trace and the dierential are linear operators, as well as the identity
tr .A/ D tr  AT , were used to evaluate the partial derivative of the XT
k
terms; e.g.,
N 1X
kD1
@
@Xk
tr
n
Xk 1DXTK
o
D
N 1X
kD1
@
@Xk
tr

Xk 1DXTK
T 
D
N 1X
kD1
@
@Xk
tr
n
XKDX
T
k 1
o
D
N 1X
kD1
tr
n
DXTk 1
o
: (3.159)
This property of the trace was also used on the last step of Eqn. (3.158).
As ıXk in Eqn. (3.158) is allowed to vary, the extremals of the action occur when
XkC1D CXk 1D D ƒkXk : (3.160)
Hence, Eqn. (3.160) gives the discrete Euler-Lagrange equations for the free rigid body. To see
this, right-multiply Eqn. (3.160) by XT
k
XkC1DXTk CXk 1DXTk D ƒk D ƒTk D XkDXTkC1 CXkDXTk 1
XkC1DXTk  XkDXTkC1 D XkDXTk 1  Xk 1DXTk (3.161)
where the symmetry of ƒk was used. Next, define
mk D XkDXTk 1  Xk 1DXTk (3.162)
and substitute it into Eqn. (3.161)
mkC1 D mk : (3.163)
Since each component of mk is conserved in time, mk must be the angular momentum of
the rigid body in the inertial frame. Defining the angular velocity of the rigid body in the
body frame as $k  XTk Xk 1 2 SO.3/ and the angular momentum in the body frame as
Mk  XTk 1mkXk 1 2 so.3/ [25] gives
Mk  XTk 1mkXk 1
D XTk 1XkDXTk 1Xk 1  XTk 1Xk 1DXTk Xk 1
D $Tk D  D$k ; (3.164)
and by Eqns. (3.162)–(3.163)
XTk 1mkC1Xk 1 D XTk 1mkXk 1
XTk 1mkC1Xk 1 DMk
mkC1 D XTk 1MkXk 1
XTk mkC1Xk D XTk XTk 1MkXk 1Xk
MkC1 D !kMk!Tk : (3.165)
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These two equations,
MkC1 D $kMk$Tk (3.166)
Mk D $Tk D  D$k ; (3.167)
are known as the discrete Euler-Arnold equations11. Moser and Veselov showed in [25] that in
the continuous limit they are equivalent to the Euler-Arnold equations
PM D ŒM; (3.168)
M D D CD : (3.169)
Note that the discrete Euler-Arnold equations provide the update for the dynamics of the
rigid body—the kinematic update still needs to be computed simultaneously using solutions to
the attitude kinematic equation. Also note that in order to update the angular momentum using
Eqn. (3.166), where Mk is known, $k must be found by solving the implicit relationship it has
with Mk given by Eqn. (3.167).
Moser and Veselov showed that Eqn. (3.167) is equivalent to the factorization12
I33   Mk   2D2 D

$Tk C D
 
$k   D

; (3.170)
and that there is a unique $k that solves Eqn. (3.167) if the characteristic equation
P ./ D det  I33   Mk   2D2 (3.171)
can be split into
P ./ D p ./ p . / (3.172)
where p .˙/ is a real polynomial satisfying
jp ./ j C jp . / j > 0 (3.173)
for all  2 C [25]. SinceMk 2 so.3/,MkCMTk D 033 and P ./must satisfy P ./ D P . /,
giving that the roots † of P ./ satisfy † D  †. Moser and Veselov state that the splitting of
Eqn. (3.172) gives the splitting † D †C [†  where †C is the set of eigenvalues corresponding
to p ./, and where †C and †  must satisfy [25]
†C D †C †  D †  †C D  †  †C \†  D ; : (3.174)
Note that Eqns. (3.174) require that the eigenvalues ˙i of Eqn. (3.171) must be real and occur
pair-wise for there to be a unique $k that solves Eqn. (3.167). Generally in practice these
eigenvalues become imaginary when the step size used in the numerical integration algorithm
11This is how Moser and Veselov referred to these equations. However, it is not uncommon for Eqns. (3.166)–(3.167)
to be referred to as the Moser-Veselov equations.
12Note that the  are simply the eigenvalues, which are traditionally labelled using . This practice has not been
followed here to prevent confusion with the use of  as a Lagrange multiplier.
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becomes too large [61]. Various methods are available for the calculation of the ˙i , and are
outlined in [25, 60, 61].
The standard DMV algorithm is outlined in Algorithm A.6 following [61]. It is only a second-
order method. However, McLachlan and Zanna in [61] showed that backwards error analysis can
be used to create a DMV algorithm of arbitrary even order by applying a specific time scaling to
M.t0/. In their approach they find the perturbed Hamiltonian system

H by looking for a modified
vector field of the form
P
M D
h 
M;


i
C hf2
 
M;



C h2f3
 
M;



C : : : ; (3.175)
cf. Eqn. (3.41), where

M and

 are the scaling of the continuous momentum and angular velocity
matrices, respectively, of the Euler-Arnold equations given by Eqns. (3.168)–(3.169). To do this
they assume that the numerical method for MkC1 given by Algorithm A.6 can be expressed as
MkC1 D ˆs.h;Mk/ DMk C h ŒMk; kC h2d2
 
M;



C h3d3
 
M;



C : : : (3.176)
cf. Eqn. (3.42). Next, they set Mk D M.t/ and expand M.t C h/ in a Taylor series

M.t C h/ DMk C h

ŒMk; kC hf2.z/C h2f3.z/C : : :

C h
2
2Š
h
ŒŒMk; k ; kC

Mk; Pk
C h Pf2.z/C : : :i
 ŒŒMk; kC hf2.z/C : : :C : : : ;
(3.177)
cf. Eqn. (3.46), where
d
dt
ŒMk; k D ŒŒMk; k ; kC

Mk; Pk

: (3.178)
Just as was done in 3.1, like powers of h in Eqn. (3.175) and Eqn. (3.178) are then equated so that
the fi
 
M;



can be found. However, in Eqn. (3.175) the

M and

 are continuous variables,
while in Eqn. (3.178) Mk and k are discrete. Hence, an approximate relationship between the
continuous and discrete matrices needs to be found in order to derive the fi . This is done by first
approximating
.tk/ D QT PQ  XTkC1
XkC1  Xk
h
D 1
h

I33  XTkC1Xk

D 1
h
.I33  $k/
) $k  I33   h.tk/ : (3.179)
Next, Eqn. (3.179) is substituted into Eqn. (3.167) to give
Mk D $TkD  D$k D .I33   h.tk//TD  D .I33   h.tk//
D h

 .tk/TD CD.tk/

D h ..tk/D CD.tk// (3.180)
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where .tk/ D  .tk/T because .tk/ 2 so.3/. McLachlan and Zanna then assume that the
unique $k that solves Eqn. (3.167) is of the form
$k D exp
  hk;0   h2k;1   h3k;2   h4k;3   : : : (3.181)
for unknown discrete k;i 2 so.3/. By expanding the matrix exponential of Eqn. (3.181) in a
Taylor series, substituting it into the left hand side of
$Tk D  D$k D h ..tk/D CD.tk// (3.182)
from Eqn. (3.180), and equating like powers of h, relationships for the k;i can be found which
depend on .tk/ and its derivatives. Substituting these relationships into the fi allow for a
complete description of the scaled Hamiltonian and its vector field. This process involves a
significant amount of algebra, and the interested reader is referred to [61] for details.
After performing this scaling McLachlan and Zanna apply backwards error analysis yet again
to the scaled vector field giving higher-order approximations, and then present fourth- and sixth-
order DMV algorithms in their paper. Algorithm A.7 gives their sixth-order algorithm.
Although the higher-order DMV methods given by McLachlan and Zanna are symmetric
and explicit, [61] provides no recommendations for an accompanying kinematic attitude update
of any order. Hairer and Vilmart provide a method for modifying Algorithm A.7 to incorporate
higher-order, symmetric kinematic updates [53], but also present their own DMV algorithm which
they state has better numerical properties than the McLachlan-Zanna algorithm.
The Hairer-Vilmart DMV algorithm is based on a modification of the vector field made by
scaling the moments of inertia of the rigid body by expressions based on the Hamiltonian and
the Casimir:
1

I i
D 1
Ii
 
1C h2s3.M/C h4s5.M/C : : :
C h2d3.M/C h4d5.M/C : : :
D 1
Ii
s.H.M/;C.M//C d.H.M/;C.M// (3.183)
where
1C h2s3.M/C h4s5.M/C : : :  s.H.M/;C.M// (3.184)
h2d3.M/C h4d5.M/C : : :  d.H.M/;C.M// : (3.185)
The backwards error analysis used to derive this scaling follows the same pattern used in 3.1 and
in the McLachlan-Zanna DMV, and will not be presented here. The interested reader is referred
to [53] for details on this backwards error analysis as well as for the proofs of the geometric
properties of the algorithm. In [53] si .M/ and di .M/ are given for DMV algorithms up to
eighth-order, and a Maple [63] script is given to calculate si .M/ and di .M/ to arbitrary order.
The implementation of the Hairer-Vilmart DMV merits some discussion. Following the work
of Lewis and Simo for the symmetric kinematic update [64], Hairer and Vilmart propose the
second-order DMV update be written asbMkC1 D $k bMk$Tk (3.186)
QkC1 D Qk$Tk (3.187)
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where $n is calculated from
$Tk D  D$k D hbMk ; (3.188)
cf. Eqn. (3.182), as previously proposed in [25, 60, 61]. For higher-order algorithms, the scaled
moments of inertia, Eqns. (3.183)–(3.185), are used in the mass matrix D. However, in order
to improve eciency of the algorithm and avoid singularities, Hairer and Vilmart provide a
quaternion-based implementation in which both the attitude kinematics and dynamics are ex-
pressed as quaternions. The kinematic transformation of Qk to the quaternion qk is accomplished
using Eqns. (2.32)–(2.35). As for $k , it can be expressed in quaternion form as [53]
k D
1p
˛k
"
1C h
2
 
M 1;k
I1
iC

M 2;k
I2
jC

M 3;k
I3
k
!#
(3.189)
where
˛k  1C h
2
4
0@ M 21;k
I 21
C

M
2
2;k
I 22
C

M
2
3;k
I 23
1A : (3.190)
and where

MkMk is defined through the Cayley transform, Eqn. (2.55), as
$Tk D
 
I33 C h
2
3
I 1 Mk
! 
I33   h
2
3
I 1 Mk
! 1
: (3.191)
In terms of quaternions, Hairer and Vilmart express the DMV update step of Eqns. (3.186)–
(3.187) as
MkC1 DMk C ˛ 1k hf .

Mk/ (3.192)
qkC1 D qk ˝ k (3.193)
where
f .M/  bMI 1M : (3.194)
In the presence of a coordinate-dependent potential, U D U.q/, Eqn. (3.192) becomes
MkC1 DMk C ˛ 1k hf .

Mk/   h@U
@q
: (3.195)
Just as the $k of Eqn. (3.186) had to be calculated from Eqn. (3.188), in Eqn. (3.192) the

Mk
have to be calculated from

MkD ˛kMk C h
2
f .

Mk/ (3.196)
using fixed-point iterations [53]. To improve eciency even further, Hairer and Vilmart propose
calculating

k h
2
I 1 Mk (3.197)
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instead of

Mn. Making this change gives
k.

k/ D 1p
˛k

1C  1;k iC  2;k jC  3;k k

(3.198)
˛k D 1C  21;k C 
2
2;k C 
2
3;k (3.199)
with the updates as
MkC1 DMk C 4
˛kh
b
I

k

k  h@U
@q
(3.200)
qkC1 D qk ˝ k.k/ (3.201)
where k is found iteratively from

kD h
2
I 1˛kMk C I 1bI k k : (3.202)
On his website [65], Hairer also provides Fortran routines for Hairer-Vilmart DMV algorithms
of second-, fourth-, sixth-, eighth-, and tenth- orders. The sixth-order Hairer-Vilmart DMV
algorithm is outlined in Algorithm A.8.
3.5 Discussion and Results
All of the numerical integrators that have been presented in this chapter are symmetric, meaning
that they are time-reversible. In terms of a one-step numerical map ˆ2r;h, this means that
interchanging the coordinates and momenta at dierent time steps, qn $ qnC1 and pn $ pnC1,
and negating the step h$  h leaves the method unaltered; this condition is equivalently expressed
by stating that the method is equal to its adjoint ˆ
2r;h
[21]
ˆ2r;h ıˆ2r; h D I
ˆ2r;h D ˆ 12r; h  ˆ2r;h : (3.203)
All of the methods presented—the SRKN and SPRK compositions of the three rotations and
symmetry+rotation splitting, the SRKN and SPRK compositions of the Jacobi elliptic function
solution, SHAKE, RATTLE, all orders of the McLachlan-Zanna DMV implementation, and all
orders of the Hairer-Vilmart DMV implementation—exactly conserve the Casimir13. With the
exceptions of the SRKN and SPRK compositions of the three rotations and symmetry+rotation
splitting, they all also conserve the Hamiltonian. With the exception of the SRKN and SPRK
compositions of the Jacobi elliptic function solution, they all conserve the angular momentum
vector in inertial space. However, even though the methods themselves may conserve a given first
integral, one must take care to prevent floating point machine round o error from accumulating
13That the DMV algorithms preserve the Casimir results from the application of Noether’s theorem to the discrete
variational principle for the discretized Lagrangian.
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during the integration and breaking conservation. This is often done by employing compensated
summation or other similar methods, see [66, 21].
With the exception of SHAKE—and excepting the momentum map of the SRKN and SPRK
compositions of the Jacobi elliptic function solution, which is exact—all of the methods can
be extended to arbitrarily high order in both coordinates and momenta. This is done for the
coordinates of the McLachlan-Zanna DMV implementation by using the kinematic update given
by Hairer and Vilmart in [53], and is done for the DMV through either the McLachlan-Zanna or
Hairer-Vilmart implementations. In [61] it is proven that the DMV formulation of the rigid body
is equivalent to RATTLE, so even though the RATTLE algorithm itself is only second-order it
can be extended through the DMV implementations to higher orders. In fact, any constrained
Hamiltonian system that can be modelled as a RATTLE method can be increased to arbitrarily-
high even order using the modified Hamiltonians of the McLachlan-Zanna or Hairer-Vilmart
DMV implementations [21].
If a method can be formulated as Eqns. (2.118)–(2.119), that is if
PQ D Q5rH Œ2r
h
.M/ (3.204)
PM D bMrH Œ2r
h
.M/ ; (3.205)
then it is symplectic and Lie-Poisson; if only the momenta can be formulated as Eqn. (3.205)
then it is just Lie-Poisson [53]. As the second-order methods behind the three rotations and
symmetry+rotation splitting are symplectic, and as compositions of the SRKN and SPRK methods
of Yoshida and Blanes-Moan are symplectic, these methods are symplectic and Poisson. Although
the Jacobi elliptic function method is Lie-Poisson, the kinematic update used by Celledoni et
al. [44, 45, 46, 47] is not symplectic. Hence, overall the Jacobi elliptic function method is only
Lie-Poisson. RATTLE and the second-order DMV are both symplectic and Lie-Poisson. However,
with the higher-order extensions of the DMV the modified Hamiltonians for both McLachlan-
Zanna and Hairer-Vilmart implementations don’t allow for the kinematics to still be formulated
as Eqn. (3.204), and DMV methods of order greater than 2 are only Poisson [53].
In order to demonstrate the performance of these geometric numerical integrators, a simula-
tion of the STRaND-1 satellite14 under free rigid body motion is presented. The initial conditions
consist of the attitude given by the quaternion q D p2=2 Œ0 1 0 1T , the angular velocity
vector ! D Œ180 90   120T deg/s, and the moments of inertia of STRaND-1 for stowed
solar panels. The integration is performed over 6024 seconds, approximately one orbital period
of STRaND-1, with h D 0:1 seconds.
Aside from the geometric integrators presented in this chapter, several other integrators have
also been included for comparison. The complete list of integrators used in the simulation is
i. RK4 The classic, non-geometric, explicit Runge-Kutta fourth-order integrator [67];
see Butcher Tableau A.2 for its coecients.
ii. RK6 An explicit, non-geometric, sixth-order Runge-Kutta integrator by Luther [68];
see Butcher Tableau A.3 for its coecients.
14See 5.1 for a brief overview of STRaND-1.
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iii. SRS6b The second-order symmetry+rotation splitting, composed using the Blanes-
Moan SRKN6b. This is used instead of the three-rotations splitting as I2  I3 for
STRaND-1.
iv. DP5(4)-Cayley A non-geometric, variable-step Dormand-Prince 5(4) integrator for
the dynamics, with the Cayley update given by Eqn. (2.57) for the kinematics. The
Dormand-Prince integrator is implemented through Matlab’s ode45 function,
where both local and absolute precision have been set to machine error.
v. DP5(4) A non-geometric, variable-step Dormand-Prince 5(4) integrator for the
dynamics and kinematics. The Dormand-Prince integrator is implemented through
Matlab’s ode45 function, where both local and absolute precision have been set
to machine error.
vi. DMV4 The fourth-order Hairer-Vilmart DMV algorithm.
vii. DMV6 The sixth-order Hairer-Vilmart DMV algorithm.
viii. JEM6b The Celledoni second-order method using Jacobi elliptic functions, composed
using the Blanes-Moan SRKN6b.
ix. JEM6b-GQ10 The Celledoni second-order Jacobi method with the Jacobi elliptic
functions being approximated using ten-point Gaussian quadrature, composed using
the Blanes-Moan SRKN6b.
x. IMPR2 The second-order implicit midpoint rule (IMPR), an implicit geometric
integrator which preserves the Hamiltonian, Casimir, and the inertial angular mo-
mentum vector but which is neither symplectic nor Lie-Poisson [53].
The DP5(4)-Cayley and JEM6b-GQ10 integrators have been included to demonstrate the eect
of their respective approximations on computational cost, precision, and accuracy; the IMPR2
integrator has been included as it is the backbone of a geometric integrator which has been used
in previous geometric estimation algorithms, cf. 5.2.
The simulation results are shown in Figs. 3.2–3.3. Fig. 3.2 shows the dierences between the
initial Hamiltonian and Casimir and the Hamiltonians and Casimirs produced by each integrator.
In the top graph, note that the non-geometric integrators exhibit unbounded error growth arising
from their formulation—whereas with the DMV algorithms there is some error arising from
issues with machine precision, not the algorithms themselves. Also note the wide variation in
the Hamiltonian of the SRS6b method, which is due to the symmetric+rotation algorithm not
preserving the Hamiltonian. And although the DP5(4)-Cayley and JEM6b-GQ10 integrators are
approximations to the DP5(4) and JEM6b integrators, respectively, they produce Hamiltonians
with nearly identical error.
In the bottom plot of Fig. 3.2, that of the Casimirs, very similar results are demonstrated.
However, even though the symmetric+rotation algorithm does not preserve the Hamiltonian, it
does preserve the Casimir. Hence, the error in the Casimir of the SRS6b method is only on the
order of 10 18. Also note that, again, the DP5(4)-Cayley and JEM6b-GQ10 integrators produce
errors in the Casimir that are nearly identical to the DP5(4) and JEM6b integrators, respectively.
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In Fig. 3.3 the relative execution times are listed for a Matlab-based implementation of these
integrators. Here the second-, eighth-, and tenth- order DMV algorithms have also been included
to demonstrate the minimal computational expense of scaling the moments of inertia. With
DMV2 being the fastest integrator tested, the execution times for the other integrators have been
normalized by the DMV2 execution time.
As the numerical techniques used in an algorithm and its implemention greatly aect its
performance, it’s important to note where numerical complexity occurs in the code in order to
best interpret Fig. 3.3 and identify where improvements can be made. For all of these algorithms
eciency could be improved by rewriting the code in a compiled language that has less abstraction
than that of Matlab, such as C or Fortran. This is especially pertinent for the Dormand-Prince
and IMPR code as they rely on Matlab’s built-in ode45 and fsolve functions. Indeed,
for both the DP5(4)-Cayley and DP5(4) code 98% of CPU time is spent executing ode45 ,
and for IMPR2 99% of CPU time is spent calling fsolve . Although setting less-precise
error tolerances in these integrators and solvers would decrease the amount of CPU time they
consume, improving code eciency would require implementing these Matlab routines in lower-
level software. Do note, however, that introducing the Cayley update for the kinematics in
DP5(4)-Cayley does produce significant computational savings over DP5(4) where the kinematics
are integrated using ode45 .
As for JEM6b,66% of CPU time is spent calculating Carlson’s degenerate elliptical integral,
16% is spent calculating Carlson’s elliptical integral of the first kind, and5% is spent solving
for the elliptic integral of the first kind. With JEM6b-GQ10, 43% of CPU time is spent
performing Gaussian quadrature and 21% is spent solving for the elliptic integral of the first
kind. In both JEM algorithms, ecient standard libraries are used for the computation of the
elliptic integrals and Gaussian quadrature, and this code can be considered fairly optimized.
However, note that by approximating the Jacobi elliptic functions using Gaussian quadrature in
JEM6b-GQ10 significantly reduces the computational cost of the integration. In the SRS6b code,
73% of CPU time is spent performing quaternion multiplication and 20% is spent calling
torque functions when torque is included. As the quaternion multiplication is being performed
through a function call, eciency in CPU time could be improved by writing the quaternion
multiplication in-line. Making this change in Matlab would lead to code which becomes more
dicult to maintain, and this code would be best optimized in a compiled language where calling
a separate function for quaternion multiplication wouldn’t produce a large overhead.
In both the DMV4 and DMV6 code, the largest amount of CPU time is the 25% spent
in the fixed-point iterative solver of the Moser-Veselov equation. An additional15% is spent
performing any calls to potential functions, and minor amounts are spent in scaling the moments
of inertia and normalizing quaternions. This code is highly optimized, but in the event of free
rigid body motion could be further optimized by pulling the moments of inertia scaling outside
of the main loop as this scaling becomes constant for this case. One of the main reasons for the
eciency seen in the DMV algorithms is that they are Lie algebra-based integrators—as opposed
to Lie group-based integrators—allowing for a decrease in computational complexity through
simplifications that can be introduced because of the structure of Lie algebras [69]. In fact, aside
from the scaling of the moments of inertia, all orders of the DMV algorithm are computationally
comparable to the second-order DMV algorithm.
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The RK4 and RK6 code spends the majority of its CPU time calculating theKi Runge-Kutta
coecients, see A.1, with anywhere from9–18% of their time being spent on a given Ki . As
the calculation of each Ki does require a function call, this is one area where using a compiled
language could help improve code eciency. Intrinsically however, the reason the RK methods
lag behind their DMV counterparts is that they are not Lie algebra-based integrators, and do not
exploit the computational simplifications and advantages that can be achieved when structuring
a method around the algebra as opposed to the group [69]. Indeed, a Lie algebra-based RK
method might be computationally comparable to the DMV methods.
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Figure 3.2 – Dierence in the Hamiltonian and Casimir.
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3.6 Chapter Summary
In this chapter the principal geometric methods found in literature for explicitly integrating rigid
body motion have been presented. It was shown that given an elementary, geometric integrator—
such as the second-order symplectic Euler method used with the SPRK and SRKN methods, or
the second-order Störmer-Verlet method use with the SHAKE, RATTLE, and DMV methods—
higher-order geometric methods can be created by an appropriate scaling of the Hamiltonian
and associated Hamilton equations using backwards error analysis.
It was also shown that when the Hamiltonian is separable—such as is the case with rigid
body motion—both the lower-order elementary geometric methods, as well as their higher-order
compositions, produce explicit geometric algorithms. As the focus of the research presented
in Chapters 5–6 is using geometric rigid body integrators for gyroless attitude estimation on-
board a spacecraft—where limited resources make the computational cost of an algorithm an
important issue—having a set of explicit methods is quite advantageous. Indeed, it was shown
that the DMV algorithm is dramatically more computationally ecient than not only other
geometric methods, but also popular traditional non-geometric methods. Additionally, it was
shown that the computational eciency of the DMV is found for all orders of the algorithm, with
higher-order DMV methods only requiring a slight increase in computational expense over their
lower-order counterparts. Furthermore, aside from being computationally ecient the DMV also
conserves the Hamiltonian, the Casimir, and the inertial angular momentum vector; is symmetric;
is symplectic for second-order methods; and is Lie-Poisson for higher-order methods. For these
reasons the DMV represents the current state of the art in geometric rigid body motion, and will
be the geometric integrator of choice for attitude propagation during the prediction stage of the
geometric estimators presented in Chapters 5–6.
Although the DMV is the state of the art in geometric rigid body motion, since its development
the performance and geometric properties of other methods for rigid body integration have been
studied. Accordingly, the primary alternatives to the DMV found in literature have also been
covered in this chapter. This has been done to not only provide a more complete picture of the
field of explicit geometric rigid body integrators, but to also give a background to the researcher
interested in employing these other methods in their own research. These alternatives involve
splitting the rigid body Hamiltonian into its kinetic and potential energy components—each of
which is a Hamiltonian in and of itself. These kinetic and potential energy Hamiltonians are then
solved for their respective phase space flows, and these individual flows are composed to obtain
higher-order methods using multi-stage SPRK or SRKN methods based upon a scaling of the
time step of a second-order symplectic Euler method. As solving the kinetic energy Hamiltonian
for the phase space flow is not trivial, two approaches were discussed. The first of these involves
splitting the kinetic energy Hamiltonian even further. For rigid bodies with three distinct moments
of inertia, the kinetic energy Hamiltonian is split into three parts corresponding to the individual
angular momenta components. Each of these can be solved, and results in dynamic and kinematic
phase space flows that are given by rotations about their associated angular momenta components.
Accordingly, it is known as the three rotations method. When two of the three moments of inertia
of a rigid body are equal or nearly equal, the three-rotations splitting can be further simplified
into a method known as a symmetry+rotation splitting. The other approach to solving the phase
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space flows of the kinetic energy Hamiltonian uses Jacobi elliptic functions to provide the exact
phase space flow of the dynamics, and a truncated Magnus series for an approximate solution to
the kinematics—an approach typically referred to as JEM.
Before the geometric integration methods of this chapter can be applied to the estimation
algorithms of Chapters 5–6, an overview of attitude estimation techniques needs to be covered.
This is done next, in Chapter 4.
4 Attitude Estimation
The purpose of this chapter is to introduce two approaches to attitude estimation—methods for
incorporating noisy attitude measurements with incompletely modelled dynamics to determine
the best estimates of satellite orientation and angular velocity—which will be central to the
research presented in Chapters 5–6 of this thesis. The field of estimation, or filtering as it is also
known1, for general dynamical systems is wide and varied. It is not the purpose of this thesis
to cover the mathematical rigour behind estimation theory. Many such treatises on this subject
have been produced over the years, to which the interested reader may refer [70, 71, 72, 73, 74,
75, 76, 77, 14, 78]. Nor is it the purpose of this thesis to present a survey of all of the possible
attitude estimation theories and approaches. For example, particle filtering will not be covered
as its computational cost requirements are prohibitive to implementation on nanosatellites, such
as the mission presented in Chapters 5–6. For information on particle filtering generally see
[79, 80, 81, 82, 83, 84]. Another prolific technique not addressed here are batch filters based
on the Wahba problem [85], such as Shuster’s Quaternion Estimator (QUEST) [86, 87]. Even
though it can be applied as a recursive batch filter, such as in Bar-Itzhack’s REQUEST algorithm
[88], the MEKF is a better approach for sequential estimation. For information on the QUEST
algorithm, see [86, 87, 88, 89, 90, 91, 92, 93, 94].
The first of the two approaches to attitude estimation presented in this chapter is known as
the Multiplicative Extended Kalman Filter (MEKF), and is the workhorse behind the majority of
current on-board attitude estimation implementations. It is a computationally ecient adaptation
of the Extended Kalman Filter (EKF) to the problem of attitude state estimation. In this thesis
the MEKF will be used as the baseline against which research in an alternative formulation for
attitude estimation, the Unscented Quaternion Estimator (USQUE), will be compared. The
USQUE is an attitude adaptation of the Unscented Kalman Filter (UKF), and—although in
some circumstances it can be more computationally expensive than the MEKF—oers several
advantages for the mission scenario targeted by the research presented in Chapters 5–6.
Accordingly, this chapter proceeds as follows. First, in 4.1 a historical perspective on the
development of the KF, EKF, and MEKF is given, followed by that of the UKF and USQUE. Next,
in 4.2 a general overview of the KF, EKF, and UKF algorithms is given, with 4.2.1 covering
both the KF and EKF and 4.2.2 covering the UKF. In 4.3 the most prominent adaptations of
the EKF and UKF to attitude estimation are given, with the MEKF being covered in 4.3.1 and
the USQUE in 4.3.2. This chapter concludes with 4.4, a summary of what has been presented.
1The terms “estimation” and “filtering”, and similarly “estimator” and “filter”, will be used synonymously through-
out this work.
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4.1 Background
In 1960, Rudolf Kalman published a paper which developed and described a "new approach
to linear filtering and prediction problems" [95]. It was presented as an extension to previous
work done by Norbert Wiener, Andrei Kolmogorov, Thomas Bayes, Paul Langevin, and others
and was a method for the filtering of noise from signals and the detection and prediction of the
underlying signal structure2. This new recursive estimator, now know as the Kalman Filter (KF),
was able to combine linear state and measurement models with observations to produce a new
state estimate that optimally minimized the state’s error covariance for systems with Gaussian
statistics and was the best linear estimator for systems with non-Gaussian statistics [75]. The
KF wasn’t the first recursive estimator to have been developed, for in 1958 Peter Swerling had
published one in a RAND Corporation memorandum which he was using for orbit determination
[96]. Kalman’s work however, especially with his subsequent collaboration with Richard Bucy3
[97], had developed the propagation of the error covariance more fully than was done in the work
of Swerling. This led the KF to being quickly adapted to many stochastic linear—or linearized—
systems outside of signal processing. Indeed, as noted by Sorenson [72], more often than not
applications of the KF were to nonlinear systems, rather than to linear systems.
In fact, many of the early developments in nonlinear Kalman filtering resulted from work
done for the trajectory estimation and prediction of Apollo program spacecraft, mainly by
Stanley F. Schmidt and his group at the National Aeronautics and Space Administration (NASA)
Ames Research Center (ARC) and subsequently by Richard H. Battin and his colleagues at the
Massachusetts Institute of Technology (MIT) Instrumentation Laboratory (now the Charles Stark
Draper Laboratory) [98]. Because this research was being carried out for defence projects it was
classified, precluding the publication of these advancements in journals [5]. However, a great
overview of the history behind these developments was recently given by Grewal and Andrews in
[98].
One of these early developments, made by Stanley F. Schmidt and his group, is known today
as the Extended Kalman Filter and is discussed in 4.2.1. Recognizing the limitations in estimate
accuracy, covariance fidelity, and the diculties with convergence in applying a linear theory to a
highly nonlinear problem, Schmidt et al. sought for a way to improve upon the KF. The problem
was that—although in adapting the KF to nonlinear systems the state estimate can be propagated
using nonlinear dynamics—the same could not be done for the covariance of the state estimate.
Under the linear transformations of the KF the assumed Gaussian statistics of the initial state
estimate and covariance were preserved. However, under a general nonlinear transformation the
initial statistics are not guaranteed to remain Gaussian [73, 74, 75, 14]. And because it is not
possible to fully describe a general probability distribution with a finite number of variables [73],
a linearization of both the state dynamics and the measurement equation are required to handle
the propagation and update of the covariance. Using Monte Carlo simulations Schmidt et al.
found that the best results were obtained by linearizing the dynamics and measurement equations
about the state estimate [98]—as opposed to, say, the true state.
2An excellent overview of the work done in estimation from the time of Gauss to that of Kalman is given by
Sorenson in [96].
3For this reason the Kalman Filter is sometimes referred to as the Kalman-Bucy Filter.
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Meanwhile, the first published application of the KF to the problem of attitude estimation was
done by Farrell in 1964. He was investigating whether elaborate instrumentation could be replaced
by crude instrumentation and sophisticated data processing, and showed that the application of
the KF to crude attitude sensors could produce an attitude estimate that was as accurate as the
output of high quality attitude sensors without smoothing [99, 5]. However, because the torques
on the satellite were not fully modelled and used, this approach lacked any “real success” [5].
Yet Farrell’s work did spark a great interest in the application of filtering to the attitude problem
as evidenced by the 1969 Symposium on Spacecraft Attitude Determination, cosponsored by
the Space and Missile Systems Organization of the United States Air Force Systems Command
and The Aerospace Corporation, in which 306 representatives from 44 dierent organizations
attended.
Initial research in attitude estimation centred principally around two aspects of the problem: i.
how to handle the attitude dynamics, specifically the torques on the satellite, and ii. determining
what the best attitude parametrization was to use.
In terms of the satellite dynamics, eorts were made following Farrel’s work to more extensively
model and incorporate all known torques on a satellite. Among the most comprehensive of these
eorts was that of Leerts and Markley in their work for the Nimbus-6 spacecraft [100]. However,
it was found that “elaborate torque models could still not give acceptable attitude determination
accuracy” [5].
Concurrent to this eort, though, another approach was being taken to handle satellite
dynamics. In 1968, the first published use of gyroscopes in attitude estimation was done by Potter
and Vander Velde [101], which used star tracker data to correct the gyro bias drift. The following
year at the Symposium on Spacecraft Attitude Determination, two papers were presented—one
by Pauling, Jackson, and Brown [102] and another by Toda, Heiss, and Schlee [103]—which used
gyros in “dynamic model replacement mode” [5]. As explained in 4.3.1, this means that instead
of propagating the satellite dynamics forward in time the gyro is simply sampled—providing a
measurement of the net eect of torques on the satellite’s angular velocity over the propagation
time step. Through the analysation of data from on-board implementations of attitude estimation
algorithms running gyros in dynamic model replacement mode throughout the 1970’s and 1980’s,
such as the three High Energy Astronomy Observatory (HEAO) satellites, it was found that this
approach is favoured to that modelling torques as it provides more accurate results and is more
computationally ecient [104, 5].
As to the matter of which attitude parametrization to use, early attitude estimation algorithms
implemented a wide variety of attitude representations—with many algorithms using dierent
parametrizations for the propagation and update steps of the filter. For example, the attitude
matrix was used by [102] for state propagation, as well as by [105, 106] generally. But then, [102]
used Euler angles for the update step, and [99, 107] used them for both propagation and update.
Quaternions first appear to have been used by [103] for only the propagation step, and were also
used, for example, by [108, 109, 110].
By the early 1980’s, as is apparent in the excellent literature survey by Leerts, Markley, and
Shuster [5], to one extent or another researchers and engineers were recognizing the utility of
employing quaternions. The advantages of using quaternions over the other attitude represen-
tations was mainly due to the computational eciency of quaternion algebra and the linear
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nature of the quaternion kinematic equations for state propagation. However, there were some
complications with using quaternions which were not fully resolved by this point: i. simply adding
two quaternions together, such as when adding the kinematic attitude correction to the a priori
kinematic state estimate, broke the quaternion unit norm constraint, and ii. the constraint in the
quaternions leads to a linear dependence in the covariance matrix, resulting in a zero-valued
eigenvalue.
There were two approaches to resolving the first of these issues, that of maintaining the
quaternion unit norm. The more simple, but not as accurate nor elegant of a solution, was
to simply add the quaternions together and then enforce the constraint through a brute-force
renormalization—a projection of the resulting quaternion back onto a point on the SO.3/
sphere. Algorithms employing this approach are referred to as Additive Extended Kalman Filters
(AEKF). Much of the research done in this area was led by Bar-Itzhack, who gave an overview
of the various renormalization methods in [110]. The other camp approached this problem by
representing the correction to the a posteriori state as a small rotation, performed using quaternion
composition, which automatically preserves the unit norm constraint to machine accuracy. As
quaternion composition is also referred to as quaternion multiplication, this approach is known as
the Multiplicative Extended Kalman Filter. For early research in this area see [5, 109, 111].
The other problem associated with using quaternions in attitude estimation was that of the
linear dependence in the covariance matrix arising form the quaternion unit norm constraint.
Although in this representation the covariance is a 77 matrix, because of the constraint on the
quaternion unit norm—which allows any single quaternion component to be written in terms of
the other three—the covariance matrix is only rank 6, resulting in one of the seven eigenvalues to
be zero-valued. The problem with this is that limitations in machine accuracy introduce small
errors when performing arithmetic as the filter runs. This breaks the linear dependence which
should exist in the seven-dimensional covariance representation, leading to an increase in rank of
the covariance matrix from 6 to 7 and producing seven non-zero eigenvalues. As the machine
error introduced is small, the zero-valued eigenvalue becomes a very small valued eigenvalue
which is interpreted by the filter as a strong knowledge of the associated variance and covariances.
But this relationship is non-physical, having only been introduced by computational inaccuracies,
and the filter’s confidence in this non-physical relationship can lead to erroneous covariance for
the other state components and filter instability.
An early, engineering-style, approach to the covariance problem was to artificially replace
the zero-valued eigenvalue with a large eigenvalue [17]. Although doing this does break the
linear dependence of the covariance matrix, it minimizes the influence of that non-physical
relationship on the other state elements. A more mathematically elegant solution to this problem
was to note that, for small rotations, the real component of the quaternion was approximately
equal to unity while the imaginary components were approximately equal to half the Euler
angles. As the attitude error should be small in order to maintain the EKF first order linearization
approximations, and with the real component always being approximately unity, the filter state
is reduced to six for the update step by throwing out the real quaternion component. Thus, the
issues with linear dependence in the covariance matrix are automatically resolved. Discussions
covering the dierences between the seven and six dimensional covariance representations can be
found in [5, 112].
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Ultimately, a filter employing a quaternion-based kinematic state and a gyro-bias-based
dynamic state, which utilizes gyros in dynamic model replacement mode and performs the
update state using quaternion multiplication and the reduced six dimensional error covariance
representation, was found to be the most robust and ecient adaptation of the EKF to attitude
estimation. Today, this is the filter that is generally understood as the MEKF, and is the most
prolific approach to on-board attitude estimation. For excellent papers discussing this form of the
MEKF see [113, 112, 114].
Concurrent to the latter end of the development of the MEKF, another approach to the
estimation of general nonlinear systems was being investigated. In 1995 Simon Julier, Jerey
Uhlmann, and Hugh Durrant-Whyte published a new estimation method based on what they
called the Unscented Transform (UT). This new filter, referred to as the Unscented Kalman Filter
handles the update step of the estimator in a manner similar to that of the EKF, but propagates
the covariance and includes the measurement equation using dierent methods. In the UKF,
a set of “sigma points” are derived from the covariance. The mean of these points is the state
estimate, and their covariance is the same as the error covariance of the state estimate. These
points are then propagated using nonlinear methods and then, following propagation, are used to
reconstruct the a priori covariance. The advantages of the UKF over the EKF are i. it doesn’t
underestimate the covariance, which can happen in the EKF, ii. doesn’t require the calculation
of the Jacobians, iii. it can use nonlinear, not necessarily dierentiable, functions for the state
dynamics and measurement equations, iv. it is a higher order filter, v. it is more robust against initial
estimate errors, and vi. it can be extended to non-Gaussian statistics. The main disadvantage
of the UKF is that it is more computationally expensive than the EKF—unless Jacobians are
needed to be calculated numerically or the covariance propagation is performed using numerical
integration—and requires taking a matrix square root. The UKF is described in more detail in
4.2.2.
Although there have been various applications of the UKF to attitude estimation [115, 116,
117, 118, 119], the most definitive and expert application was that of Crassidis and Markley in
2003 [6]. Called the Unscented Quaternion Estimator, this filter applies many of the lessons
learned in the development of the MEKF to the adaptation of the UKF to attitude estimation.
Despite the advantages of the USQUE to the MEKF, the MEKF remains the estimator of choice
for real-world applications. The USQUE is covered in 4.3.2.
Even though the main focus of the research of this thesis is centred around the MEKF and
USQUE algorithms, there are a few small adaptations to the implementation of the EKF that
are of note. For instance, one of the earliest improvements to the EKF was made by J.E. Potter
and further developed by Neil A. Carlson, Gerald J. Bierman, and Catherine Thornton [98].
While developing the EKF for the lunar missions, Schmidt and his colleges found that limitations
in numerical precision led to instabilities while solving for the propagated covariance in the
continuous-time case, which is governed by a matrix Riccati equation. These instabilities could
lead to a covariance estimate that was not positive semidefinite. By using Cholesky decomposition
to factor the error covariance, and reworking the covariance propagation equations so that
this factor became the dependent variable, Potter developed a formulation of the EKF which
guarantees a positive semidefinite covariance matrix. This is known as the Square Root EKF
[98]. The square root version of the EKF can be directly applied to the MEKF, and a square
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root version of the UKF by van der Merwe and Wan [82] can be applied to the USQUE. Also,
higher-order versions of the EKF have been developed [75, 74] and can be applied to the MEKF.
For instance, a second-order version is given by Markley in [113]. And it has been found that
applying an iterative approach to the update step of the EKF and MEKF, by instantiating the a
priori state and covariance estimates using the a posteriori state and covariance estimate of the
previous update iteration, can improve performance [14].
4.2 The KF, EKF, and UKF Algorithms
In 4.1, a survey of the work done in estimation theory—as it pertains to satellite attitude
estimation—was given. Two of the most popular nonlinear estimation techniques, the EKF
and UKF, are the basis of the most popular attitude estimation techniques, the MEKF and
USQUE. This section, therefore, provides an overview of these algorithms in order to facilitate a
better understanding of their attitude counterparts.
4.2.1 The Kalman Filter and Extended Kalman Filter
The Kalman Filter
Originally, the KF was developed for continuous systems, but was quickly applied to discrete
systems and continuous-discrete systems—systems whose propagation is modelled by continuous
state and covariance dynamics and is updated using discrete observations and measurement
models. As attitude estimation typically relies on sensors which make discrete observations, the
continuous versions of both the KF and EKF will not be presented here.
The continuous-discrete KF is based on the following models of system dynamics and mea-
surements [14]4
Px.t/ D F.t/x.t/C B.t/u.t/CG.t/w.t/ ; (4.1)
zk D Hkxk C vk : (4.2)
In the model of the system dynamics, x.t/ is the n1 state vector of the system and u.t/ is the
p1 control, or input, vector. The nn matrix F.t/ is the state transition matrix. Applied to the
state vector, it models the evolution of known system dynamics in time. The np matrix B.t/
is the control-input matrix. Applied to the control vector, it models the eects of control on the
evolution of the system dynamics. The stochastic element of the system dynamics, w.t/, is given
by a s1 vector of zero mean, white, Gaussian noise with known spectral densities, arranged in a
ss matrix Q.t/, and is called the process noise. That is,
E
n
w.t/wT ./
o
D Q.t/ı.t   / ;
where ı.t   / is the Dirac delta function. The ns matrixG.t/maps the elements of the process
noise to their respective elements in the state equations for the system dynamics. Together, the
product G.t/w.t/ describes the stochastic influence of unmodelled dynamics on the system.
4The formulation of the KF presented here follows that which is presented in [14].
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In the discrete measurement model, Eqn. (4.2), zk is the m1 vector of observations and Hk
is themn observation matrix, which maps the system state vector into the observation space. The
stochastic nature of error in the measurements is contained in the measurement noise, vk , which
is also assumed to be a n1 vector of zero mean, white5, Gaussian noise with known covariances,
arranged in a mm matrix Rk . That is,
E
n
vkv
T
j
o
D Rkıkj ;
where ıkj is the Kronecker delta. It is further assumed that the process noise and the measurement
noise are uncorrelated6.
The continuous-discrete KF is initialized by choosing an initial state estimate Ox.t0/, often
determined by running a batch filter on a set of observations, and an initial state error covariance
P0. The nn error covariance, P , is the expectation of the dierence between the estimated and
true states, e.g.
P0 D E
n
Qx.t0/QxT .t0/
o
; (4.3)
Qx.t/  Ox.t/   x.t/ : (4.4)
With the initial state estimate and covariance given, the KF proceeds by propagating the
state and covariance forward in time until an observation is made. This is done by numerically
integrating
POx.t/ D F.t/Ox.t/C B.t/u.t/ (4.5)
PP.T / D F.t/P.t/C P.t/F T .t/CG.t/Q.T /GT .T / (4.6)
to obtain the a priori state estimate and covariance, Ox k and P k . Here, the basis of Eqn. (4.6) is
Kolmogorov’s Forward equation, also known as the Fokker-Plank equation, a partial dierential
equation (PDE) which governs the time evolution of a general probability density function (PDF)
[73]. When an observation is made, the nm Kalman gain Kk is calculated as
Kk D P k HTk
h
HkP
 
k H
T
k CRk
i 1
: (4.7)
Using Bayes’ Theorem, the gain and measurements are then used to update the a priori state
estimate and covariance through
OxCk D Ox k CKk

zk  Hk Ox k

; (4.8)
PC
k
D ŒInn  KkHk P k ; (4.9)
to obtain the a posteriori state estimate and covariance, OxCk and PCk . Together, the bracketed terms
in Eqn. (4.8) are known as the innovation or residuals [77]. The filter then continues with the
propagation of the new a posteriori state estimates as before.
5The KF can be formulated to account for coloured noise statistics, see [75].
6The KF can be formulated to account for correlated measurement and process noise, see [14].
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Often, when the observation sampling frequency is well within the Nyquist limit, the discrete
version of the KF is implemented to minimize the computational costs of numerical integrations
for state and covariance propagation. For the discrete KF, the state and measurement models are
xkC1 D Fkxk C Bkuk CGkwk ; (4.10)
zk D Hkxk C vk ; (4.11)
where xkC1, xk , uk , Fk , Bk , Gk , and wk are the discrete counterparts to their respective
continuous variables in Eqn. (4.1). The initialization, gain calculation, and update of the discrete
KF is the same as it is for the continuous-discrete KF, cf. Eqns. (4.7)–(4.9). The state estimate and
covariance propagation, however, is given by
Ox kC1 D Fk OxCk C Bkuk ; (4.12)
P kC1 D FkPCk F Tk CGkQkGTk : (4.13)
Here, note that the process noise spectral density matrix Q.t/ of Eqn. (4.6) has been replaced
by the discrete process noise covariance matrix Qk . This discrete process noise covariance is the
net eect of the process noise over the propagation time step, t , and is related to the spectral
density through
Qk D
Z t
0
F.t/G.t/Q.t/GT .t/F T .t/dt : (4.14)
The Extended Kalman Filter
As mentioned in 4.1, of the various extensions of the KF to nonlinear systems and measurement
models, the Extended Kalman Filter is the most popular [14]. The EKF allows for nonlinear
propagation of the state dynamics, but requires the propagation of the covariance to be done
using a linearization of those dynamics. Additionally, the gain calculation and covariance update
requires a linearized measurement model. These linearizations are performed about the state
estimate, and for the linearizations to be accurate it is assumed that the true system state is close
to the estimated state.
For the continuous-discrete EKF, these nonlinear state equations and measurement models
are given by
Px.t/ D f .x.t/;u.t/; t/CG.t/w.t/ ; (4.15)
zk D hk.xk/C vk : (4.16)
Here, G.t/, w.t/, zk , and vk are the same as in Eqns. (4.1)–(4.2) for the KF—including the
assumptions on noise statistics. However, in Eqn. (4.15) the system’s dynamics are modelled
through f .x.t/;u.t/; t/, a continuously dierentiable function that can be nonlinear in terms of
the system state, control vector, and time. Likewise, the continuously dierentiable measurement
model, hk.xk/, can depend nonlinearly on the system state.
The continuous-discrete EKF is initialized in the same way as the KF, by choosing an initial
state estimate, Ox.t0/, and covariance, P0. To obtain the a priori state estimate, Ox k , Eqn. (4.15) is
numerically integrated.
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The covariance, however, cannot be propagated in a nonlinear fashion to obtain the a priori
covariance P 
k
. Under a nonlinear transformation, the initial Gaussian error statistics are no
longer guaranteed to remain Gaussian as they did in the linear KF. As the system statistics become
non-Gaussian, a complete description of the probability density function will generally require
knowledge of a potentially infinite number of non-zero moments. As noted by Jazwinski [73],
the conditional mean itself—the state estimate of the EKF—will generally depend on these
higher-order moments as well, whereas in the KF it was completely described by only the first two
moments. The result of this is that a full description of the system statistics under a nonlinear
transformation requires infinite dimensional statistics, which is not realizable in practice.
To avoid this problem in the EKF, an approximation—that for suciently small time steps,
the nonlinear transformation of Gaussian statistics is close to Gaussian—is utilized. Specifically,
it is assumed that, to first order, the nonlinear transformation of the Gaussian statistics remains
Gaussian. This allows the initial covariance to be propagated forward using a linearization of the
system dynamics. To do this, a Taylor series expansion of the nonlinear dynamics is performed
about the state estimate, where it is assumed that the state estimate is close to the true state
f .x.t/;u.t/; t/  f .Ox.t/;u.t/; t/C Jf .x/
ˇˇˇ
Ox.t/;u.t/ Qx.t/ ; (4.17)
Jf .x/
ˇˇˇ
Ox.t/;u.t/ 
@f
@x
ˇˇˇˇ
ˇ Ox.t/;u.t/ ; (4.18)
where the expansion has been truncated to first order, Jf .x/ is the Jacobian, and Qx.t/ is defined
in Eqn. (4.4). In performing this expansion, the covariance update can be expressed in the same
form as the continuous-discrete KF
PP.T / D F.t/P.t/C P.t/F T .t/CG.t/Q.T /GT .T / ; (4.19)
F.t/  Jf .x/
ˇˇˇ
Ox.t/;u.t/ : (4.20)
Being used for the covariance update, the nonlinear measurement model of Eqn. (4.16)
needs to be linearized. As the state estimate previous to the update is the a priori estimate, the
linearization happens about this estimate. Specifically, the Kalman gain is calculated as
Kk D P k HTk .Ox k /
h
Hk.Ox k /P k HTk .Ox k /CRk
i 1
; (4.21)
Hk.Ox k /  Jh.x/
ˇˇˇ
Ox k
D @h
@x
ˇˇˇˇ
ˇ Ox k ; (4.22)
and is used in the update to process the measurements and obtain the a posteriori estimate through
OxCk D Ox k CKk

zk   h.Ox k /

; (4.23)
PC
k
D I  KkHk.Ox k /P k : (4.24)
Note the use of the nonlinear measurement model in Eqn. (4.23), cf. Eqn. (4.8), whereas the
observation matrix is used in the covariance update, Eqn. (4.24). As with the KF, the EKF then
84 Chapter 4. Attitude Estimation
repeats with another propagation stage. A graphical representation of an iteration of the EKF is
given in Fig. 4.1.
The EKF can also be expressed in a discrete manner. As noted in [6], continuous dynamics
can be cast into a discrete form by applying a numerical integration scheme. For the discrete case
state propagation is still handled through a nonlinear function, but this function depends on the
values of the state and control vectors at the previous time step only. The process noise is treated
the same as it is in the discrete KF. The a priori state and covariance are given by
Ox kC1 D f .OxCk ;uk/CGkwk ; (4.25)
P kC1 D FkPCk F Tk CGkQkGTk ; (4.26)
F.t/  Jf .x/
ˇˇˇ
OxCk ;uk
; (4.27)
where Qk is given by Eqn. (4.14). The gain and update equations for the discrete EKF, used to
obtain OxCkC1 and PCkC1, are the same as the continuous-discrete case, cf. Eqns. (4.21)–(4.24).
Because of the linearization used in the EKF, and the assumption that the EKF statistics are
Gaussian, there are some important things to note when implementing it. For the EKF to be
consistent, the a priori covariance and its mean must match those of the true statistics [75]. This
is usually tested by performing Monte Carlo simulations. Clearly, for general nonlinear system
dynamics these conditions will not be met. However, if they are met to within the first order
approximations of the EKF, then the EKF will typically perform well. If the system is highly
nonlinear, then another estimation algorithm needs to be employed. Furthermore, for the system
to be observable—that is, in order for the EKF to be able to obtain a unique estimate for all
components of the state vector—the relationship
0 < ıxTL ıx ; (4.28)
L  HTk R 1k Hk ; (4.29)
must be satisfied for any arbitrary real vector ıx [77].
Also, when implementing the EKF the variances of the process noise are typically used as
a tuning parameter. If the system dynamics are well known and the variances of the process
noise are chosen to be “too” small, the EKF can place over-reliance on the system’s dynamics
model. This results in the EKF throwing out all new measurements, and is manifest as very small
eigenvalues of the covariance matrix—with zero eigenvalues denoting perfect confidence in the
estimate of the corresponding state elements. When this happens, the EKF is said to be smug7. By
adding processes noise, i.e. increasing the process noise covariances, this can be avoided. However,
larger process noise will result in the EKF taking a longer time to converge to an estimate, assuming
it does converge. This is where the tuning comes into play—making the process noise large enough
to prevent the EKF from becoming smug, but as small as possible to allow for faster convergence.
Ultimately, the size of the covariance of the estimate will be limited by the measurement noise
covariance, Rk .
7The EKF can also become smug if the initial covariance estimate is too small, as the EKF can underestimate the
covariance.
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4.2.2 The Unscented Kalman Filter
The Unscented Kalman Filter, a type of linear regression Kalman filter [120], was developed
by Simon Julier, Jerey Uhlmann, and Hugh Durrant-Whyte as an alternative to the Extended
Kalman Filter for estimating nonlinear systems. The premise of the UKF is the often quoted
observation by these individuals that “with a fixed number of parameters it should be easier to
approximate a Gaussian distribution than it is to approximate an arbitrary nonlinear function”
[121]. Accordingly, the UKF doesn’t use a linearization of the system dynamics about the state
estimate to propagate and update the covariance, as is done with the EKF. Instead, the UKF
uses a set of sigma points, which have the same mean and covariance as the system probability
density function, and then propagates these points using the nonlinear system dynamics. After
propagation, the a priori mean and covariance are recreated from the propagated sigma points.
This process of creating the sigma points, propagating them, and then recreating the system
statistics from them is know as the Unscented Transform, and is at the heart of the UKF.
In the papers by Julier, Uhlmann, and Durrant-Whyte, the UKF is presented in a discrete
form [121, 122, 123, 124, 125, 126, 127]. Following their approach, a continuous-discrete version
of the UKF will not be presented here, but as noted in 4.2.1 a continuous system can be cast
into a discrete form.
The system dynamics and measurement models, which can both be nonlinear, are modelled
in the UKF as
xkC1 D f .xk;uk/CGkwk ; (4.30)
zk D h .xk/C vk : (4.31)
As with the EKF, it is assumed that the process and measurement noise vectors are zero mean,
Gaussian, white, uncorrelated sequences with known covariances
E
n
wkw
T
j
o
D Qkıkj ; (4.32)
E
n
vkv
T
j
o
D Rkıkj ; (4.33)
E
n
wkv
T
j
o
D 0 8 k; j : (4.34)
The UKF is initialized in the same way as the KF and EKF. With given initial estimates for
state, OxCk , and covariance, PCk , the first step of the UKF is to calculate 2nC 1 orthogonal sigma
points. This is done by first calculating 2n sigma points from the covariance matrix according to
 k;i  2n columns from ˙
q
.nC /  PC
k
CQk

: (4.35)
Here, n is the dimension of the state and  is a constant which depends on the probability density
function. Also, by assuming that the process noise, Qk , is additive in the dynamics model allows it
to be incorporated into the UKF by simply adding it to the covariance estimate before calculating
the sigma points [79]. When this is not the case, the UKF state is typically expanded to include
the process noise [124].
Originally, as explained in [121], it was noted that the first three moments of the probability
density function are not aected by the choice of . However, it was found that  does scale all even
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moments starting with the fourth moment8. In this way, it can be used to incorporate information
of higher-order moments, if known. For a Gaussian distribution with kurtosis K , the error
produced in kurtosis by performing the UT is minimized by choosing nC  DK9. Additional
research, presented in [122], found that for multi-dimensional systems choosing  D 3   n
minimizes the mean square error up to fourth order. However, for systems with n  4, this results
in a negative value for . This causes two problems, i. the generated sigma points can no longer
be assumed to represent a probability distribution, and ii. the a priori covariance produced by the
UT, P 
kC1, is not guaranteed to be positive semi-definite. To mitigate these issues, a method was
introduced by [125] for scaling the sigma points.
The matrix square root in Eqn. (4.35) is defined as some matrix M such that for another
matrix Z, M D ZZT [6]. There are many dierent ways of calculating this matrix square root,
a common method being Cholesky decomposition—such as is presented in [77]. If an orthogonal
matrix square root algorithm is used, such as eigendecomposition, then the sigma points  k;i will
lie along the eigenvectors of the covariance P [121, 6].
Note that although the 2n sigma points  k;i of Eqn. (4.35) have the same covariance as P
C
k
,
they have zero mean. To centre the sigma points about the mean, that is OxCk , a new set of sigma
points is created, k;i , by adding the mean to each of the sigma points. Furthermore, the mean
itself is chosen as an additional sigma point, giving 2nC 1 total sigma points for the propagation.
Specifically,
k;0 D OxCk ; (4.36)
k;i D  k;i C OxCk ; (4.37)
for i D 1; 2:::; 2n.
Next, the 2nC 1 sigma points are propagated forward using the system dynamics,
kC1;i D f .k;i ;uk/ ; (4.38)
for i D 0; 1; :::; 2n. From these propagated sigma points, kC1;i , the a priori estimate and
covariance are calculated through
Ox kC1 D
1
nC 
(
kC1;0 C
1
2
2nX
iD1
kC1;i
)
; (4.39)
P kC1 D
1
nC 
(


kC1;0   Ox kC1
 
kC1;0   Ox kC1
T
C 1
2
2nX
iD1

kC1;i   Ox kC1
 
kC1;i   Ox kC1
T )
:
(4.40)
Next, in order to preform the update a set of 2n C 1 predicted observations, zkC1;i , are
calculated by applying the measurement model to each of the propagated sigma points
zkC1;i D h
 
kC1;i

: (4.41)
8As the sigma points are symmetric, all odd moments are zero in the UT.
9However, nC  ¤ 0 [124].
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From these predicted observations a mean predicted observation is determined
Oz kC1 D
1
nC 
(
zkC1;0 C
1
2
2nX
iD1
zkC1;i
)
; (4.42)
and the covariance of the predicted observations, the output covariance, is calculated
P
zz
kC1 D
1
nC 
(


zkC1;0   Oz kC1
 
zkC1;0   Oz kC1
T
C 1
2
2nX
iD1

zkC1;i   Oz kC1
 
zkC1;i   Oz kC1
T )
;
(4.43)
giving the innovation covariance
P zzkC1 D P zzkC1 CRkC1 : (4.44)
The correlation between the a priori estimate, Ox kC1, and the mean predicted observation, Oz kC1,
is found by calculating the cross-correlation matrix, P xz
kC1, according to
P xzkC1 D
1
nC 
(


kC1;0   Ox kC1
 
zkC1;0   Oz kC1
T
C 1
2
2nX
iD1

kC1;i   Ox kC1
 
zkC1;i   Oz kC1
T )
:
(4.45)
The gain can now be computed from the cross-correlation matrix and the output covariance
KkC1 D P xzkC1

P
zz
kC1
 1
: (4.46)
The innovation, kC1, is now calculated from the observations, zkC1, and the mean predicted
observation, Oz kC1, through
kC1 D zkC1   Oz kC1 ; (4.47)
and is used to determine the a posteriori estimate
OxCkC1 D Ox kC1 CKkC1kC1 : (4.48)
And lastly, the a posteriori covariance is10
PC
kC1 D P kC1  KkC1P zzkC1KTkC1 : (4.49)
10Although the usage of the output, innovation, and cross-correlation matrices for the update step appears to be
quite dierent from that presented for the KF and EKF in 4.2.1–4.2.1, they are actually equivalent. Both of these
manners for performing the update step are commonly used in estimator algorithms. The derivation of this alternative
formulation is shown in [14].
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A graphical overview of an iteration of the UKF is given in Fig. 4.2.
Compared to the EKF, the UKF is typically slightly more computationally expensive. However,
if the Jacobians in the EKF need to be calculated numerically, or if the covariance needs to
be numerically integrated, then they have approximately equivalent computational costs [14].
Although the Jacobians can sometimes be calculated analytically, this is often an involved process—
one that is avoided in the UKF [121]. Furthermore, in order for the propagated Gaussian
distribution of the EKF to approximate the true a priori probability density function to first order,
the step size needs to vary inversely proportional to the nonlinearity of the system dynamics. If the
step size becomes too large, this can cause the EKF to become unstable and even diverge. Because
of this, the UKF is more robust than the EKF when larger errors are present in the initial state
and covariance estimates. Also, the need to take smaller steps sizes for highly nonlinear systems,
which isn’t necessary in the UKF, can also increase the EKF’s computational costs compared to
those of the UKF [121].
An additional benefit of the UKF to the EKF is that the UKF gives smaller expected error
than the EKF for all nonlinear transformations [122]. In fact, for Gaussian distributions the
approximations made by the UT are accurate to at least third order [79]. Unlike the EKF, the
UKF can also handle non-Gaussian distributions [124, 14]. For non-Gaussian distributions, the
error introduced by the UT is guaranteed to be accurate to at least second order, with higher order
accuracies for some probability density functions being possible through an appropriate choice in
 [79]. Also, the UKF can handle systems with non-dierentiable dynamics or measurements,
and it is easier to incorporate constraints on system dynamics into the UKF than the EKF [122].
And, just like the EKF, both square root [128, 79, 124] and iterative [124] versions of the UKF
can be constructed.
4.3 The MEKF and USQUE Algorithms
In order to apply the EKF and UKF algorithms to the problem of estimating satellite attitude, some
adaptations need to be made to handle the constraint in the attitude kinematics, see Chapter 2.
The most commonly used satellite attitude estimator is the Multiplicative Extended Kalman Filter,
which is presented in 4.3.1. A prevalent apprehension found in the ADCS community to try an
attitude estimator other than the MEKF is best described by the words of Markley et al., “If it
ain’t broke don’t fix it” [129]. However, although the on-board implementation of the Unscented
Quaternion Estimator is not as common as the MEKF, the USQUE provides a better solution
than the MEKF for the attitude estimation problems of Chapters 5–6. Accordingly, it is presented
in 4.3.2.
4.3.1 The Multiplicative Extended Kalman Filter
When designing an attitude estimator for a satellite there are a wide variety of parameters that can
be used to describe both the kinematic and dynamic components of the state vector. Many of these
parametrizations are presented in Chapter 2. The most popular kinematic parametrization is the
quaternion. This is because using quaternions is very computationally ecient. Their eciency is
a result of i. the quaternion attitude kinematic equations being linear, ii. quaternion multiplication
being bilinear, iii. the attitude matrix being expressed as scalar products of quaternion components,
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and iv. the quaternion being a minimal-parameter non-singular representation of the rotation
group. If a gyro is available on the satellite, the most common representation of attitude state
dynamics is the gyro bias. The reasons for this will be explained below. Here, we will assume that
a gyro is available. In Chapters 5–6 gyroless attitude estimation will be addressed.
Although quaternions are nonsingular and computationally ecient, some problems surfaced
when early applications of the EKF to quaternion-based attitude estimation were made. The
first problem results from the fact that the kinematic components of the state represent a rotation
which is specified by parameter with a constraint—the quaternion. The problem arises during the
update stage of the EKF, Eqn. (4.23), where the a priori quaternion estimate should be added to
the weighted measurement quaternion correction. Simply adding these two quaternions together
in the update results in a quaternion which does not maintain the unit norm constraint imposed
on the quaternion.
An early solution to this problem—such as is found in the Additive Extended Kalman Filter—
was to simply project the resulting quaternion, the kinematic component of OxCk , back onto the
SO.3/ sphere through brute-force normalization. This, however, is a neither accurate nor elegant
solution. To get around this problem, the MEKF redefined the kinematic component of the
error state equation, cf. Eqn. (4.4), so that it represented a small rotation between the true and
estimated states. This allows the update equation, Eqn. (4.23), to be reformulated so that kinematic
corrections to the state from the measurements were represented by a small rotation. This small
correcting rotation is done using quaternion multiplication11, which preserves quaternion unit
norm.
Another problem with using quaternions arises with the error state covariance representation.
With there being four components to the quaternion and three components to the bias, the
MEKF state is seven-dimensional. This means that the error state covariance will be a 77
matrix. Although it is true that the inversion of the quaternion-based 77 covariance is more
computationally expensive than the inversion of a 66 covariance corresponding to a three-
parameter kinematic representation, there is an important, more subtle, problem. Because of the
constraint between the quaternion components, the 77 covariance matrix is only rank 6. Its
eigensystem will accordingly have a zero-valued eigenvalue. However, as the estimator runs, small
calculation errors arising from the limitations of numerical precision can increase the rank of the
covariance to 7, resulting in 7 non-zero eigenvalues. This introduces non-physical covariance into
the state estimate and can result in instabilities.
The solution to the covariance problem is found by noting that i. for small rotations the real
component of the quaternion is approximately equal to 1, irrespective of the direction of the
rotation, and ii. in order for the linearization assumptions of the EKF—and, by extension, the
MEKF—to remain valid, the true state must be close to the state estimate. Together, these two
properties mean that the error state quaternion will always have a real component close to unity.
Utilizing this, the MEKF error state is reformulated so that instead of being represented by the
full four-component quaternion, it is represented by a three-parameter vector—which is taken to
be either equal or proportional to the imaginary components of the full error state quaternion.
Doing this reduces the error state covariance matrix to six dimensions, and avoids the problems
associated with covariance rank.
11Hence the “Multiplicative” in the Multiplicative Extended Kalman Filter.
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Before outlining the MEKF algorithm, several things need to be developed: i. a stochastic
model for the gyro, ii. the error state kinematic and dynamic equations, and iii. a measurement
model for vector-based attitude observations. The derivations presented here for the error state
equations and the measurement model follow the excellent presentation in Crassidis and Junkins
[14].
The Gyro Model
In the gyro-based MEKF the gyro is not actually used to “make measurements” per se, i.e.
the update step of the MEKF does not involve gyro measurements—only measurements from
attitude sensors. Instead, gyro measurements are used in “dynamic model replacement mode”
[5]. This is done because in the early days of attitude estimation it was found that even with
elaborate dynamics models, modelled torques and uncertainties in satellite properties—such as the
moments of inertia—caused attitude estimators to have slow convergence and large variances in
the converged state estimate. To fix this the dynamic components of the state vector, which were
typically angular velocity components, were replaced with gyro bias components. This meant
that the elaborate attitude dynamics models could be replaced by the simple models for gyro bias
dynamics—where the bias is typically assumed constant. Then, by sampling the gyro, the angular
velocity knowledge required for attitude kinematics and discrete covariance propagation can be
found. This allows for the influence of all torques on the satellite to be incorporated, without
needing to know the dynamic model for those torques or the actual value of the moments of
inertia.
Much of the work done in modelling gyro dynamics was done in the 1960’s and 1970’s [5], and
was brought together into a single model by Farrenkopf in 1978 [130]. Although it is fairly simple,
only including gyro biases, Farrenkopf ’s model is even more ubiquitous in attitude estimation
than the MEKF itself. More complex gyro models exist [131, 132, 133], including things such as
scaling factors, but are not usually needed in satellite attitude estimation as high quality gyros are
often selected for satellites12.
The gyro model proposed by Farrenkopf is
! D Q!   ˇ    (4.50)
Pˇ D u : (4.51)
In these equations, ! is the true angular velocity, Q! is the gyro measurement, ˇ is the gyro bias,
and  and u are zero mean, Gaussian, white, uncorrelated sequences with known variances
E
n
.t/
T
 ./
o
D 2 ı.t   /I33
E
n
u.t/
T
u ./
o
D 2uı.t   /I33
E
n
.t/
T
u .t/
o
D 033 :
12The application of low cost MEMs gyros on pico satellites is one area where more advanced gyro models can
be useful. However, these additional model parameters need to be appended to the state, and the more accurate the
model used, the more the computational cost incurred–with pico satellites not typically having a large computational,
or energy, budget available.
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The relationship between the gyro measurement, the estimated bias, and the estimated angular
velocity is found by taking the expectation of Eqn. (4.50), while the equation for the bias estimate
dynamics is found by taking the expectation of Eqn. (4.51)
O! D Q!   Oˇ (4.52)
POˇ D 0 : (4.53)
The MEKF Error State Model
In the MEKF, the kinematic and dynamics components of the error state are defined to be
ıq D q˝ Oq 1 (4.54)
ıˇ D ˇ   Oˇ (4.55)
ı! D !   O! : (4.56)
Even though Eqn. (4.56) isn’t part of the error state, this relationship will prove useful since i.
the bias and angular velocity are coupled in the gyro model, and ii. the quaternion kinematic
equations depend upon the angular velocity.
In order to propagate the covariance and perform the update, linear dierential equations for
the error state need to be derived. The error state for the bias is trivial; dierentiating Eqn. (4.55)
and substituting in Eqn. (4.51) and Eqn. (4.53) gives
ı Pˇ D Pˇ   POˇ
D u : (4.57)
The error state for the quaternion components takes a little more work—and will require a
linearization. Start by dierentiating Eqn. (4.54)
ıPq D Pq˝ Oq 1 C q˝ POq 1 : (4.58)
Next, relationships for Pq and POq 1 on the right hand side need to be found. For Pq the quaternion
kinematic equation, Eqn. (2.49), could be used directly, but it will turn to be more useful to use
the identity
Pq D 1
2
.!/q
D 1
2
24!
0
35˝ q (4.59)
where.!/ is given by Eqn. (2.50).
For POq 1, dierentiate the composition of a quaternion with its inverse
Oq˝ Oq 1 D Iq (4.60)
POq˝ Oq 1 C Oq˝ POq 1 D 0 (4.61)
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where Iq  Œ0 0 0 1T is the identity quaternion. Next, substitute in the quaternion kinematics
equation, Eqn. (2.49), for POq
1
2
. O!/ Oq˝ Oq 1 C Oq˝ POq 1 D 0
1
2
24   O! O!
  O!T 0
35 Iq C Oq˝ POq 1 D 0
1
2
24 O!
0
35C Oq˝ POq 1 D 0 (4.62)
and then solve for POq 1
Oq˝ POq 1 D  1
2
24 O!
0
35
Oq 1 ˝ Oq˝ POq 1 D  1
2
Oq 1 ˝
24 O!
0
35
POq 1 D  1
2
Oq 1 ˝
24 O!
0
35 : (4.63)
Now, the relationships for Pq, Eqn. (4.59), and for POq 1, Eqn. (4.63), can be substituted into
Eqn. (4.58)
ıPq D Pq˝ Oq 1 C q˝ POq 1
D 1
2
24!
0
35˝ q˝ Oq 1   1
2
q˝ Oq 1 ˝
24 O!
0
35
D 1
2
24!
0
35˝ ıq   1
2
ıq˝
24 O!
0
35
D 1
2
8<:
24!
0
35˝ ıq   ıq˝ 24 O!
0
359=; :
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Substituting in ! D O!C ı!, Eqn. (4.56), gives
ıPq D 1
2
8<:
24 O!
0
35˝ ıqC 24ı!
0
35˝ ıq   ıq˝ 24 O!
0
359=;
D 1
2
8<:
24 O!
0
35˝ ıq   ıq˝ 24 O!
0
359=;C 12
24ı!
0
35˝ ıq : (4.64)
Next, the following identities are noted by [14]24 O!
0
35˝ ıq D . O!/ ıq (4.65)
ıq˝
24 O!
0
35 D . O!/ ıq (4.66)
where . O!/ is defined by Eqn. (2.50). Using these two identities, the bracketed terms in Eqn. (4.64)
can be simplified
ıPq D 1
2

. O!/ ıq   . O!/ ıq

C 1
2
24ı!
0
35˝ ıq
D 1
2
8<:
24   O! O!
  O!T 0
35 ıq   24 O! O!
  O!T 0
35 ıq
9=;C 12
24ı!
0
35˝ ıq
D 1
2
8<:
24 2  O! 0
0T 0
35 ıq
9=;C 12
24ı!
0
35˝ ıq
D  
24 O! ı%
0
35C 1
2
24ı!
0
35˝ ıq : (4.67)
Again, the update and covariance propagation require linearized state equations—but the second
term in Eqn. (4.67) is not linear. However, to first order ıq D Iq , which allows us to linearize
Eqn. (4.67) as
ıPq   
24 O! ı%
0
35C 1
2
24ı!
0
35 ; (4.68)
or
ı P% D    O! ı%C 1
2
ı! (4.69)
ı Pq4 D 0 : (4.70)
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Since ıˇ, not ı!, is used in the error state, using Eqn. (4.56) along with Eqn. (4.50) and Eqn. (4.52)
give
ı! D !   O!
D Q!   ˇ     

Q!   Oˇ

D  

ˇ   Oˇ

  
D   .ıˇ C / (4.71)
and substituting this into Eqn. (4.69)
ı P% D    O! ı%   1
2
.ıˇ C / (4.72)
ı Pq4 D 0 : (4.73)
Although Eqns. (4.72)–(4.73) are what is needed—namely, the error state kinematic equations—
as pointed out in [14], interpreting the covariance associated with ı% is not intuitive. However,
in 2.1.2 it was shown that expressing a small roll-pitch-yaw rotation, Q3. /Q2./Q1./, as
quaternion compositions gives
Q3. /Q2./Q1./! ıq ˝ ıq ˝ ıq 
26666664
=2
=2
 =2
1
37777775 : (4.74)
Hence
2ı% 
26664


 
37775  ˛ (4.75)
and Eqn. (4.72) can be expressed as
1
2
ı P˛ D  1
2
 O! ı˛   1
2
.ıˇ C /
ı P˛ D    O! ı˛   .ıˇ C / : (4.76)
So, by replacing the quaternion-based error kinematics ıPq with those of Eqn. (4.76) for ı P˛ , the
kinematics components of the error state covariance can be interpreted as errors in roll, pitch,
and yaw. Additionally, this also gets rid of the factors of 2 in the kinematic error state equations.
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Accordingly, ı˛ will be used here, resulting in the full error state equations
ıPx.t/ D F.t/ıx.t/CG.t/w.t/ (4.77)
ıx 
24ı˛.t/
ıˇ.t/
35 (4.78)
w.t/ 
24
u
35 (4.79)
F.t/ D
24   O!  I33
033 033
35 (4.80)
G.t/ D
24 I33 033
033 I33
35 : (4.81)
The MEKF Measurement Model
Typical attitude sensors on spacecraft such as star trackers, magnetometers, sun sensors, horizon
sensors, &c. are based on some physical model through which the quantities being measured can
be expressed as a vector in a known reference frame—often an Earth-centred inertial reference
frame. For example, given a star catalogue, such as the Hipparcos catalogue [134, 135, 136], the
vector position of each star with respect to the International Celestial Reference Frame (ICRF)
[137] can be calculated. Similarly, using the International Geomagnetic Reference Field (IGRF)
[138], the orientation and magnitude of the Earth’s magnetic field vector can be calculated.
By expressing the vectors of these modelled physical quantities in the body frame the expected
measurement can be compared to measurements made by sensors on board the satellite, and the at-
titude can be determined—as long as there are at least two non-collinear vector observations[139].
However, as there will be error in the sensor measurements, a stochastic model for vector-based
observations is needed. A common model for this was derived by Shuster [87, 139, 140]13, in
which he found that for sensors with a small field of view the measurement noise is approximately
contained within the plane tangent to the vector measurement expressed in the body frame14.
Following the notation of [14], let there be N vector observations made by a spacecraft’s
sensors at some time. The j th expected observation, bj , is then the projection of the modelled
observation, rj , into the body frame with some added noise, j . Assuming that the physical model
being used for the observations is with respect to an Earth-centred inertial frame and that the
satellite’s attitude matrix is A, Shuster’s model is
bj D Arj C j (4.82)
Tj Arj D 0 (4.83)
13The Shuster measurement model provided here is a nonsingular adaptation of the QUEST measurement model,
see [140] for details.
14For sensors with a large field of view, see the measurement model presented in [141].
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for j D 1; 2; :::N . The latter of these two equations, Eqn. (4.83), is the expression of the
assumption that the error is contained in a plane tangent to the expected observation—giving
that the inner product of the j th noise vector, j , with the j th expected observation, Arj , should
be zero. It is further assumed that the noise is zero-mean Gaussian and that the noise of each
observation is uncorrelated with the noise of any other observation
E
˚
j
	 D 0 (4.84)
E
n
i
T
j
o
D ıij2i
h
I33  
 
Arj
  
Arj
T i (4.85)
Rk D diag

21I33 22I33 ::: 2N I33

(4.86)
Note that in the observation model of Eqns. (4.82)–(4.83), the body measurement is a function
of the state at the time of the observations, b D b .xk/, through the attitude matrix. The
measurement model at some time, tk , is then
zk D h .bk .xk//C vk
D
26666664
b1
b2
:::
bN
37777775
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
tk
C
26666664
1
2
:::
N
37777775
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
tk
(4.87)
D
26666664
A.q/r1
A.q/r2
:::
A.q/rN
37777775
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
tk
C
26666664
1
2
:::
N
37777775
ˇˇˇˇ
ˇˇˇˇ
ˇˇˇˇ
tk
: (4.88)
In order to derive the sensitivity matrix, Hk
 Ox k , note that the true vector observation,
bk .xk/, is simply the expected observation based on the prediction of the observation model using
the a prior state estimate, bk
 Ox k , plus some small deviation vector, ıbk . Defining bk  bk .xk/
and Ob k  bk
 Ox k  to prevent the use of cumbersome notation, their relationship is
bk D Ob k C ıbk : (4.89)
Next, the measurement equation, h .bk/  h .bk .xk//, is expanded to first order in a Taylor
series about the expected observation [113]
h .bk/ D h
Ob k C ıbk
 h
Ob k C Jh.bk/ˇˇˇ Ob k ıbk
D h
Ob k C ıbk (4.90)
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since Jh.bk/
ˇˇˇ
Ob k
D I3N3N by Eqn. (4.87). Now, ıbk needs to be found. Considering only the
j th observation, by Eqn. (4.89) we have
ıbj;k  bj;k   Ob j;k
D A.q/rj;k  A.Oq /rj;k : (4.91)
Using Eqn. (4.54) and the identity that, for quaternions p and q
A.p/A.q/ D A.p˝ q/ ; (4.92)
the product A.q/rj;k in Eqn. (4.91) can be rewritten as
A.q/rj;k D A.ıq/A.Oq /rj;k
D  I33   ı˛A.Oq /rj;k ; (4.93)
where the infinitesimal roll-pitch-yaw rotation from 2.1.2 was used to write
A.ıq/ 
26664
1   
  1 
   1
37775
D I33  

ı˛

: (4.94)
Substituting this back into Eqn. (4.91) gives
ıbj;k D
 
I33  

ı˛

A.Oq /rj;k  A.Oq /rj;k
D   ı˛A.Oq /rj;k
D A.Oq /rj;k  ı˛ (4.95)
where the identity 
x

y D   yx (4.96)
was used [14].
Using the result from Eqn. (4.95), for all j D 1; 2; :::N measurements at time tk , in Eqn. (4.90)
gives
h .bk/  h
Ob k C
26666664
ŒA.Oq /r1 
ŒA.Oq /r2 
:::
ŒA.Oq /rN 
37777775ı˛ (4.97)
D h
Ob k C
26666664
ŒA.Oq /r1  033
ŒA.Oq /r2  033
:::
ŒA.Oq /rN  033
37777775ıx (4.98)
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Hence, the sensitivity matrix, Hk
 Ox k   Hk  bk  Ox k , is
Hk
 Ox k  D
26666664
ŒA.Oq /r1  033
ŒA.Oq /r2  033
:::
ŒA.Oq /rN  033
37777775 : (4.99)
The MEKF Algorithm
With the results from the previous sections, the MEKF algorithm can be outlined as follows.
First, initial estimates for the attitude quaternion estimate, Oq0, gyro bias estimate, Oˇ0, and error
covariance, P0, are made. The state and covariance are then propagated until a measurement is
made. The attitude kinematics are propagated to obtain the a priori quaternion estimate, Oq k , by
integrating Eqn. (2.49)
POq.t/ D 1
2
„.Oq.t// O!.t/ (4.100)
where, by Eqn. (2.27),
„.q/ D
24q4I33 C Œ%
 %T
35 (4.101)
Here, the angular velocity estimate, O!.t/, is found from the gyro measurement, Q!.t/, and the
bias estimate, Oˇ.t/, through Eqn. (4.52). As per Eqn. (4.53) the gyro bias estimate is constant, so
Oˇ.t/ D Oˇ0 : (4.102)
And the full a priori state is then Ox k D
h
Oq Tk Oˇ
 T
k
iT
, where the subscript k indicated the values
of those quantities at the time, tk , when a measurement is made. The covariance is propagated to
obtain P 
k
by integrating
PP.t/ D F.t/P.t/C P.t/F T .t/CG.t/Q.t/GT .t/ (4.103)
where
F.t/ D
24   O!  I33
033 033
35 (4.104)
G.t/ D
24 I33 033
033 I33
35 (4.105)
Q.t/ D
242 I33 033
033 2uI33
35 : (4.106)
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The sensitivity matrix, Hk
 Ox k , is then calculated using Eqn. (4.99), where rj is the model
for the j th expected observation with respect to the inertial frame. The gain is then calculated as
Kk D P k HTk .Ox k /
h
Hk.Ox k /P k HTk .Ox k /CRk
i 1
: (4.107)
Next, the covariance and error state are updated. The covariance is updated the same way it was
in the EKF
PC
k
D I66  KkHk.Ox k /P k : (4.108)
The error state is updated using the innovation and the gain
ıOxCk 
24ı O˛Ck
ı OˇCk
35 D Kk zk   hk.Ox k / (4.109)
D Kk
26666664
26666664
zk;1
zk;2
:::
zk;N
37777775  
26666664

A.Oq /rk;1 

A.Oq /rk;2 

:::
A.Oq /rk;N 

37777775
37777775 (4.110)
and the full a posteriori state is calculated from the error state and the a priori state estimates
OqCk D Oq k C
1
2
„
 Oq k  ı O˛Ck (4.111)
OˇC
k D Oˇ
 
k C ı Oˇ
C
k (4.112)
O!Ck D Q!k   Oˇ
C
k : (4.113)
Although O!Ck is not part of the state, it was provided here as it is often useful to know its value
in practice, and because it is used for the quaternion propagation on the next iteration of the
estimator; it results directly from Eqn. (4.52). Note also the form of the quaternion update,
Eqn. (4.111). Formally, the update procedure for the quaternion is
OqCk D ıOqCk ˝ Oq k : (4.114)
There are a couple of options for how this update can be employed. One option is to calculate
the a posteriori error quaternion, ıOqCk , through
ıOqCk D
264 12ı O˛Ckr
1  
ˇˇˇˇˇˇ
1
2
ı O˛Ck
ˇˇˇˇˇˇ2
375 (4.115)
and then perform the multiplication with Oq k as given in Eqn. (4.114). Another option is to note
that, to first order,
ıOqCk D
2412ı O˛Ck
1
35 : (4.116)
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By inserting this approximation into equation Eqn. (4.114) and performing the quaternion mul-
tiplication, Eqn. (4.114) can be shown to be equivalent to Eqn. (4.111) [14]. As there is a first
order linearization already inherent in ı O˛Ck , cf. Eqns. (4.74)–(4.75) and Eqn. (4.94), rigorously
calculating ıOqCk using Eqn. (4.115) isn’t likely to add any additional accuracy. However, using
Eqn. (4.115) is going to add slightly to the computational burden of the algorithm, through the
calculations of the norm and the square root. For this reason the latter option—that which is
presented for the update in Eqn. (4.111)—is commonly used in practice when implementing
discrete versions of the MEKF [5, 14], and will be used here as well. Whichever method used,
the a posteriori quaternion, OqCk , is typically renormalized after the update.
The Discrete MEKF Algorithm
Typically, the attitude sensors on a satellite are sampled frequently, and the discrete version of the
MEKF is used to prevent the need for the numerical integration of the state and covariance—thus
lessening the computational costs of the algorithm. Employing the discrete MEKF is valid when
the sample rate is within the Nyquist limit, or when
jj O!.t/jjt < 
S
(4.117)
for some safety factor S [14]. In order to discretize the MEKF, the error state transition matrix,
˚ , and the gyro process noise covariance, Qk , will need to be derived.
The error state propagation for the continuous-discrete MEKF can be expressed as
ıPx.t/ D F.t/ıx.t/ (4.118)
where, from Eqn. (4.104) and Eqn. (4.109),
F.t/ D
24   O!  I33
033 033
35 (4.119)
ıx.t/ D
24ı˛
ıˇ
35 : (4.120)
In order to discretize the error state propagation, the error state transition matrix, ˚.t; t0/, needs
to be found such that
ıx.t/ D ˚.t; t0/ıx.t0/ : (4.121)
Taking the derivative of this equation with respect to time gives
ıPx.t/ D P˚ .t; t0/ıx.t0/ : (4.122)
By substituting Eqn. (4.122) into the left hand side of Eqn. (4.118), and Eqn. (4.121) into the right
hand side of Eqn. (4.118) gives
P˚ .t; t0/ıx.t0/ D F.t/˚.t; t0/ıx.t0/
P˚ .t; t0/ D F.t/˚.t; t0/ : (4.123)
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For the special case that F.t/ is constant, the solution to Eqn. (4.123) is
˚.t; t0/ D exp fF.t   t0/g D exp fFtg (4.124)
where t  t   t0 [14]. Although the angular velocity components, O!, in Eqn. (4.119) are
changing, one can assume that they are constant—to the first order approximations of the
MEKF—if the time step t is small with respect to the nonlinearity of the kinematics and
dynamics. This is assumed to be true here. Accordingly, the error state transition matrix can be
expanded about t0 using a Taylor series
˚.t; t0/ D exp fFtg
D I C
1X
`D1
F `
`Š
t` (4.125)
Defining
F D
24   O!  I33
033 033
35  24F11 F12
F21 F22
35 (4.126)
even and odd multiples of F are
F 2` D
24 F 2`11  F 2` 111
033 033
35 (4.127)
F 2`C1 D
24F 2`C111  F 2`11
033 033
35 (4.128)
for ` D 1; 2; :::1. Additionally, even and odd multiples of F11 are
F 2`11 D . 1/` 1
 O!2  jj O!jj2` 1 (4.129)
F 2`C111 D . 1/`C1
 O! jj O!jj2` (4.130)
for ` D 1; 2; :::1. By defining
˚ 
24˚11 ˚12
˚21 ˚22
35 (4.131)
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and inserting Eqns. (4.127)–(4.130) into Eqn. (4.125) and carrying out the expansion, gives
˚11 D I  
 O!t C  O!2 t2
2Š
C  O!3 jj O!jj2 t2
3Š
   O!4 jj O!jj2 t4
4Š
  O!5 jj O!jj4 t5
5Š
C  O!6 jj O!jj4 t6
6Š
C :::
D I  
 O!
jj O!jj

jj O!jjt   jj O!jj3 t
3
3Š
C jj O!jj5 t
5
5Š
  jj O!jj7 t
7
7Š
C :::

C ::: O!2
jj O!jj2

jj O!jj2 t
2
2Š
  jj O!jj4 t
4
4Š
C jj O!jj6 t
6
6Š
  jj O!jj8 t
8
8Š

D I  
 O!
jj O!jj sin .jj O!jjt/C
 O!2
jj O!jj2
(
1   cos .jj O!jjt/
)
(4.132)
˚12 D  It C
 O! t2
2Š
   O!2 t3
3Š
   O! jj O!jj2 t4
4Š
C O!2 jj O!jj2 t5
5Š
C  O! jj O!jj4 t6
6Š
  :::
D  It C
 O!
jj O!jj2

jj O!jj2 t
2
2Š
  jj O!jj4 t
4
4Š
C jj O!jj6 t
6
6Š
  :::

  ::: O!2
jj O!jj3

jj O!jj3 t
3
3Š
  jj O!jj5 t
5
5Š
C jj O!jj7 t
7
7Š
  :::

D  It C
 O!
jj O!jj2
(
1   cos .jj O!jjt/
)
 
 O!2
jj O!jj3
(
jj O!jjt   sin .jj O!jjt/
)
(4.133)
˚21 D 033 (4.134)
˚22 D I33 (4.135)
Next, the discrete process noise covariance needs to be calculated. Here, it will be assumed
that the angular velocity is constant over the integration time step, as was done in the derivation
of the state transition matrix. The net eect of the process noise spectral density, Q.t/, over the
propagation step, t , is given by the integral [142]15
Qk D
Z t
0
˚.t/G.t/Q.t/GT .t/˚T .t/dt (4.136)
where Qk is the process noise covariance, ˚.t/ is given by Eqns. (4.131)–(4.135), G.t/ is given by
Eqn. (4.105), and Q.t/ is given by Eqn. (4.106). Defining the integrand of Eqn. (4.136) as QQ.t/
15The derivation of the process noise covariance presented here follows [142].
4.3. The Discrete MEKF Algorithm 103
we have
QQ.t/  ˚.t/G.t/Q.t/GT .t/˚T .t/
D
24˚11 ˚12
˚21 ˚22
3524 I33 033
033 I33
35242 I33 033
033 2uI33
35 :::
24 I33 033
033 I33
3524˚T11 ˚T21
˚T12 ˚
T
22
35
D
24 ˚11 ˚12
033 I33
35242 I33 033
033 2uI33
3524˚T11 033
˚T12 I33
35
D
242˚11˚T11 C 2u˚12˚T12 2u˚12
2u˚
T
12 
2
uI33
35
D
242 I33 C 2u˚12˚T12 2u˚12
2u˚
T
12 
2
uI33
35 : (4.137)
where the orthogonality of ˚11 was used in the last step [14].
Defining
Qk 
24Q11;k Q12;k
Q21;k Q22;k
35 ; (4.138)
Q11;k is then
Q11;k D
Z t
0
2 I33 C 2u˚12˚T12dt
D 2tI33 C 2u
Z t
0
˚12˚
T
12dt
D 2tI33
C 2u
Z t
0
"
t2I33  
 O!2
jj O!jj4
(
2   2 cos .jj O!jjt/   jj O!jj2t2
)#
dt
D 2tI33 C
2u
3
t3I33   :::
2u
 O!k 2
jj O!kjj5
(
2 jj O!kjjt   2 sin .jj O!kjjt/   1
3
jj O!kjj3t3
) (4.139)
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where the simplification of ˚12˚T12 is given by [14]. For Q12;k
Q12;k D (4.140)
D 2u
Z t
0
˚12dt
D 2u
Z t
0
"
 It C
 O!
jj O!jj2
(
1   cos .jj O!jjt/
)
 
 O!2
jj O!jj3
(
jj O!jjt   sin .jj O!jjt/
)#
dt
D 2u
"  O!k 
jj O!kjj3
(
jj O!kjjt   sin .jj O!kjjt/
)
 
 O!k 2
jj O!kjj4
(
1
2
jj O!kjj2t2 C cos .jj O!kjjt/   1
)
  1
2
t2I33
#
:
For Q21;k
Q21;k D (4.141)
D 2u
Z t
0
˚T12dt
D 2u
Z t
0
"
 It  
 O!
jj O!jj2
(
1   cos .jj O!jjt/
)
 
 O!2
jj O!jj3
(
jj O!jjt   sin .jj O!jjt/
)#
dt
D  2u
"  O!k 
jj O!kjj3
(
jj O!kjjt   sin .jj O!kjjt/
)
C
 O!k 2
jj O!kjj4
(
1
2
jj O!kjj2t2 C cos .jj O!kjjt/   1
)
C 1
2
t2I33
#
:
And for Q22;k
Q22;k D 2utI33 : (4.142)
If the sampling rate is well within the Nyquist limit, then by Eqn. (4.117)
jj O!jjt D 
sin .jj O!jjt/  jj O!jjt D 
cos .jj O!jjt/  1
where  is a small number, and Qk can be approximated by
Qk 
24 2t C 132ut3 I33    122ut2 I33
   1
2
2ut
2

I33
 
2ut

I33
35 : (4.143)
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Having derived all of the necessary quantities, the discrete version of the MEKF starts with
initial state and covariance estimates, OxCk and PCk , at some time tk . The state is propagated using
the discretized quaternion kinematics, Eqn. (2.52), and the trivial discretization of Eqn. (4.53),
Oq kC1 D
8<:cos
 
 O!Ck
2
!
I44 C sin
 
 O!Ck
2
!24  hOeCk i OeCk
 OeCTk 0
359=; OqCk (4.144)
Oˇ 
kC1 D Oˇ
C
k (4.145)
where OeCk is the Euler axis and  O!Ck the Euler angle, both calculated from the a posteriori
estimates at tk per
 O!Ck 
ˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ
t (4.146)
OeCk 
8ˆˆˆ<ˆ
ˆˆ:
O!Ckˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ for ˇˇˇˇˇˇ O!Ck ˇˇˇˇˇˇ ¤ 0
0 for
ˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ
D 0
(4.147)
The covariance is then propagated according to
P kC1 D ˚kPCk ˚Tk CGkQKGTk (4.148)
where
Gk 
24 I33 033
033 I33
35 (4.149)
and˚k andQk are given by Eqns. (4.131)–(4.135) and Eqn. (4.143), respectively. With the a priori
state and covariance estimates, the discrete MEKF calculates the gain and performs the state
update in the same way that is done for the continuous-discrete MEKF, cf. Eqns. (4.107)–(4.113).
An overview of the discrete MEKF algorithm is given in Algorithm A.9.
Murrell’s Version
Note that in the gain calculation, Eqn. (4.107), the m m  3n  3n matrix
Hk.Ox k /P k HTk .Ox k /CRk (4.150)
must be inverted for both the continuous-discrete and the discrete versions of the MEKF. Here,m
is the dimension of the measurement vector zk , and is equal to three times the number of single
vector observations, n, available at time tk . If one were to invert Eqn. (4.150), even for a modest
number of observations the computational cost could be large.
To help alleviate the computational costs of performing the matrix inversion in the gain
calculation, Crassidis and Junkins [14] give a modification to the MEKF—based on the work of
Murrell [143]—which exchanges the inversion of a single 3n  3n matrix into n inversions of
106 Chapter 4. Attitude Estimation
3  3 matrices. Only the algorithm for Murrell’s version of the MEKF will be presented here; for
the derivation of the algorithm the reader is referred to [143, 14].
This adaptation is the same for both the continuous-discrete and discrete versions of MEKF,
as it only aects the gain and update steps of the algorithm. In the Murrell version of the MEKF,
the gain and update steps of the MEKF are performed for each vector attitude observation
individually. After the a priori state estimate and covariance have been calculated following the
previously described manners for both versions of the MEKF, the a priori error state is reset to a
zero vector,
ıOx kC1 D 06 : (4.151)
Next, the gain and update calculations are performed within a loop over the number of
vector observations at tkC1. For the j th observation, where j D 1; 2; :::n, the sensitivity matrix is
calculated as
HkC1;j
 Ox kC1 D hA.Oq kC1/rj  033i : (4.152)
The gain is then calculated as
KkC1;j D P kC1HTkC1;j .Ox kC1/
h
HkC1;j .Ox kC1/P kC1HTkC1;j .Ox kC1/CRkC1;j
i 1
(4.153)
where
RkC1;j D 2j I33 (4.154)
E
n
j
T
j
o
D 2j
h
I33  
 
A.Oq kC1/rj
  
A.Oq kC1/rj
T i
: (4.155)
The covariance is then updated, giving the a posteriori covariance
PC
kC1 D

I66  KkC1;jHkC1;j .Ox kC1/

P kC1 : (4.156)
The innovation is calculated
kC1;j D zkC1;j   hkC1;j .Ox kC1/ (4.157)
D zkC1;j  A.Oq kC1/rj (4.158)
and the a posteriori state is
ıOxCkC1 D ıOx kC1 CKkC1;j

kC1;j  HkC1;j ıOx kC1

: (4.159)
At this point the a priori state estimate and covariance are set to be the a posteriori state estimate
and covariance of Eqn. (4.159) and Eqn. (4.156)
ıOx kC1 D ıOxCkC1 (4.160)
P kC1 D PCkC1 ; (4.161)
and the next iteration of the loop proceeds—incorporating the next vector attitude measurement.
Once all measurements have been incorporated, the full a posteriori state is calculated from
Eqns. (4.111)–(4.113). An overview of this process is given in Algorithm A.10.
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Note that the reset for the error state occurs outside of the loop, so ıOxCkC1 and PCkC1 aggregate
the net influence of each measurement. The reset performed before the loop is, formally, actually
performed after the loop. That is, the a posteriori error state is set to the zero vector after the update,
reflecting that the expansions in the linearization of the filter equations—i.e., the calculations of
the Jacobians—are now performed about the new state estimate. Since the full state estimate and
the error state estimate are propagated using the same process, the a priori error state remains
the zero vector. As there is no point in performing this propagation in practice, the error state is
simply reset before the loop of the Murrell gain and update iterations16.
If matrix inversion is considered alone, it has been shown that the inversion of an nnmatrix
can be reduced to having the same asymptotic complexity as that of the matrix multiplication
algorithm being used, i.e. O.M.n// [144]. Utilizing the Strassen algorithm this gives O
 
n2:807

[145], whereas by implementing the Coppersmith-Winograd algorithm this can even be reduced
to O
 
n2:376

[146, 147]. Assuming n D 2 and using the Coppersmith-Winograd algorithm gives
an asymptotic computational complexity for the matrix inversion of  62:376 D 70:61 for the
standard MEKF and 2  32:376 D 27:21 for the Murrell version—whereas for n D 10 these
become, 302:376 D 3233 and 10  32:376 D 136:0, respectively.
At a glance, these results are a dramatic improvement for the Murrell version. However, these
results are based on the asymptotic limits as n!1. For small matrices, such as would be used in
the MEKF, constants and lower order components of the computational cost equations—which
become insignificant in the limit—can have a large influence on the actual computational costs.
Therefore, the actual computational savings obtained by implementing the Murrell version are
not straight forward. Still, the Murrell version is a significant improvement over the standard
MEKF.
In practice, though, the matrix inversion is not performed. Instead, note that Eqn. (4.107) can
actually be viewed as a problem of finding the Kk which solves the linear system
KkA D B (4.162)
where
A 
h
Hk.Ox k /P k HTk .Ox k /CRk
i
(4.163)
B  P k HTk .Ox k / : (4.164)
The solution Kk of Eqn. (4.162) is found by using matrix factorization techniques, such as a
pivoting Lower-Upper (LU) decomposition of A, followed by backwards and forwards substitutions.
This is not done for computational eciency, as matrix factorization algorithms are typically
O
 
n3

17, but rather for the numerical robustness of this approach over that of performing the
inverse followed by matrix multiplication [14]—especially when the determinant of A is small,
which is expected as P 
k
converges. With matrix factorization being O
 
n3

, the utility of the
Murrell version is clear.
16In truth, this reset goes on in both the standard and Murrell versions of the MEKF, but is only explicitly required
to be programmed in the Murrell version of the algorithm.
17If A were constant in time this process would be significantly more computationally ecient than calculating the
inverse. This is because the decomposition of A could be stored, giving the solution to Eqn. (4.162) as only that of the
backwards and forwards substitutions, which is O
 
n2

.
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4.3.2 The Unscented Quaternion Estimator
The USQUE is an MEKF-like adaptation of the UKF to the problem of attitude estimation,
proposed by Crassidis and Markley in [6]. In the EKF, the quaternion unit norm constraint
required special adaptations to the update stage of the filter, leading to the development of the
MEKF. Similarly, the quaternion unit norm constraint causes problems with the UKF. Here,
however, the problem arises in the determination of the a priori state estimate—the weighted
mean of the propagated sigma points, Eqn. (4.39). Simply summing the quaternion components
of the sigma points in Eqn. (4.39) is most likely to produce a quaternion which does not have
unit norm. Although one could perform brute-force renormalization on the resulting kinematic
component of the a priori state estimate, as with the EKF such an approach would be neither
accurate nor elegant.
The solution proposed in [6] involves using an error vector of estimated generalized modified
Rodrigues parameters, ıOp, as the kinematic component of the state vector. Introduced in 2.1.2,
the GMRP are an unconstrained, three-parameter, singular attitude representation. Because the
GMRP are unconstrained, they can be added together without issue in the calculations of the a
priori estimate, Eqn. (4.39). Furthermore, as it is assumed that the sensors are sampled well within
the Nyquist limit, the values of ıOp will be small and the singularities can be chosen to lie far away
from ı Op realizations—thus avoiding any issues of that nature. As was done in the MEKF, the
dynamic components of the USQUE state vector are chosen to be the gyro bias estimates—with
Farrenkopf ’s model of 4.3.1 being used for the gyro model.
However, since closed-form solutions to the kinematic equations for the GMRP do not exist,
but do exist for the quaternions, the GMRP-based sigma points are transformed into quaternion-
based sigma points for propagation. These are, in turn, transformed back into the sigma points
based on the GMRP after the propagation has been performed.
As was done in the presentation of the UKF in 4.2.2, the USQUE will only be presented
here in discrete form. In a general sense, the USQUE can be modelled by the system dynamics,
measurements, and noise of the UKF in Eqns. (4.30)–(4.34); however specifics for these models
will be explicitly given here.
The state vector of the USQUE is given by
OxCk 
24ıOpCk
OˇC
k
35 : (4.165)
Here, the kinematic components of the state estimate are given by error GMRP, ıOpCk , while the
bias components of the state estimate, OˇCk , are identical to those of the full MEKF state and
are described in 4.3.1. Note the use of the attitude error for the full kinematic state estimate,
the purpose of which is to avoid singularities in the GMRP. The relationship between the error
GMRP and the error quaternion is given by Eqns. (2.36)–(2.38)
ıp  f ı%
aC ıq4 ; (4.166)
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with the inverse relationship
ıq4 D
 a jjıpjj2 C f
q
f 2 C  1   a2 jjıpjj2
f 2 C jjıpjj2 (4.167)
ı% D f  1 .aC ıq4/ ıp : (4.168)
As noted in [6], choosing a D 0 and f D 1 in Eqn. (4.166) gives ıp to be the error Gibbs vector,
whereas using a D 1 and f D 1 gives ıp to be the error standard vector of modified Rodrigues
parameters (MRP). This is why ıp in Eqn. (4.166) is referred to as the generalized modified
Rodrigues parameters, where—by choosing appropriate values for a and f —the singularity can
be placed at various locations. For the USQUE, it is chosen that
0  a  1 (4.169)
f D 2 .aC 1/ : (4.170)
In making this choice, for small rotation angles ıp becomes a vector of roll-pitch-yaw angles, cf.
Eqn. (4.94), and the singularity disappears
ıp D f ı%
aC ıq4
D 2 .aC 1/ ı%
aC ıq4
 2 .aC 1/
1
2
ı˛
aC 1
D ı˛
where Eqn. (4.116) was used.
As with the UKF, the first step of an iteration of the USQUE is to determine the 2n C 1
sigma points from the a posteriori state estimates and covariance, at some time tk , through the
matrix square root
 k  2n columns from ˙
q
.nC /  PC
k
C NQk

(4.171)
and
C
k;0
D
24 03
OˇC
k
35 (4.172)
C
k;i
D C
k;0
C  k;i (4.173)
for i D 1; 2; :::2n and where
C
k;i

24ıpCk;i

ˇC
k;i
35 : (4.174)
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Note the use of NQk , given by
NQk D t
2
24 2   162ut2 I33 033
033 2uI33
35 ; (4.175)
in Eqn. (4.171), cf. Eqn. (4.143). This choice, presented in [6], will be discussed later. Also note
that the kinematic component for the 0th sigma point is the zero vector. Just as with the MEKF
reset, this is a manifestation that—after each state estimate update—the kinematic components of
the error state are assumed to be zero.
Next, the kinematic components of these a posteriori state vector sigma points at tk are
transformed into a quaternion-based representation, so that the quaternion kinematic equation
can be used for sigma point propagation. This creates a new set of sigma points,
QC
k;i

24qCk;i

ˇC
k;i
35 ; (4.176)
for i D 0; 1; :::2n which will be referred to here as the transformed sigma points. This transfor-
mation occurs in two steps: i. the error GMRP are transformed into error quaternions through
Eqns. (4.167)–(4.168) and ii.the error quaternions are composed with the a posteriori quaternion
estimates to obtain a full quaternion representation for the kinematic components, qC
k;i
, of the
transformed sigma points. Accordingly, the error quaternion representation of the sigma points is

ıq4C
k;i
D
 a
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2 C frf 2 C  1   a2 ˇˇˇˇˇˇıpC
k;i
ˇˇˇˇˇˇ2
f 2 C
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2 (4.177)

ı%C
k;i
D f  1

aC ıq4C
k;i


ıpC
k;i
(4.178)
for i D 0; 1; :::2n and where

ıqC
k;i

24ı%Ck;i

ıq4C
k;i
35 : (4.179)
Note that the reset in Eqn. (4.172) results in ıqC
k;0
D Iq, and the parallel of this to the Murrell
version of the MEKF becomes more apparent. The kinematic component of the transformed
sigma points is then

qC
k;i
D ıqC
k;i
˝ OqCk (4.180)
for i D 0; 1; :::2n. Note here that havingıqC
k;0
D Iq givesqCk;0 D OqCk , as expected in performing
the reset.
Having performed the transformation of the kinematic components of the state vector sigma
points, the transformed sigma points of Eqn. (4.176) can be propagated in a manner similar to
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that of the discrete MEKF

q 
kC1;i D
8<:cos
 
 O!Ck;i
2
!
I44 C sin
 
 O!Ck;i
2
!24  hOeCk;i i OeCk;i
 OeCTk;i 0
359=;qCk;i (4.181)

ˇ 
kC1;i D ˇCk;i (4.182)
for i D 0; 1; :::2n and where
O!Ck;i D Q!k   ˇCk;i (4.183)
 O!Ck;i D
ˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ
t (4.184)
OeCk;i D
8ˆˆˆ<ˆ
ˆˆ:
O!Ck;iˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ for ˇˇˇˇˇˇ O!Ck;i ˇˇˇˇˇˇ ¤ 0
03 for
ˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ
D 0
(4.185)
cf. Eqns. (4.144)–(4.147). As was noted previously, Q!k is the gyro output at time tk .
Having propagated the transformed sigma points,
Q kC1;i 
24q kC1;i

ˇ 
kC1;i
35 ; (4.186)
the a priori state vector sigma points at tkC1,  kC1;i , can be calculated by performing the inverse
transformation. First, the error quaternion representation for the kinematic components of the
transformed a priori sigma points is found

ıq 
kC1;i D q kC1;i ˝
h

q 
kC1;0
i 1
(4.187)
for i D 0; 1; :::2n. Note that this gives ıq 
kC1;0 D Iq. The ıq kC1;i are then transformed into their
GMRP representation by using Eqn. (4.166)

ıp 
kC1;i D f

ı% 
kC1;i
aC ıq4 
kC1;i
(4.188)
for i D 0; 1; :::2n and giving
 kC1;i D
24ıp kC1;i

ˇ 
kC1;i
35 : (4.189)
Note that, again as a result of the reset, ıp 
kC1;0 D 03.
It might seem burdensome to make the transformations back and forth between the GMRP
and the quaternions, but doing so is more computationally ecient than numerically integrating
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the kinematic equations for the error GMRP and circumvents the issues with the quaternion unit
norm. Furthermore, because of the gyro modelˇ 
kC1;i D ˇCk;i for all i D 0; 1; :::2n sigma points.
Hence, in terms of the practical implementation of the USQUE, the steps of i. transformation
of the sigma points, ii. propagations of the sigma points, and iii. inverse transformation of the
sigma points, only need to be computed for the kinematic components of the i D 1; 2; :::2n sigma
points—everything else remains constant over these steps.
With one small exception, concerning NQk , the remaining steps of the USQUE iteration
trivially follow those of the UKF. The a priori mean and covariance are calculated through
Ox kC1 D
1
nC 
(
 kC1;0 C
1
2
2nX
iD1
 kC1;i
)
(4.190)
P kC1 D
1
nC 
(

h
 kC1;0   Ox kC1
i h
 kC1;0   Ox kC1
iT
C 1
2
2nX
iD1
h
 kC1;i   Ox kC1
i h
 kC1;i   Ox kC1
iT )C NQk (4.191)
where NQk is given by Eqn. (4.175). Notice here how the addition of NQk in Eqn. (4.191) diers from
what was done in Eqn. (4.40) for the UKF. The rational behind this, as well as behind the form of
NQk , will be given at the end of this section. Notice also that, because the kinematic components
of  
kC1;i are based on GMRP, there is no problem with the summations in Eqn. (4.190) or the
dierences in Eqn. (4.191).
Next, predicted attitude vector observations, zkC1;i , need to be calculated for each of the
sigma points. The observations in the USQUE use the same measurement model as was used in
the MEKF
zkC1;i D
26666664
A.
q 
kC1;i /r1
A.
q 
kC1;i /r2
:::
A.
q 
kC1;i /rN
37777775 (4.192)
for i D 0; 1; :::2n. In Eqn. (4.192) the q 
kC1;i are those given by Eqn. (4.181), the rj are the
modelled observation vectors with respect to the inertial reference frame, and the A.q 
kC1;i /rj
are the expected attitude observations. The statistics of the predicted observations, the predicted
mean and output covariance, are then calculated
Oz kC1 D
1
nC 
(
zkC1;0 C
1
2
2nX
iD1
zkC1;i
)
(4.193)
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P
zz
kC1 D
1
nC 
(


zkC1;0   Oz kC1
 
zkC1;0   Oz kC1
T
C 1
2
2nX
iD1

zkC1;i   Oz kC1
 
zkC1;i   Oz kC1
T ) (4.194)
giving the innovation covariance
P zzkC1 D P zzkC1 CRkC1 (4.195)
where, as before,
RkC1 D diag

21I33 22I33 ::: 2N I33

(4.196)
E
n
i
T
j
o
D ıij2i

I33  

A.
q 
kC1;i /rj
 
A.
q 
kC1;i /rj
T 
(4.197)
for j D 1; 2; :::2n attitude sensor measurements, zkC1;j . The cross-correlation between the state
and observations is then found
P xzkC1 D
1
nC 
(

h
 kC1;0   Ox kC1
i 
zkC1.0/   Oz kC1
T
C 1
2
2nX
iD1
h
 kC1;i   Ox kC1
i 
zkC1.i/   Oz kC1
T )
;
(4.198)
and the gain is calculated
KkC1 D P xzkC1

P
zz
kC1
 1
: (4.199)
The innovation is then
kC1 D zkC1   Oz kC1 (4.200)
giving the a posteriori state estimate and covariance
OxCkC1 D Ox kC1 CKkC1kC1 (4.201)
PC
kC1 D P kC1  KkC1P zzkC1KTkC1 ; (4.202)
and the USQUE is then ready for the next iteration. An overview of the USQUE algorithm is
given in Algorithm A.11.
Concerning the nature of NQk—including its addition to not only the matrix square root of
Eqn. (4.171) but also the a priori covariance of Eqn. (4.191)—one might think that it would
have been sucient to simply have added Qk given by Eqn. (4.143) to the matrix square root,
Eqn. (4.171), alone. However, the variation involving NQk was presented in [6] to model the eects
of the process over the propagation step in a manner “which more closely follows the actual
process”, hoping that in doing so better results might be obtained. To derive NQk—which is added
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at both the beginning, Eqn. (4.171), and end of the propagation, Eqn. (4.191)—they note that it
must follow the relationship
˚.t/ NQk˚T .t/C NQk D GkQkGTk (4.203)
where ˚.t/ is given by Eqns. (4.131)–(4.135) and Qk , again, is given by Eqn. (4.143). To solve
Eqn. (4.203), Crassidis and Markley assume that  O!Ck;i  1, see Eqn. (4.184), which allows
˚.t/ to be simplified to
˚.t/ D
24I33  tI33
033 I33
35 : (4.204)
Substituting Eqn. (4.204) and Eqn. (4.143) into Eqn. (4.203), they then use the trapezoidal rule
element-wise to solve Eqn. (4.203) for NQk , obtaining the form given in Eqn. (4.175).
Although the model for NQk seems to more accurately represent the physical process—being a
mixture between the process noise at time tk and tkC1—Crassidis and Markely note in [6] that,
in practice, adding NQk at the beginning and end of the propagation doesn’t seem to improve the
performance of the USQUE over that of simply adding Qk at the beginning of the propagation
alone. However, they still use NQk in their algorithm, and it is has been chosen here to follow suit.
4.4 Chapter Summary
The focus of this chapter has been on the MEKF and USQUE algorithms, the most substantive
adaptations of the EKF and UKF to the problem of attitude estimation, respectively. The MEKF,
which literature cites as the de facto standard for on-board implementations of attitude filtering,
has been presented so that it can be used as a control against which the USQUE-based research
in Chapters 5–6 can be compared. Although ubiquitous, the MEKF has several drawbacks: it is
sensitive to initial estimate and covariance errors, and might not converge for large initial errors; it
can underestimate the covariance; it is cumbersome to derive, requiring the analytical derivation
of Jacobians for both the state propagation and measurement equations; it is only first-order, with
higher-order derivations requiring the calculation of Hessians &c. ; and, due to the linearizations
involved, can diverge for highly nonlinear dynamics.
The USQUE has been presented as a better choice for the attitude estimation of the mission
which was under consideration for the research of this thesis, presented in Chapters 5–6. The
main benefits of the USQUE over the MEKF are: it will converge for larger initial errors, it
is a higher-order estimator, it doesn’t require the calculation of Jacobians, it more fully utilizes
nonlinear state and measurement models, and it doesn’t underestimate the covariance. Of these
advantages, that the USQUE more fully utilizes nonlinear state and measurement models, will
converge for larger initial errors, and doesn’t require the calculation of Jacobians are of particular
use for the work in Chapters 5–6, which is shown next.
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Figure 4.1 – A graphical representation of the EKF iteration.
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Figure 4.2 – A graphical representation of the UKF iteration.
5 Geometric Estimation
In this chapter, current and novel gyroless geometric and non-geometric attitude estimation
algorithms will be presented. As discussed in 5.1, the research presented here was performed for
the Surrey Training, Research and Nanosatellite Demonstrator 1 satellite, a 3U CubeSat designed,
fabricated, and operated by the University of Surrey’s Surrey Space Centre and Surrey Satellite
Technology Ltd. As STRaND-1 is not equipped with gyros, it requires the implementation of
a gyroless attitude estimation algorithm. The research of this chapter tests and improves upon
existing gyroless attitude estimation algorithms and introduces new ones.
In 5.1 a brief overview of the STRaND-1 satellite is given, motivating the this work. In
5.2 gyroless estimation is discussed, focusing specifically on geometric attitude estimation. In
this section, two geometric estimators proposed by Valpiani [4] are presented: the Geometric
Multiplicative Extended Kalman Filter (GMEKF) and the Multiplicative Geometric Filter (MGF).
The GMEFK is discussed in detail in 5.3, where explicit forms for generalized covariance
propagation and sensor measurements are provided—elements of the MGKF algorithm not
derived in [4]. The proposed MGF, however, is not suitable for mission-critical applications.
Accordingly, a brief overview of it is presented within 5.2, with the discussion focusing on those
aspects of the MGF algorithm which prevent its practical application. As the MGF was developed
as a means to better handle covariance propagation in geometric estimation, given the limitations
of the GMEKF’s linearized covariance propagation, a novel geometric estimation algorithm
based on the USQUE—which allows for full, nonlinear geometric covariance propagation—is
developed and presented in 5.4. 5.5 then presents a series of simulation results designed to test
the performance of the various estimators under several cases and scenarios representative of the
STRaND-1 mission. 5.6 then concludes this chapter by providing a summary of the research
presented herein.
5.1 The STRaND-1 Satellite
STRaND-1 is a 3U CubeSat designed, fabricated, and operated by the University of Surrey’s
Surrey Space Centre and Surrey Satellite Technology Ltd., and was launched on 25 February
2013 [1]. As noted in [148, 149, 2, 1], the purpose of STRaND-1 is to challenge current industry
development processes, demonstrate novel hardware and technologies, demonstrate the novel use
of existing COTS hardware, and to provide training to less experienced engineers and academics.
Novel hardware developed for STRaND-1 includes: an RF antenna deployment mechanism,
butane resistojets, pulsed plasma thrusters, and reaction wheels.
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One of the principal payloads on STRaND-1 is an integrated Nexus One smartphone,
with hardware and software developed to create an interface between the main OBC, a COTS
GomSpace A712 Nanomind with a 40MHz ARM7 [2, 3], and the Nexus One. The purpose of
this payload is to test the performance of the COTS smartphone under the radiation, temperature,
and other environmental conditions present on board STRaND-1 during flight. With its 1GHz
microprocessor and energy ecient design, the Nexus One provides greater capability than the
40MHz OBC—if it can survive the environment and if the eects of single event upsets (SEU)
can be characterized and mitigated [2].
The research presented in this chapter, and in Chapter 6, was undertaken to develop novel
attitude determination flight software to run on the Nexus One. The purpose of running the
algorithms developed from this research on the Nexus One during flight is to
i. Evaluate the in-flight performance of various novel geometric estimators, including
estimators which are more computationally expensive.
ii. Test the feasibility of using the Nexus One for attitude determination and control
(ADCS).
iii. Develop better estimates of physical characteristics of STRaND-1, such as its mo-
ments of inertia (MOI), any residual magnetic dipole moments, and reaction wheel
alignment.
Although developing better gyroless estimators is desirable for safe mode attitude determination
in the event of gyro failure, Item (i.) is especially pertinent to the STRaND-1 mission as there are
no gyros on STRaND-1—not even the Nexus One is equipped with a MEMS gyro. Additionally,
with limited sensor measurements available, there is a risk that the MEKF might not converge if a
less accurate initial state estimate is used to start the estimator, cf. 5.5. Although the USQUE is
more robust to realistic initial estimate error [6], it is more computationally expensive—making
running it on the OBC cost prohibitive. However, the 1GHz processor on the Nexus One allows
for experimentation with gyroless versions of the USQUE, and should be able to provide a state
estimate in the event of MEKF estimate divergence.
Item (ii.) is the second phase of the STRaND-1 geometric estimation experiments. Initially,
the communication between the estimators on the Nexus One and the main STRaND-1 ADCS
subsystem is one-way—with the main STRaND-1 ADCS sending the geometric estimators sensor
measurements, but with the resulting state estimates being kept on the Nexus One. After estimator
performance is validated, the next step is to feed the geometric estimator state estimates back to
the main STRaND-1 ADCS for use in attitude control.
Item (iii.) represents the third phase of geometric estimation performance testing with the
STRaND-1 mission. Being secondary or tertiary payloads, one of the most dicult challenges
in developing small satellites, especially CubeSats, is finding access to space. When a launch
opportunity opened up for STRaND-1 on the PSLV-CA C20, the time constraints of meeting
payload integration prohibited the determination of the STRaND-1 MOI in the lab. Accordingly,
STRaND-1 was launched using the MOI determined from CAD models, and it was desirable to
have more accurate MOI estimates in order to improve attitude control and better quantify the
performance of the novel PPTs and reaction wheels. Similarly, determining the magnetic dipole
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moment of STRaND-1, whether inherent or induced by magnetorquer operation, is important
in order to quantify the torques resulting from the interaction of that dipole with the Earth’s
magnetic field.
Figure 5.1 – STRaND-1 Computer Model. Image courtesy SSTL and SSC.
5.1.1 STRaND-1 Status
Following launch on 25 February 2013, STRaND-1 successfully deployed from the PSLV-CA. Its
beacon was received at the SSC groundstation during its second pass [1]. The downlink signal
strength was strong, averaging about 22 dB [1]. However, commands to STRaND-1 appeared to
only intermittently be received. Testing and simulations performed with the SSC groundstation
and the STRaND-1 engineering model (EM) suggest that the VHF uplink antenna on-board
STRaND-1 was only partially deployed [1].
Unfortunately, without being able to reliably send commands from the groundstation to
STRaND-1, it is not advisable—or perhaps even possible—to attempt the initialization of the
various STRaND-1 payload experiments, including the algorithms and software developed and
presented in this thesis. Consequentially, no flight data is available and the performance of the
estimators presented in Chapters 5–6 is limited to simulation results only. Should reliable two-
way communications be established with STRaND-1 in the future, it is hoped that there would
opportunity to validate these simulation results in orbit.
5.2 Background
Although the application of the gyro-based MEKF algorithm to on-board attitude estimation is
ubiquitous, gyroless attitude estimators are still needed in the event of gyro failure or for use on
satellites without gyros. For instance, the Hubble Space Telescope (HST) had two gyro failures
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within the first year of its operation, resulting in the development of a gyroless safemode attitude
estimator by Markley and Nelson [150].
However, unlike the gyro-based MEKF, there really is no consensus on the best approach for
gyroless attitude estimation. The focus of most gyroless estimation research is the development of
accurate models for the dynamics, such as [100], with little attention being given to the numerical
schemes used in conjunction with these models.
One exception to this was the work done by James Valpiani for his PhD thesis [4]. Being
surprised at the lack of research present in literature on the development and use of geometric
estimation1, he made this the focus of his research. Two principal algorithms presented in his
research and applicable to this work are the Geometric Multiplicative Extended Kalman Filter2
and the Multiplicative Geometric Filter.
The GMEFK is a gyroless adaptation of the MEKF whose state is composed of a quaternion
and angular velocity vector and which uses a geometric numerical integrator to propagate the a
posteriori state estimate to obtain the a priori state estimate. The GMEKF is described in further
detail in 5.3. However, since the (G)MEKF relies on a linearized state model to propagate the
covariance, Valpiani sought to develop a geometric estimator with improved covariance handling.
To this end, he developed the Nonlinear Geometric Filter (NGF)—a nonlinear filter he proposed
for general, unconstrained Hamiltonian systems—which he then adapted to the specific problem
of attitude estimation [4]. This second geometric attitude estimator he termed the Multiplicative
Geometric Filter.
Although developed from the NGF, the MGF most accurately represents an adaptation of the
GMEKF based on Jazwinski’s Iterated Kalman Filter Smoother [4, 73]. The MGF algorithm,
which is outlined in Algorithm A.12, uses an iterative, shooting-like method to calculate the a
priori covariance. The derivation of this algorithm is not presented here, and only certain aspects
of it will be discussed. The interested reader is referred to [4] for the details.
As seen in Algorithm A.12, at the heart of the MGF is an iterative scheme. To understand
the purpose of these iterative steps, consider first what happens in the (G)MEKF algorithms. As
discussed in 4.3.1, in the (G)MEKF algorithms the a posteriori error state is reset to the zero vector
following the state update to reflect that the Taylor series expansions are always performed about
the most recent state estimate. As both the a posteriori state and error state are propagated using
the same methodology, the a priori error state is still the zero vector. Then, in Murrell’s version, the
a priori error state is set to the a posteriori error state following the incorporation of each sensor
measurement. In this fashion, each measurement helps to iteratively improve the estimate of the
a posteriori error state, which improves the calculation of the full a posteriori state estimate from
the a posteriori error state and a priori state estimates after all of the sensor measurements have
1Some work has been done by Lee et al. and Sanyal et al. on geometric attitude estimation using uncertainty ellipsoids
and a variational Lie group integrator [151, 152]. But this approach requires bounded measurement noise, does not
use Bayes’ rule for the update, and uses the attitude matrix for the kinematic state representation. Additionally, the
work presented was mainly theoretical, without extensive simulation testing or comparison to other attitude estimation
techniques; nor was this approach further developed following the initial publications. Accordingly, it is not considered
here.
2In his PhD thesis [4], Valpiani refers to this filter as the “Geometric Multiplicative Extended Kalman Filter” and
as the “Multiplicative Geometric Extended Kalman Filter”, and gives it the acronym MGKF. The acronym GMEKF
has been used here to highlight its relationship to the MEKF.
5.2. Background 121
been processed. In the iterative versions of the EKF, MEKF, and GMEKF algorithms, after the
update step is performed, the full a priori state estimate is set to the full a posteriori state estimate
and the state update step is performed again—using the same measurements. This process, which
improves estimator performance at the cost of increased computational burden, is repeated until
the dierence between consecutive a posteriori state estimates is less than some small number .
In the MGF a similar process is employed. However, instead of iterating over the update step
to improve the a posteriori error state estimate as in Murrell’s version or to explicitly improve the a
posteriori state estimate as in the iterative version, the iterative step of the MGF is performed over
the prediction step and half of the update step in order to find the a posteriori error state estimate
at tk and the a priori error state estimate at tkC1 which minimize the a priori error covariance at
tkC1. In other words, instead of maintaining that the a posteriori and a priori error state estimates
be zero vectors, these error state estimates are modified in an attempt to find an a priori state
estimate which minimizes the a priori error covariance.
However, an analysis of the MGF shows that it is not consistent, and consecutive iterations
do not guarantee that the cost function J in Algorithm A.12 converges. In practice, although
the first few loops of the iteration may improve the a priori state estimate and error covariance
as in the iterative (G)MEKF, as the number of iterations increases divergence in the a priori
error state often arise. As a result, the iteration needs to be controlled by explicitly defining
the number of iterations. Furthermore, this divergence is manifest in the norm of the vector
quaternion components of ı Nx 
kC1;i , which can not only break the small angle approximation
inherent in the reduced quaternion representation but which can lead to a quaternion vector norm
which is greater than unity—resulting in fully imaginary a posteriori kinematic state estimates.
Unfortunately, this divergence accumulates over multiple time steps through the error covariance,
preventing the implementation of any practical steps which might mitigate its eects—such as
taking smaller prediction steps in the event of torques.
The cause of this divergence is the combination of the geometric backwards propagation
of Nx 
kC1;i with the linearized update of ı Nx kC1;i . This iterative combination of nonlinear and
linearized steps can lead the error states—and by extension the mean of the error covariance—to
jump between phase space flows which are further and further away from the flow on which the
a priori state estimate resides, leading to filter inconsistency, and to flows which are further and
further away from the flow on which the true state at tkC1 resides, leading to estimate divergence.
Although the linearization of the ı Nx 
kC1;i update is first order, which is in harmony with the
other linearization assumptions of the EKF and (G)MEKF algorithms, the MGF iterations can
lead to errors which are larger than first order. In both the Murrell and iterative versions of
the (G)MEKF algorithms, divergence is prevented by the inclusion of sensor measurements—so
long as the initial state estimate error is not too large, cf. 5.5. However, even though sensor
measurements are included in the calculation of ı Nx 
kC1;i through the innovation kC1, the
influence of these measurements on ıNx 
kC1;i is insucient to prevent this divergence—a situation
which is exacerbated by the influence of the modelled dynamics of gyroless estimation. The use
of Joseph’s Form for the error covariance update does not prevent this issue as the problem does
not lie in the final half of the update stage.
For these reasons, it is the opinion of the author that the MGF is unfit for on-board implemen-
tation in its present form. Although the idea of iterating over the prediction step—while including
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measurements from the first half of the update step—is novel, a stable methodology for performing
this iterative process needs to be developed before the MGF can be considered for mission-critical
applications. Agreeing with the hypothesis of Valpiani that improved estimator performance
could be achieved if there was a way of handling the covariance in a geometric fashion—one
which would preserve the phase space density of the error covariance during prediction—a novel
geometric, gyroless estimator based on the USQUE algorithm is derived and presented in 5.4.
5.3 The Geometric Multiplicative Extended Kalman Filter
The Geometric Multiplicative Extended Kalman Filter is a gyroless implementation of the
Multiplicative Extended Kalman Filter which uses geometric integration for numerical propagation
of the satellite attitude, and was first proposed by James Valpiani [4]. Being a gyroless algorithm,
the GMEKF was designed to be implemented as a safe mode estimator in the event of gyro
failure on a satellite, or as the principle estimator for a gyroless satellite. Valpiani proposed
using geometric integration for the numerical state propagation—which, surprisingly, had never
been used before in attitude estimation [4]—anticipating that having a numerical integrator
which preserved conserved quantities, such as the Hamiltonian and Casimir, would lead to better
estimator performance.
However, there were two limitations to the specific implementation of the GMEKF developed
by Valpiani. First, it did not make use of the powerful geometric rigid body integrators available at
the time, such as the Discrete Moser-Veselov algorithm. Instead, it relied on the Palmer integrator
[4], a second order leapfrog integrator based on a Strang splitting of the attitude kinematics
and dynamics. Also, instead of splitting the dynamics step further to obtain analytical solutions
such as is done with the 3 rotations splitting of 3.2.1, the Palmer integrator employs the implicit
midpoint rule to solve for the dynamics step. Because of this, Valpiani’s implementation of the
GMEKF was slow and computationally expensive. The other limitation of Valpiani’s GMEKF
implementation was that the quantities necessary for error covariance propagation—such as the
satellite torques, process noise, and the error state transition matrix—were derived with respect to
a specific orbital reference frame typically used in SSTL missions and did not include realistic
attitude sensor measurement models. Hence, it is cumbersome to adapt this formulation of the
GMEKF to missions which do not use the same reference frame convention presented in [4], and
additional work has to be done in order to incorporate standard sensor suites.
In 5.3.1 a general derivation of the equations necessary for the GMEKF will be developed—
an approach that is more in harmony with the presentation of general attitude estimation algo-
rithms found in literature. Later, in 5.5, results of the implementation of this algorithm using
adaptations of the best geometric rigid body integrators currently available will be provided and
discussed.
5.3.1 The GMEKF Derivation
The standard implementation of the MEKF assumes a model where gyro measurements are
available and used in dynamic model replacement mode. Accordingly it uses the gyro bias for
the dynamic components of the state, and the full unit quaternion for the kinematic components.
In order to avoid problems with the error covariance resulting from the linear dependence in
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the quaternion, it also reduces the kinematic components of the error state to a three parameter
representation of Euler angles based on the imaginary components of the error quaternion.
As the GMEKF assumes a gyroless model, it will be necessary to replace the bias components of
the state, error state, and error covariance with another representation of the dynamics. However,
the kinematic components of the state, error state, and error covariance of the GMEKF will
remain the same as the MEKF. The dynamics representation that will be used here will be the
angular velocity. And, as the quantities necessary for error covariance propagation depend upon
the state representation, these quantities will have to be derived assuming the angular velocity
representation of the dynamics. Lastly, for eciency of implementation, only the discrete GMEKF
derivation will be shown here, with the geometric rigid body integrator acting as a discretization
of the state propagation as discussed in 4.2.1 and noted in [6]. The GMEKF will also use the
same measurement model as the MEKF.
The GMEKF Error State Model
The GMEKF state is comprised of the quaternion q and the angular velocity !. This gives the
error state
ıq D q˝ Oq 1 (5.1)
ı! D !   O! : (5.2)
However, in 4.3.1 the error quaternion ıq was reduced to the three parameter ı˛ to prevent
stability issues with the error covariance. In that section, a linear equation for ı P˛ was developed
using the small angle approximation and a Taylor series expansion. Specifically, Eqns. (4.68)–(4.70)
stated
ıPq D
24 ı P%
ı Pq4
35 (5.3)
ı P%     O! ı%C 1
2
ı! (5.4)
ı Pq4  0 : (5.5)
The relationship between ı! and ıˇ was then used to write Eqn. (5.4) in terms of ıˇ instead
of ı!. Here, however, with ı! being the correct representation of the error state dynamics, no
further work needs to be done—Eqn. (5.4) is the correct kinematic error state equation needed for
the GMEKF.
However, as the MEKF relied on the trivially simple ıˇ dynamic error state, an error state for
the ı! dynamics needs to be derived. In order to derive an equation for ı P! the Euler equation
for rigid body motion, Eqn. (2.70), will be used. Here, the full dynamics model will entail free
rigid body motion with the addition of a gravity gradient torque. The full dynamic equations
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used here are
P!1 D

!2!3   3
r3sat
u2u3

I1 (5.6)
P!2 D

!3!1   3
r3sat
u3u1

I2 (5.7)
P!3 D

!1!2   3
r3sat
u1u2

I3 : (5.8)
In these equations it is assumed that the satellite body frame is the principal axes of the satellite,
and that the origin of the body frame lies at the centre of mass of the satellite; that  is the
standard gravitational parameter for the Earth; that rsat is the magnitude of the radial vector from
the Earth to the satellite; that the vector u with components ui is the radial unit vector measured
from the origin of the ECI frame to the origin of the body frame, and expressed with respect to
the body frame; and that
I1  I2   I3
I1
(5.9)
I2  I3   I1
I2
(5.10)
I3  I1   I2
I3
(5.11)
where the Ii are the diagonal elements of the inertia matrix expressed in the principal axes body
frame. Clearly, u D f .q/, and in order to calculate the error equation for the dynamics the unit
vector components ui will need to be expressed in terms of qi . By expressing the attitude matrix
in terms of q using Eqn. (2.31), defining
Qu  rsat
rsat
;
and operating on Qu with the attitude matrix gives
u1 D
 
q21   q22   q23 C q24
 Qu1 C 2 .q1q2 C q3q4/ Qu2 C 2 .q1q3   q2q4/ Qu3 (5.12)
u2 D 2 .q1q2   q3q4/ Qu1 C
  q21 C q22   q23 C q24 Qu2 C 2 .q2q3 C q1q4/ Qu3 (5.13)
u3 D 2 .q1q3 C q2q4/ Qu1 C 2 .q2q3   q1q4/ Qu2 C
  q21   q22 C q23 C q24 Qu3 : (5.14)
Note that Qu does not depend on the satellite’s attitude.
In order to find the error state equations, consider a general error state ıx defined as
ıx  x   Ox (5.15)
for some full state x and state estimate Ox. The equations of motion for the full state are a function
of the state itself, Px D f .x/. By solving Eqn. (5.15) for x, this gives Px D f .OxC ıx/. Next, as per
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the EKF formulation, the equations of motion for the state are expanded in a Taylor series about
the state estimate, Ox, giving
Px D f .OxC ıx/ (5.16)
D f .Ox/C Jf .x/
ˇˇˇ
OxıxCHf .x/
ˇˇˇ
Oxıx
2 CO.3/ (5.17)
 f .Ox/C Jf .x/
ˇˇˇ
Oxıx (5.18)
D POxC Jf .x/
ˇˇˇ
Oxıx (5.19)
where Jf .x/ is the Jacobian and Hf .x/ is the Hessian. Taking the derivative of Eqn. (5.15) and
substituting it into Eqn. (5.19) gives
ıPx D Px   POx (5.20)
D POxC Jf .x/
ˇˇˇ
Oxıx  
POx (5.21)
D Jf .x/
ˇˇˇ
Oxıx : (5.22)
By Eqn. (5.22) the error state equations of motion, to first order, are simply the Jacobian of
the full state equations of motion evaluated at the current estimate, typically denoted as the matrix
F , multiplied by the error state vector. Note that Eqn. (5.4) represents the error state equations of
motion for the attitude kinematics and can be easily written in the form of Eqn. (5.22). Hence,
for the GMEKF, all that is needed is the expression for the lower half of the Jacobian—that
representing the dynamics. Explicitly, this involves substituting Eqns. (5.12)–(5.14) into Eqns. (5.6)–
(5.8), taking the partial derivatives with respect to each of the full state components, and then
evaluating the full state components at the state estimate—yielding 18 equations in total. Denote
F  Jf .x/
ˇˇˇ
Ox (5.23)

24F11 F12
F21 F22
35 : (5.24)
By Eqn. (5.4)
F11 D  
 O! (5.25)
F12 D 1
2
I33 : (5.26)
For F22 the following partial derivatives
@ P!1
@!1
D 0
@ P!2
@!1
D !3I2
@ P!3
@!1
D !2I3
@ P!1
@!2
D !3I1
@ P!2
@!2
D 0
@ P!3
@!2
D !1I3
@ P!1
@!3
D !2I1
@ P!2
@!3
D !1I2
@ P!3
@!3
D 0
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give
F22 D
26664
0 !3I1 !2I1
!3I2 0 !1I2
!2I3 !1I3 0
37775 : (5.27)
The last matrix, F21 is
F21 D
26664
@ P!1
@q1
@ P!1
@q2
@ P!1
@q3
@ P!2
@q1
@ P!2
@q2
@ P!2
@q3
@ P!3
@q1
@ P!3
@q2
@ P!3
@q3
37775 (5.28)
where
@ P!1
@q1
D  3
r3sat
I1

@u2
@q1
u3 C u2 @u3
@q1

D  6
r3sat
I1

q2 Qu1   q1 Qu2 C q4 Qu3

u3 C u2

q3 Qu1   q4 Qu2   q1 Qu3
 (5.29)
@ P!1
@q2
D  3
r3sat
I1

@u2
@q2
u3 C u2 @u3
@q2

D  6
r3sat
I1

q1 Qu1 C q2 Qu2 C q3 Qu3

u3 C u2

q4 Qu1 C q3 Qu2   q2 Qu3
 (5.30)
@ P!1
@q3
D  3
r3sat
I1

@u2
@q3
u3 C u2 @u3
@q3

D  6
r3sat
I1

  q4 Qu1   q3 Qu2 C q2 Qu3

u3 C u2

q1 Qu1 C q2 Qu2 C q3 Qu3
 (5.31)
@ P!2
@q1
D  3
r3sat
I2

@u3
@q1
u1 C u3 @u1
@q1

D  6
r3sat
I2

q3 Qu1   q4 Qu2   q1 Qu3

u1 C u3

q1 Qu1 C q2 Qu2 C q3 Qu3
 (5.32)
@ P!2
@q2
D  3
r3sat
I2

@u3
@q2
u1 C u3 @u1
@q2

D  6
r3sat
I2

q4 Qu1 C q3 Qu2   q2 Qu3

u1 C u3

  q2 Qu1 C q1 Qu2   q4 Qu3
 (5.33)
@ P!2
@q3
D  3
r3sat
I2

@u3
@q3
u1 C u3 @u1
@q3

D  6
r3sat
I2

q1 Qu1 C q2 Qu2 C q3 Qu3

u1 C u3

  q3 Qu1 C q4 Qu2 C q1 Qu3
 (5.34)
@ P!3
@q1
D  3
r3sat
I3

@u1
@q1
u2 C u1 @u2
@q1

D  6
r3sat
I3

q1 Qu1 C q2 Qu2 C q3 Qu3

u2 C u1

q2 Qu1   q1 Qu2 C q4 Qu3
 (5.35)
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@ P!3
@q2
D  3
r3sat
I3

@u1
@q2
u2 C u1 @u2
@q2

D  6
r3sat
I3

  q2 Qu1 C q1 Qu2   q4 Qu3

u2 C u1

q1 Qu1 C q2 Qu2 C q3 Qu3
 (5.36)
@ P!3
@q3
D  3
r3sat
I3

@u1
@q3
u2 C u1 @u2
@q3

D  6
r3sat
I3

  q3 Qu1 C q4 Qu2 C q1 Qu3

u2 C u1

  q4 Qu1   q3 Qu2 C q2 Qu3

:
(5.37)
And so
ıPx.t/ D F.t/ıx.t/ (5.38)24ı P˛
ı P!
35 D 24F11 F12
F21 F22
3524ı˛
ı!
35 : (5.39)
Having derived the F matrix, the next step is to calculate the error state transition matrix
as was done in 4.3.1 for the discrete MEKF. Again, just as in that section, the solution to the
discretized equation
ıx.t/ D ˚.t; t0/ıx.t0/ (5.40)
is
˚.t; t0/ D exp fFtg
D I C
1X
`D1
F `
`Š
t` ; (5.41)
where F is taken to be constant over t . In 4.3.1 the form of F allowed the infinite series of
terms in the matrix exponential to be evaluated as sin .jj O!jjt/ and cos .jj O!jjt/ terms. Here,
unfortunately, this is not the case and the error state transition matrix is approximated by dropping
all O
 
t4

and higher terms
˚.t; t0/  I66 C Ft C F 2t
2
2Š
C F 3t
3
3Š
: (5.42)
With ˚.t; t0/, the discrete process covariance can be calculated using Eqn. (4.136),
Qk D
Z t
0
˚.t/G.t/Q.t/GT.t/˚T.t/dt : (5.43)
It is important to point out that the process noise spectral density Q.t/ and the matrix G.t/ are
not the same as for the discrete MEKF—which derived these quantities from the gyro model
developed by Farrenkopf. Here, an additive process noise is assumed
Px D f .x/C  (5.44)
 
24˛
!
35 (5.45)
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where the process noise associated with the kinematics, ˛, and the dynamics, ! , is assumed to
be white, uncorrelated, and Gaussian
E
n
˛.t/
T
˛ ./
o
D 2˛ı.t   /I33
E
n
!.t/
T
! ./
o
D 2!ı.t   /I33
E
n
˛.t/
T
! .t/
o
D 033 :
This gives
G.t/ 
24I33 033
033 I33
35 (5.46)
Q.t/ 
242˛I33 033
033 2!I33
35 (5.47)
QQ.t/  G.t/Q.t/GT.t/
D
242˛I33 033
033 2!I33
35 : (5.48)
The discrete process noise covariance can now be calculated as
Qk D
Z t
0
˚.t/ QQ.t/˚T.t/dt
D QQt C

F QQC QQF T
 t2
2
C

F 2 QQC 2F QQF T C QQ  F 2T  t3
6
(5.49)
where all O
 
t4

and higher terms have been dropped.
The GMEKF Algorithm
The GMEKF algorithm is a straight-forward variation of the MEKF algorithm. An iteration
of the GMEKF begins with an a posteriori state estimate OxCk and error covariance PCk at time
tk . The a posteriori state estimate is then propagated to time tkC1 using a geometric numerical
integrator, such as the DMV algorithm of 3.4. An important observation needs to be made,
though. Strictly speaking, there will always be non-conservative torques on a satellite—such as
the gravity gradient torque—which means that the Hamiltonian and Casimir are not, in fact,
conserved. Although geometric rigid body integrators can readily handle torques which are only
dependent upon the attitude, the algorithms presented in Chapter 3 cannot handle torques that
are dependent on the angular velocity or explicitly dependent on time. Indeed, in these cases the
system itself is not geometric.
However, this does not mean that geometric numerical integrators cannot be used in cases
where there are time-varying torques on the rigid body. The DMV algorithm, for instance, was
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primarily developed for chemical molecular dynamics simulations. In these simulations, the
electrical potential between molecules is not only dependent upon the relative orientations of
interacting molecules, but also upon the distance between them. As this distance changes with the
translational motion of the molecules, an explicit time dependence arises in the potential energy
between the molecules. This breaks the conservation of the Hamiltonian and Casimir. However,
over a small time step, the change in distance between molecules can be assumed approximately
constant, and—under this assumption—the DMV can be applied.
A similar approach can be taken with the torques on a satellite. Typically, these torques
are small, and this approximation is valid to within the order of the estimator. Even with a
non-geometric integrator, such as a traditional Runge-Kutta, the torques on the satellite would
have to be assumed constant over some time step.
In the case of the gravity gradient torque, for instance, it is assumed that rsat, Qu, and the
moments of inertia are constant over the integration time step. Note, however, that neither q
nor u D u.q; Qu/ are assumed to be constant—as the integrator takes substeps across t these
quantities should be updated. This means that, over the integration time step, in making these
assumptions the gravity gradient torque acts as though it were only dependent upon the satellite
attitude through q and u.
Although a geometric integrator is used to propagate OxCk to obtain the a priori state estimateOx kC1, the covariance needs to be handled in a manner similar to the discrete version of the
MEKF. Specifically, the a priori covariance is given by
P kC1 D ˚kPCk ˚Tk CGkQKGTk (5.50)
D ˚kPCk ˚Tk CQK (5.51)
since Gk D G.t/ D I66. With the a priori state and covariance estimate, the update step of the
GMEKF is performed in the same manner as the MEKF, with the exception that the bias update
is replaced with the angular velocity update
O!CkC1 D O! kC1 C ı O!CkC1 : (5.52)
Accordingly, the details of the GMEKF update won’t be elaborated here, but an overview of the
GMEKF is given in Algorithm A.13.
Because of its use of the linearized covariance propagation, the GMEKF does not fully capi-
talize on the novelty of using a geometric integrator. Ideally, the covariance would be propagated
using geometric means. In order to help mitigate this limitation, Valpiani proposed the MGF as
discussed in 5.2. However, because of instabilities inherent to the MGF formulation, 5.4 will
present a new approach to geometric integration based on the USQUE. The estimator presented
there, GUSQUE, has the robustness of the USQUE and makes full use of geometric integration,
using a geometric integrator for both state estimate and covariance propagation.
5.4 The Geometric Unscented Quaternion Estimator
In this section an adaptation of the USQUE for gyroless, geometric estimation is presented. This
adaptation, the Geometric USQUE or GUSQUE, has several advantages over the gyroless MEKF,
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GMEKF, and USQUE algorithms. Being a variation of the USQUE, the GUSQUE has the same
advantages over the GMEKF as the USQUE does over the MEKF:
i. It is more robust against initial estimate error. As noted in [6], this means that the GUSQUE
will be able to converge for typical real-world errors in the initial state estimate, where
for large initial errors the GMEKF might not converge.
ii. It is a higher-order estimator. The Unscented Transform behind the GUSQUE is guar-
anteed to be accurate to at least third order, with higher-order accuracies possible
through an appropriate selection of . The GMEKF is only accurate to first order.
iii. It doesn’t underestimate the covariance. This means that the GUSQUE will be consistent,
whereas the GMEKF might become inconsistent, cf. 4.2.1.
iv. It can utilize nonlinear system state and measurement models. By using the full state and
measurement models higher accuracy is achieved, including—and especially—in
the propagation of the covariance. Furthermore, this means that Jacobians of the
state and measurement models do not need to be calculated, and non-dierentiable
state and measurement models can be used.
v. It can take advantage of parallel processing, if available. Multi-core smartphone processors
are widely available on the market today. For future missions similar to STRaND-1—
where fast, cheap, energy ecient COTS hardware is employed—the parallelization
of GUSQUE enables these multi-core devices to significantly improve its perfor-
mance.
A couple of points need to be made concerning Item (iv.) above. First, a caveat. Although the
GUSQUE doesn’t require the calculation of Jacobians itself, it does require an expression for the
process noise covariance—and sometimes deriving a model for the process noise does require the
Jacobian of the state equations.
The second point to make concerning Item (iv.) is an important one. Because the USQUE
can utilize nonlinear system state models, geometric rigid body integration is not only utilized
for state propagation—as is done with the GMEKF—but also for covariance propagation. For a
Hamiltonian system, the time-evolution of the error-state probability density function satisfies
Liouville’s theorem: the density of phase space volume enclosed by the a posteriori PDF is
conserved during evolution to the a priori PDF. Although Liouville’s theorem cannot be applied
to the discrete set of sigma points produced by the unscented transform, the propagation of those
points using geometric numerical methods is likely to produce a reconstructed PDF which more
closely matches the Liouville-satisfying true PDF than the PDF resulting from the non-geometric
linear covariance propagation of the EKF. This property is as important to preserving the true
physical, geometric nature of the covariance as the conservation of the Hamiltonian or Casimir is
to the state estimate. It is primarily for this reason that the GUSQUE is an improvement over the
previously proposed geometric estimators. And it is for this reason, this significant improvement in
covariance handling, that justifies the increased computational burden of the GUSQUE. This is
also the reason why the GUSQUE is an improvement over a non-geometric gyroless USQUE; if
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the system geometry is not preserved by a gryoless USQUE integration scheme, the full advantages
of the Unscented Transform in the USQUE algorithm are not being exploited.
The GUSQUE algorithm is very similar to that of the USQUE, the only dierences being
the use of angular velocity instead of gyro bias for the dynamic components of the state vector,
the use of a geometric rigid body integrator for the full state propagation, and the addition of
process noise only before the propagation step, cf. Eqn. (4.171). As discussed at the end of 4.3.2,
Crassidis and Markley [6] found that the calculation of NQk—which splits the process noise to an
addition made before propagation, Eqn. (4.171), and after propagation, Eqn. (4.191)—does not
improve the covariance accuracy. For this reason, in the GUSQUE the process noise covariance
Qk is only added before propagation; this is what is done in the UKF, cf. Eqn. (4.35). Also, the
model for the process noise covariance used in the GUSQUE is that of the GMEKF, Eqn. (5.49).
Because of its similarity to the USQUE, the steps of the GUSQUE need not be elaborated upon
here. For the specific details of its implementation, see Algorithm A.14. Simulation results of the
GUSQUE are covered in 5.5.
5.5 Geometric Estimation Results
In order to quantify the performance of the geometric and non geometric gyroless estimators,
three test cases are considered:
Case I Covered in 5.5.1, investigates the performance of the estimators when the dynam-
ics are fully known and modelled in the estimation algorithms. This is accomplished
by selecting free rigid body motion with gravity gradient torque as the truth model,
and then including both of these dynamical components in the estimation algorithms
as presented in 5.3–5.4. The measurement model used for this case is a three axis
magnetometer (TAM).
Case II Covered in 5.5.2, tests the eects of unknown torques—that is, torques which
are not modelled in the estimators—on estimator performance. For this case the
truth model consists of free rigid body motion with gravity gradient torque, magnetic
torque resulting from the interaction of the Earth’s magnetic field with an assumed
magnetic dipole moment on the satellite, and torque from aerodynamic drag. How-
ever, only free rigid body motion and gravity gradient torque are modelled in the
estimators. As with Case I, the measurement model is a TAM.
Case III Covered in 5.5.3, models the STRaND-1 mission. It builds on Case II by adding
two additional sensor measurement models: a sun sensor and a nadir sensor. These
sensors are modelled after the CubeSense [153] hardware on STRaND-1, and take
into account sensor field of view and the occultation of the sun by the Earth.
For each of these three cases, the same four scenarios will be considered. These scenarios are
designed to test the influence of initial conditions (IC) on estimator performance. They are:
Scenario I Accurate initial conditions. In this scenario the initial guess for the estimator state
will be the exact values of the attitude kinematics and dynamics as given by the truth
model.
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Scenario II Attitude error. In this scenario a moderate attitude kinematic error of 90 degrees
in one axis will be used, along with the exact value for the dynamics.
Scenario III Significant attitude error. In this scenario a significant attitude kinematic error of
180 degrees in one axis will be used, along with the exact value for the dynamics.
Scenario IV Attitude and dynamics error. In this scenario moderate attitude kinematic and
dynamic errors will be used. The kinematic error will be o by 45 degrees on one
axis, while the dynamics error will be o by between 2–3 degrees per second in each
axis.
In all of these scenarios, 18 incarnations of the various estimators will be presented. The
gyroless, non-geometric versions of both the MEFK and USQUE algorithms are presented using:
a Dormand-Prince 5(4) order integrator where the relative and absolute error have been set
to machine error, labelled MEKF DP5(4) and USQUE DP5(4); a Dormand-Prince 5(4) order
integrator where the relative and absolute error have been set to h6, labelled MEKF DP5(4) e6
and USQUE DP5(4) e6; a Dormand-Prince 5(4) order integrator where the relative and absolute
error have been set to h4, labelled MEKF DP5(4) e4 and USQUE DP5(4) e4; a Runge-Kutta
integrator of order 6, labelled MEKF RK6 and USQUE RK6; and a Runge-Kutta integrator of
order 4—the classic fourth-order Runge-Kutta algorithm—labelled MEKF RK4 and USQUE
RK4. The gyroless, geometric versions of both the MEFK and USQUE algorithms are presented
using: a preprocessed Discrete Moser-Veselov integrator of order 10, labelled GMEKF DMV10
and GUSQUE DMV10; a preprocessed Discrete Moser-Veselov integrator of order 6, labelled
GMEKF DMV6 and GUSQUE DMV6; and a preprocessed Discrete Moser-Veselov integrator
of order 4, labelled GMEKF DMV4 and GUSQUE DMV4—where the preprocessing of the
DMV integrators is based on the work of Harier and Vilmart [53]. The DMV was selected as
it represents the state of the art in geometric attitude propagation. Additionally, the gyro-based
MEKF and USQUE algorithms will given for comparison, and all versions of the MEKF and
GMEKF algorithms are based on Murrell’s version.
Every scenario presented in 5.5.1–5.5.3 was run ten times, and the results presented are
an average of those runs. This was done to remove the eect of random variations in sensor
measurements on estimator performance. The measurement sample frequency for all sensors
used in the estimators is 1 Hz. Those estimators using a fixed-step numerical integrator used
h D 0:1 seconds as their step size. The Dormand-Prince variable step sized integrators had their
relative and absolute tolerances set, as shown in the preceding paragraph, to put them on par in
accuracy with the fourth and sixth order fixed-step integrators. In the integration of the dynamics,
the STRaND-1 moments of inertia corresponding to stored solar panels were used. Furthermore,
all gyroless estimator process noise was chosen to have a standard deviation of 10 8 for both
kinematics [rad] and dynamics [rad/s], and for the gyro-based MEKF and USQUE algorithms
the gyro process noise was taken to have the standard deviations  D
p
10  10 11 rad=s3=2
and u D
p
10  10 8 rad=s1=2, in agreement with those used in [6].
As all of the environmental torque and sensor measurement models used in these estimators
are dependent upon the satellite orbit, the same orbit was used for every scenario of all three
cases. This orbit was based on the actual STRaND-1 Two Line Element (TLE) for the epoch 17
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November 2013 13:51:22.44 UT provided by the United States Joint Space Operations Center
(JSpOC) via www.Space-Track.org, and is presented in Table 5.13. In terms of classical orbital
elements (COE), the orbit corresponding to this TLE is given in Table 5.2. In the various scenarios,
the orbital ICs given in Table 5.2 were integrated forward in time using the SRKN6b of 3.1
assuming a Keplerian geopotential with the addition of the J2 spherical harmonic term, cf.
Chapter 7.
Table 5.1 – A STRaND-1 TLE
1 39090U 13009E 13321.57734302 .00000368 00000-0 14658-3 0 21722 39090 098.6269 151.6495 0008935 204.6047 155.4754 14.34393286 37983
Table 5.2 – The STRaND-1 COE Set
Semimajor axis 7155:22 km
Semiparameter 7154:65 km
Mean motion 1.0431e-3 Hz
Orbital Period 6023.45 s
Eccentricity 0.008935
Inclination 98.6269°
Right Ascension of the Ascending Node 151.6495°
Argument of perigee 204.6047°
Mean anomaly 155.4754°
Eccentric anomaly 155.6862°
True anomaly 155.8961°
As a measure of the computational cost of employing each estimation algorithm, Fig. 5.2
lists their execution times—normalized by the gyro-based MEKF algorithm. It is important to
note that these runs were performed on a desktop PC running MATLAB [155], and that they
could be further optimized. Also, the fixed-step numerical integrators were programmed explicitly,
while the MATLAB function ode45 was used as the Dormand-Prince 5(4) integrator. However,
Crassidis and Markley report their implementation of USQUE as running 2.5 times slower than
the MEKF on average [6], which is comparable to the values shown in Fig. 5.2. Hence, Fig. 5.2
3For an explanation of the TLE format, see [154].
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represents realistic relative filter performance.
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Figure 5.2 – Normalized estimator runtime.
5.5.1 Case I
As previously described, in this case the truth dynamics are modelled fully in all of the estimators—
with the satellite dynamics consisting of free rigid body motion and a gravity gradient torque
model which assumes a spherical Earth. The explicit expressions for the dynamics used for this
case are given by Eqns. (5.6)–(5.8).
The measurement model for this case is a three axis magnetometer. The TAM measurements
are randomly derived from a Gaussian distribution with the output of the Earth magnetic field truth
model as the mean and with a standard deviation of 50 nT in each direction, following the approach
given in [6]. The truth model used for the Earth’s magnetic field is the 11th Generation of the
International Association of Geomagnetism and Aeronomy’s (IAGA) International Geomagnetic
Reference Field (IGRF2010) [138].
Accurate IC
In this scenario, the initial guess for the state estimate is chosen to be truth—with the exception of
the bias in the MEKF and USQUE gyro-based estimators. For the specific true and guess states,
as well as the covariances used, see Table 5.3. Note that in Table 5.3 the conversion from the
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variance in quaternion-based attitude error to that of GMRPs follows that which is presented in
[6] and assumes that a D 1 and f D 4, cf. Eqns. (4.167)–(4.170).
Fig. 5.3 shows the norm of the error in attitude kinematics and dynamics as a function of
time for each estimator. The error in the kinematics is the norm of the vector component of the
quaternion resulting from the product of the inverse of the estimated quaternion with the true
quaternion
ıq D q˝ Oq 1 :
The error in dynamics is taken as the norm of the dierence between the true and estimated
angular velocity of the satellite.
As seen in Fig. 5.3, all versions of the gyroless MEKF and GMEKF algorithms eectively
superimpose on top of one another, as do also all of the gyroless USQUE and GUSQUE
algorithms. This result—which seems to suggest that that there is no appreciable dierence
between the orders of the various integrators, or even between the use of geometric versus non-
geometric integrators, on the accuracy of the resulting state estimate—is due to the averaging over
the ten runs. Although an analysis of the kinematic and dynamic components of the estimated state
for individual runs does show that those gyroless estimators utilizing either higher-order and/or
geometric integrators have improved accuracy in the state estimate over their lower-order and/or
non-geometric counterparts, the resulting dierence is rather small and eectively disappears in
the averaging of the runs presented here. This pattern is repeated throughout the other scenarios
in this and the other cases, and demonstrates that the process noise and measurement error have
a much larger influence on the state estimate than does the accuracy of the numerical integrator
used to propagate the a posteriori state estimate forward to the a priori state estimate.
It is also interesting to note in Fig. 5.3 that for this scenario—where the exact IC are known
and used in the estimator—the (G)MEKF algorithms initially have slightly smaller error in the
state estimate than that of the (G)USQUE algorithms. Also, the gyro-based USQUE quickly
converges to a dynamics estimate that has an error of about an order of magnitude smaller than
that of the gyro-based MEKF, and that after about half of an orbit both versions of the gyro-based
estimators have approximately equal error in their attitude estimates.
Fig. 5.4 shows the dierence between the 3 error bounds derived from the error covariance
and the absolute value of the state estimate, for each of the kinematic components of the state
estimate. The results are presented in terms of quaternions, where the (G)USQUE GMRP-based
kinematic covariance was expressed in terms of quaternions using the relationship [6]
2q D 4 tan
"
2p
4
#
:
In Fig. 5.4, positive values express that the state estimate is within the 3 error bound, while
negative values express that the estimate lies without the 3 boundary; smaller values express
that the estimate is close to the 3 boundary, while larger values express that it is further away.
Accordingly, it is seen that for the majority of the first orbit, all of the gyroless estimators lie within
the 3 boundary while those of the gyro-based estimators lie without. Also, for approximately the
first 1500 seconds of the orbit the dierence between the 3 boundary and the gyroless (G)MEKF
estimators is slightly larger than those of the gyroless (G)USQUE estimators, reflecting the slightly
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improved state estimate of the (G)MEKF shown in Fig. 5.3 over the same time frame. It was hoped
that the advantages of geometric integration would be more clearly manifest in the behaviour
of the error covariance, however, as with the state estimates of Fig. 5.3 the process noise and
measurement error have a more dominant eect on the results.
As for the gyro-based estimators, although the state estimates lie close to but without the 3
boundary, these state estimates are still more accurate than those of the gyroless estimators—as
seen in Fig. 5.3. As noted in [6], both the gyro-based MEKF and USQUE estimators require
several orbits to converge to within their 3 error bounds, with the USQUE converging typically
a few hours ahead of the MEKF.
Table 5.3 – IC for Case I, Scenario I
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Figure 5.3 – Case I with accurate IC, jjı%jj & jjı!jj.
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Figure 5.4 – Case I with accurate IC, 3i   jıqi j.
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Attitude Error
The main dierence between this scenario and Scenario I is that the initial attitude guess is o
from truth by 90° about the y-axis. Accordingly, the variance associated with the kinematics,
which is used in the initial error covariance, is increased to reflect a 90° 1 standard deviation.
Also note that the covariance for the gyro bias was increased to 0:2 rad/hr.
In both Fig. 5.5 and Fig. 5.6 none of the gyroless (G)MEKF algorithms have been plotted
as those estimators did not converge. Specifically, the angular velocity components of the state
estimate diverged and grew without bound. The gyroless (G)USQUE estimators did, however,
converge. This supports the claim of [6], that the USQUE algorithm is more robust to errors in
the initial state estimate guess than the MEKF. For the gyroless (G)USQUE algorithms, Fig. 5.5
shows that the initial error in both the kinematic and dynamic components of the state estimate
is much larger than that in Scenario I, but after approximately 1500 seconds this initial error
decreases to the level of the gyroless (G)USQUE algorithms of Scenario I: around 10 1–10 2 in
the kinematics, and around 10 3–10 4 in the dynamics.
Fig. 5.5 also shows that the gyro-based MEKF is slow to converge to the accuracy it demon-
strated in Scenario I from the initial attitude error in this scenario—converging, in fact, at a rate
slower than the gyroless (G)USQUE algorithms. This demonstrates the responsiveness of the
(G)USQUE algorithms to that of the (G)MEKF algorithms. The gyro-based USQUE algorithm
converges to the level of kinematic error shown in Scenario I within about 1000–1500 seconds,
but by the end of the first orbit still has not quite converged to the approximately 10 5 error in
dynamics shown in Scenario I.
In Fig. 5.6, for about the first 1500 seconds none of the estimators have converged to a
kinematic state that is within the 3 boundary of their error covariances. After this point the state
estimates of the gyroless (G)USQUE algorithms almost always remain within their 3 bounds,
while the gyro-based algorithms remain without. Similar to Scenario I, the gyro-based USQUE
quickly approaches its 3 error bound, but then more slowly and steadily converges to within that
error bound—not remaining consistently within it by the end of the first orbit. Unlike what is
found in Scenario I, the MEKF remains significantly further without its 3 bound—demonstrating
that just as the MEKF responds more slowly to initial attitude error in converging to its state
estimate, initial attitude error results in a slower convergence to within its 3 error boundary.
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Table 5.4 – IC for Case I, Scenario II
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Figure 5.5 – Case I with attitude error, jjı%jj & jjı!jj.
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Figure 5.6 – Case I with attitude error, 3i   jıqi j.
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Significant Attitude Error
In this scenario, the initial attitude error about the y-axis is increased to 180° , but everything else
remains the same as Scenario II—including the initial variances of the error covariance associated
with the kinematic components of the state estimate.
In Fig. 5.7 it is seen that the gyroless (G)MEKF and (G)USQUE algorithms really take about
4000 seconds to converge to within the kinematic error demonstrated in Scenario I. However,
they converge to within the dynamic error of Scenario I almost immediately. For the gyro-based
MEKF algorithm, it is interesting that with the more extreme initial attitude error, it converges in
an almost identical fashion as it did with no attitude error. Indeed, the MEKF error in Fig. 5.7
appears to be nearly identical to that of Fig. 5.3, but they do dier. Although the gyro-based
USQUE follows a similar pattern to that of Fig. 5.3, it does take the dynamics longer to converge
to the same level of error.
It is interesting to note that the initial attitude error of 90° in Scenario II proved to be more
dicult IC than those of this scenario—for all estimators involved. In fact, even though the
gyroless (G)MEKF estimators diverged in Scenario II, they did not in this scenario. This suggests
that the estimator sensitivity to initial attitude error is not simply related to the angular error in
the initial kinematic state, but rather to how perpendicular the initial attitude kinematic guess is to
the kinematic components of the true state. This is especially pertinent when quaternions are
used for the kinematic state, as there is a 2:1 mapping from the unit quaternions to the attitude
states of SO(3)—the estimators can converge to either of the two complimentary quaternions
corresponding to the same true kinematic state. In this scenario, although the results of Fig. 5.7
are very similar to those of Fig. 5.3 in Scenario I, all estimators converged to the kinematic attitude
corresponding to the compliment quaternion of the true attitude quaternion—from which the
sensor measurements were derived.
As seen in Fig. 5.8, the covariance behaviour of this scenario is very similar to that of Scenario
I. The one exception is that with the larger initial attitude, the gyroless (G)USQUE estimators
take about 500 seconds to converge to within their 3 error bounds.
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Table 5.5 – IC for Case I, Scenario III
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Figure 5.7 – Case I with significant attitude error, jjı%jj & jjı!jj.
146 Chapter 5. Geometric Estimation
 0:05
0:00
0:05
0:10
0:15
0:20
3

1
 
jıq
1
j[N
D
]
MEKF
MEKF DP5(4)
MEKF DP5(4) e4
MEKF DP5(4) e6
GMEKF DMV4
GMEKF DMV6
GMEKF DMV10
MEKF RK4
MEKF RK6
USQUE
USQUE DP5(4)
USQUE DP5(4) e4
USQUE DP5(4) e6
GUSQUE DMV4
GUSQUE DMV6
GUSQUE DMV10
USQUE RK4
USQUE RK6
 0:05
0:00
0:05
0:10
0:15
0:20
3

2
 
jıq
2
j[N
D
]
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
 0:05
0:00
0:05
0:10
0:15
0:20
t [s]
3

3
 
jıq
3
j[N
D
]
Figure 5.8 – Case I with significant attitude error, 3i   jıqi j.
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Attitude and Dynamics Error
In this scenario, the initial attitude error about the y-axis is 45° while the initial dynamics error is
3° per second in the x-axis, 2° per second in the y-axis, and -2.5° per second in the z-axis. For
the gyro-based estimators, the initial gyro bias is o by 0.2° per hour in each axis. For details, as
well as the associated initial covariances used, see Table 5.6.
The purpose of the scenario is to test initial conditions which more realistically represent what
one might expect in practice—such as with the STRaND-1 mission. Although the attitude error
was only 90° about one axis, having an initial angular velocity error of only 2°–3° per second in
magnitude about each axis caused the gyroless (G)MEKF algorithms to diverge in the angular
velocity components of their state estimate—just as in Scenario II.
As seen in Figs. 5.9–5.10, the gyroless (G)USQUE algorithms took about 1500 seconds for
their state estimates to decrease in error to the levels of Scenario I and to converge to within their
3 error bounds. This is very similar to the performance demonstrated in Scenario II, with the
exceptions that Scenario II had slightly higher initial error in the kinematics, an initial kinematic
estimate that was almost twice as far away from its 3 error bounds, and had a latter kinematic
estimate that was about half as small as its respective 3 error bounds. The larger initial kinematic
estimate error of Scenario II over this scenario, as well as the increased initial separation of the
kinematic estimate from the 3 error bounds, is attributed to the larger initial attitude error of
Scenario II. That the kinematic estimate in Scenario II would converge to a value much smaller
than its 3 error bounds, when compared to that of this scenario, might seem unexpected at
first glance. However, this results from the direct dependence of the kinematic estimate on the
dynamics estimate, with the increased dynamics error present in this scenario keeping the gap
between the kinematic estimate and its 3 error bounds much smaller.
As for the gyro-based MEKF and USQUE algorithms, in comparing Figs. 5.9–5.10 with
Figs. 5.5–5.6, it is apparent that the MEKF is more sensitive to the larger initial attitude error
of Scenario II than it is to the combination of smaller attitude error and dynamics error of this
scenario. Specifically, the errors in both the kinematic and dynamic MEKF estimates of Fig. 5.9
are roughly an order of magnitude smaller than those of Fig. 5.5. As seen in Fig. 5.10, although
the kinematic estimate doesn’t converge to within its 3 error bounds by the end of one orbit, it
does decrease that gap much faster than in Fig. 5.6 of Scenario II—adding additional weight to
the observation that the MEKF is more sensitive to modest initial error in the kinematics than in
the dynamics. As for the USQUE, its performance in comparison with Scenario II is very similar,
with it producing a slightly better kinematic estimate in Scenario II and a slightly better dynamics
estimate in this scenario.
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Table 5.6 – IC for Case I, Scenario IV
True Guess
q [rad]
p
2
2
2664
0
1
0
1
3775
2664
0
0
0
1
3775
! [rad/s] 
180
24 32
 2:5
35 
180
2400
0
35
ˇ [rad/s] 
1803600
240:20:2
0:2
35 2400
0
35
Guess
2q [rad
2]
 
90
180
2
2p [rad
2] 4 arctan

2q
4

2! [rad
2/s2]
 
2
180
2
2
ˇ
[rad2/s2]
 
0:2
1803600
2
5.5. Attitude and Dynamics Error 149
10 2
10 1
100
jjı
%
jj[
N
D
]
MEKF
USQUE
USQUE DP5(4)
USQUE DP5(4) e4
USQUE DP5(4) e6
GUSQUE DMV4
GUSQUE DMV6
GUSQUE DMV10
USQUE RK4
USQUE RK6
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
10 5
10 4
10 3
10 2
t [s]
jjı
!
jj[
ra
d/
s]
Figure 5.9 – Case I with error in dynamics and kinematics, jjı%jj & jjı!jj.
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Figure 5.10 – Case I with error in dynamics and kinematics, 3i   jıqi j.
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5.5.2 Case II
This case uses free rigid body motion and gravity gradient torque, Ngg , for the dynamics model—
just as in Case I—but further adds to this a magnetic torque, Nmg , and a drag torque, Ndg .
The magnetic torque arises from the interaction of the Earth’s magnetic field, which is
modelled by IGRF2010, with an assumed satellite magnetic dipole moment of Œ510 3 0 1
10 7T Am2, expressed in the body frame of the satellite. The explicit expression for this torque
is [10]
Nmg D m  B (5.53)
where m is the satellite magnetic dipole moment, and B is the magnetic field of the Earth. The
choice of m used in this case, and the value of the Earth’s magnetic field at the satellite’s altitude,
gives a value of Nmg that is on average more than an order and a half of magnitude greater than
Ngg . The norms of these two torques over the satellite orbit is given in Fig. 5.11.
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Figure 5.11 – The norms of the magnetic and gravity gradient torques used in Case II.
In order to calculate the torque resulting from aerodynamic drag, Ndg , the drag coecient,
CD , for STRaND-1 was determined from the value of B listed in the TLE of Table 5.1 and
two equations from [154]. First, the ballistic coecient was calculated through
CB D R˚o
2B : (5.54)
In Eqn. (5.54), R˚ D 6375:135 km is the mean equatorial radius of the Earth and o is the
atmospheric density at perigee of the orbit, which is assumed to be o D 2:46110 5 kg/m2/R˚
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in the calculation of B provided by the TLE. This gives a ballistic coecient for STRaND-1 of
CB  535:1756. The drag coecient is related to the ballistic coecient through
CD D m
CBA
; (5.55)
where m is the mass of the satellite and A is its ram cross sectional area. The launch mass of
STRaND-1 is given in [2] as being 3.9 kg. From the STRaND-1 dimensions [2], an average for
the ram cross sectional area was calculated by performing an isometric projection of STRaND-
1 using the vector

cos=4 .cos=4/.sin=4/ sin2 =4
T
as the viewing angle. This gives
A D 3:5p3 10 2 m2. Using these quantities in Eqn. (5.55) gives CD  0:1202 for STRaND-1.
For the calculation of Ndg in the Case II simulations, the following equation for the torque
resulting from the displacement of the satellite’s centre of mass from the centre of aerodynamic
pressure, was used [10]
Ndg D 1
2
CDV
2
o
Z  ON  OV o  OV o  rs dA (5.56)
where  is the atmospheric density at the satellite’s position, Vo is the relative velocity between the
satellite’s centre of mass and the atmosphere, and rs is the vector from the satellite’s centre of
mass to the surface element dA.
In order to calculate , the initial position and velocity of the satellite were calculated from the
classical orbital elements given by Table 5.2. This was integrated forward in time, as previously
explained, giving the position of the satellite at each time step with respect to the Geocentric
Celestial Reference Frame (GCRF), a geocentric non-rotating reference frame. Using the United
States Naval Observatory’s (USNO) Naval Observatory Vector Astrometry Software (NOVAS)
[156], this vector was then rotated to the International Terrestrial Reference Frame (ITRF),
a geocentric Earth-fixed (rotating) reference frame4. In order to perform this rotation, three
parameters were used: the TLE epoch, listed in Table 5.1; the dierence between Terrestrial
Time (TT) and Universal Time 1 (UT1), T  T T   UT1, obtained from USNO [158, 159];
and the distances between the rotational pole of the Earth and the Celestial Intermediate Pole
(CIP), xp and yp , obtained from the International Earth Rotation and Reference Systems Service
(IERS) [160, 161]. For information on these reference and time systems, the transformations
between them, and their associated terminologies, see [162, 163, 164, 165].
Having the satellite’s position vector with respect to ITRF, the corresponding geodetic latitude,
longitude, and height above the ellipsoid were calculated following the process presented in
[154]. This information, along with the epoch, were then used as inputs to the 2000 United
States Naval Research Laboratory (NRL) Mass Spectrometer and Incoherent Scatter Radar
-Exosphere (MSISE2000) atmospheric model. Additional inputs used in MSISE2000 were: the
local apparent solar time, calculated using the NASA Jet Propulsion Laboratory (JPL) Navigation
and Ancillary Information Facility’s (NAIF) SPICE Toolkit [166], Version N64; the daily and 81
day average solar radio flux, F10.7, as provided by the US National Oceanic and Atmospheric
Administration’s (NOAA) National Geophysical Data Center (NGDC) and the National Research
4The International Astronomical Union’s (IAU) Standards of Fundamental Astronomy (SOFA) software library
[157], upon which NOVAS is built, could also be used.
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Council of Canada’s (NRCC) Dominion Radio Astrophysical Observatory, near Penticton, British
Columbia [167, 168, 169, 170]; and the daily magnetic index, ap, provided by NOAA’s Space
Weather Prediction Center (SWPC) [171, 172]. The total mass density calculated by MSISE2000
was then used for  in Eqn. (5.56). However, given the density of the atmosphere at STRaND-1’s
altitude and the large mass to ram surface area ratio of STRaND-1, the torque from aerodynamic
drag is no larger than 10 22 Nm.
The purpose of this case was to not only determine the performance of these estimators in
the presence of an unknown torque, but especially when that unknown torque is a significant
contribution to the satellite dynamics. However, as the results below show, although Nmg had a
large influence on the overall evolution of the satellite’s attitude in time, it had little influence on
the performance of the estimators. Even though this unmodelled torque, Nmg , was greater than
the modelled torque, Nmg , by approximately an order and a half in magnitude, its influence on
the true state over the 1 second timespan between estimator update steps is still small. Because of
this relatively small influence on the state estimate when compared to noise, Nmg has minimal
influence on estimator performance over the timespan of these scenarios. It is true that being
an unmodelled torque, Nmg will limit the long-term accuracy of the estimator state estimate, its
influence will not be readily noticeable before that point.
For this reason, Figs. 5.12–5.19 are very similar to their counterparts from Case I. Nevertheless,
they are still presented here for completeness and comparison. Additional commentary, however,
would not provide further insight, so none will be given.
Accurate IC
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Figure 5.12 – Case II with accurate IC, jjı%jj & jjı!jj.
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Figure 5.13 – Case II with accurate IC, 3i   jıqi j.
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Attitude Error
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Figure 5.14 – Case II with attitude error, jjı%jj & jjı!jj.
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Figure 5.15 – Case II with attitude error, 3i   jıqi j.
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Significant Attitude Error
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Figure 5.16 – Case II with significant attitude error, jjı%jj & jjı!jj.
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Figure 5.17 – Case II with significant attitude error, 3i   jıqi j.
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Attitude and Dynamics Error
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Figure 5.18 – Case II with error in dynamics and kinematics, jjı%jj & jjı!jj.
5.5. Attitude and Dynamics Error 161
 0:40
 0:30
 0:20
 0:10
0:00
0:10
3

1
 
jıq
1
j[N
D
]
MEKF
USQUE
USQUE DP5(4)
USQUE DP5(4) e4
USQUE DP5(4) e6
GUSQUE DMV4
GUSQUE DMV6
GUSQUE DMV10
USQUE RK4
USQUE RK6
 0:40
 0:30
 0:20
 0:10
0:00
0:10
3

2
 
jıq
2
j[N
D
]
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
 0:40
 0:30
 0:20
 0:10
0:00
0:10
t [s]
3

3
 
jıq
3
j[N
D
]
Figure 5.19 – Case II with error in dynamics and kinematics, 3i   jıqi j.
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5.5.3 Case III
This case was designed to be representative of the STRaND-1 mission. It is identical to Case II,
but adds the sun and nadir sensors provided by the CubeSense board used on STRaND-1. The
sun and nadir sensor measurements are modelled after the specifications provided by the InnovUS
CubeSense Brochure [153], which gives the accuracy of these sensors as outlined in Table 5.7.
Table 5.7 – CubeSense Sensor Accuracy (1 )
Nadir: <0.5° over ˙35° FOV
Sun: <0.3° over ˙40° FOV
<1.0° over ˙60° FOV
<1.9° over ˙95° FOV
The sun sensor is taken to point along the  x axis of the body frame. In order to create a
measurement for this sensor, the sun’s position is calculated in GCRF using the SPICE Toolkit.
This vector is then rotated into the body frame using the true satellite attitude. If the sun vector
in the body frame is within the field of view (FOV) of the sun sensor camera—that is, if the
sun vector is within a 47.5° cone of the  x axis of the body frame—it is determined whether
the Earth is occulting the sun. If it is not, the angle between the sun vector and the  x axis is
calculated, and the correct standard deviation corresponding to the FOVs in Table 5.7 is selected.
Then, for each component of the sun vector, a random measurement is selected from a Gaussian
distribution whose mean is the true component of the sun vector in the body frame and whose
standard deviation is that which was determined based on the FOV within which the true sun
vector lies. These three randomized components are then joined into a vector, which is normalized
and used as the sun vector measurement.
The nadir sensor is taken to lie along theCx axis of the body frame. As this sensor calculates
the nadir vector using the curvature of the Earth’s horizon, it is capable of taking a measurement
when the unit vector towards the horizon—not nadir—is within the FOV of the nadir camera.
When this is the case, a nadir measurement is created in the same way the sun vector measurement
was created, only using the true nadir components and the standard deviation of the nadir sensor
as listed in Table 5.7.
Fig. 5.20 shows the true and measured sun and nadir vectors, expressed in the body frame, as
measured during Scenario I of this case. It gives a representation of the frequency of availability of
these sensors during all scenarios of this case. The solid lines of Fig. 5.20 are the true components
of the sun and nadir vectors, while the circles represent the actual measurements taken. As
expected, Fig. 5.20 shows that the nadir sensor is able to make more measurements than the sun
sensor. Specifically, for Scenario I the nadir sensor was able to make measurements approximately
62% of the time while the sun sensor was able to make measurements only 30% of the time—even
with its wider FOV.
Fig. 5.20 also shows that, when the sun sensor is available to make a measurement, the resulting
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principal component of that measurement is along the  z-axis of the body frame—which is also
the bore sight axis of the sun sensor camera. This is indicated in Fig. 5.20 by the blue circles
all being near  1 in the top graph. However, at first glance one might be surprised that in the
bottom graph the blue circles are close to C1, indicating that when the nadir sensor makes a
measurement the nadir vector is close to theCz bore sight axis of the nadir camera—seemingly
contradicting the need for the nadir camera to point near the horizon in order to make a nadir
measurement. Yet, this is accurate. Noting that, for the sample STRaND-1 TLE of Table 5.1,
the value of the Earth’s angular radius—given by the arctangent of the ratio of the Earth’s radius
to the satellite’s position vector—is approximately 41.5°. With half of the nadir camera FOV
being 17.5°, one would expect theCz-component of the measured nadir vector to lie between
cos .41:5C 17:5/ D 0:5 and cos .41:5   17:5/  0:91. This is what is shown in Fig. 5.20.
164 Chapter 5. Geometric Estimation
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
 1
0
1
t [s]
True Sun Sensor, x True Sun Sensor, y True Sun Sensor, z
Measured Sun Sensor, x Measured Sun Sensor, y Measured Sun Sensor, z
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
 1
0
1
t [s]
True Nadir Sensor, x True Nadir Sensor, y True Nadir Sensor, z
Measured Nadir Sensor, x Measured Nadir Sensor, y Measured Nadir Sensor, z
Figure 5.20 – Representative sun and nadir sensor measurements.
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Accurate IC5
Although having the additional two sensors occasionally available, as seen in Figs. 5.21–5.22
this does not have a large influence on the performance of the gyro-based MEKF and USQUE
algorithms. Nor does it have a significant influence on the dynamics estimate of the gyroless
(G)MEKF and (G)USQUE algorithms. It does, however, drop the mean error in the kinematic
estimate by about an order of magnitude for all gyroless (G)MEKF and (G)USQUE algorithms—
while increasing the spread in error of that estimate. This spread in the error of the kinematic
estimate can be attributed to the occasional availability of the additional sensors, leading to
a temporary drop in the estimate error. As for the relationship of the state estimates to their
3 error bounds, the gyro-based estimators are again only slightly influenced by the increased
measurements while the gyroless estimators are, on average, closer to their 3 error bounds.
5See Table 5.3 for the IC used in this scenario.
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Figure 5.21 – Case III with accurate IC, jjı%jj & jjı!jj.
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Figure 5.22 – Case III with accurate IC, 3i   jıqi j.
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Attitude Error6
The most significant dierence in the results between this scenario and Scenario I of both Case
I and Case II is that the addition of the occasional measurements by the nadir and sun sensors
allows the gyroless (G)MEKF algorithms to converge—whereas they had previously diverged in
their estimates of the state dynamics. Furthermore, as seen before, both the gyroless (G)MEKF
and (G)USQUE algorithms produce nearly equivalent errors in the estimated state. Thus, the
gyroless (G)USQUE algorithms are more robust than the (G)MEKF algorithms to initial estimate
error and limited availability of sensor measurements, but when the (G)MEKF algorithms can
converge they produce state estimates which only negligibly dier from those produced by the
(G)USQUE algorithms.
In terms of the actual values of the errors produced, as seen in Scenario I of this case, the
additional sun and nadir measurements leads to gyroless (G)MEKF and (G)USQUE kinematic esti-
mates that are approximately an order of magnitude better than those of the gyroless (G)USQUE
algorithms of the previous cases. Furthermore, these additional measurements allowed the gyroless
estimates of the dynamics to converge to their values in Scenario I of Case I immediately, whereas
this took approximately 1500 seconds in Scenario II of Case I and Case II.
As for the gyro-based estimators, over the first orbit of the satellite the MEKF is relatively
uninfluenced by the inclusion of the additional kinematic measurements. What is interesting to
note, however, is that the inclusion of these additional measurements actually leads to a slightly
slower convergence in the state estimate for the USQUE than was seen previously.
As seen in Scenario I, the additional measurements resulted in the state estimates being closer
to their 3 error bounds for the gyroless estimators. However, the gyro-based estimators were
slightly further without their 3 error bounds than in previous cases.
6See Table 5.4 for the IC used in this scenario.
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Figure 5.23 – Case III with attitude error, jjı%jj & jjı!jj.
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Figure 5.24 – Case III with attitude error, 3i   jıqi j.
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Significant Attitude Error7
For the gyro-based MEKF and gyroless (G)MEKF and (G)USQUE algorithms, there is little
dierence between the estimate error of this scenario and that of Scenario I. This is similar
to the results of previously seen between these scenarios in Case I and Case II, the dierence
being that in those cases the results were comparable after about 1500 seconds—whereas here
the additional measurements make them approximately comparable from the start. One very
apparent dierence between this and the other cases, however, is the behaviour of the dynamics
estimate for the gyro-based USQUE algorithm which—with the additional estimates—converges
much faster than it did previously. Consistent with Scenario I and Scenario II, the state estimates
for the gyroless estimators remain more closely to their associated 3 error bounds.
7See Table 5.5 for the IC used in this scenario.
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Figure 5.25 – Case III with significant attitude error, jjı%jj & jjı!jj.
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Figure 5.26 – Case III with significant attitude error, 3i   jıqi j.
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Attitude and Dynamics Error8
As with Scenario II, the addition of the sun and nadir measurements allowed for the convergence
of the gyroless (G)MEKF algorithms, which did not happen in Scenario IV of Case I and Case II.
As has been seen in the earlier scenarios of this case, the additional measurements also result in
all gyroless estimators converging to their estimates nearly immediately. And as previously seen,
the gyro-based MEKF performance is relatively unaected by the additional measurements. As
seen in Scenario II, the gyro-based USQUE algorithm converges more slowly with the periodic
inclusion of these additional measurements and lies further without its 3 error bounds than
before. Initially, the gyro-based MEKF algorithm also lies further without its 3 error bounds, but
after about 2000 seconds behaves in a manner similar to what was seen before. As to the gyroless
estimators, the kinematic estimate remains closer to the respective 3 error bounds, as was seen
in the earlier scenarios of this case.
8See Table 5.6 for the IC used in this scenario.
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Figure 5.27 – Case III with error in dynamics and kinematics, jjı%jj & jjı!jj.
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Figure 5.28 – Case III with error in dynamics and kinematics, 3i   jıqi j.
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5.6 Chapter Summary
In this chapter existing and novel methods for gyroless geometric and non-geometric attitude
estimation were presented and developed. The motivation for this research was discussed, and
is to develop and test current and novel gyroless estimators suitable for STRaND-like missions.
Ideally, such estimators would be robust to errors in initial state estimates and to limited sensor
availability, while optimizing computational eciency. Although these estimators have not been
tested in situ to date due to technical issues with STRaND-1 communications, it is hoped that
they will be tested in the future should communications with STRaND-1 be established or as part
of planned future generations of STRaND missions [148, 2].
Key points that can be drawn from the research presented in this chapter include:
i. (G)USQUE algorithms are more robust than (G)MEKF algorithms to initial error in the state
estimate and to limited sensor availability.
ii. (G)USQUE algorithms are at best 2–3 times more computationally expensive than corresponding
(G)MEKF algorithms. For the MATLAB [155] code used in these simulations, assuming
five vector-based observations are made and excluding state propagation—as it
depends on the propagator used—a single iteration of the GMEKF algorithm
entails 13,029 floating-point operations (FLOPs) whereas GUSQUE comes to 45,872
FLOPs. The increase in FLOPs of the GUSQUE algorithm to that of the GMEKF
is primarily due to the lack of a Murrell version—requiring all measurements to be
included in a single update step—and the increased overhead of working with a set of
sigma points as opposed to the state estimate alone. In fact, under these assumptions
the inversion of the innovation covariance P zz in the calculation of the gain, cf.
Eqn. (4.199), is slightly more than one-third of the total FLOPs of the GUSQUE
algorithm. Although not included in the FLOP count, it should be further noted
that the GMEKF only requires the propagation of one state vector whereas in the
GUSQUE all 13 sigma points must be propagated. To illustrate, in terms of the CPU
time spent on the entire algorithm—including state propagation, performed using
the DMV6 algorithm—state propagation is 16.7% of the GMEKF algorithm and
33.3% of the GUSQUE algorithm. This significant increase in the computational
cost of the GUSQUE due to the propagation of additional states highlights the
importance of using an ecient numerical integrator such as the DMV.
iii. (G)USQUE and (G)MEKF convergence and estimate error are comparable under conditions in
which both can converge.
iv. Within reason, the order of the numerical integration scheme is not a principal contributor to the
quality of state estimates produced by the (G)USQUE and (G)MEKF, at least for the 1 Hz
sensor sample frequency, the 0.1 second step size for fixed-step integrators, and
the sensor measurement models tested in the scenarios here presented. Although
increased order of integration did have an eect, the dierences in state estimates
between the various orders of integrators were minimal. Rather, measurement
noise and initial state estimate error tends to dominate estimator convergence. The
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order and step size of integration schemes could be a significant factor, however,
in situations where rapid, large torques are experienced or in steady state limits
when measurement noise is close to or smaller than the errors introduced through
numerical integration.
v. The use of geometric versus non-geometric integrators has little aect on the state estimates produced
in realistic mission scenarios. Just as with Item (iv.) above, other factors—such as measure-
ment noise and the Bayesian update—dominate the state estimation and wash out
the geometrical advantages provided by geometric numerical integration schemes.
vi. The use of geometric versus non-geometric integrators has little aect on the inter-performance between
the state estimate error and the error covariance. This is explained by the points made in
Items (iv.)–(v.) above. This is even true for the GUSQUE algorithms which, through
their symplectic-preserving Discrete Moser-Veselov algorithms, are guaranteed to
satisfy Liouville’s theorem during covariance propagation. It was the hypothesis
of this author that the improved covariance handling of the GUSQUE algorithms
would improve this aspect of estimation. It is the current hypothesis of this author
that this improvement was not realized as a result of the truncation of the probability
density function to the covariance moment following covariance propagation, and
that improvements would be seen should higher moments of the probability density
function—especially cokurtosis—be incorporated into the estimation algorithm.
However, this increases the computational burden of these algorithms and should
such accuracy be desired it may be advisable to consider particle filtering methods.
vii. The use of state of the art geometric integrators significantly improves the performance of the GMEKF
and GUSQUE algorithms over their non-geometric gyroless MEKF and USQUE coun-
terparts. Although the geometric advantages of the GMEKF and GUSQUE al-
gorithms go relatively unnoticed, their computational advantages certainly do not.
Indeed, for the scenarios here considered, state propagation during the estimator
prediction step was performed more than 3.5 times faster by the 10th order pre-
processed Discrete Moser-Veselov algorithm than it was by the 4th order classic
Runge-Kutta scheme—the fastest of the non-geometric integrators tested in this
thesis. This results from the DMV being a Lie algebra-based integrator. Indeed,
aside from a small amount of computationally-ecient scaling which occurs only
at the initialization of the DMV algorithm, all orders of the DMV algorithm are
computationally comparable to a 2nd order algorithm.
viii. The gyro-based USQUE algorithm generally out performs the other estimation algorithms.
It is the conclusion of this author that, for the points listed above, STRaND-like missions should:
consider the use of gyro-based and gyroless (G)USQUE algorithms over (G)MEKF algorithms
to mitigate against realistic error in initial attitude estimates and the potential for limited sensor
availability, consider the use of GUSQUE and GMEKF algorithms over gyroless USQUE and
MEKF algorithms for computational eciency, and use gyro-based attitude estimation algorithms
should gyros be available while employing gyroless versions in the event of gyro failure.
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Novel contributions to the state of the field provided by the research presented in this chapter
include:
i. Improvements to the Geometric Multiplicative Extended Kalman Filter through: the incorpora-
tion of state of the art geometric integrators, significantly reducing the computational
costs of geometric integration while simultaneously increasing the order of accuracy
of the numerical integration; and the derivation of quaternion-based state transition
and process noise matrices which include gravity gradient torque and which are
expressed with respect to an inertial reference frame, allowing for greater adaptability
to wide ranges of potential satellite missions.
ii. An analysis of the proposed Multiplicative Geometric Filter, highlighting and explaining
discovered shortcomings in this algorithm.
iii. A novel extension of gyroless, geometric attitude estimation to the Unscented Kalman Filter by build-
ing upon the Unscented Quaternion Estimator. This new estimator, the Geometric
Unscented Quaternion Estimator, allows for complete, geometric propagation of
both the state estimate and the error covariance—preserving the phase space density
of the error covariance during covariance propagation.
iv. An extensive analysis of the performance of traditional and novel gyro-based and gyroless geometric
and non-geometric attitude estimators. These simulations quantified filter performance
under a variety of initial conditions and when: the filters had full knowledge of
all torques acting on the satellite, the filters did not have knowledge of a principal
component of the net torque acting on the satellite, and when the filters had various
amounts of sensor data available.
v. Simulation testing of the performance of these filters under STRaND-1-like conditions. To increase
the fidelity of these simulations: the simulated orbit was based on actual STRaND-
1 orbital parameters provided by the Joint Space Operations Center through a
Two Line Element set, gravity gradient torque was modelled o of the estimated
STRaND-1 moments of inertia, magnetic field to magnetic dipole moment torques
were modelled through the implementation of IGRF2010 and NOVAS, the eects
of atmospheric drag were modelled through the implementation of MSISE2000,
sun occultation was modelled through the implementation of the SPICE Toolkit,
and sensor measurements were created after actual sensors available on STRaND-1
and were based o of the specifications of those sensors.
Next, Chapter 6 will extend the work presented in this chapter by augmenting the state vector
to include the estimation of the satellite moments of inertia.

6 MOI Estimation
In Chapter 5 geometric attitude estimation for gyroless spacecraft was introduced and developed.
Ideally, a satellite would be equipped with a gyro, preventing the need for performing numerical
integration of the satellite dynamics and lessening the computational expense of estimating the
spacecraft attitude.
For spacecraft which do not have gyros, such as STRaND-1, or for spacecraft whose gyros
have failed, gyroless estimation algorithms are required. In Chapter 5 it was shown that using state
of the art geometric numerical integration techniques greatly reduces the computational costs
of performing the numerical propagation of the spacecraft attitude during the prediction stage
of estimation algorithms. Gyroless attitude estimation algorithms based on the UKF—which
demonstrate better convergence for larger initial attitude error than those based on the EKF—were
also introduced in the previous chapter.
However, the numerical integration of the attitude dynamics requires knowledge of the
moments of inertia of the spacecraft. If the spacecraft’s moments of inertia are not well known,
than the a priori state estimate can be far from truth. This leads to poor filter convergence, and
may even cause filter divergence. Furthermore, having imprecise knowledge of the spacecraft’s
moments of inertia results in the over-expenditure of spacecraft consumables and renewables. Also
having imprecise knowledge of the moments of inertia limits the quantification of the performance
of any new technologies being demonstrated on the spacecraft, such as the novel pulsed plasma
thrusters on-board STRaND-1.
For these reasons in this chapter the estimation algorithms of Chapter 5 are expanded to
include estimation of the moments of inertia through state augmentation. Estimating the moments
sequentially in the filter, as opposed to using a batch method on a large data set, allows the filter to
use the updated moments of inertia estimates on the fly—leading to improved filter convergence
in both the attitude dynamics and kinematics.
In 6.1, the method used in conjunction with these estimation algorithms for determining a
measurement of the moments of inertia is presented. 6.2 then describes what adaptations to the
estimation algorithms of Chapters 4–5 need to be made in order to accommodate the estimation
of the moments of inertia. 6.3 discusses the set up and methods used in the simulations developed
to test these moments of inertia estimators, and presents the results of these simulations. The
chapter summary is then given in 6.4.
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6.1 MOI Measurement Model
A direct measurement of the MOI is not possible, nor is it possible to express the MOI in terms of
the traditional attitude estimator state vectors of Chapters 4–5 at a single point in time. However,
as will be shown in this section, a proxy measurement of the MOI can be created. This is most
easily facilitated by the use of momentum wheels on a satellite—such as those on STRaND-1—and
a least-squares fit based on the law of conservation of angular momentum.
As will be shown hereafter, calculating this proxy MOI measurement requires satellite state
estimates and measurements taken from at least three distinct time steps. Hence, although the
calculation of the proxy MOI measurement is dependent on the attitude state estimate at various
times, this calculation is performed externally to and in parallel with the attitude estimator. As
the output of the proxy MOI measurements are the MOI themselves, this leads to very simple
measurement models within the various estimator algorithms.
In 6.1.1 the mathematical model behind the creation of the proxy MOI measurements will
be derived, and is based on the approach given by Lee and Wertz for the in-flight MOI estimation
of the Cassini spacecraft [173]. 6.1.2 will then discuss the application of this model to the least
squares approach.
6.1.1 MOI Measurement Mathematical Model
Recall from 2.2 that the equations for the dynamics of rigid body motion written with respect to
the principal body frame are
P!1 D

!2!3   3
r3sat
u2u3

I2   I3
I1

C N1
I1
(6.1)
P!2 D

!3!1   3
r3sat
u3u1

I3   I1
I2

C N2
I2
(6.2)
P!3 D

!1!2   3
r3sat
u1u2

I1   I2
I3

C N3
I3
: (6.3)
When momentum wheels operate on a spacecraft, the spacecraft is no longer a rigid body—
an assumption used to derive Eqns. (6.1)–(6.3). However, if one assumes that the momentum
wheels are perfectly homogeneous and symmetric about their axis of rotation, then there is no
way to distinguish between rotating and non-rotating momentum wheels save for the additional
angular momentum that rotating wheels would add to the total angular momentum of the satellite.
Furthermore, if a torque is applied to these momentum wheels then by Newton’s Third Law an
equal but opposite torque is applied to the satellite body—and the total angular momentum vector
with respect to the inertial frame, that of the satellite and momentum wheels combined, is still
conserved. These two observations allow Eqns. (6.1)–(6.3) to be rewritten to include momentum
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wheels even though the system as a whole is not strictly a rigid body [10]
P!1 D

!2!3   3
r3sat
u2u3

I2   I3
I1

C N1 CH2!3  H3!2   PH1 1
I1
(6.4)
P!2 D

!3!1   3
r3sat
u3u1

I3   I1
I2

C N2 CH3!1  H1!3   PH2 1
I2
(6.5)
P!3 D

!1!2   3
r3sat
u1u2

I1   I2
I3

C N3 CH1!2  H2!1   PH3 1
I3
: (6.6)
Here H is the net angular momentum of the wheels and PH its associated torque. Notice that in
these equations, the moments of inertia for the satellite, I1, I2, and I3 all include the momentum
wheel mass. The total angular momentum in the satellite’s principal body frame, M , is
M D I!CH (6.7)
where
H D
nwX
jD1
Hj (6.8)
Hj D Ab=j QIj&j (6.9)
and where nw is the number of momentum wheels, Hj is the angular momentum in the body
frame of the j th momentum wheel, Ab=j is the rotation matrix which maps the j th momentum
wheel frame to the body frame, QIj is the MOI of the j th momentum wheel, &j is the angular
velocity of the j th momentum wheel with respect to the wheel frame.
By the law of conservation of angular momentum the dierence in angular momentum
expressed in the inertial frame between two times, t0 and tk , is equal to the change in angular
momentum in the inertial frame resulting from any externally applied torque to the satellite. That
is,
AI=b .tk/M .tk/  AI=b .t0/M .t0/ D
Z tk
t0
AI=b .t/N.t/ dt (6.10)
where AI=b is the rotation matrix from the satellite body frame to the inertial frame and N is the
vector of net external torques on the satellite in the body frame. To develop a linear relationship
which can be used with a least-squares approach, M is expressed in terms of Eqns. (6.7)–(6.9) and
then the spacecraft MOI and !.tk/ are isolated on one side of the equation. Using subscripts to
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denote the time at which the respective quantities are measured, performing these steps gives
AI=b;kMk  AI=b;0M0 D
Z tk
t0
AI=b .t/N.t/ dt (6.11)
AI=b;k
24I!k C nwX
jD1
Ab=j QIj&j;k
35  AI=b;0
24I!0 C nwX
jD1
Ab=j QIj&j;0
35
D
Z tk
t0
AI=b .t/N.t/ dt
(6.12)
I!k D ATI=b;kAI=b;0
24I!0 C nwX
jD1
Ab=j QIj&j;0
35   nwX
jD1
Ab=j QIj&j;k
CATI=b;k
Z tk
t0
AI=b .t/N.t/ dt :
(6.13)
6.1.2 Least Squares Fit
Developed by Gauss, the method of least squares is a way of determining the values of parameters
of a mathematical model—given a set of observations—which minimizes the sum of the squared
residual errors1. In order to calculate the proxy MOI measurements, only a linear least squares
approach is required. For the method of linear least squares, it is assumed that a system can be
represented by the linear mathematical model
y D ˛ C ˇx (6.14)
where x is the independent variable, y is the dependent variable, and ˛ and ˇ are constants.
Given a set of n measurements of y,
Qy D
26666664
Qy1
Qy2
:::
Qyn
37777775 (6.15)
corresponding to n values of x
Qx D
26666664
Qx1
Qx2
:::
Qxn
37777775 ; (6.16)
1For an overview of least squares, see [154, 14]
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and defining the residual of the i th measurement, Nri , as
Nri  Qyi   y . Qxi / (6.17)
D Qyi   .˛ C ˇ Qxi / ; (6.18)
then the method of least squares gives that24 O˛
Oˇ
35  OX D  QF T QF  1 QF T Qy (6.19)
minimizes
J D
nX
iD1
Nr2i (6.20)
where
QF 
266666664
Jy.x/
ˇˇˇ
Qx1
Jy.x/
ˇˇˇ
Qx2
:::
Jy.x/
ˇˇˇ
Qxn
377777775 D
26666664
1 Qx1
1 Qx2
:::
:::
1 Qxn
37777775 : (6.21)
In order to calculate the best fit for ˛ and ˇ using Eqn. (6.19), the matrix QF T QF must be invertible,
i.e. QF T QF must be positive definite—which is the requirement for the system to be observable
[154].
In order to apply linear least squares to determine a proxy MOI measurement, consider the
right hand side of Eqn. (6.13)
k  ATI=b;kAI=b;0
24I!0 C nwX
jD1
Ab=j ;0 QIj&j;0
35   nwX
jD1
Ab=j ;k QIj&j;k
CATI=b;k
Z tk
t0
AI=b .t/N.t/ dt
(6.22)
allowing Eqn. (6.13) to be written
I!k D k : (6.23)
Here, the attitude matrixAI=b and the angular velocity ! can be determined by the state estimates
given by the attitude estimator; Ab=j and QIj are properties of the momentum wheels, and are
assumed to be both known—measured in the lab before launch—and constant; and &j is measured
in situ during wheel operation. This leaves the only unknowns in k to be I and N.
Assume, for the moment, that N D !0 D 03. In making these assumptions the terms which
include unknown quantities fall out of k . This situation corresponds to free rigid body motion
where the reference state, i.e. the state at t0, is chosen when the satellite’s attitude is constant with
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respect to the inertial frame. Therefore, for any time tk the only unknown in Eqn. (6.23) is the I
on the left hand side.
If it is also assumed that the body frame of the satellite is the principal axes frame, then I is a
diagonal matrix. In this case Eqn. (6.23) can be separated into three distinct equations as
I1!1;k D 1;k I2!2;k D 2;k I3!3;k D 3;k : (6.24)
Each of these equations is linear in !i;k and i;k , being of the form of Eqn. (6.14) where ˛ D 0
and ˇ D Ii . Hence, assuming that the system is observable, then for the vectors
!i 
26666664
!i;1
!i;2
:::
!i;n
37777775  i 
26666664
i;1
i;2
:::
i;n
37777775 (6.25)
the components Ii of the MOI can be found by applying equation Eqn. (6.19) as
Ii D

!Ti !i
 1
!Ti  i (6.26)
Physically, for the system to be observable requires that !i;k ¤ !i;0, i.e., the momentum wheels
must change their angular velocity to produce a change in !i;k for the satellite.
What would happen if I were not diagonal—if the satellite body frame was not coincident
with the principal axes of the satellite? For a general value of !k , where all three components can
simultaneously be non-zero, Eqn. (6.23) results is a system of three equations with six unknowns2.
Hence, the system is underdetermined and a solution for the components of I cannot be found.
If, however, !k is restricted such that for a set of tk only one of its components is non-zero, say
the j th component, then the resulting system of equations is
I1j!j;k D 1;k I2j!j;k D 2;k I3j!j;k D j;k : (6.27)
This allows the full structure of I to be determined column-wise, where the fits for the o-diagonal
symmetric components are averaged to determine their values [173].
What if the other two assumptions, that N D 03 and that !0 D 03, were relaxed? First,
consider the case where, for some set of tk , N ¤ 03. If N were completely known, such that the
integration in Eqn. (6.22) could be performed, then the linear least squares approaches previously
described can be used. For a diagonal I , Eqn. (6.24) along with Eqn. (6.26) can be directly
applied. For a non-diagonal I , a controller would have to be implemented which would spin the
momentum wheels up and down while counteracting N such that only one component of !k
remained non-zero; doing this would allow Eqn. (6.27) along with Eqn. (6.26) to be applied. As
before, a general-valued !k would produce an underdetermined system when I is not diagonal.
If N ¤ 03 andN is unknown, the aect of N on the system of equations results in a nonlinear
relationship between !k and k , cf. the second and third components shown in Fig. 6.8. In this
2Recall that I is symmetric.
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case least squares can be applied as described above, but the eects of the torque over the data set
used for the fit can produce error in the estimates of the components of I . The amount of error
in I introduced by the torques will be large for torques causing a secular change in !k . Yet, the
error in I could be small if N causes a periodic variation in !k , and if the data set used for the fit
is large and covers a range in !k many times greater than the variation in !k due to N—such
as could occur when PH  N. The aect of unmodelled torque on a MOI estimate based on
linear least squares is investigated in 6.3. Alternatively, a nonlinear least squares approach could
used. However, as the mathematical model of torque is unknown, a general set of orthogonal
basis functions would have to be used in conjunction with the linear model described here. This
method, however, will not be covered in this work.
As to the last assumption, if !0 ¤ 03 Eqn. (6.23) is implicit—as k D k.I /—and an
iterative approach can be used to determine the components of I . This iterative approach is
initialized by choosing a best estimate for I and using that estimate for the I in k of Eqn. (6.22).
Eqn. (6.26) is then applied to an appropriate formulation of the least squares, and the resulting
estimate of I is subsequently used in k during the next iteration of the least squares fit. This
process is repeated until the dierence in consecutive estimates of I is below some desired threshold.
If N D 03 this process will converge for initial estimates of I close to truth. For N ¤ 03 this
process is not guaranteed to converge and should be used with caution.
6.2 Adaptation of the Estimators
In order to estimate the moments of inertia, the state vector of the gyro-based and gyroless
(G)MEKF and (G)USQUE estimators is augmented to include the three components of the
satellite’s moments of inertia in the principal body frame3. This further necessitates developing
appropriate F , ˚ , Q, G, matrices, as well as incorporating measurement models for the proxy
MOI measurements into the estimators. However, the overall structures of these estimation
algorithms remain unchanged. The changes which are required are developed and discussed in
6.2.1 for the MEKF estimator variants, and in 6.2.2 for the USQUE estimator variants.
6.2.1 (G)MEKF Adaptations
Gyro-based MEKF
For the gyro-based MEKF MOI estimator, the state and error state vectors are, respectively,
x D
26664
q
ˇ
I
37775 (6.28)
3Note that although a least squares approach is used to develop the proxy MOI measurements, least squares is
not being employed on state estimates in order to obtain the a posteriori estimate—only state augmentation is being
employed in the algorithms presented in this thesis.
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ıx D
26664
ı˛
ıˇ
ıI
37775 : (6.29)
The derivation of the F , ˚ , G, and Q matrices follows the process outlined in 4.3.1. Taking the
Jacobian of the error state equations of motion gives
F D
26664
   O!  I33 033
033 033 033
033 033 033
37775 (6.30)

26664
F11 F12 F13
F21 F22 F23
F31 F32 F33
37775 : (6.31)
Here, F31 D F32 D F33 D 033 since the satellite’s MOI model assumes that the MOI are
constant in time, and F13 D F23 D 033 since neither the attitude kinematics nor gyro bias
equations depend on the MOI. Even and odd multiples of F are then
F 2` D
26664
F 2`11  F 2` 111 033
033 033 033
033 033 033
37775 (6.32)
F 2`C1 D
26664
F 2`C111  F 2`11 033
033 033 033
033 033 033
37775 (6.33)
for ` D 1; 2; :::1. Expressing the state transition matrix according to Eqn. (4.125) and carrying
out the expansion gives
˚ D
26664
˚1 ˚12 ˚13
˚21 ˚2 ˚23
˚31 ˚32 ˚3
37775 (6.34)
where ˚1 is given by Eqn. (4.132), ˚12 is given by Eqn. (4.133), ˚2 D ˚3 D I33, and ˚13 D
˚21 D ˚23 D ˚31 D ˚32 D 033.
The process noise covariance is calculated from the process noise spectral density according
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to Eqn. (4.136) where
˚.t/G.t/Q.t/GT .t/˚T .t/ D :::26664
˚1 ˚12 ˚13
˚21 ˚2 ˚23
˚31 ˚32 ˚3
37775
26664
 I33 033 033
033 I33 033
033 033 I33
37775
26664
2 I33 033 033
033 2uI33 033
033 033 2I I33
37775 :::
26664
 I33 033 033
033 I33 033
033 033 I33
37775
26664
˚T1 ˚
T
21 ˚
T
31
˚T12 ˚
T
2 ˚
T
32
˚T13 ˚
T
23 ˚
T
3
37775
D
26664
˚1 ˚12 033
033 I33 033
033 033 I33
37775
26664
2 I33 033 033
033 2uI33 033
033 033 2I I33
37775
26664
˚T1 033 033
˚T12 I33 033
033 033 I33
37775
D
26664
2 I33 C 2u˚12˚T12 2u˚12 033
2u˚
T
12 
2
uI33 033
033 033 2I I33
37775 : (6.35)
Performing the integration of Eqn. (4.136), cf. Eqns. (4.139)–(4.142), and assuming that the gyro
sample rate is within the Nyquist limit gives
Qk D
26664
 
2t C 132ut3

I33  
 
1
2
2ut
2

I33 033
   1
2
2ut
2

I33
 
2ut

I33 033
033 033
 
2It

I33
37775 : (6.36)
Gyroless (G)MEKF
For the gyroless (G)MEKF, the state and error state vectors are, respectively,
x D
26664
q
!
I
37775 (6.37)
ıx D
26664
ı˛
ı!
ıI
37775 : (6.38)
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The F , ˚ , G, andQ matrices are derived following the procedure outlined in 5.3.1. Calculating
the Jacobian of the state equations gives
F  Jf .x/
ˇˇˇ
Ox (6.39)

26664
F11 F12 F13
F21 F22 F23
F31 F32 F33
37775 : (6.40)
where F11 is given by Eqn. (5.25), F12 is given by Eqn. (5.26), F22 is given by Eqn. (5.27), and
F21 is given by Eqns. (5.28)–(5.37). Because the model being used for the spacecraft MOI assumes
that the MOI do not change in time, F31 D F32 D F33 D 033. F13 D 033 as well, since the
attitude kinematics are not explicitly dependent upon the MOI. However, the attitude dynamics
are dependent upon the MOI as per Eqns. (6.4)–(6.6), so F23 ¤ 03. Taking the partial derivatives
of these equations with respect to I1, I2, and I3 gives
F23 D
26664
  P!1
I1
w1  w1
 w2   P!2I2 w2
w3  w3   P!3I3
37775 (6.41)
where P!1, P!2, and P!3 are given by Eqns. (6.4)–(6.6), and where
w1 
!2!3   3
r3sat
u2u3
I1
(6.42)
w2 
!3!1   3
r3sat
u3u1
I2
(6.43)
w3 
!1!2   3
r3sat
u1u2
I3
: (6.44)
With F given by Eqns. (6.40)–(6.44), ˚ is then calculated using Eqn. (5.42).
The process noise covariance Qk is calculated using Eqn. (5.49) where
G.t/ 
26664
I33 033 033
033 I33 033
033 033 I33
37775 (6.45)
Q.t/ 
26664
2˛I33 033 033
033 2!I33 033
033 033 2I I33
37775 (6.46)
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QQ.t/  G.t/Q.t/GT.t/
D
26664
2˛I33 033 033
033 2!I33 033
033 033 2I I33
37775 : (6.47)
and where the process noise is modelled as
Px D f .x/C 
 
26664
˛
!
I
37775
E
n
˛.t/
T
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(G)MEKF Measurement Model
The measurement models for the gyro-based and gyroless (G)MEKF estimators are the same.
Attitude measurements are processed as describe in 4.3.1, but where the sensitivity matrix,
Hk
 Ox k   Hk  bk  Ox k , now becomes
Hk
 Ox k  D
26666664
ŒA.Oq /r1  033 033
ŒA.Oq /r2  033 033
:::
ŒA.Oq /rN  033 033
37777775 : (6.48)
Additionally, the MOI components of the full state vector are calculated from the error state
vector as
OICkC1 D OI
 
kC1 C ıICkC1 : (6.49)
Following the attitude sensor measurement updates, an update for the proxy MOI measure-
ment is performed. As is done with the inclusion of each attitude sensor measurement, for the
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MOI update the a priori error state and error covariance are initialized as the a posteriori error
state and error covariance resulting from the previous measurement update. Next, the proxy MOI
measurement is created from the full state vector derived from the a priori error state. Then the
update step is performed following the same procedure as the attitude sensor measurement update,
with a few minor adjustments to account for the MOI measurement model. First, the sensitivity
matrix is given by
Hk
 Ox k  D h033 033 I33i ; (6.50)
as the outputs of this measurement are the MOI components themselves. And next, the actual
measurement is taken as the proxy MOI measurement, while the predicted measurement is taken
from the MOI components of the a priori state estimate
zkC1 D LIkC1 (6.51)
hkC1.Ox kC1/ D OI
 
kC1 ; (6.52)
for the proxy MOI measurement LIkC1—with LIkC1 and OI kC1 both being column vectors.
6.2.2 (G)USQUE Adaptations
The three principal MOI components are also appended to the state vectors of the gyro-based
and gyroless (G)USQUE attitude estimators, giving
xgyro D
26664
ıp
ˇ
I
37775 xgyroless D
26664
ıp
!
I
37775 : (6.53)
Accordingly, the reset done following the a posteriori state estimate gives the central sigma point,
cf. Eqn. (4.172), for these estimators as being, respectively,
C
k;0
D
26664
03
OˇC
k
OICk
37775 Ck;0 D
26664
03
O!Ck
OICk
37775 : (6.54)
As opposed to splitting the process noise between the matrix square root, Eqn. (4.171), and the
a priori covariance, Eqn. (4.191), the full process noise Qk is added only to the matrix square
root—from whose columns and Eqn. (6.54) the remaining sigma points are calculated as described
in 4.3.2. For the gyro-based USQUE estimator, Eqn. (6.36) is used to calculate Qk , whereas
Eqn. (5.49), Eqn. (6.47), and Eqns. (6.40)–(6.44) are used for the gyroless (G)USQUE estimators.
Conversion to and from the quaternion-based sigma points and the propagation of the sigma
points are performed as previously described for these estimators, where the assumption that
the MOI are constant in time gives that the MOI components of the a priori sigma points are
equal to those of the a posteriori sigma points at the previous time. Note that when using an
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attitude propagator which uses the angular momentum as its state, such as the DMV, the angular
momentum is calculated for each sigma point using the MOI components of that sigma point—not
the a posteriori MOI state estimate. The mean a priori state and covariance are calculated using
Eqns. (4.190)–(4.191), without any process noise being added to the covariance, and the MOI
proxy measurement is calculated from the components of the a priori mean, Eqn. (4.190).
Next, the predicted observations are calculated for each sigma point, cf. Eqn. (4.192). Here,
the predicted MOI measurement is appended to the vector of predicted attitude measurements,
and is taken to be the MOI component of the a priori sigma point. This gives
zkC1;i D
26666666664
A.
q 
kC1;i /r1
A.
q 
kC1;i /r2
:::
A.
q 
kC1;i /rN
I 
kC1;i
37777777775
: (6.55)
The predicted mean observation, output covariance, innovation covariance, cross-correlation
covariance, and gain are all calculated as per Eqns. (4.193)–(4.199). With the innovation kC1 of
Eqn. (4.200), the proxy MOI measurement is appended to the vector of attitude observations,
zkC1. The a posteriori state and covariance are then calculated according to Eqns. (4.201)–(4.202).
6.3 STRaND-1 Simulation
6.3.1 Simulation Setup
As described in [2], STRaND-1 is equipped with a detumbling controller which is initiated
following deployment from the launch vehicle. This controller relies on B-dot and Y-Thompson
control laws, and uses filtered magnetometer measurements for attitude rate knowledge. The
steady state for this controller is a spin of 2 deg/s about the y-axis. Another control mode available
on STRaND-1 uses the momentum wheels to bring the rotation rate about the y-axis to zero and
to dampen out any nutation rates about the x- and z- axes, approximately aligning the z-axis
with nadir. In the simulations presented in this chapter, it is assumed that the MOI estimators are
started from this ! D 03 steady state. Starting from this state gives !0 D 03, and the value of I
implicit in Eqn. (6.22) becomes inconsequential.
With the STRaND-1 body frame having been chosen to coincide with the principal axes of
the satellite, the STRaND-1 moment of inertia tensor is diagonal. It’s values were estimated from
software models to be
I1 D 0:00628 kg m2 I2 D 0:03382 kg m2 I3 D 0:03340 kg m2 (6.56)
when the solar panels are stowed, and
I1 D 0:00800 kg m2 I2 D 0:03500 kg m2 I3 D 0:03300 kg m2 (6.57)
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when the solar panels are deployed. Accordingly, to create a proxy MOI measurement Eqn. (6.24)
and Eqn. (6.26) can be used for arbitrary values of the angular velocity of the satellite.
There are three momentum wheels on STRaND-1, with the spin axis of each wheel lying
along one of the axes of the body frame. This gives
Hk D
nwX
jD1
Ab=j ;k QIj&j;k (6.58)
D QI11;1&1;k C QI22;2&2;k C QI33;3&3;k (6.59)
where &j;k is the angular velocity of the j th wheel about its rotation axis at tk , and where
QI11;1 D 1:5310 6 kg m2 QI22;2 D 2:4610 6 kg m2 QI33;3 D 2:4610 6 kg m2 (6.60)
are the components of the moments of inertia of each wheel about its respective spin axis.
Both gyro-based and gyroless versions of the MEKF and USQUE MOI estimators will be
included in the simulations. As the DMV algorithm has shown itself to be the superior attitude
integrator, and as Chapter 5 has shown that there are only minor dierences between the choice
of numerical integrators on the state estimate, the 6th order DMV will be the only numerical
integrator used with the gyroless attitude estimators.
Three scenarios will be considered in these simulations. Each scenario uses the same orbit
as the scenarios of Chapter 5; uses the full STRaND-1 sensor suite consisting of a TAM, a sun
sensor, and a nadir sensor; and uses the following initial conditions for the estimator: Oq0 D q Dp
2=2 Œ0 1 0 1T , O!0 D ! D 03 rad/s, Oˇ0 D ˇ D 03 rad/s, OI0 D Œ0:008 0:02 0:02T kg m2,
I D Œ0:00628 0:03382 0:03340T kg  m2, q D 5 deg, ! D 1 deg/s, ˇ D 0:1 deg/hr,
I D 0:01 kg m2, and RI D 1  10 10I3. With the exception of the deployment of the solar
panels, only minor variations in the STRaND-1 MOI are expected—such as those caused by the
use of thrusters, violation of the rigid body assumption of the satellite, thermal gradients. For this
reason the process noise associated with the MOI was taken to be very small, with 2I D 110 12
in Eqn. (6.46).
In the first scenario of 6.3.2 the estimators are run without any external torques present on
the satellite—only free rigid body motion. In the second scenario a gravity gradient torque is also
included, however it is not modelled in Eqn. (6.22). To adequately include the contribution of the
gravity gradient torque in Eqn. (6.22), the change in angular momentum of the satellite due to
Ngg would have to be calculated using numerical integration at each time step. Foregoing this
integration allows for the overall computational complexity of the estimators to be reduced. One
could approximate the integration of the torque with a low-accuracy numerical scheme, such as
the trapezoidal method, but doing this can lead to the accumulation of secular error between
t0 and tk—especially if that approximation is dependent on elements of an unconverged state
estimate, such as the satellite’s attitude—creating inaccurate proxy MOI measurements. In the
third and final scenario, torques from both drag and a satellite magnetic dipole are added. Thus,
this third scenario is the same as that of 5.5.3. As with the second scenario, these additional
torques will not be modelled in Eqn. (6.22), and the aects of having the relatively large magnetic
dipole torque will be observed and discussed.
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During the three scenarios presented in 6.3.2, each wheel is independently sped up to its
maximum value of 5000 rpm and then back down to 0 rpm five times over the course of one
orbital period, with a short pause after each wheel cycle to allow the filter to minimize error in the
state estimate.
The selection of the reference and anchor states, i.e. the state at t0 and the set of states tk from
which the fit is made, requires some prudence. Because the quantities appearing in Eqn. (6.23)
depend on the kinematic and dynamic components of the state estimate, error in the estimate
can have a large influence on the proxy MOI measurement—most especially if the anchor points
used for the fit have only a small variation in !k . To see why this is, consider the anchor points
illustrated in Fig. 6.1. In the bottom left of this figure, two anchor points—only separated by a
small variation in !k—and a figurative representation of their 3- error ellipsoids are shown.
Possible realizations of !i;k and i;k are drawn at the boundaries of the error ellipsoids, and lines
connecting these realizations demonstrate the wide range in the line’s slope—which by Eqn. (6.24)
would be the value of the moments provided by the fit—that are possible. In fact, with the error
ellipsoids drawn as is, it would be possible for the realizations of !i;k and i;k to produce a line
of arbitrary slope, and hence an arbitrary proxy MOI measurement. On the other hand, when
anchor points are selected which are more widely separated in !k—such as the leftmost and
rightmost anchor points illustrated in Fig. 6.1—the aect of statistical error in the state estimates
of the MOI fit is lessened proportional to the separation of the anchor points for comparable
error ellipsoids.
!i;k

i;
k
Figure 6.1 – The aect of state estimate error on the MOI least squares fit.
For this reason, it would be unwise to use subsequent state estimates as the sole anchor points
for the least squares fit—as one might be initially inclined to do—as subsequent state estimates
are likely to be close in !k . In the algorithms used for the simulations presented in 6.3.2, an
initial anchor point is selected just before each wheel is ramped up and down. As the wheel is
ramped up, a second anchor point is created from the last a posteriori state estimate, using as well
the measurements of the other needed quantities taken at the same time as the a posteriori state.
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From these two points !Ti !i is calculated and compared to some small, chosen number ". As the
initial anchor point is taken when !k  03, !Ti !i provides a measure of the separation in !k
of the anchor points. If !Ti !i > ", the fit is calculated from the anchor points and the result is
returned as the proxy MOI measurement. If !Ti !i  ", the MOI component of the previous
a posteriori state estimate is returned as the proxy MOI measurement. Using this methodology
also prevents numerical instabilities inherent in calculating
 
!Ti !i
 1
when !Ti !i is small from
creating poor proxy MOI estimates. For the simulations of 6.3.2, a value of " D 1  10 3 was
used.
Another way to mitigate the influence of error in state estimates on the least squares MOI
fit is to use more than the minimally required two anchor points for the fit. As the quantities in
Eqns. (6.22)–(6.23) must be stored for each anchor point used, the number of anchors points used
must be balanced against the memory resources available on the satellite. For the simulations
presented in 6.3.2, the two anchor points previously described are used as each wheel is spun
up. Then, when the wheel is at its maximum rotation rate, another anchor point is created and
stored. As the wheel is spun down three anchor points—the initial anchor point, the anchor point
at max &i;k , and the anchor point created from the last a posteriori state estimate—are used in
determining the proxy MOI measurement. Although a weighted least squares approach could be
used, with the anchor points being weighted inversely proportional to the standard deviation of
the state estimate components used for each anchor point, this was not done in these simulations.
6.3.2 Simulation Results
No External Torque
Without the presence of external torques in this simulation, Figs. 6.2–6.4 show the performance
of the gyro-based and gyroless MOI estimators, as well as the methodology used to determine the
proxy MOI measurements used within the estimators.
Fig. 6.2 shows the graph of i;k versus !i;k for all three axes using the true values of the
constants and variables in Eqns. (6.22)–(6.23). The purpose of this figure is to provide a visualiza-
tion of the fit being performed, and in the subsequent simulations will illustrate the influence of
torques on the linear least squares fit. Notice how the dierence in slope of the y- and z- axes is
apparent at small i;k .
Fig. 6.3 shows the true and estimated states in time. The dependence of the gyroless estimator
dynamics, explicitly, and the kinematics, implicitly, on the current MOI estimate is particularly
evident during the first cycle of the momentum wheels being ramped up and down. In the graph
of the angular velocity estimates it is seen that the x-axis momentum wheel is capable of producing
a larger torque on the satellite than the other two wheels. In the graph of the MOI estimates, all
estimators converge very quickly as each wheel is ramped up and down.
Fig. 6.4 shows the norm of the error in the state estimates in time. All estimators perform
well, converging within a short time frame to fairly small error. Not unexpectedly, the gyro-based
estimators converge to better angular velocity and MOI estimates. Although not apparent in
the norm of the errors, because the x-axis momentum wheel is capable of producing a larger
torque on the satellite, the Ixx MOI estimates have smaller error than those of Iyy and Izz for
all estimators.
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Figure 6.2 – MOI least squares fit for the torque-free scenario.
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Figure 6.3 – State estimates for the torque-free scenario.
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Gravity Gradient Torque
In this scenario gravity gradient torque is added to the simulation. As seen in Fig. 6.5, this causes
a perturbation to the linear relationship between i;k and !i;k for all three axes. However, this
perturbation is small and periodic, and as seen in Figs. 6.6–6.7 only introduces a small error in
the estimates of the angular velocity and the moments of inertia. As with before, Figs. 6.6–6.7
show that the error in the initial MOI estimate introduces error in the dynamic and kinematic
components of the state estimate. Yet, after the first cycle of wheel ramps performance is good—
even with the presence of the gravity gradient torque. The horizontal line of data points at the
top-right of Fig. 6.5 results from the gravity gradient torque causing there to be small angular
velocity components in each axis when i;k D 0—i.e., when &i;k D 0.
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Figure 6.5 – MOI least squares fit for the gravity gradient torque scenario.
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Figure 6.6 – State estimates for the gravity gradient torque scenario.
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Figure 6.7 – State estimate errors for the gravity gradient torque scenario.
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Full Torque Model
In this scenario gravity gradient, drag, and magnetic dipole torques are included in the truth
model, but only gravity gradient torque is accounted for in the estimators and none of the torques
are accounted for in the least squares fit. As expected, large unaccounted for torques have an
aect on the accuracy of the proxy MOI measurement, and this simulation empirically illustrates
gyroless MOI estimation performance in the presence of unmodelled torque. The torques are
modelled in this simulation as they were in 5.5.3–5.5.2, with the magnetic dipole torque being
approximately an order of magnitude larger than the gravity gradient torque.
Similar to the previous sections, Fig. 6.8 shows the least squares MOI fit data and is calculated
from truth. However, the fit data in Fig. 6.8 diers significantly from that of the previous simulations,
and is worth discussion. As was seen in the previous scenario, there is a horizontal line resulting
from non-zero angular velocity components when i;k D 0. The length of this line is larger than
before as the stronger magnetic dipole moment torque causes a greater variation in the angular
velocity of the satellite. Next, note that there are several distinct groups of least squares fit data
for each axis. As seen in the angular velocity graph of Fig. 6.9, because of the external torques
the satellite’s angular velocity can be—and most often is—non-zero at the start of the each wheel
being ramped. This results in the shifting of the fit groups of data away from the ! D 0 point,
with each fit group of data arising from an individual ramping of a momentum wheel up and
down. Lastly, the groups of fit data are no longer linear as a result of the unaccounted for torques.
However, this holds true only for the y- and z- axis—with the x-axis still remaining linear. The
reason for this is that the magnetic dipole moment was chosen to lie along the x-axis of the satellite
body frame and, by Eqn. (5.53), cannot produce any torque along that axis.
Figs. 6.9–6.10 show the results of the various estimation algorithms. Because of the influence
of the unaccounted for torques on the accuracy of the fit data, the measurement noise was
increased to RI D 1  10 7I33 in this simulation for all estimators. Unsurprisingly, as seen in
Fig. 6.10, the addition of the relatively large magnetic dipole torque causes a reduction in the
accuracy of the MOI state estimate by more than an order in magnitude. As is evident in the
graph of I and OI in Fig. 6.9, the MEKF estimators are more sensitive to changes in the proxy
MOI measurements than the USQUE estimators. Although the general trend of the USQUE
estimators might lead one to believe that higher accuracy in the MOI estimates could be achieved
if the simulation were run for a longer period, the accuracy demonstrated by all estimators at
the end of the first orbit is fairly representative of what can be obtained in the presence of the
unaccounted for torques.
Further insight into the behaviour of the estimators can be gained by taking into consideration
the true MOI of STRaND-1. As listed in Eqn. (6.57), for STRaND-1
I2 > I3 > I1 : (6.61)
In rigid body mechanics when all three principal moments of inertia of a body are dierent,
motion about the axes associated with the major and minor moments is stable while motion about
the axis corresponding to the intermediate moment in unstable. With the intermediate moment
of STRaND-1 corresponding to the z-axis of the body frame, a small torque about this axis when
!z is large—such as during the ramping up and down of the momentum wheel aligned with this
axis—can cause a large variation in all three angular velocity components. One of the places
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this is readily seen is in Fig. 6.8, where the greatest nonlinearity in the fit data corresponds to the
z-axis.
Another place the influence of the relative sizes of the STRaND-1 MOI is apparent in is the
angular velocity graph of Fig. 6.9. Consider what happens with the angular velocity components
during the ramps up and down of each wheel separately. First, when the x-axis wheel ramps
up and down torques on the satellite cause there to be a small change in the angular velocity
components about the y- and z- axes. As per Eqns. (6.4)–(6.6), the magnitude of this variation is
directly influenced by the products H1!3, H1!2, !3!1, and !1!2. The oscillations in !2 and
!3 during the ramp of the x-axis momentum wheel are largest during the fourth ramp, as a result
of the relatively large magnitudes of !2 and !3 at the first of the ramp. Although the magnitudes
of !2 and !3 are also large at the first of the fifth x-axis momentum wheel ramp, external torques
work to counteract the coupling of H1 with !2 and !3.
Even though the y-axis is the major axis of STRaND-1, each time the y-axis momentum
wheel is ramped up and down there is a large influence on !x . This arises from the augmentation
of the influence that !2!3 and H3!2 in Eqn. (6.4) have on P!1 due to I1—which is a divisor in
this equation—being an order of magnitude smaller than I2 and I3. The influence of torques
and coupling terms on !2 during the ramps of the y-axis momentum wheel are not as prominent
as those of !1 because I2  I3. When the z-axis momentum wheel is ramped up and down
the influence on the other two components is similar to that during the y-axis wheel ramp for
the reasons just described. However, this eect is further increased by the instability of rotating
about this intermediate axis—as is demonstrated by the change in magnitude of !x being greater
during the z-axis wheel ramp than it is during the y-axis wheel ramp.
Although the MOI estimators perform as well as can be expected in the presence of un-
accounted torques, the most judicious application of these estimators would be in conjunction
with an attitude controller which would keep the angular velocity vector of the satellite collinear
with the angular velocity vector of each momentum wheel as they sped up and down, and zero
otherwise. However, as control theory is beyond the scope of this thesis such a simulation will not
be covered here.
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Figure 6.8 – MOI least squares fit for the full torque model scenario.
206 Chapter 6. MOI Estimation
 1:00
 0:50
0:00
0:50
1:00
%
[N
D
]
q1
q2
q3
MEKF q1
MEKF q2
MEKF q3
GMEKF DMV6 q1
GMEKF DMV6 q2
GMEKF DMV6 q3
USQUE q1
USQUE q2
USQUE q3
GUSQUE DMV6 q1
GUSQUE DMV6 q2
GUSQUE DMV6 q3
 0:15
 0:10
 0:05
0:00
0:05
!
[r
ad
/s
]
w1
w2
w3
MEKF w1
MEKF w2
MEKF w3
GMEKF DMV6 w1
GMEKF DMV6 w2
GMEKF DMV6 w3
USQUE w1
USQUE w2
USQUE w3
GUSQUE DMV6 w1
GUSQUE DMV6 w2
GUSQUE DMV6 w3
0
1
00
0
2
00
0
3
00
0
4
00
0
5
00
0
6
00
0
0:010
0:020
0:030
0:040
t [s]
I
[k
gm
2
]
I1
I2
I3
MEKF I1
MEKF I2
MEKF I3
GMEKF DMV6 I1
GMEKF DMV6 I2
GMEKF DMV6 I3
USQUE I1
USQUE I2
USQUE I3
GUSQUE DMV6 I1
GUSQUE DMV6 I2
GUSQUE DMV6 I3
Figure 6.9 – State estimates for the full torque model scenario.
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Figure 6.10 – State estimate errors for the full torque model scenario.
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Computational Costs
Fig. 6.11 shows the computational cost of including the spacecraft MOI in the state vector of
the various estimators. As was done in Fig. 5.2, everything in Fig. 6.11 has been normalized by
the run time for the standard gyro-based MEKF. To aid with comparison against the standard
estimators of Chapter 5, the run times of these non-MOI estimators are overlaid as diagonal lines
on top of their MOI estimator counterparts. Because of the increase in the dimension of P zz
kC1
and subsequently of P zz
kC1, there is a large increase in the computational cost of inverting P
zz
kC1
in the calculation of the gain—whereas only a minimal cost increase is found in the MEKF-based
MOI estimators due to the Murrell implementation of those algorithms.
0 2 4 6 8 10 12
USQUE DMV6
USQUE
MEKF DMV6
MEKF
10:13
4:19
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Figure 6.11 – Normalized MOI estimator runtime.
6.4 Chapter Summary
In this chapter the gyro-based and gyroless estimators of Chapter 5 were extended to include the
estimation of the spacecraft moments of inertia. As with the gyroless geometric and non-geometric
estimators of Chapter 5, the research in this chapter was done for the STRaND-1 mission. The
purpose of including the moments of inertia in the estimation algorithms for the STRaND-1
satellite was to improve the estimates of the kinematic and dynamic components of the state
vectors—through their implicit and explicit dependence on the moments of inertia—and to allow
for a more accurate measurement of the performance of technologies being demonstrated on
STRaND-1—such as the pulsed plasma thrusters.
This chapter began with an explanation of how to create a proxy moment of inertia measure-
ment for a satellite from known quantities and state estimates taken at various times. It detailed
the complications which arise when applying this method in the presence of both known and
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unknown external torques on the satellite, how to handle known torques, and how to minimize the
adverse eects of unknown torques on the fidelity of the proxy moment of inertia measurements.
This chapter also provided an explanation of how the algorithms of the various estimators
need to be adapted in order to accommodate the estimation of the moments of inertia. This
included discussing the new state and error state vectors for the estimators of Chapter 5; the
derivation of the new F , ˚ , G, and Q matrices; the additional measurement models needed
for incorporating the proxy moment of inertia measurements; and the necessary changes to the
prediction and update steps.
This chapter demonstrated the performance of these estimators through simulations modelled
after the STRaND-1 mission. These simulations demonstrated how the estimators perform under
ideal situations, and how they perform in the presence of various known and unknown torques—
with best practices discussed in the event of large, unknown torques. The relative computational
costs of these estimators was shown, both in relationship to each other and to the estimators of
Chapter 5—quantifying the increase in computational costs of performing the estimates of the
moments of inertia along with the kinematic and dynamic components of the attitude state.
Novel contributions to the state of the field provided by the research presented in this chapter
include:
i. Explicit algorithms for gyro-based attitude-MOI estimation. Although literature covering gyro-
based estimation often mentions that such estimators can be extended to estimate
the spacecraft’s MOI, the method for accomplishing this is usually not presented.
This chapter explicitly presents such a method for extending the gyro-based MEKF
and USQUE algorithms to include MOI estimation.
ii. Algorithms for gyroless attitude-MOI estimation. The geometric and non-geometric gy-
roless algorithms of Chapter 5 were extended to include MOI estimation. The
complications of estimating the MOI on gyroless spacecraft were described.
iii. Insights and methodologies for the creation of a proxy MOI measurement in the presence of unmodelled
torques for gyroless spacecraft. Although the determination of a spacecraft’s MOI from a
least squares fit is not new, the approach typically presented relies on there being no
external torques on the spacecraft. Moreover, methods for determining a spacecraft’s
MOI sequentially using an estimator in the presence of external torques often
rely on gyro-based algorithms, where the influence on imprecise MOI knowledge
doesn’t have a detrimental eect on the estimation of the attitude dynamics or
kinematics. This research provides insight into the problems of creating proxy MOI
measurements on-board gyroless spacecraft in the presence on unmodelled torques,
and presents ways of mitigating the error arising from unmodelled external torques
on the MOI measurement.
iv. Results of the performance of these estimators using realistic simulations modelled after the STRaND-
1 mission. The key insight provided by these simulations is the influence of varying
degrees of unmodelled torques on estimator performance. If a large, unknown
torque operates on STRaND-1 using an attitude controller simultaneously with
the MOI estimators is recommended. If the largest external torque operating on
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STRaND-1 is the gravity gradient torque, then these MOI estimators can run with no
more control than the ramping up and down of each momentum wheel—although
best results would be achieved by damping out all angular velocity components using
STRaND-1’s nadir-pointing controller in between each set of momentum wheel
ramps.
7 The Scaled Harmonic Form
Early in the 17th century, Johann Kepler’s study of Tycho Brahe’s astronomical data led him to
discover the basic laws of the orbits of the planets. Among these laws, is that the orbits of the
planets are ellipses with the sun at one focus [154]. Indeed, an object freely-falling in a Keplerian
gravitational field
V.r/ D  
r
(7.1)
will follow a conic section. For these Keplerian orbits, the orbital plane is constant in time; and for
elliptical Keplerian orbits the orbit is closed. However, Eqn. (7.1) assumes, among things, that the
central body is spherical and homogeneous—an ideal not generally realized in nature.
When the central gravitational body is not spherical or homogeneous, its gravitational field
cannot be described by Eqn. (7.1) but instead by a spherical harmonic expansion1. In this case
the orbits of its satellites are generally no longer closed and are further acted upon by torques
produced when the gravitational force vector is displaced from the radial vector. This causes both
periodic and secular variations in the satellite’s orbital elements. Aside from the influence of an
aspherical or inhomogeneous central body, further real-world deviations of a satellite’s orbit from
a Keplerian one include relativistic eects and forces such as the gravitational pull of other bodies,
atmospheric drag, and solar radiation pressure.
Unfortunately, exact analytical solutions to the dierential equations resulting from including
these additional factors do not exist. However, many analytical solutions based on approximations
to the generalized perturbed Kepler problem have been developed. Among the most prominent
of these are those developed by Kozai and Brouwer, published back-to-back in the November
1959 issue of The Astronomical Journal [175, 176]2. Kozai’s theory was based on the variation of
parameters, used an averaging of classical orbital elements, assumed an oblate planet, and didn’t
account for any additional force models such as drag. It broke down at the critical inclination
and when either the eccentricity or inclination were small, although he did provide alternative
solutions for these latter two cases. Brouwer’s theory was based on a Hamiltonian formulation of
the problem—using Delaunay elements instead of classical orbital elements—and used successive
canonical transformations to simplify the problem through the introduction of action-angle
coordinates following an earlier similar approach by von Zeipel [178]. Like Kozai’s method,
Brouwer’s original work did not include drag and broke down at the critical inclination and for
zero eccentricity and inclination. However, Brouwer’s method was improved upon by subsequent
1See [174, 154] for details.
2A fairly good overview of the work produced leading up to that of Kozai and Brouwer can be found in [177].
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research. In 1961 Brouwer and Hori [179] provided a solution which included a simplified drag
model. Solutions involving improved drag models were subsequently developed by Lane and
Fitzpatrick in 1962 [180], Lane in 1965 [181], and Lane and Cranford in 1969 [182]. In 1963
[183], Lyddane fixed the singularities at zero eccentricity and inclination, and in 1969 [184]
Deprit fixed the singularity at the critical inclination. The eects of the gravitational pull on a
satellite in Earth’s orbit from the Moon and Sun were included by the work of Hujsak in 1979
[185].
Another analytical solution worth mentioning—as it is used in the orbit determination software
on SSTL satellites—is that of Hashida and Palmer in 2001 [186]. Their work is based on an
epicycle model of the satellite’s orbit and assumes an oblate planet, although it was later expanded
in 2002 to incorporate tesseral harmonics [187]. It is only valid for orbits with small eccentricity,
but works for any inclination. It provides solutions up to second order, but doesn’t include any
additional force models aside from those due to the non-Keplerian gravitational potential of the
central body.
All of these analytical models are not only limited in their accuracy at epoch, but more
importantly exhibit secular error growth in their solutions. This can pose a problem for satellites
lacking the resources required to run their payload whilst performing numerical solutions or
continuously running a global navigation satellite system (GNSS) receiver to maintain orbit
knowledge—as payloads dependent upon orbital knowledge can suer from errors introduced by
the analytical solutions. For this reason, a new approach for deriving temporally stable analytical
solutions to perturbed harmonic systems, such as the perturbed Kepler problem, is presented in
this chapter. This approach is known as the Scaled Harmonic Form (SHF), and is particularly
applicable to systems exhibiting a superposition of short- and long-periodic motion. Although
the application of the SHF to the perturbed Kepler problem is still in development, preliminary
results are presented here to demonstrate the potential the SHF has for producing an analytical
orbital model that is less prone to secular error growth than existing models. Such a model will
allow for accurate orbit prediction while relying less on orbit determination instrumentation, such
as GNSS receivers, resulting in minimal resource expenditure while maintaining high fidelity orbit
knowledge.
This chapter begins with a general overview of the SHF methodology in 7.1. Then, as
the orbits of satellites under the influence of perturbed Keplerian potentials can be viewed
geometrically as a superposition of the motion of the orbital plane with respect to an inertial
frame, the motion of an osculating Keplerian orbit upon the orbital plane, and the motion
of the satellite upon the Keplerian orbit—as depicted in Fig. 7.1—the SHF is then applied to
the modelling of the angular momentum vector for a satellite in a near-circular orbit under
the influence of a J2 potential field; that is, to the modelling of the motion of the satellite’s
orbital plane with respect to an inertial frame. 7.2.1 derives and simplifies the equations of
motion for a satellite in an axisymmetric potential. Then, assuming a near-circular orbit in a J2
potential, in 7.2.2 the SHF is applied to the modelling of the angular momentum vector. 7.2.2
also presents three simulations demonstrating the behaviour of the SHF angular momentum
model—alongside the angular momentum produced by the Brouwer and Epicycle analytical orbit
models—demonstrating the increased temporal stability of solutions produced from application
of the SHF formulation.
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7.1 Basic SHF Theory
Often in perturbed harmonic systems, such as the perturbed Kepler problem, one finds that the
dynamics consist of short-term, small amplitude periodic motion superimposed upon long-term,
large amplitude periodic motion. This results in components of the motion which exhibit a
behaviour similar to that which is shown in Fig. 7.2.
Most typically, such perturbed harmonic systems do not have an exact analytical solution,
requiring approximations to be made. These approximations may involve the averaging of terms
or a series expansion. To maintain the fidelity of a solution derived from such approximations,
it is important that these approximations introduce no secular change between truth and the
analytical model. For example, a series expansion is only valid in the neighbourhood about which
the expansion is performed, and a mismatch between model and truth in the fundamental large-
amplitude, long-periodic frequency will cause a divergence between the model and truth—resulting
in a breakdown of the series expansion and secular error growth.
However, for harmonic systems the solution to the long-term periodic motion is known; it is
given by the sine and cosine functions. If this long-periodic motion could somehow be extracted
from the short-periodic motion, it could be solved exactly—without the need for a series expansion
or even perhaps any averaging. Then, if a series expansion is required to solve the short-periodic
motion, by expanding about the exact solution of the long-periodic motion the solution to the
short periodic-motion will always remain near truth, i.e., to within the amplitude of the short-
periodic motion. This is the basic idea of the approach using the scaled harmonic form, where
the separation of the long-periodic dynamics from the short-periodic dynamics is performed by a
scaling of the independent variable using the chain rule from calculus.
For example, let the r of Fig. 7.2 be a unit vector whose components x and y have the
dierential equations
Px D f .x; y/ (7.2)
Py D g.x; y/ : (7.3)
The key idea of the scaled harmonic form is to find a function h.x; y/ such that Eqns. (7.2)–(7.3)
can be put into the form
Px D ˙h.x; y/y (7.4)
Py D ˙h.x; y/x ; (7.5)
where  is a constant. Then, using the chain rule from calculus, h.x; y/ can be extracted from
Eqns. (7.4)–(7.5). Introduce a scaled time 
dx
d
d
dt
D ˙h.x; y/y (7.6)
dy
d
d
dt
D ˙h.x; y/x ; (7.7)
and define
d
dt
 h.x; y/ ; (7.8)
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giving
dx
d
D ˙y (7.9)
dy
d
D ˙x : (7.10)
Dierentiating Eqns. (7.9)–(7.10) with respect to  then gives
d2x
d2
D ˙dy
d
D ˙2x (7.11)
d2y
d2
D ˙dx
d
D ˙2y : (7.12)
Eqns. (7.11)–(7.12) are the dierential equations for unforced harmonic motion3, and give the
long-periodic dynamical motion in terms of the scaled time  . The solutions to Eqns. (7.11)–(7.12)
are given by sine and cosine functions, e.g.
x D cos./ (7.13)
y D sin./ ; (7.14)
for the initial conditions x. D 0/ D 1 and y. D 0/ D 0. However, Eqn. (7.8) must still be
integrated, giving  as a function of timeZ
d D    0 D
Z
h.x; y/dt : (7.15)
By performing this integration and substituting the resulting  into Eqns. (7.13)–(7.14), the full
solutions for x and y with respect to t are obtained.
A couple of points are important to note about the scaled harmonic form. First, as simple
as the general idea is, the diculty is in finding the appropriate function h—which is the same
for both Eqn. (7.4) and Eqn. (7.5). For complicated dynamics, this can prove to be a challenge.
However, if the system does exhibit long-periodic motion then it stands to reason that such a
function can be found. Next, assuming that h can be found, as  is a constant it could be either
absorbed into the definition of h or not. If absorbed into h, the frequency of the long-periodic
motion with respect to  simply becomes 1 Hz, i.e., 2-periodic; if  is not absorbed into h it
becomes the frequency of the long-periodic dynamics with respect to  . Either choice is acceptable,
with an absorbed into h simply acting as a scale factor on h—and whether chosen to be unity or
not,  is always slow when compared to oscillations in h. Furthermore, note that the  produced
by performing the integration in Eqn. (7.15) not only can—but most likely will—result in a scaled
time that goes backwards and forwards. There is no requirement that  be a monotonically
increasing function.
Another very important point is that the solutions given by Eqns. (7.13)–(7.14) are exact in
—no series expansion has been performed. If h can be found and a dynamics system requires a
3For harmonic systems being acted upon by non-conservative forces, such as the drag on a satellite, a forcing term
would appear in Eqns. (7.11)–(7.12).
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series expansion in order to be solved, then the series expansion will arise in Eqn. (7.15). However,
Eqn. (7.15) gives the short-periodic motion, which is typically of small amplitude. This is critical
because, by expanding about the long-periodic motion of Eqns. (7.13)–(7.14), the expanded
dynamics will remain close to the expansion point—removing secular error growth and yielding a
temporally-stable analytical solution to the complete dynamics.
The last point to note is that when dealing with a quantity that is not a unit vector, and if
the magnitude of said quantity is changing and needs to be known, this needs to be handled
separately.
7.2 SHF Theory and the Perturbed Kepler Problem
Elliptical orbital motion can be geometrically viewed as the superposition of three dynamical
entities: i. the motion of the orbital plane, ii. the motion of the orientation of the elliptical orbit
upon the orbital plane, and iii. the motion of the satellite on the elliptical orbit. In 7.2.1 the
analytical approach to this problem using the scaled harmonic form will be demonstrated for the
motion of the orbital plane of a satellite in a near-circular orbit in an axisymmetric potential.
Specifically, the SHF will be used to model the angular momentum vector, which by definition
is always perpendicular to the orbital plane. Although this is not a solution to the full problem,
it demonstrates how the SHF is used, the utility of finding the SHF for a perturbed harmonic
problem, and lays the groundwork for the remainder of the problem.
7.2.1 Equations of Motion for an Axisymmetric Potential
As given by [186], an axisymmetric gravitational potential can be expressed in terms of a spherical
harmonic expansion using spherical coordinates as4
V.r; / D  
r
"
1  
1X
`D2
J`

R
r
`
P` .cos /
#
; (7.16)
where the origin of the spherical coordinate frame is assumed to coincide with the centre of
mass of the central body, r is the radial vector of the satellite,  is the polar angle,  is the
standard gravitational constant of the body, R is the mean equatorial radius of the body, J` is
the un-normalized `th-order zonal spherical harmonic coecient, and P` .cos / is a Legendre
polynomial of order `. The summation in Eqn. (7.16) begins at two because ` D 0 corresponds
to a Keplerian potential, given by the 1 in front of the sum, and ` D 1 gives no contribution as
the origin of the frame is at the centre of mass of the central body.
4Rigorously, this is the specific potential, where the true potential is the specific potential multiplied by the mass of
the satellite. As the satellite’s mass cancels out of the equations of motion, it is often not included to begin with. This
practice will be followed throughout this chapter in all equations.
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Rewriting Eqn. (7.16) as
V.r; / D  
r
C U.r; / (7.17)
U.r; /  
r
1X
`D2
J`

R
r
`
P` .cos / (7.18)
to separate out the Keplerian contribution from the higher-order spherical harmonic contributions,
the Lagrangian is given as
LD T   V D 1
2

Pr2 C r2 P2 C r2 P2 sin2 

C 
r
  U ; (7.19)
where  is the azimuthal angle and
v D Prer C r Pe C r P sin e (7.20)
is the satellite velocity in spherical coordinates. For some coordinate q, the Euler-Lagrange
equations of motion are
d
dt

@L
@ Pq

  @L
@q
D 0 : (7.21)
Hence, the Euler-Lagrange equations for the spherical coordinates r ,  , and  are
Rr   r
 P2 C P2 sin2  D   
r2
  @U
@r
(7.22)
d
dt

r2 P

  r2 P2 sin  cos  D  @U
@
(7.23)
d
dt
 
r2 P sin2  D 0 : (7.24)
Eqn. (7.24) can be integrated directly, yielding
Jz D r2 P sin2  ; (7.25)
a constant of the motion. To see that this is the case, note that with r D rer , Eqn. (7.20), and the
definition of orbital angular momentum
J D r  v ; (7.26)
the angular momentum in spherical coordinates is
J D  r2 P sin e C r2 Pe ; (7.27)
In terms of Cartesian unit vectors, the spherical coordinate unit vectors are
er D sin  cosi C sin  sinj C cos k (7.28)
e D cos  cosi C cos  sinj   sin k (7.29)
e D   sini C cosj : (7.30)
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By expressing the e and e of Eqn. (7.34) using their Cartesian coordinate representations
Eqns. (7.29)–(7.30) and then taking the dot product of the result with each Cartesian unit vector,
the Cartesian components of the angular momentum vector are seen to be
Jx D  
h
r2 P sin C r2 P sin  cos  cos
i
(7.31)
Jy D
h
r2 P cos   r2 P sin  cos  sin
i
(7.32)
Jz D r2 P sin2  : (7.33)
Eqn. (7.33) verifies Eqn. (7.25). Having made this verification, P can be removed from Eqn. (7.27)
and Eqns. (7.31)–(7.32)
J D Jz
sin 
e C r2 Pe (7.34)
Jx D  
h
r2 P sin C Jz cot  cos
i
(7.35)
Jy D
h
r2 P cos   Jz cot  sin
i
: (7.36)
Eqns. (7.22)–(7.23) can also be simplified by substituting in
P D Jz
r2 sin2 
: (7.37)
Doing this for Eqn. (7.22) gives
Rr   r P2   J
2
z
r3 sin2 
D   
r2
  @U
@r
Rr   J
2
r3
D   
r2
  @U
@r
(7.38)
where
J2 D J
2
z
sin2 
C

r2 P
2
(7.39)
by Eqn. (7.34). To simplify Eqn. (7.23), substitute in Eqn. (7.37) and multiply by r2 P
d
dt

r2 P

  J
2
z cos 
r2 sin3 
D  @U
@
1
2
d
dt

.r2 P/2 C J
2
z
sin2 

D  r2 P @U
@
d
dt
 
J2
 D  2r2 P @U
@
: (7.40)
Altogether, Eqns. (7.22)–(7.24) simplify to
Rr   J
2
r3
D   
r2
  @U
@r
(7.41)
d
dt
 
J2
 D  2r2 P @U
@
(7.42)
P D Jz
r2 sin2 
; (7.43)
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and govern the motion of a satellite in the potential field given by Eqns. (7.17)–(7.18).
7.2.2 Orbital Plane Motion of a Near-circular Orbit
Up until this point, the only assumption that has been made is that the potential field V.r; / is
axisymmetric. Now, to see how the SHF is used, the assumption of a near-circular orbit is also
made. In this case, let the radial vector of the satellite be
r D aC s (7.44)
where a is a constant—the radius of a circular Keplerian reference orbit—and s is a first order
variation5. Looking at the right hand side of equation Eqn. (7.42), note that @U
@
is a first order
quantity. Since the multiplication of two first order variables produces a second order variable, to
first order Eqn. (7.42) is
dJ2
dt
D  2a2 P @U.a; /
@
(7.45)
Using the chain rule for d J
2
dt
, Eqn. (7.45) becomes
dJ2
d
D  2a2 @U.a; /
@
: (7.46)
Integrating gives
J2 D J20   2a2U.a; / ; (7.47)
where the constant of integration, J20, is chosen to be the square of the angular momentum of the
circular Keplerian reference orbit
J20 D a : (7.48)
As Jz is constant, developing a model for the precession of the angular momentum vector
reduces to modelling the projection of the angular momentum vector onto the equatorial plane.
First, take the derivative of the definition of angular momentum given by Eqn. (7.26)
PJ D r  Pv : (7.49)
By Newton’s second law
Pv D  rV D   
r3
r   rU ; (7.50)
and Eqn. (7.49) becomes
PJ D  r  rU : (7.51)
Next, by dotting the i and j Cartesian unit vectors into PJx and PJy , respectively, and by noting that
rU D @U
@r
er C 1
r
@U
@
e ; (7.52)
5That is, on the order of U.r; /, which dominated by the spherical harmonic expansion coecients. These
coecients are much smaller than one. For example, the largest coecient is when ` D 2 and is given by J2 D
1:0826269  10 3 [154].
7.2. SHF Theory and the Perturbed Kepler Problem 219
gives
PJx D
@U
@
sin ; (7.53)
PJy D  
@U
@
cos : (7.54)
To handle the orientation and magnitude of the angular momentum separately, let
J  JmC Jzk (7.55)
where
m  m1i Cm2j : (7.56)
Therefore, the magnitude of the projection of the angular momentum vector onto the equatorial
plane is given by J , while its orientation is given by the unit vector m. Explicitly,
m1 D Jx
J
(7.57)
m2 D
Jy
J
(7.58)
J2 D J 2 C J2z : (7.59)
The temporal evolution of m is found by taking the time derivative of m1 as given by
Eqn. (7.57)
Pm1 D
PJx
J
  Jx
J 3
J PJ : (7.60)
Taking the derivative of J2, as given in equation (7.59), and equating it to equation (7.42) gives
J PJ D  r2 P @U
@
: (7.61)
Substituting this into equation (7.60) gives
Pm1 D 1
J 2
h
.r2 P/m1 C J sin
i @U
@
: (7.62)
By following similar procedures for Pm2, it can be shown that
Pm2 D 1
J 2
h
.r2 P/m2   J cos
i @U
@
: (7.63)
Note that Eqns. (7.62)–(7.63) are almost in the SHF, cf. Eqns. (7.4)–(7.5). What is needed
is for the term in the brackets of Eqn. (7.62) to be dependent on m2 and Eqn. (7.63) on m1,
whereas now only the first component in the brackets is dependent upon m1 or m2—and the
wrong one at that. To get Eqns. (7.62)–(7.63) into the SHF, multiply Eqn. (7.31) by r2 P , then
multiply Eqn. (7.32) by Jz cot  , and add the resulting equations to get
.r2 P/Jx C JyJz cot  D  
h
.r2 P/2 C J2z cot2 
i
sin : (7.64)
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By equation Eqn. (7.39)h
.r2 P/2 C J2z cot2 
i
D J2   J
2
z
sin2 
C J2z cot2  (7.65)
D J2   J2z (7.66)
D J 2 ; (7.67)
by which equation Eqn. (7.64) can be written
.r2 P/m1 C J sin D  Jz cot m2 : (7.68)
In a similar fashion, by multiplying Eqn. (7.31) by Jz cot  , Eqn. (7.32) by r
2 P , and then subtracting
the former from the latter, gives
.r2 P/m2   J cos D Jz cot m1 : (7.69)
By substituting Eqn. (7.68) and Eqn. (7.69) into Eqn. (7.62) and Eqn. (7.63), respectively, results in
Pm1 D   Jz
J 2
@U
@
cot m2 (7.70)
Pm2 D Jz
J 2
@U
@
cot m1 : (7.71)
Eqns. (7.70)–(7.71) give the equations for Pm1 and Pm2 in a form that can be used for the SHF. At
this point the chain rule could be used
dm1
d
P D Jz
J 2
cos 
dU
d
m2 (7.72)
dm2
d
P D   Jz
J 2
cos 
dU
d
m1 ; (7.73)
and the definition
P  Jz
J 2
cos 
dU
d
(7.74)
be made, to obtain
dm1
d
D m2 (7.75)
dm2
d
D  m1 : (7.76)
However, the solution of Eqn. (7.74) would involve integrating the inverse of the  -dependent
variables on right hand side. Furthermore,  isn’t a very convenient reference angle to use as the
independent variable when extending the solution to include the full dynamics of the satellite—as
opposed to just its orbital plane. A more convenient angle, one which will also allow for a more
straightforward integration, is the argument of latitude —the angle from the ascending node to
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the satellite, measured in the orbital plane. But first, introduce u  cos  to remove the explicit
dependence upon cot 
@U
@
cot  D  @U
@u
sin  cot  D  u@U
@u
(7.77)
so that
Pm1 D Jz
J 2
u
dU
du
m2 (7.78)
Pm2 D   Jz
J 2
u
dU
du
m1 : (7.79)
Before continuing from Eqns. (7.78)–(7.79) with the SHF, a relationship for u D u./ must
be found. In order to find u./, the equation governing the evolution of the magnitude of the
angular momentum vector is used. As the angular momentum vector is always perpendicular to
the orbital plane, its magnitude is [188]
J D r2 P : (7.80)
For the circular Keplerian reference orbit this becomes
J0 D a2 P0 ; (7.81)
which is valid for the true orbit up to first order. Squaring equation Eqn. (7.81) and equating it to
the first order expression of Eqn. (7.39) in r gives
P20 D P2 C
J2z
a4 sin2 
: (7.82)
Using the chain rule on P and substituting in Eqn. (7.81) gives
d
d
2
D 1   J
2
z
J2 sin2 
: (7.83)
Using the chain rule on dd , and the trigonometric identity sin
2  D 1   u2, gives6
du
d
2
D 1   u2   J
2
z
J2
: (7.84)
Next, define the magnitude of the angular momentum vector as the angular momentum of
the circular reference orbit, equation Eqn. (7.48), plus a small first-order perturbation j
J D J0 C j : (7.85)
6When dealing with first-order relationships, the approximation .1C x/n  1C nx for x  1 will be frequently
used.
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Substituting Eqn. (7.85) and Eqn. (7.48) into Eqn. (7.47) and simplifying gives
P0j D  U.a; / : (7.86)
Up until this point the only assumption placed on the potential, U.r; /, is that it is axisymmetric.
However, for the remainder of this derivation, consider only the ` D 2 ! J2 term of this
potential. Namely, let
U.r; u/ D  
r
J2

R
r
2 1
2
.3u2   1/ (7.87)
where u  cos  as before and where [188]
P2.u/ D 1
2
.3u2   1/ : (7.88)
To first order, the potential Eqn. (7.87) is expressed as
U.a; u/ D  
a
J2

R
a
2 1
2
.3u2   1/ (7.89)
D  P0ƒ1
2
.3u2   1/ (7.90)
where the constant ƒ is defined as
ƒ  1P0

a
J2

R
a
2
: (7.91)
By solving Eqn. (7.86) for j and substituting this and Eqn. (7.90) into the definition for J given
by Eqn. (7.85), produces
J D J0  
1
2
ƒC 3
2
ƒu2 (7.92)
D J1 C
3
2
ƒu2 (7.93)
where
J1  J0  
1
2
ƒ : (7.94)
By squaring equation Eqn. (7.93), only keeping first order terms, and substituting it into
equation Eqn. (7.84) gives 
du
d
2
D 1   u2   
2
1C 3u2 (7.95)
where
  ƒ
J1
; (7.96)
  Jz
J1
: (7.97)
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Expanding Eqn. (7.95) to first order gives
du
d
2
D .1   2/   .1   32/u2 : (7.98)
In order to find the solution to Eqn. (7.98), first find uc  u for the case when
  du
d
2 D 0.
This gives
u2c D .1   2/.1C 32/ (7.99)
which can be written as
.1   2/ D .1   32/u2c ; (7.100)
Substituting Eqn. (7.100) into Eqn. (7.98) and simplifying givesZ
d D 1p
1   32
Z
dup
u2c   u2
: (7.101)
Integrating results in
u D uc sin./ ; (7.102)
or equivalently,
 D 1

arcsin

u
uc

; (7.103)
where
2  1   32 : (7.104)
Having an analytic expression for u D u./, given by Eqn. (7.102), Eqns. (7.78)–(7.79) can be
put into the SHF. Consider Eqn. (7.78) for Pm1 first. Substituting Eqn. (7.102) and Eqn. (7.90) into
Eqn. (7.78), and only keeping the first order terms
dm1
d
D  3u2c
ƒJz
J20   J2z
m2 sin2./
D  3u2c

1   2m2 sin
2./ : (7.105)
Similarly, Eqn. (7.79) becomes
dm2
d
D 3u2c

1   2m1 sin
2./ : (7.106)
Next, the scaling of the independent variable is performed in order to remove the short-periodic
variations. Using the chain rule on Eqn. (7.105) and Eqn. (7.106) gives
dm1
d
d
d
D  3u2c

1   2m2 sin
2./ (7.107)
dm2
d
d
d
D 3u2c

1   2m1 sin
2./ : (7.108)
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By defining
d
d
 sin2./ (7.109)
Eqns. (7.107)–(7.108) become
dm1
d
D  3u2c

1   2m2 D  m2 (7.110)
dm2
d
D 3u2c

1   2m1 D m1 ; (7.111)
where the constant
  3u2c

1   2 (7.112)
is the harmonic frequency of m1 and m2 with respect to  . Dierentiating Eqns. (7.110)–(7.111)
with respect to  gives
d2m1
d2
C2m1 D 0 (7.113)
d2m2
d2
C2m2 D 0 : (7.114)
The sine and cosine functions both satisfy each of these equations. However, m1 and m2 are
components of the unit vector m, cf. Eqn. (7.56). Therefore, one of Eqns. (7.113)–(7.114) will be
satisfied by the sine function, while the other the cosine function. Making the choice that m is
coincident with the x-axis of the inertial frame at  D 0 gives
m1 D cos./ (7.115)
m2 D sin./ : (7.116)
Eqn. (7.109), governing the short-periodic motion, still needs to be integrated to give the
relationship  D ./:
d
d
D sin2./ D 1
2
Œ1   cos .2/Z
d D 1
2
Z
Œ1   cos .2/ d
 D 
2
  1
4
sin.2/C 0 : (7.117)
This gives the final relationship required to model the orientation and magnitude of the angular
momentum vector with respect to the argument of latitude. Table 7.1 provides a summary of
the pertinent equations and definitions. In order to model these quantities with respect to time, a
relationship for  D .t/ is required. This is done in conjunction with solving the radial equation
of the satellite, Eqn. (7.41). However, this work is not presented as part of this thesis.
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Also, notice that the choices Eqn. (7.44) and Eqn. (7.48) result in the matching of the energy
of the circular Keplerian reference orbit to that of the true orbit, to first order—the order of the
solutions outlined in Table 7.1. To see that this is the case, first note that
d
dt

J2
2r2

D  @U
@
P   J
2
r3
Pr : (7.118)
Multiplying equation Eqn. (7.41) by Pr , equation Eqn. (7.41) can be written as
Pr Rr C d
dt

J2
2r2

C @U
@
P D   
r2
Pr   @U
@r
Pr : (7.119)
Integrating gives
E D 1
2
Pr2 C J
2
2r2
  
r
C U ; (7.120)
where the constant of integration is the energy, E . For a near-circular orbit Pr D Ps, giving to first
order
E D 1
2
Ps2 C J
2
2
1
.aC s/2  

.aC s/ C U
D J
2
2a2

1   2s
a

  
a

1   s
a

C U
D
"
J20
2a2
  
a
#
C s
a
"

a
  J
2
0
a2
#
D
h a
2a2
  
a
i
C s
a
h
a
  a
a2
i
D   
2a
; (7.121)
which is the energy of the circular Keplerian reference orbit. That this is the case is rather
important. The energy of an orbit is directly related to the orbital period which, if mismatched,
would result in secular error grow in the SHF solutions.
Table 7.1 – SHF Angular Momentum Model for a Near-circular Orbit
With the argument of latitude  as the independent variable, the angular momentum
of a satellite in a near-circular orbit in an axisymmetric J2 potential can be modelled to
first-order using the SHF as:
J  Jm1i C Jm2j C Jzk
J 2 D J2   J2z
Table 7.1 continued on next page...
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Table 7.1 – SHF Angular Momentum Model, Continued
J D J1 C 32ƒu2
m1 D cos./
m2 D sin./
 D 
2
  1
4
sin.2/C 0
where
u D uc sin./
u2c D .1   2/.1C 32/
2 D  32
 D ƒJ1
 D JzJ1
 D 3u2c 1 2
J1 D J0   12ƒ
J0 D a2 P0
ƒ D 1P0

a
J2

R
a
2
r D aC s
In these equations, a is the semi-major axis, J0 the angular momentum, and P0 the mean
motion of a circular Keplerian reference orbit with the same energy as the true orbit.
Simulation Results
In this section the SHF angular momentum model is tested against the momentum produced by
two analytical orbit models: Simplified General Perturbations 4 (SGP4) and Epicycle. SGP4 is
the most common analytical orbit model used today, and is based upon the analytical solution
derived by Brouwer [176] and extended by Brouwer and Hori [179], Lyddane [183] and Lane et
al. [180, 181, 182]. Details on the SGP4 model can be found in [189, 190, 191], and code for a
modern implementation of SGP4 can be obtained at [192]. The Epicycle model was developed
by Hashida and Palmer [186] and is used as the orbit model for many SSTL and SSC missions.
As available SGP4 software readily accepts TLE data as an initial state—and as the Epicycle
parameters can also be directly determined from TLE data [193]—the initial state for the angular
momentum simulations was created from an assumed TLE set. The corresponding classical orbital
elements for this initial state are listed in Table 7.2. As SGP4 software also uses the third and
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fourth order zonal terms, J3 and J4, these were set to zero. B, the TLE drag coecient, was
also set to zero as the eects of drag are not considered for these simulations.
Because of the periodic variations in the orbital elements due to the potentialU , the parameters
of analytical models need to be chosen such that they are independent of the phase of the satellite
in its orbit. For example, in the Brouwer theory behind SGP4 mean elements are derived and used;
these are the quantities listed in the TLE of a satellite. For the Epicycle model, transformations exist
between Brouwer’s mean elements and the mean set of Epicycle parameters [193]; alternatively,
methods exist for fitting the Epicycle model parameters to a batch of inertial position and velocity
vectors [194]. The former of these approaches is what was used for the Epicycle model in the
simulations presented here. For the SHF model there are four principal parameters that need
to be determined: J0, ƒ, , and 0. Although it would be ideal to develop a methodology for
determining the best mean parametrizations of these constants, for these simulations they were
simply determined from a fit to the inertial position and velocity vectors. The SRKN6b method,
whose stages are given in Eqn. (3.59), was used to geometrically integrate the Euler-Lagrange
equations to represent truth.
The results of three simulations are shown. The initial conditions of the first simulation
are listed in Table 7.2. This simulation represents a worse case scenario for a changing angular
momentum vector—an orbit with a large torque on the centre of mass of the satellite: having
a small but non-zero inclination, a small semi-major axis, and low eccentricity. In the second
simulation, the eccentricity is increased by an order of magnitude to e D 0:01. Although SGP4
can be applied to eccentric orbits, both the Epicycle and near-circular SHF models assume small
eccentricity. Hence, the second simulation demonstrates the fidelity of these models as their
underlying assumptions are pushed to their boundaries. For the final simulation the eccentricity
is increased again by an order of magnitude to e D 0:1. In order to maintain the orbit, the
semi-major axis is also increased to a D 7209:58 km.
For each simulation four figures are provided. The first of these shows the dierence between
the true magnitude of the angular momentum vector, as given by the SRKN6b integration, and
the magnitude of the angular momentum vector predicted by each model. This is normalized
by the true magnitude of the angular momentum vector so that the significant digit at which
the dierences occur is readily indicated. In Fig. 7.3, Fig. 7.7, and Fig. 7.11 it is seen that for all
three scenarios none of the models exhibit rapid growth in error in the magnitude of the angular
momentum vector. As to their accuracy, the error in the angular momentum magnitude for the
SHF consistently remains about three orders of magnitude smaller than that of SGP4. The error
in the angular momentum magnitude for the Epicycle model is approximately equivalent to SGP4
for the first scenario, but becomes increasingly larger than the SGP4 prediction for the subsequent
scenarios.
The second figure shown in each scenario is the dierence between the true and modelled
components of m. As m is a unit vector, no normalization is needed. Fig. 7.4, Fig. 7.8, and
Fig. 7.12 show that for all three scenarios the error in the orientation of the angular momentum
vector predicted by the SHF is bounded to first order, while both the SGP4 and Epicycle models
exhibit unbounded error growth. As the error in the SHF prediction of m1 andm2 is significantly
smaller than the other models—appearing as a straight line on the horizontal axes of these
graphs—Fig. 7.4, Fig. 7.8, and Fig. 7.12 are provided as details. To further clarify the predictions
228 Chapter 7. The Scaled Harmonic Form
of the orientation of the angular momentum vector by the analytical models, Fig. 7.6, Fig. 7.6,
and Fig. 7.6 are given. These figures show the error, in degrees, between the true and predicted
orientations of m.
Although the results demonstrated in these three scenarios show error accruing over the course
of a year, it is important to keep in mind that the precession of the angular momentum vector
is a slowly changing quantity. The purpose of these simulations, more than anything else, is to
demonstrate that a careful application of the SHF approach can produce bounded error to the
order of the expansion. Hence, it has great potential to mitigate error growth in fast changing
variables, such as the true anomaly. This is valuable for short-term orbit propagations.
Table 7.2 – Angular Momentum Simulation COE Set
Semimajor axis 6890:44 km
Semiparameter 6890:39 km
Mean motion 1.1038196e-3 Hz
Orbital Period 5692.22 s
Eccentricity 0.002708
Inclination 2.47°
Right Ascension of the Ascending Node 267.86°
Argument of perigee 28.76°
Mean anomaly 331.41°
True anomaly 331.26°
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Figure 7.2 – Position components of a typical two-dimensional perturbed central force problem.
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Near-Circular, Low Inclination Orbit
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Figure 7.3 – Orbital Angular Momentum Simulation 1, jjJjj.
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Figure 7.4 – Orbital Angular Momentum Simulation 1, m1 and m2.
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Figure 7.5 – Orbital Angular Momentum Simulation 1, SHF m1 and m2 detail.
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Figure 7.6 – Orbital Angular Momentum Simulation 1, m Error.
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Slightly Eccentric, Low Inclination Orbit
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Figure 7.7 – Orbital Angular Momentum Simulation 2, jjJjj.
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Figure 7.8 – Orbital Angular Momentum Simulation 2, m1 and m2.
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Figure 7.9 – Orbital Angular Momentum Simulation 2, SHF m1 and m2 detail.
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Figure 7.10 – Orbital Angular Momentum Simulation 2, m Error.
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Eccentric, Low Inclination Orbit
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Figure 7.11 – Orbital Angular Momentum Simulation 3, jjJjj.
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Figure 7.12 – Orbital Angular Momentum Simulation 3, m1 and m2.
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Figure 7.13 – Orbital Angular Momentum Simulation 3, SHF m1 and m2 detail.
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Figure 7.14 – Orbital Angular Momentum Simulation 3, m Error.
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7.3 Chapter Summary
In this chapter the scaled harmonic form, an approach for analytically solving perturbed harmonic
systems, was presented. It was also used to develop a first-order solution to the angular momentum
vector of a satellite in a near-circular orbit within a J2 potential. To the author’s knowledge,
such an approach has never before been taken. And although the application of the SHF to the
dierential equations governing orbital motion is still in progress, the results presented in this
chapter on the modelling of the angular momentum vector show great promise.
Key points made in this chapter include:
i. An astute arrangement of dierential equations with a scaling of the independent
variable allows the long-periodic motion of perturbed harmonic systems to be sepa-
rated from short-periodic motion and solved.
ii. Solutions derived using the SHF remain close to the true system dynamics.
Novel contributions to the state of the field presented in this chapter include:
i. The scaled harmonic form, a new approach for developing temporally stable analytical
solutions to perturbed harmonic systems.
ii. SHF angular momentum model for a satellite in a near-circular orbit and within a J2
potential field.

8 Conclusions
In 8.1 of this chapter a summary of each previous chapter is provided, briefly outlining key
conclusions and novel contributions of this research. An assessment of the research objectives
listed in 1.2.2 is then given in 8.2, detailing how each object was met. In 8.3 the contributions
of this research to the current state of the field are then outlined, and potential avenues for future
research stemming from the work and conclusions presented in this thesis are given in 8.4.
8.1 Summary of Chapters
Chapter 2: Rigid Body Motion
Provided an introduction to the geometry, parametrizations, and dierential equations governing
rigid body motion. An understanding of the concepts presented in this chapter were critical to
understanding the material presented in Chapters 3–6.
Key points made in this chapter include:
» The projection of a vector expressed with respect to a reference frame onto a frame
that has undergone a forward alias transformation is mathematically equivalent
to performing an inverse alibi transformation on the vector while maintaining its
expression with respect to the reference frame.
» Every three component attitude kinematic parametrization is singular at some point,
while every parametrization involving four or more components is constrained.
» Quaternions are a computationally ecient, four-component singularity-free kine-
matic parametrization, and as such are idea for numerical methods involving rota-
tions; however, their unit norm constraint—necessary for defining a pure rotation—
must be maintained.
» Rigid body motion can be formulated as a non-canonical, constrained Hamiltonian
system on the Lie group SO.3/, and can be reduced to a Lie-Poisson system on the
cotangent bundle T SO.3/ with the Lie algebra T 
I
SO.3/ D so.3/; the reduced
Lie-Poisson system results in the Euler equations for rigid body motion.
» Free rigid body motion is symplectic, Lie-Poisson, conserves the HamiltonianHD T ,
conserves the Casimir CD jjMjj2=2, and conserves the vector of angular momen-
tum referenced to an inertial frame QTM; rigid body motion in a coordinate-
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dependent potential field is symplectic, Lie-Poisson, conserves the Hamiltonian
HD T C U.Q/, and conserves the Casimir CD jjMjj2=2.
Chapter 3: Geometric Integration
Provided a survey of the state of the art in explicit, geometric rigid body integration methods.
Listed the geometrical properties of each method, and quantified the performance of each with a
simulation.
Key points made in this chapter include:
» Having a separable Hamiltonian allows the numerical integration of the dierential
equations governing rigid body motion to be performed explicitly.
» Backwards error analysis is a powerful to for extending lower-order geometric meth-
ods to higher-order methods, but does not always preserve the complete structure of
non-canonical systems.
» The Hairer-Vilmart preprocessed Discrete Moser-Veselov algorithm represents the
state of the art in geometric numerical integration of rigid body motion; it is time-
reversible, its second-order method is symplectic and Lie-Poisson, its higher-order
methods are Lie-Poisson, it conserves the HamiltonianHD T CU.Q/, it conserves
the Casimir CD jjMjj2=2, it conserves the angular momentum vector referenced to
an inertial frame QTM, and it has vastly superior computational eciency to other
geometric and non-geometric methods of equal order. Furthermore, the higher-
order versions of the preprocessed Discrete Moser-Veselov algorithm incur only a
minimal increase in computational expense over lower-order versions.
Contributions to the field presented in this chapter include:
» A concise survey of explicit, geometric rigid body integration methods.
Chapter 4: Attitude Estimation
Provided an overview of the two most common methods for attitude estimation: the Multiplicative
Extended Kalman Filter and the Unscented Quaternion Estimator. Discussed how these estimators
are implemented, as well as the advantages and disadvantages of each.
Key points made in this chapter include:
» The Multiplicative Extended Kalman Filter is the current de facto standard for
on-board attitude estimation; when it converges it has good performance, but can
fail to converge for poor initial conditions.
» Murrell’s version of the Multiplicative Extended Kalman Filter is an improvement
on the computational eciency of the filter without appreciable degradation in filter
estimates; it is often implemented in practice.
» The Unscented Quaternion Estimator, an adaptation of the ideas behind the Multi-
plicative Extended Kalman Filter to Unscented Kalman Filtering, is typically more
computationally expensive than the Multiplicative Extended Kalman Filter but is
more robust to initial attitude error.
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Chapter 5: Geometric Estimation
Provided an overview and analysis of previous work done in geometric attitude estimation, includ-
ing a discussion on shortcomings of the proposed Multiplicative Geometric Filter. Extended the
work done in the area of the Geometric Multiplicative Extended Kalman Filter by incorporating
better geometric integration methods and generalized state transition and process noise matrices.
Furthered the field of geometric attitude estimation through the presentation of a geometric
adaptation of the Unscented Quaternion Estimator. Tested the performance of the Geometric
Multiplicative Extended Kalman Filter and the Geometric Unscented Quaternion Estimator
against their non-geometric counterparts in realistic, mission-representative scenarios.
Key points made in this chapter include:
» Incorporating the Discrete Moser-Veselov algorithm into gyroless attitude estimation
methods can dramatically improve estimator computational eciency.
» Because of the non-geometric nature of the update step and the covariance propaga-
tion, geometric and non-geometric Multiplicative Extended Kalman Filters produce
comparable state estimates.
» Although the unscented transform allows for nonlinear geometric covariance propa-
gation, the truncation of the resulting probability density function back to the only
the first two moments—as well as the inclusion of only the first two moments in the
update step—inhibit the advantages of geometric numerical integration. Accord-
ingly, the geometric and non-geometric Unscented Quaternion Estimators produce
comparable state estimates.
» For the gyroless attitude estimation simulations presented in this thesis, the Un-
scented Quaternion Estimator is 2–3 times more computationally expensive than
the Multiplicative Extended Kalman Filter.
» Although the Unscented Quaternion Estimator is more robust to initial state error
than the Multiplicative Extended Kalman Filter, when both converge they produce
comparable state estimates for gyroless attitude estimation.
» For the mission-based simulations performed in this research, within reason the
order of the numerical method was not a significant contributor to the quality and
convergence rate of state estimates.
» Gyro-based estimation methods generally out-perform gyroless estimation methods.
Contributions to the field presented in this chapter include:
» A better understanding of the advantages and limitations of geometric attitude
estimation algorithms over their non-geometric counterparts.
» Insight into the shortcomings of the proposed Multiplicative Geometric Filter.
» Improvements on previous geometric estimation algorithms through the inclusion
of state of the art geometric integrators and a generalization of the corresponding
state transition and process noise matrices.
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» An adaptation of the Unscented Quaternion Estimator to geometric estimation.
» An analysis of the performance of gyro-based and gyroless, geometric and non-
geometric estimation algorithms through extensive testing using realistic, mission-
based scenarios.
Chapter 6: Moments of Inertia Estimation
Provided a methodology for creating proxy moment of inertia measurements from state estimates.
Detailed the precautions needed to be taken when creating such proxy moments of inertia
measurements, and analysed the influence of unmodelled torques on the resulting measurement.
Extended the gyro-based and gyroless, geometric and non-geometric estimation algorithms of
Chapter 5 to include the estimation of the moments of inertia. Tested the performance of the
combined attitude state and moment of inertia estimators in realistic, mission-based scenarios.
Key points made in this chapter include:
» Sequential estimation of spacecraft moments of inertia allows these estimates to
be included in the state propagation step of attitude estimation, yielding improved
kinematic and dynamic attitude state estimates and faster convergence to moment
of inertia estimates.
» The separation of state estimates in angular velocity is generally inversely propor-
tional to the influence that errors in those estimates have on the fidelity of proxy
moment of inertia measurements generated from those estimates.
» Under the assumption that non-holonomic torques on a satellite are small over the
integration time step, geometric integrators can be used for non-geometric rigid body
motion.
» For moment of inertia estimation as proposed in this thesis, the Multiplicative Ex-
tended Kalman Filter is more sensitive to changes in proxy moment of inertia
measurements than the Unscented Quaternion Estimator.
» Good moment of inertia estimates can be obtained when small, unmodelled torques
act on a satellite. When large torques act on a satellite, the best moment of inertia
estimates would be produced by implementing a controller that would keep angular
velocities about all but the current ramp axis to a minimum.
Contributions to the field presented in this chapter include:
» An explicit methodology for creating proxy moment of inertia measurements from
realistic state estimates.
» An analysis of the influence of unmodelled torques on proxy moment of inertia
estimates.
» Explicit algorithms for gyro-based and gyroless, geometric and non-geometric es-
timation of spacecraft moments of inertia alongside the kinematic and dynamic
attitude state.
» An analysis of the performance of the combined attitude and moment of inertia
estimators in realistic, mission-based scenarios.
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» An enumeration of best practices for obtaining accurate moment of inertia estimates.
» A demonstration of the performance of geometric integration for non-geometric
rigid body motion.
Chapter 7: The Scaled Harmonic Form
Presented a new approach to deriving temporally stable analytical solutions to dierential equations
governing perturbed harmonic motion. Used this approach to derive a solution to the evolution
of the orbital plane of a satellite in a near-circular orbit about an oblate planet.
Key points made in this chapter include:
» An astute arrangement of dierential equations with a scaling of the independent
variable allows the long-periodic motion of perturbed harmonic systems to be sepa-
rated from short-periodic motion and solved.
» Solutions derived using the SHF remain close to the true system dynamics.
Contributions to the field presented in this chapter include:
» A novel approach to deriving temporally stable analytical solutions to perturbed
harmonic systems.
» A temporally stable model for the motion of the orbital plane of a satellite in orbit
about an oblate planet.
8.2 Assessment of Objectives
The objectives of this research were outlined in 1.2.2, being numbered according to which aim
of this research, cf. 1.2.1, they help to establish. For convenience these objectives are listed again
here, along with an assessment detailing how each was accomplished.
I. i. Provide an analysis of previous geometric attitude estimation algorithms.
Two main geometric attitude estimation algorithms were proposed in [4]: the Geometric
Multiplicative Extended Kalman Filter and the Multiplicative Geometric Filter. These
were analysed in 5.2.
I. ii. Apply state of the art geometric rigid body integrators to current geometric attitude estimation methods.
The state of the art in geometric rigid body integration is the Hairer-Vilmart preprocessed
Discrete Moser-Veselov algorithm, which was applied to the Geometric Multiplicative
Extended Kalman Filter in 5.
I. iii. Test the performance of improved traditional geometric attitude estimation algorithms against realistic
scenarios based upon the satellite mission motivating this research.
This was done for three cases, each involving four scenarios, and was based on the STRaND-
1 mission parameters. The results are given in 5.5.
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II. i. Adapt the state of the art in unscented attitude estimation to state of the art geometric integration methods.
The necessary changes to the Unscented Quaternion Estimator for geometric attitude
estimation were outlined in 5.4.
II. ii. Test the performance of unscented geometric attitude estimation algorithms against realistic scenarios based
upon the satellite mission motivating this research, and compare these results to the performance of other
geometric and non-geometric estimators under the same scenario.
This was done for three cases, each involving four scenarios, and was based on the STRaND-
1 mission parameters. The results are given in 5.5.
III. i. Develop a method for creating proxy moment of inertia measurements from state estimates.
Using a selection of anchor points and linear least squares, this was accomplished in 6.1.
III. ii. Extend geometric and non-geometric attitude estimation algorithms to include estimation of the principal
moments of inertia.
The necessary changes to these algorithms in order to accommodate moment of inertia
estimation were detailed in 6.2.
III. iii. Test the performance of both geometric and non-geometric moment of inertia estimators against realistic
scenarios based upon the satellite mission motivating this research.
The performance of the extension of each estimator tested in 5.5 to moment of inertia
estimation was measured through simulations presented in 6.3. These simulations were
based on the STRaND-1 mission parameters.
IV. i. Present a method of formulating the dierential equations governing perturbed harmonic motion in a manner
which produces bounded error in the solutions.
The approach of this method, the scaled harmonic form, was outlined in 7.1.
IV. ii. Demonstrate this method by applying it to the motion of the orbital plane of a satellite in a near-circular
orbit about an oblate planet.
This was performed in 7.2 for the J2 zonal harmonic perturbation.
IV. iii. Test the performance of this method against the leading analytical solution of orbital motion and the
geometric integration of the dierential equations governing orbital motion.
This method was tested against SGP4 and the Epicycle model in 7.2 for three scenarios.
8.3 Contributions of this Research
The contributions and novelty of this research to the current state of the field are:
» A survey of the best explicit geometric rigid body integration methods currently available. The
author of this thesis is unaware of any single survey providing a concise overview of
the predominant approaches to explicit geometric rigid body integration found in
the literature.
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» An analysis of previously proposed geometric attitude estimation algorithms. The shortcomings
of the Multiplicative Geometric Filter, proposed as a superior novel technique in
geometric attitude estimation, were analysed and discussed.
» Improvements upon previously proposed geometric attitude estimation algorithms. The proposed
Geometric Multiplicative Extended Kalman Filter relied on an implicit, second
order, non-symplectic, non-Poisson geometric integrator and the associated state
transition and process noise matrices were derived with respect to a specific reference
frame. In this research the necessary state transition and process noise matrices were
derived with respect to an inertial reference frame—a common practice found in the
literature—and the state of the art in explicit geometric integration was incorporated
into the estimation algorithm.
» New geometric adaptations of available attitude estimation algorithms. The state of the art in
unscented attitude estimation, the Unscented Quaternion Estimator, was adapted to
geometric estimation.
» An analysis of the performance of geometric attitude estimation algorithms against traditional gyroless
and gyro-based attitude estimation algorithms for realistic, mission-based scenarios. Previous tests
of the performance the geometric attitude estimators presented in this thesis did not
use realistic measurement models or simulation parameters. Measurement models for
modern attitude sensors were incorporated each estimator, and a realistic simulation
environment was created after the parameters of the STRaND-1 mission.
» A methodology for creating proxy moment of inertia measurements from state estimates. Previous
research had demonstrated this process through the use of linear least squares under
the assumption that there were no external torques on the satellite. In low Earth orbit
such assumptions are invalid, and a methodology and analysis of said methodology
for creating proxy moment of inertia measurements in the presence of unmodelled
torques was presented.
» Extensions of geometric and non-geometric attitude estimation algorithms to include estimation of the
principal moments of inertia. Often in literature this is presented as a possibility without
an explicit approach being given. Here, an explicit approach was presented and
analysed for the gyro-based and gyroless, geometric and non-geometric Multiplicative
Extended Kalman Filter and Unscented Quaternion Estimator.
» An analysis of the performance of geometric and non-geometric gyroless and gyro-based combined
attitude and moment of inertia estimators for realistic, mission-based scenarios. The author
of this thesis is unaware of such an analysis in the literature. Having this analysis
quantifies what performance can be expected and helps mission planners select an
appropriate estimator.
» A new approach for deriving temporally stable analytical solutions to systems exhibiting perturbed
harmonic motion. The author of this thesis is unaware of this approach ever having
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been taken. When the simple harmonic form can be found, it allows for bounded
error on the order of the expansion used in the solution.
» A temporally stable analytical solution to the motion of the orbital plane of a satellite in a near-
circular orbit about an oblate planet. This is the first step towards creating a full solution
to perturbed Keplerian motion using the scaled harmonic form.
8.4 Future Work
The research presented in this thesis segues to several interesting avenues of further research, each
of which has potential to improve the current state of the art:
Flight certification of the geometric estimators presented in this thesis. The geometric attitude estimation
algorithms presented in this thesis were intended for flight on-board the STRaND-1 satellite.
Unfortunately, due to what appears to be a malfunction with the VHF antenna, communication
with STRaND-1 is limited—preventing the opportunity of running these estimators on-board
at this time. Future STRaND missions are planned, however, and should the VHF antenna fail
to ever fully deploy on STRaND-1 these future missions will provide an opportunity for flight
certification of the geometric estimators developed in this thesis.
Adaptation of the estimators presented in this thesis to smartphone instrumentation. Smartphones come with
a suite of MEMs attitude sensors, including magnetometers and gyroscopes, the measurements
from which can be directly incorporated into the estimation algorithms presented in this thesis. A
smartphone camera could also be adapted to the task of horizon sensing. The work in this thesis
was directed towards running attitude estimation software on a smartphone CPU, and the next
logical step would be to use the smartphone sensor suite in lieu of traditional spacecraft attitude
sensors. This would enable the smartphone to handle all attitude determination and control for a
spacecraft.
Optimization of the Geometric Unscented Quaternion Estimator to parallel processing for use with multi-core
smartphone CPUs. Although the Scorpion processor on the Google Nexus One is only single-core,
many current smartphones come equipped with multi-core processors. The most computationally
expensive aspect of the Geometric Unscented Quaternion Estimator is the numerical integration
of the sigma points. Having ecient geometric algorithms such as the DMV goes a very long way
towards mitigating this issue, but having the propagation of the sigma points run in parallel using
the multi-core processors on current smartphones could improve eciency even further.
Apply the preprocessed Discrete Moser-Veselov algorithm to particle estimation. Unfortunately, the truncation
of the propagated probability density function to just the mean and covariance in the Geometric
Unscented Quaternion Estimator, as well as the lack of inclusion of higher-order moments in
the update step of the estimator, prevents the full potential of geometric numerical integration
from being utilized. Although work could be done to include higher-order moments in the
Geometric Unscented Quaternion Estimator, the increase in the computational costs of doing so
could place the estimator on par in computational costs with particle estimators. On the other
hand, particle estimators could fully utilize the advantages of geometric integration, and the
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computational costs of propagating large numbers of states could be alleviated by the eciency
of the preprocessed Discrete Moser-Veselov algorithm and multi-core smartphone processors. An
analysis of geometric particle estimation and a feasibility study of on-board particle estimation
using multi-core smartphone CPUs would be of great worth to the field and an interesting study.
Complete the derivation of the solution to the full orbital motion problem using the scaled harmonic form. Although
the full solution to the problem of perturbed Keplerian orbital motion using the scaled harmonic
form is not currently available, such a solution would be of great benefit to the field—allowing for
computationally inexpensive and accurate propagation of the satellite’s orbit.

A Algorithms
A.1 Butcher Tableaux for Runge-Kutta Methods
An algorithm for an explicit Runge-Kutta method with s stages can be summarized by a Butcher
Tableau. For a generic algorithm, this tableau takes the form of Butcher Tableau A.1. Given a
Butcher Tableau, an independent variable xk , a dependent variable yk , and a step size h, the
associated explicit Runge-Kutta scheme
K1 D hf .xk; yk/
K2 D hf .xk C c2h; yk C a21K1/
K3 D hf .xk C c3h; yk C a31K1 C a32K2/
:::
Ks D hf .xk C csh; yk C as1K1 C as2K2 C : : :C as;s 1Ks 1/
ykC1 D yk C b1K1 C b2K2 C b3K3 C : : :C bsKs
(A.1)
where
s 1X
iD1
asi D cs
numerically integrates the ordinary dierential equation f .x; y/ to produce ykC1 at tkC1 [67].
Two non-geometric Runge-Kutta schemes are used in this thesis. The first is the classic
fourth-order Runge-Kutta method, given in Butcher Tableau A.2 [67]. The second is a sixth-order
Runge-Kutta method developed by Luther [68], and is given by Butcher Tableau A.3.
For more information on Runge-Kutta methods and other approaches to solving non-sti
ordinary dierential equations see Butcher [195] or Hairer, Nørsett, and Wanner [67]—both of
which are excellent resources on the subject. For sti ordinary dierential equations see Hairer
and Wanner’s text [196].
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Butcher Tableau A.1 – Generic
0
c2 a21
c3 a31 a32
:::
:::
:::
: : :
cs as1 as2 as3    as;s 1
b1 b2 b3    bs 1 bs
Butcher Tableau A.2 – Classic RK4
0
1/2 1/2
1/2 0 1/2
1 0 0 1
1/6 2/6 2/6 1/6
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A.2 Geometric Integration Algorithms
Algorithm A.4 – SPRK and SRKN Methods
Given a separable Hamiltonian H D H Œ1 CH Œ2, initial conditions qk and pk , and a
step size h, an s stage SPRK or SRKN method can be expressed as a symplectic Euler
method applied to scaled steps bih and aih with either a leading a or b series. Let x and
y be defined through Px D ˙@HŒ1
@y
and Py D @HŒ2
@x
. Then, for a leading a series, xkCh
and ykCh are given by
Y0  yk
X0  xk
for i D 1; 2; : : : s
Yi D Yi 1 C aih@HŒ1@x .Xi 1/
Xi D Xi 1 C bih@HŒ2@y .Yi /
end
ykCh D Ys
xkCh D Xs
For a leading b series, xkCh and ykCh are given by
Y0  yk
X0  xk
for i D 1; 2; : : : s
Yi D Yi 1 C bih@HŒ1@x .Xi 1/
Xi D Xi 1 C aih@HŒ2@y .Yi /
end
ykCh D Ys
xkCh D Xs
SPRK methods can be applied to general separable Hamiltonians. In these methods
asC2 i D ai , bsC1 i D bi , and the composition is defined through the a series as
exp .hDH/ D exp .a1hA/ exp .b1hB/    exp .ashA/ exp .bshB/ .asC1hA/
Algorithm A.4 continued on next page...
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Algorithm A.4 – SPRK and SRKN Methods, Continued
where A and B can be either DHŒ1 or DHŒ2 .
SRKN methods can only be applied to Hamiltonian systems that can be expressed as
Pq D p
m
Pp D f .q/ :
For such systems H Œ1  T and H Œ2  U , and there are two possible methods. For
SRKNsa2r methods asC2 i D ai and bsC1 i D bi , giving the composition as
exp .hDH/ D exp .a1hDT / exp .b1hDU /   
exp .ashDT / exp .bshDU / .asC1hDT / :
For SRKNsb2r methods asC1 i D ai and bsC2 i D bi , giving the composition as
exp .hDH/ D exp .b1hDU / exp .a1hDT /   
exp .bshDU / exp .ashDT / .bsC1hDU / :
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Algorithm A.5 – RATTLE
The RATTLE algorithm is a second-order, symplectic, Poisson numerical method used
for geometrically integrating constrained Hamiltonian systems. Here, it is outlined
as a geometric integrator for the attitude kinematics and dynamics of the free rigid
body. The outline of this algorithm presented here follows [21]. Given a diagonal
mass matrix D, an initial attitude matrix Q.tk/, an initial angular momentum matrix
M.tk/ D Q.tk/TP.tk/ D Q.tk/T PQ.tk/D, a potential U.Q.tk//, and a step size h such
that tkC1 D tk C nh, then QkC1  Q.tkC1/ and MkC1 M.tkC1/ are found by:
Qk  Q.tk/
Mk M.tk/
for k D 1 W n
i. Find Z such that:
skew .ZD/ D skew .Mk/   h2 skew
 
QT
k
rU.Qk/

;
.I33 C hZ/T .I33 C hZ/ D I33
are simultaneously satisfied.
ii. Update the coordinates using:
QkC1 D Qk .I33 C hZ/ :
iii. Find MkC1 such that:
skew .MkC1/ D skew .ZD/   skew
 
Z CZT D
 h
2
skew

QT
kC1rU.QkC1/

and DMkC1 is skew-symmetric.
iv. Prepare for next loop iteration:
Qk D QkC1
Mk DMkC1
end
Q.tkC1/  QkC1
M.tkC1/ MkC1
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Algorithm A.6 – Traditional DMV
The traditional DMV algorithm is a second-order symplectic, explicit numerical method
used for geometrically propagating attitude dynamics of the free rigid body. The outline
of this algorithm presented here follows [61]. Given an initial angular momentum matrix
M.t0/ 2 so.3/, a diagonal mass matrix D, and a step size h, M.tn/ is found by:
M0 M.t0/h
for k D 0 W n   1
Find a unique $k such that Mk D $Tk D  D$k
MkC1 D $kMk$Tk
end
M.tn/ Mn=h
where $k 2 SO.3/ is unique when the eigenvalues † of
P ./ D det  I33   Mk   2D2
can be split according to † D †C [†  satisfying
†C D †C †  D †  †C D  †  †C \†  D ;.
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Algorithm A.7 – McLachlan-Zanna DMV6
This algorithm is a sixth-order, symmetric, explicit DMV method based on a scaling
of time by McLachlan and Zanna [61]. Given an initial angular momentum matrix
M.t0/ 2 so.3/, a diagonal mass matrixD D diag .d1; d2; d3/, and a step size h, M.tn/
is found by:
H2 M 21 d21 CM 22 d22 CM 23 d23
  .d1 C d2/ .d1 C d3/ .d2 C d3/
Cd;i;j  d i1d j2 C d i1d j3 C d i2d j3
Cd;i  Cd;i;i
Cd  Cd;1
3  162
 
3 det.D/ tr.D/C d21 d22 C d21 d23 C d22 d23

M 2
C  3 .d1d2 C d1d3 C d2d3/C tr.D2/H2
5  1404
 
3 tr.D4/C 27Cd;2 C 15 tr.D2/Cd C 45 det.D/ tr.D/

H 22
C  10Cd;3 C 50 det.D/ tr.D/Cd C 10 det.D/ tr.D/ tr.D2/
C 2Cd;2 tr.D2/   28 det.D2/

M 2H2
C  60 det.D2/Cd C 3Cd;4 C 27 det.D2/ tr.D2/
C 15 det.D/  Cd;2;3 C Cd;3;2M 4
 5 5   223
M0 M.t0/h=.1C h23 C h4  5/
for k D 0 W n   1
Find a unique $k such that Mk D $Tk D  D$k
MkC1 D $kMk$Tk
end
M.tn/ Mn.1C h23 C h4  5/=h
where $k 2 SO.3/ is unique when the eigenvalues † of
P ./ D det  I33   Mk   2D2
Algorithm A.7 continued on next page...
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Algorithm A.7 – McLachlan-Zanna DMV6, Continued
can be split according to † D †C [†  satisfying
†C D †C †  D †  †C D  †  †C \†  D ;.
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Algorithm A.8 – Hairer-Vilmart DMV6
This DMV algorithm is sixth-order in both coordinates and momenta, symmetric, and
explicit. It is based on a modified vector field obtained by a scaling of the moments of
inertia, and is given by Hairer and Vilmart [53, 65]. It also has the ability to include
a coordinate-dependent potential, and accordingly calculates the Hamiltonian and the
Casimir on each step—something which is not needed for the free rigid body case [53].
For eciency and to avoid singularities it is also implemented using quaternions.
For this algorithm, the following definitions are used:
ı  I1I2I3
a  I a1 C I a2 C I a3
b;c  I
b
2CIb3
Ic1
C Ib3CIb1
Ic2
C Ib1CIb2
Ic3
:
Given:
q0 — the initial attitude quaternion,
M0 — the initial angular momentum vector,
I D diag .I1; I2; I3/ — the moments of inertia in the principle axes frame,
U.q/ — a coordinate-dependent potential,
h — the step size,
The algorithm for calculating q.tn/ and M.tn/ is as follows
Calculate the constants:
s3;1 D 16ı
s3;2 D   13
s5;1 D 2 ı 130ı2
s5;2 D 1 1;130ı
s5;3 D 31C2ı 260ı
d3;1 D   13ı
d3;2 D 16ı
Algorithm A.8 continued on next page...
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Algorithm A.8 – Hairer-Vilmart DMV6, Continued
d5;1 D   160ı2
d5;2 D 6ı 1 260ı2
d5;3 D 9C1;160ı
Take a half-step in the momenta:

U kD @U@q
ˇˇ
qk
M1;k DM1;0   h2

U 1;k
M2;k DM2;0   h2

U 2;k
M3;k DM3;0   h2

U 3;k
Main loop, using whole steps in coordinates and momenta:
for k D 1 W n
Hk D .M
2
1;k
I1
C M
2
2;k
I2
C M
2
3;k
I3
/=2
Ck D .M 21;k CM 22;k CM 23;k/=2
s3 D s3;1Ck C s3;2Hk
s5 D s5;1C2k C s5;2CkHk C s5;3H2k
d3 D d3;1Ck C d3;2Hk
d5 D d5;1C2k C d5;2CkHk C d5;3H2k
sk D 1C s3h2 C s5h4
dk D d3h2 C d5h4

I 11D

sk
I1
C dk
 1

I 22D

sk
I2
C dk
 1

I 33D

sk
I3
C dk
 1
Algorithm A.8 continued on next page...
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Algorithm A.8 – Hairer-Vilmart DMV6, Continued
Using k0DMk as the initial condition, iteratively solve:
˛k D 1C  21;k C 
2
2;k C 
2
3;k

kD h2I 1˛kMk C I 1
b
I

k

k
Update the kinematics:
k D 1C  1;k iC  2;k jC  3;k k
qkC1 D qk ˝ k
qkC1 D qkC1= jjqkC1jj
Update the dynamics:

U kC1D @U@q
ˇˇ
qkC1
k D 4˛kh
b
I

k

k
MkC1;1 DMk C k;1   h U kC1;1
MkC1;2 DMk C k;2   h U kC1;2
MkC1;3 DMk C k;3   h U kC1;3
Reset for next loop iteration:
Mk DMkC1
qk D qkC1
end
As momenta has overshot by h=2, perform a half-step backwards:

U kC1D @U@q
ˇˇ
qkC1
M1.tn/ MkC1;1 C h2

U kC1;1
Algorithm A.8 continued on next page...
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Algorithm A.8 – Hairer-Vilmart DMV6, Continued
M2.tn/ MkC1;2 C h2

U kC1;2
M3.tn/ MkC1;3 C h2

U kC1;3
q1.tn/  qkC1;1
q2.tn/  qkC1;2
q3.tn/  qkC1;3
q4.tn/  qkC1;4
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Algorithm A.9 – Discrete MEKF
Assumptions
» True a priori covariance can be represented by Gaussian statistics to first order.
» The angular velocity is approximately constant over the propagation time step.
» The observation sampling frequency is well within the Nyquist limit, that is
jj O!.t/jjt < 
S
for some safety factor S .
» A three-axis gyro and vector attitude sensor(s) are available for sampling.
Initialization
The following quantities are determined by using a batch filter on a set of
previous measurements, or are guessed:
Oq0, Oˇ0, and either Q!0 or O!0.
P0 D E
n
ıQx0ıQxT0
o
where
ıQx0 
24ı˛0
ıˇ0
35
ı˛ D 2ı%
ıq 
24 ı%
ıq4
35 D q˝ Oq 1
ıˇ D ˇ   Oˇ
Propagation
Oq kC1 D
8<:cos

 O!C
k
2

I44 C sin

 O!C
k
2
24  hOeCk i OeCk
 OeCTk 0
359=; OqCk
Algorithm A.9 continued on next page...
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Algorithm A.9 – Discrete MEKF, Continued
Oˇ 
kC1 D Oˇ
C
k
P 
kC1 D ˚kPCk ˚Tk CGkQkGTk
where
O!Ck D Q!k   Oˇ
C
k
 O!Ck D
ˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ
t
OeCk D
8ˆˆˆ<ˆ
ˆˆ:
O!Ckˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ for ˇˇˇˇˇˇ O!Ck ˇˇˇˇˇˇ ¤ 0
0 for
ˇˇˇˇˇˇ
O!Ck
ˇˇˇˇˇˇ
D 0
˚ 
24˚11 ˚12
˚21 ˚22
35
˚11 D I   Œ O!

jj O!jj sin .jj O!jjt/C
Œ O!2
jj O!jj2

1   cos .jj O!jjt/

˚12 D  It C Œ O!

jj O!jj2

1   cos .jj O!jjt/

  Œ O!
2
jj O!jj3

jj O!jjt   sin .jj O!jjt/

˚21 D 033
˚22 D I33
Gk D
24 I33 033
033 I33
35
Qk D
24 2t C 132ut3 I33    122ut2 I33
   1
2
2ut
2

I33
 
2ut

I33
35
Gain
KkC1 D P kC1HTkC1.Ox kC1/
h
HkC1.Ox kC1/P kC1HTkC1.Ox kC1/CRkC1
i 1
where
Algorithm A.9 continued on next page...
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Algorithm A.9 – Discrete MEKF, Continued
HkC1
 Ox kC1 D
26666664

A.Oq kC1/r1 

033
A.Oq kC1/r2 

033
:::
A.Oq kC1/rN 

033
37777775
RkC1 D diag

21I33 22I33 ::: 2N I33

E
n
i
T
j
o
D ıij2i
h
I33  
 
A.Oq kC1/rj
  
A.Oq kC1/rj
T i
For j D 1; 2; :::N expected observations A.Oq kC1/rj .
Update
OqCkC1 D Oq kC1 C 12„
 Oq kC1 ı O˛CkC1
OˇC
kC1 D Oˇ
 
kC1 C ı Oˇ
C
kC1
PC
kC1 D

I66  KkC1HkC1.Ox kC1/

P 
kC1
where
O!CkC1 D Q!kC1   Oˇ
C
kC1
„
 Oq kC1 D
24q 4;kC1I33 C  O% kC1 
  O% TkC1
35
ıOxCkC1 
24ı O˛CkC1
ı OˇCkC1
35 D KkC1 zkC1   hkC1.Ox kC1/
zkC1 D
26666664
zkC1;1
zkC1;2
:::
zkC1;N
37777775
Algorithm A.9 continued on next page...
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Algorithm A.9 – Discrete MEKF, Continued
hkC1.Ox kC1/ D
26666664

A.Oq kC1/rkC1;1 

A.Oq kC1/rkC1;2 

:::
A.Oq kC1/rkC1;N 

37777775
For j D 1; 2; :::N attitude sensor measurements, zkC1;j , and expected attitude
observations, A.Oq kC1/rj .
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Algorithm A.10 – Murrell Gain & Update
The standard algorithm for the continuous-discrete or discrete MEKF is performed to
obtain the a priori state estimate, Ox kC1, and covariance, P kC1. Then, for the Murrell
version, the following pseudocode replaces the gain and update steps of those algorithms.
Here, N is the total number of vector attitude observations available at time tkC1.
ıOx kC1 D 06
for j D 1 W N
HkC1;j
 Ox kC1 D A.Oq kC1/rj  033
RkC1;j D 2j I33
KkC1;j D P kC1HTkC1;j .Ox kC1/h
HkC1;j .Ox kC1/P kC1HTkC1;j .Ox kC1/CRkC1;j
i 1
PC
kC1 D

I66  KkC1;jHkC1;j .Ox kC1/

P 
kC1
kC1;j D zkC1;j  A.Oq kC1/rj
ıOxCkC1 D ıOx kC1 CKkC1;j

kC1;j  HkC1;j ıOx kC1

ıOx kC1 D ıOxCkC1
P 
kC1 D PCkC1
end
ıOxCkC1 
24ı O˛CkC1
ı OˇCkC1
35
„.q/ 
24q4I33 C Œ%
 %T
35
OqCkC1 D Oq kC1 C 12„
 Oq kC1 ı O˛CkC1
OˇC
kC1 D Oˇ
 
kC1 C ı Oˇ
C
kC1
O!CkC1 D Q!kC1   Oˇ
C
kC1
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Algorithm A.11 – Discrete USQUE
Assumptions
» True a priori covariance can be represented by Gaussian statistics to first order.
» The angular velocity is approximately constant over the propagation time step.
» The observation sampling frequency is well within the Nyquist limit, that is
jj O!.t/jjt < 
S
for some safety factor S .
» The potential values of ıp, for a given choice of a and t , are not in the
neighbourhood of a singularity.
» A three-axis gyro and vector attitude sensor(s) are available for sampling.
Initialization
The following quantities are determined by using a batch filter on a set of
previous measurements, or are guessed:
Oq0, Oˇ0, and either Q!0 or O!0.
P0 D E
n
ıQx0ıQxT0
o
where
ıQx0 
24ıp0
ıˇ0
35
ıp D f ı%
aC ıq4
ıq 
24 ı%
ıq4
35 D q˝ Oq 1
0  a  1
f D 2 .aC 1/
ıˇ D ˇ   Oˇ
Algorithm A.11 continued on next page...
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Algorithm A.11 – Discrete USQUE, Continued
Determination of Sigma Points
C
k;0
D
24 03
ˇC
k
35
C
k;i
D C
k;0
C  k;i
i D 1; 2; :::2n
where
C
k;i

24ıpCk;i

ˇC
k;i
35
 k;i  2n columns from ˙
q
.nC /  PC
k
C NQk

NQk D t
2
24 2   162ut2 I33 033
033 2uI33
35
Transformation of Sigma Points
QC
k;0

24qCk;0

ˇC
k;0
35 D 24 OqCk

ˇC
k;0
35
QC
k;i
D
24qCk;i

ˇC
k;i
35
i D 1; 2; :::2n
where

qC
k;i
D ıqC
k;i
˝ qC
k;0
Algorithm A.11 continued on next page...
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Algorithm A.11 – Discrete USQUE, Continued

ıqC
k;i

24ı%Ck;i

ıq4C
k;i
35 D
26664
f  1

aC ıq4C
k;i


ıpC
k;i
 a
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2Cfrf 2C.1 a2/ˇˇˇˇˇˇıpCk;i ˇˇˇˇˇˇ2
f 2C
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2
37775
Propagation of Sigma Points
Q kC1;i D
24q kC1;i

Oˇ 
kC1;i
35

q 
kC1;i D
8<:cos

 O!C
k;i
2

I44 C sin

 O!C
k;i
2
24  hOeCk;i i OeCk;i
 OeCTk;i 0
359=;qCk;i

ˇ 
kC1;i D ˇCk;i
i D 0; 1; 2; :::2n
where
O!Ck;i D Q!k   ˇCk;i
 O!Ck;i D
ˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ
t
OeCk;i D
8ˆˆˆ<ˆ
ˆˆ:
O!Ck;iˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ for ˇˇˇˇˇˇ O!Ck;i ˇˇˇˇˇˇ ¤ 0
03 for
ˇˇˇˇˇˇ
O!Ck;i
ˇˇˇˇˇˇ
D 0
Inverse Transformation of Sigma Points
 
kC1;i 
24ıp kC1;i

ˇ 
kC1;i
35

ıp 
kC1;0 D 03
Algorithm A.11 continued on next page...
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Algorithm A.11 – Discrete USQUE, Continued

ıp 
kC1;i D f

ı% 
kC1;i
aC ıq4 
kC1;i
i D 1; 2; :::2n
where

ıq 
kC1;i 
24ı% kC1;i

ıq4 
kC1;i
35 D q 
kC1;i ˝ q kC1;0
Predicted Mean and Covariance
Ox kC1 D 1nC
n
 
kC1;0 C 12
P2n
iD1  kC1;i
o
P 
kC1 D 1nC


h
 
kC1;0   Ox kC1
i h
 
kC1;0   Ox kC1
iT
C 1
2
P2n
iD1
h
 
kC1;i   Ox kC1
i h
 
kC1;i   Ox kC1
iT C NQk
where
NQk D t
2
24 2   162ut2 I33 033
033 2uI33
35
Predicted Observation Mean and Covariance
Oz kC1 D 1nC
n
zkC1;0 C 12
P2n
iD1 zkC1;i
o
P
zz
kC1 D 1nC
n


zkC1;0   Oz kC1
 
zkC1;0   Oz kC1
T
C 1
2
P2n
iD1

zkC1;i   Oz kC1
 
zkC1;i   Oz kC1
T o
where
Algorithm A.11 continued on next page...
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Algorithm A.11 – Discrete USQUE, Continued
zkC1;i D
266666664
h
A.
q 
kC1;i /r1

i
033h
A.
q 
kC1;i /r2

i
033
:::h
A.
q 
kC1;i /rN

i
033
377777775
For j D 1; 2; :::N attitude sensor measurements, zkC1;j , and expected attitude
observations, A.q 
kC1;i /rj .
Innovation and Cross-Correlation Covariances
P zz
kC1 D P zzkC1 CRkC1
P xz
kC1 D 1nC
n

h
 
kC1;0   Ox kC1
i 
zkC1.0/   Oz kC1
T
C 1
2
P2n
iD1
h
 
kC1;i   Ox kC1
i 
zkC1.i/   Oz kC1
T o
where
RkC1 D diag

21I33 22I33 ::: 2N I33

E
n
i
T
j
o
D ıij2i

I33  

A.
q 
kC1;i /rj
 
A.
q 
kC1;i /rj
T 
Gain and Innovation
KkC1 D P xzkC1

P
zz
kC1
 1
kC1 D zkC1   Oz kC1
Update
OxCkC1 D Ox kC1 CKkC1kC1
PC
kC1 D P kC1  KkC1P zzkC1KTkC1
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Algorithm A.12 – MGF
Initialization
The following quantities are determined by using a batch filter on a set of
previous measurements, or are guessed:
Oq0 and O!0.
P0 D E
n
ıQx0ıQxT0
o
where
ıQx0 
24ı%0
ı!0
35
ıq 
24 ı%
ıq4
35 D q˝ Oq 1
ı! D !   O!
Propagation
The a priori state estimate, Ox kC1, is given by integrating the a posteriori state
estimate OxCk using a geometric integrator.
A Priori Covariance Iteration
Iteration initialization:
ıNxC
k;0
D 06
ıNx 
kC1;0 D 06
QJ D 0
An iteration is performed until convergence is met or a maximum number of
iterations is reached.
for i D 1 W Nmax
Nq 
kC1;i D ıNq kC1;i ˝ Oq kC1
N! kC1;i D ı N! kC1;i C O! kC1
Algorithm A.12 continued on next page...
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Algorithm A.12 – MGF, Continued
Nx 
kC1;i D
24 Nq kC1;i
N! kC1;i
35
if i > 1
NxC
k;i
 Geometrically backpropagate Nx 
kC1;i
ıNqC
k;i
D NqC
k;i
˝

OqCk
 1
ı N!C
k;i
D N!C
k;i
  O!Ck
ıNxC
k;i
D
24ı N%Ck;i
ı N!C
k;i
35
end
P 
kC1 D ˚kC1PCk ˚TkC1 CQ
KkC1 D P kC1HTkC1
h
HkC1P kC1H
T
kC1 CR
i 1
J D 1
2
h
ıNxCT
k;i
 
PC
k
 1
ıNxC
k;i
C
kC1  HkC1ıNx kC1;i
T
R 1

kC1  HkC1ıNx kC1;i
 i
if jJ   QJj < 
exit
end
QJ D J
ıNx 
kC1;i D ıNx kC1;i   ˚kC1ıNxCk;iC
KkC1
h
kC1  HkC1ıNx kC1;i CHkC1˚kC1ıNxCk;i
i
end
Where  is some small number, and where the calculations of ˚kC1 D
˚kC1

NxC
k;i
; Nx 
kC1;i

, Q D Q

NxC
k;i
; Nx 
kC1;i

, HkC1, and kC1 are given in
[4], cf. 5.3.
Algorithm A.12 continued on next page...
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Algorithm A.12 – MGF, Continued
Update
ıNx 
kC1;i D
24ı N% kC1;i
ı N! kC1;i
35
OqCkC1 D ı N% kC1;i ˝ Oq kC1
O!CkC1 D ı N! kC1;i C O! kC1
PC
kC1 D .I66  KkC1HkC1/ P kC1 .I66  KkC1HkC1/T CKkC1RKTkC1
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Algorithm A.13 – GMEKF
Assumptions
» True a priori covariance can be represented by Gaussian statistics to first order.
» The angular velocity and time-dependent components of modelled torques
are approximately constant over the propagation time step.
» The observation sampling frequency is well within the Nyquist limit, that is
jj O!.t/jjt < 
S
for some safety factor S .
» Vector attitude sensor(s) are available for sampling.
Initialization
The following quantities are determined by using a batch filter on a set of
previous measurements, or are guessed:
Oq0 and O!0.
P0 D E
n
ıQx0ıQxT0
o
where
ıQx0 
24ı˛0
ı!0
35
ı˛ D 2ı%
ıq 
24 ı%
ıq4
35 D q˝ Oq 1
ı! D !   O!
Propagation
The a priori state estimate, Ox kC1, is given by integrating the a posteriori state esti-
mate OxCk using a geometric integrator, such as the DMV. The a priori covariance
is then found through
P 
kC1 D ˚kPCk ˚Tk CQk
Algorithm A.13 continued on next page...
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Algorithm A.13 – GMEKF, Continued
where
˚k D I66 C Ft C F 2t22Š C F 3t
3
3Š
F 
24F11 F12
F21 F22
35
F11 D  
h
O!Ck 
i
F12 D 12I33
F21 D
26664
@ P!1
@q1
@ P!1
@q2
@ P!1
@q3
@ P!2
@q1
@ P!2
@q2
@ P!2
@q3
@ P!3
@q1
@ P!3
@q2
@ P!3
@q3
37775
ˇˇˇˇ
ˇˇˇˇ
ˇ OxCk
F22 D
26664
0 O!C
3;k
I1 O!C2;kI1
O!C
3;k
I2 0 O!C1;kI2
O!C
2;k
I3 O!C1;kI3 0
37775
I1 D I2 I3I1
I2 D I3 I1I2
I3 D I1 I2I3
@ P!1
@q1
D  6
r3sat
I1
n
OqC
2;k
Qu1;k   OqC1;k Qu2;k C OqC4;k Qu3;k

u3;k C
u2;k

OqC
3;k
Qu1;k   OqC4;k Qu2;k   OqC1;k Qu3;k
o
@ P!1
@q2
D  6
r3sat
I1
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u3;k C
u2;k

OqC
4;k
Qu1;k C OqC3;k Qu2;k   OqC2;k Qu3;k
o
@ P!1
@q3
D  6
r3sat
I1
n
  OqC
4;k
Qu1;k   OqC3;k Qu2;k C OqC2;k Qu3;k

u3;k C
u2;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
Algorithm A.13 continued on next page...
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Algorithm A.13 – GMEKF, Continued
@ P!2
@q1
D  6
r3sat
I2
n
OqC
3;k
Qu1;k   OqC4;k Qu2;k   OqC1;k Qu3;k

u1;k C
u3;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
@ P!2
@q2
D  6
r3sat
I2
n
OqC
4;k
Qu1;k C OqC3;k Qu2;k   OqC2;k Qu3;k

u1;k C
u3;k

  OqC
2;k
Qu1;k C OqC1;k Qu2;k   OqC4;k Qu3;k
o
@ P!2
@q3
D  6
r3sat
I2
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u1;k C
u3;k

  OqC
3;k
Qu1;k C OqC4;k Qu2;k C OqC1;k Qu3;k
o
@ P!3
@q1
D  6
r3sat
I3
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u2;k C
u1;k

OqC
2;k
Qu1;k   OqC1;k Qu2;k C OqC4;k Qu3;k
o
@ P!3
@q2
D  6
r3sat
I3
n
  OqC
2;k
Qu1;k C OqC1;k Qu2;k   OqC4;k Qu3;k

u2;k C
u1;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
@ P!3
@q3
D  6
r3sat
I3
n
  OqC
3;k
Qu1;k C OqC4;k Qu2;k C OqC1;k Qu3;k

u2;k C
u1;k

  OqC
4;k
Qu1;k   OqC3;k Qu2;k C OqC2;k Qu3;k
o
u1;k D

OqC2
1;k
  OqC2
2;k
  OqC2
3;k
C OqC2
4;k

Qu1;k C 2

OqC
1;k
OqC
2;k
C OqC
3;k
OqC
4;k

Qu2;kC
2

OqC
1;k
OqC
3;k
  OqC
2;k
OqC
4;k

Qu3;k
u2;k D 2

OqC
1;k
OqC
2;k
  OqC
3;k
OqC
4;k

Qu1;k C

 OqC2
1;k
C OqC2
2;k
  OqC2
3;k
C OqC2
4;k

Qu2;kC
2

OqC
2;k
OqC
3;k
C OqC
1;k
OqC
4;k

Qu3;k
u3;k D 2

OqC
1;k
OqC
3;k
C OqC
2;k
OqC
4;k

Qu1;k C 2

OqC
2;k
OqC
3;k
  OqC
1;k
OqC
4;k

Qu2;kC
 OqC2
1;k
  OqC2
2;k
C OqC2
3;k
C OqC2
4;k

Qu3;k
Qk D QQt C
 
F QQC QQF T  t2
2
C

F 2 QQC 2F QQF T C QQ  F 2T  t3
6
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QQ D
242˛I33 033
033 2!I33
35
E
˚
˛.t/
T
˛ ./
	 D 2˛ı.t   /I33
E
˚
!.t/
T
! ./
	 D 2!ı.t   /I33
E
˚
˛.t/
T
! .t/
	 D 033
and where Quk  rsat,kjjrsat,kjj , the radial vector from the Earth’s centre of mass to the
satellite’s centre of mass is rsat,k, and  is the standard gravitational parameter
for the Earth.
Gain
KkC1 D P kC1HTkC1.Ox kC1/
h
HkC1.Ox kC1/P kC1HTkC1.Ox kC1/CRkC1
i 1
where
HkC1
 Ox kC1 D
26666664

A.Oq kC1/r1 

033
A.Oq kC1/r2 

033
:::
A.Oq kC1/rN 

033
37777775
RkC1 D diag

21I33 22I33 ::: 2N I33

E
n
i
T
j
o
D ıij2i
h
I33  
 
A.Oq kC1/rj
  
A.Oq kC1/rj
T i
For j D 1; 2; :::N expected observations A.Oq kC1/rj .
Update
OqCkC1 D Oq kC1 C 12„
 Oq kC1 ı O˛CkC1
O!CkC1 D O! kC1 C ı O!CkC1
PC
kC1 D

I66  KkC1HkC1.Ox kC1/

P 
kC1
where
Algorithm A.13 continued on next page...
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„
 Oq kC1 D
24q 4;kC1I33 C  O% kC1 
  O% TkC1
35
ıOxCkC1 
24ı O˛CkC1
ı O!CkC1
35 D KkC1 zkC1   hkC1.Ox kC1/
zkC1 D
26666664
zkC1;1
zkC1;2
:::
zkC1;N
37777775
hkC1.Ox kC1/ D
26666664

A.Oq kC1/rkC1;1 

A.Oq kC1/rkC1;2 

:::
A.Oq kC1/rkC1;N 

37777775
For j D 1; 2; :::N attitude sensor measurements, zkC1;j , and expected attitude
observations, A.Oq kC1/rj .
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Algorithm A.14 – GUSQUE
Assumptions
» True a priori covariance can be represented by Gaussian statistics to first order.
» The angular velocity and time-dependent components of modelled torques
are approximately constant over the propagation time step.
» The observation sampling frequency is well within the Nyquist limit, that is
jj O!.t/jjt < 
S
for some safety factor S .
» The potential values of ıp, for a given choice of a and t , are not in the
neighbourhood of a singularity.
» Vector attitude sensor(s) are available for sampling.
Initialization
The following quantities are determined by using a batch filter on a set of
previous measurements, or are guessed:
Oq0 and O!0.
P0 D E
n
ıQx0ıQxT0
o
where
ıQx0 
24ıp0
ı!0
35
ıp D f ı%
aC ıq4
ıq 
24 ı%
ıq4
35 D q˝ Oq 1
0  a  1
f D 2 .aC 1/
ı! D !   O!
Algorithm A.14 continued on next page...
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Determination of Sigma Points
C
k;0
D
24 03
O!Ck
35
C
k;i
D C
k;0
C  k;i
i D 1; 2; :::2n
where
C
k;i

24ıpCk;i
!C
k;i
35
 k;i  2n columns from ˙
q
.nC /  PC
k
CQk

Qk D QQt C
 
F QQC QQF T  t2
2
C

F 2 QQC 2F QQF T C QQ  F 2T  t3
6
F 
24F11 F12
F21 F22
35
F11 D  
h
O!Ck 
i
F12 D 12I33
F21 D
26664
@ P!1
@q1
@ P!1
@q2
@ P!1
@q3
@ P!2
@q1
@ P!2
@q2
@ P!2
@q3
@ P!3
@q1
@ P!3
@q2
@ P!3
@q3
37775
ˇˇˇˇ
ˇˇˇˇ
ˇ OxCk
F22 D
26664
0 O!C
3;k
I1 O!C2;kI1
O!C
3;k
I2 0 O!C1;kI2
O!C
2;k
I3 O!C1;kI3 0
37775
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I1 D I2 I3I1
I2 D I3 I1I2
I3 D I1 I2I3
@ P!1
@q1
D  6
r3sat
I1
n
OqC
2;k
Qu1;k   OqC1;k Qu2;k C OqC4;k Qu3;k

u3;k C
u2;k

OqC
3;k
Qu1;k   OqC4;k Qu2;k   OqC1;k Qu3;k
o
@ P!1
@q2
D  6
r3sat
I1
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u3;k C
u2;k

OqC
4;k
Qu1;k C OqC3;k Qu2;k   OqC2;k Qu3;k
o
@ P!1
@q3
D  6
r3sat
I1
n
  OqC
4;k
Qu1;k   OqC3;k Qu2;k C OqC2;k Qu3;k

u3;k C
u2;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
@ P!2
@q1
D  6
r3sat
I2
n
OqC
3;k
Qu1;k   OqC4;k Qu2;k   OqC1;k Qu3;k

u1;k C
u3;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
@ P!2
@q2
D  6
r3sat
I2
n
OqC
4;k
Qu1;k C OqC3;k Qu2;k   OqC2;k Qu3;k

u1;k C
u3;k

  OqC
2;k
Qu1;k C OqC1;k Qu2;k   OqC4;k Qu3;k
o
@ P!2
@q3
D  6
r3sat
I2
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u1;k C
u3;k

  OqC
3;k
Qu1;k C OqC4;k Qu2;k C OqC1;k Qu3;k
o
@ P!3
@q1
D  6
r3sat
I3
n
OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k

u2;k C
u1;k

OqC
2;k
Qu1;k   OqC1;k Qu2;k C OqC4;k Qu3;k
o
@ P!3
@q2
D  6
r3sat
I3
n
  OqC
2;k
Qu1;k C OqC1;k Qu2;k   OqC4;k Qu3;k

u2;k C
u1;k

OqC
1;k
Qu1;k C OqC2;k Qu2;k C OqC3;k Qu3;k
o
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@ P!3
@q3
D  6
r3sat
I3
n
  OqC
3;k
Qu1;k C OqC4;k Qu2;k C OqC1;k Qu3;k

u2;k C
u1;k

  OqC
4;k
Qu1;k   OqC3;k Qu2;k C OqC2;k Qu3;k
o
u1;k D

OqC2
1;k
  OqC2
2;k
  OqC2
3;k
C OqC2
4;k

Qu1;k C 2

OqC
1;k
OqC
2;k
C OqC
3;k
OqC
4;k

Qu2;kC
2

OqC
1;k
OqC
3;k
  OqC
2;k
OqC
4;k

Qu3;k
u2;k D 2

OqC
1;k
OqC
2;k
  OqC
3;k
OqC
4;k

Qu1;k C

 OqC2
1;k
C OqC2
2;k
  OqC2
3;k
C OqC2
4;k

Qu2;kC
2

OqC
2;k
OqC
3;k
C OqC
1;k
OqC
4;k

Qu3;k
u3;k D 2

OqC
1;k
OqC
3;k
C OqC
2;k
OqC
4;k

Qu1;k C 2

OqC
2;k
OqC
3;k
  OqC
1;k
OqC
4;k

Qu2;kC
 OqC2
1;k
  OqC2
2;k
C OqC2
3;k
C OqC2
4;k

Qu3;k
QQ D
242˛I33 033
033 2!I33
35
E
˚
˛.t/
T
˛ ./
	 D 2˛ı.t   /I33
E
˚
!.t/
T
! ./
	 D 2!ı.t   /I33
E
˚
˛.t/
T
! .t/
	 D 033
and where Quk  rsat,kjjrsat,kjj , the radial vector from the Earth’s centre of mass to the
satellite’s centre of mass is rsat,k, and  is the standard gravitational parameter
for the Earth.
Transformation of Sigma Points
QC
k;0

24qCk;0
!C
k;0
35 D 24 OqCk
!C
k;0
35
QC
k;i
D
24qCk;i
!C
k;i
35
i D 1; 2; :::2n
Algorithm A.14 continued on next page...
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where

qC
k;i
D ıqC
k;i
˝ qC
k;0

ıqC
k;i

24ı%Ck;i

ıq4C
k;i
35 D
26664
f  1

aC ıq4C
k;i


ıpC
k;i
 a
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2Cfrf 2C.1 a2/ˇˇˇˇˇˇıpCk;i ˇˇˇˇˇˇ2
f 2C
ˇˇˇˇˇˇ

ıpC
k;i
ˇˇˇˇˇˇ2
37775
Propagation of Sigma Points
The a posteriori propagation sigma points at tk
QC
k;i
D
24qCk;i
!C
k;i
35
are then propagated using a geometric rigid body integrator, such as the DMV,
to obtain the a priori propagation sigma points at time tkC1
Q kC1;i D
24q kC1;i
! 
kC1;i
35 :
Inverse Transformation of Sigma Points
 
kC1;i 
24ıp kC1;i
! 
kC1;i
35

ıp 
kC1;0 D 03

ıp 
kC1;i D f

ı% 
kC1;i
aC ıq4 
kC1;i
i D 1; 2; :::2n
where
Algorithm A.14 continued on next page...
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ıq 
kC1;i 
24ı% kC1;i

ıq4 
kC1;i
35 D q 
kC1;i ˝ q kC1;0
Predicted Mean and Covariance
Ox kC1 D 1nC
n
 
kC1;0 C 12
P2n
iD1  kC1;i
o
P 
kC1 D 1nC


h
 
kC1;0   Ox kC1
i h
 
kC1;0   Ox kC1
iT
C 1
2
P2n
iD1
h
 
kC1;i   Ox kC1
i h
 
kC1;i   Ox kC1
iT 
Predicted Observation Mean and Covariance
Oz kC1 D 1nC
n
zkC1;0 C 12
P2n
iD1 zkC1;i
o
P
zz
kC1 D 1nC
n


zkC1;0   Oz kC1
 
zkC1;0   Oz kC1
T
C 1
2
P2n
iD1

zkC1;i   Oz kC1
 
zkC1;i   Oz kC1
T o
where
zkC1;i D
266666664
h
A.
q 
kC1;i /r1

i
033h
A.
q 
kC1;i /r2

i
033
:::h
A.
q 
kC1;i /rN

i
033
377777775
For j D 1; 2; :::N attitude sensor measurements, zkC1;j , and expected attitude
observations, A.q 
kC1;i /rj .
Innovation and Cross-Correlation Covariances
P zz
kC1 D P zzkC1 CRkC1
P xz
kC1 D 1nC
n

h
 
kC1;0   Ox kC1
i 
zkC1.0/   Oz kC1
T
Algorithm A.14 continued on next page...
A.3. Estimation Algorithms 299
Algorithm A.13 – GUSQUE, Continued
C 1
2
P2n
iD1
h
 
kC1;i   Ox kC1
i 
zkC1.i/   Oz kC1
T o
where
RkC1 D diag

21I33 22I33 ::: 2N I33

E
n
i
T
j
o
D ıij2i

I33  

A.
q 
kC1;i /rj
 
A.
q 
kC1;i /rj
T 
Gain and Innovation
KkC1 D P xzkC1

P zz
kC1
 1
kC1 D zkC1   Oz kC1
Update
OxCkC1 D Ox kC1 CKkC1kC1
PC
kC1 D P kC1  KkC1P zzkC1KTkC1
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