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Abstract
This paper deals with open quantum systems. In particular, we focus on the adjoint quantum master
equations with initial conditions given by unbounded operators. Examples of this type of initial data are the
position and momentum operators of quantum oscillators and the occupation number operator in many-body
particle systems. The article establishes the existence and uniqueness of solutions of the operator equations
governing the motion of unbounded observables under the Born–Markov approximations. To this end, we
develop the relation between operator evolution equations arising in quantum mechanics and stochastic evo-
lutions equations of Schrödinger type. Furthermore, we examine quantum dynamical semigroup properties
of the Heisenberg evolutions of general classes of observables.
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1. Introduction
The primary objective of this paper is to improve our understanding of the evolution of quan-
tum observables described by unbounded operators. In fact, we address the existence and unique-
ness of solutions to the adjoint quantum master equations with unbounded initial conditions.
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3250 C.M. Mora / Journal of Functional Analysis 255 (2008) 3249–3273Moreover, we provide probabilistic representations of the Heisenberg evolution of unbounded
observables. We also deal with quantum dynamical semigroups in a generalized sense.
Consider a small quantum system with state space h weakly coupled to a heat bath (or reser-
voir). In a Markovian setting, an observable A of the small system evolves in accordance with
the adjoint quantum master equation
⎧⎪⎨
⎪⎩
d
dt
Tt (A) = Tt (A)G+G∗Tt (A)+
∞∑
k=1
L∗kTt (A)Lk,
T0(A) = A
(1)
(see, e.g., [4]). Here G,L1,L2, . . . , are linear operators in the separable complex Hilbert space
(h, 〈·,·〉) such that Dom(G) ⊂ Dom(Lk) for any k ∈ N and
2 Re〈x,Gx〉 +
∞∑
k=1
‖Lkx‖2 = 0 (2)
whenever x ∈ Dom(G). The Hamiltonian H defined by
iH = −G− 1
2
∞∑
k=1
L∗kLk
governs essentially the free evolution of the small system and L1,L2, . . . , characterize the effect
of the environment.
In this work we are interested in the existence and uniqueness of solutions to (1) with A
unbounded. The motivation to study unbounded observables come from many situations of phys-
ical interest where observables represented by unbounded operators appear naturally (see, e.g.,
[4,6,20,22]). Some typical examples of this kind of observables arise in quantum oscillators.
For instance, in the following oscillator with one degree of freedom, N describes the number of
photons. Other relevant unbounded observables are the position operator i(a† − a)/√2 and the
momentum operator i(a† + a)/√2.
Example 1. We choose h = l2(Z+). Then, the creation and annihilation operators a†, a are given
by a†en =
√
n+ 1en+1 and
aen =
{
0, if n = 0,√
nen−1, if n > 0,
where (en)n∈Z+ is the canonical orthonormal basis on l2(Z+). Set N = a†a.
We define the Hamiltonian H to be iβ1(a† − a) + β2N + β3(a†)2a2, with β1, β2, β3 real
numbers. The interaction operators L1,L2, . . . take the form L1 = α1a, L2 = α2a†, L3 = α3N ,
L4 = α4a2, L5 = α5(a†)2, L6 = α6N2 and Lk = 0 for all k  7. Here α1, . . . , α6 are complex
numbers.
In case A ∈ L(h) (i.e., A is a bounded operator in h), the existence and uniqueness of solutions
for (1) are established in [7,9,10] by semigroup methods. Chebotarev [7] has constructed a quan-
tum dynamical semigroup (T min)t0 on L(h) for which T min(A) is a weak solution of (1) int t
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is called the minimal solution of (1). Under a non-explosion condition inherent to quantum
open systems, Chebotarev and Fagnola [10] have deduced that (T mint )t0 preserves the iden-
tity operator, that is T mint (I ) = I for all t  0 (see [18, Section 3.6], [8, Chapter 7] and [11]
for generalizations). From this we obtain that (T mint )t0 is the unique quantum dynamical semi-
group satisfying weakly (1) (see [18, Corollary 3.23] or [8, Theorem 5.4.1] for details). To the
best of our knowledge, in case A is unbounded the questions of existence and uniqueness of
solutions to (1) have remained open.
To shed new light on the time behaviour of unbounded quantum observables in the Heisen-
berg picture, we establish that the unique solution of (1) with A belonging to a general class of
observables, which includes unbounded operators, is given implicitly by〈
x, Tt (A)y
〉= E〈Xt(x),AXt(y)〉. (3)
Here x, y are in an adequate dense subset of h and Xt(ξ) solves the linear stochastic Schrödinger
equation
Xt(ξ) = ξ +
t∫
0
GXs(ξ) ds +
∞∑
k=1
t∫
0
LkXs(ξ) dW
k
s , (4)
where W 1,W 2, . . . , are real-valued independent Wiener processes on a filtered complete prob-
ability space (Ω,F, (Ft )t0,P). Indeed, with the help of probabilistic arguments, this article
gives affirmative answers to the problems of existence and uniqueness of solutions of (1) with
unbounded initial data in situations where a non-explosion condition of the type introduced by
Chebotarev and Fagnola [10] holds. Relation (3) extends the probabilistic interpretation of Tt (A)
developed by Holevo in [24] to the case where A is unbounded.
Some authors have suggested to postulate the quantum dynamical semigroup structure as a
fundamental dynamical law for the Heisenberg evolutions of bounded operators. In certain situa-
tions, it has been checked that the infinitesimal generators of the quantum dynamical semigroups
(QDSs for short) take the form
A 
→ AG+G∗A+
∞∑
k=1
L∗kALk,
with A ∈ L(h) (see, e.g., [12,16,21,23,26]). Roughly speaking, the infinitesimal generators of
many QDSs are described by (1). In order to cover the Heisenberg evolutions of unbounded
observables, we extend the notion of QDS. Then we show that the family (Tt )t0 determined
by (3) constitutes a QDS in a wide sense.
The paper is organized as follows. Section 2 states the main results. In Section 3 we discuss
the evolution of unbounded observables in both Example 1 and a system of interacting fermions.
Section 4 is devoted to the proofs.
2. Main results
This section starts by presenting preliminaries on the stochastic Schrödinger equation (4).
Then, we construct operators that represent the values of a large number of observables at a given
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connection between the adjoint quantum master equations and quantum dynamical semigroups
in a wide sense.
2.1. Linear stochastic Schrödinger equation
Taking inspiration from [10] (see also [8,18,24]), we suppose the existence of a reference
operator that guarantees quantum evolutions without “explosions.” In fact, the basic assumption
of this paper is the following.
Hypothesis 1. There exist a self-adjoint positive operator C :h → h and an orthonormal basis
(en)n∈Z+ of h such that:
H1.1. Dom(C) ⊂ Dom(G)∩ Dom(G∗).
H1.2. For any n ∈ Z+, en ∈ Dom(C).
H1.3. For all n ∈ Z+, ∑∞k=1 ‖L∗ken‖2 < ∞.
H1.4. Let hn be the linear manifold spanned by e0, . . . , en. Then, for all n ∈ Z+ and x ∈ hn we
have
2 Re〈Cx,CPnGx〉 +
∞∑
k=1
‖CPnLkx‖2 K‖x‖2C,
where K is a positive real number, Pn : h → hn is the orthogonal projection of h over hn
and
‖z‖C =
(‖z‖2 + ‖Cz‖2)1/2
for any z in Dom(C).
H1.5. For any x ∈ Dom(C) and n ∈ Z+, ‖CPnx‖ ‖Cx‖.
Loosely speaking, the next definition says that a solution X of (4) is regular if and only
if Xt is uniformly bounded in L2C(P,h) for t in compacts. Here and subsequently, we denote
by L2C(P,h) the set of all random variables ξ : (Ω,F,P) → (h,B(h)) satisfying ξ ∈ Dom(C)
a.s. and E‖ξ‖2C < ∞.
Definition 2. Let Hypothesis 1 hold. An adapted process (Xt (ξ))t0 taking values in h with
continuous sample paths is called C-strong solution of (4) if and only if for any t  0,
E‖Xt(ξ)‖2  E‖ξ‖2, Xt(ξ) ∈ Dom(C) a.s.,
sup
s∈[0,t]
E
∥∥CπC(Xs(ξ))∥∥2 < ∞
and
Xt(ξ) = ξ +
t∫
GπC
(
Xs(ξ)
)
ds +
∞∑
k=1
t∫
LkπC
(
Xs(ξ)
)
dWks .0 0
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πC(x) =
{
x, if x ∈ Dom(C),
0, if x /∈ Dom(C).
Notation 1. Let A be a linear operator in h satisfying Dom(C) ⊂ Dom(A). If πC is as in Defini-
tion 2 and if η is a random variable such that η ∈ Dom(C) a.s., then we will write Aη instead of
A ◦ πC(η) when no confusion can arise.
The following theorem, which is due to [28] (see also [27]), establishes the existence and
uniqueness of the regular solution to the stochastic evolution equation driven by a standard cylin-
drical Brownian motion (4).
Theorem 3. Let Hypothesis 1 hold. Suppose that ξ belongs to L2C(P,h). Then there exists a
unique C-strong solution (Xt (ξ))t0 of (4). Moreover,
E
∥∥Xt(ξ)∥∥2 = E‖ξ‖2 (5)
and
E
∥∥CXt(ξ)∥∥2 K(t)E‖ξ‖2C, (6)
where K(·) is an increasing function.
Classical arguments show that (Xt )t0 is a Markov process with values in (Dom(C),‖ · ‖C).
Lemma 4. Let assumptions of Theorem 3 hold. Suppose that ϕ is a bounded and measurable real
function defined on Dom(C) equipped with the Borel σ -algebra generated by ‖ · ‖C . Then
E
(
ϕ ◦ πC
(
Xt+s(ξ)
)
/Ft
)= Psϕ ◦ πC(Xt(ξ)), (7)
where t, s  0 and Psϕ(x) = E(ϕ(Xs(x))) provided x ∈ Dom(C).
Proof. Deferred to Section 4.6. 
2.2. Modelling the evolution of quantum observables
We first introduce operators that allow us to characterize classes of initial data for which the
adjoint quantum master equation (1) is well-posed.
Hypothesis 2. Let Hypothesis 1 hold. There is a self-adjoint positive operator D :h → h with the
following properties:
H2.1. Dom(C) ⊂ Dom(D).
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2 Re〈Dx,DPnGx〉 +
∞∑
k=1
‖DPnLkx‖2 K‖x‖2D,
where K is a positive real number and ‖z‖D = (‖z‖2 + ‖Dz‖2)1/2 for any z belonging to
Dom(D).
H2.3. For any x ∈ Dom(D) and n ∈ N, ‖DPnx‖ ‖Dx‖.
Remark 5. Assume that C satisfies Hypothesis 1. Then Hypothesis 2 holds with D = C. The
same is true for D = I , where I is the identity operator on h.
By means of (2), we now describe the Heisenberg evolution of observables lying essentially
in the set of closed operators A such that Dom(D) ⊂ Dom(A).
Theorem 6. Let Hypothesis 2 hold. Suppose that A is a bounded linear operator from
(Dom(D),‖ · ‖D) to h, that is, A ∈ L((Dom(D),‖ · ‖D),h). Then for every nonnegative real
number t , there exists a unique Tt (A) belonging to L((Dom(D),‖ · ‖D),h) such that for all
x, y ∈ Dom(C),
〈
x, Tt (A)y
〉= E〈Xt(x),AXt(y)〉. (8)
Here (Xt (z))t0 is the C-strong solution of (4) with initial datum z. Moreover,∥∥Tt (A)∥∥D,h  exp(Kt/2)(1 +Kt)1/2‖A‖D,h, (9)
where ‖·‖D,h denotes the norm on L((Dom(D),‖ · ‖D),h) and K is the constant appearing in
Hypothesis 2.
Remark 7. Let D be a self-adjoint positive operator in h. If A is a closable operator in h with
Dom(D) ⊂ Dom(A), then the closed graph theorem yields A ∈ L((Dom(D),‖ · ‖D),h).
Remark 8. Adopt the assumptions of Theorem 6. Let x be an element of Dom(C) whose norm
is 1. From [29], we have
E
〈
Xt(x),AXt(x)
〉= EQ〈Yxt ,AYxt 〉,
where (Q, (Y xt )t0, (Bt )t0) is the solution of class C of the stochastic evolution equation driven
by a standard cylindrical Brownian motion
Yxt = x +
∞∑
k=1
t∫
0
(
LkY
x
s − Re
〈
Yxs ,LkY
x
s
〉
Yxs
)
dBks
+
t∫ (
GYxs +
∞∑
k=1
(
Re
〈
Yxs ,LkY
x
s
〉
LkY
x
s −
1
2
Re2
〈
Yxs ,LkY
x
s
〉
Yxs
))
ds. (10)0
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x, Tt (A)x
〉= EQ〈Yxt ,AYxt 〉. (11)
Remark 9. In many physical situations, the evolution of the state of a quantum system condi-
tioned on continuous observation obeys the nonlinear stochastic Schrödinger equation (10) (see,
e.g., [2,3,22]). Hence, EQ〈Yxt ,AYxt 〉 is the mean value of the observable A at time t provided the
initial state is x. By (11), the same applies to 〈x, Tt (A)x〉. Then, we can directly interpret Tt (A)
as the value of the observable A at time t in the context of measurements.
2.3. Adjoint quantum master equations
In this paper, we deal with weak solutions of (1) of the type given in Definition 10. In case A
is bounded, the integral version of this kind of solutions have been studied by means of quantum
dynamical semigroups techniques (for fuller treatments of QDSs with unbounded infinitesimal
generators we refer the reader to [8,18]).
Definition 10. Let C be a linear operator in h. A family (At )t0 of linear operators in h is a
C-weak solution of (1) if A0 = A and
d
dt
〈x, At y〉 = 〈x, AtGy〉 + 〈Gx, At y〉 +
∞∑
k=1
〈Lkx, AtLky〉 (12)
for any t  0 and all x, y ∈ Dom(C).
We concentrate on the adjoint quantum master equations whose solutions are dominated, rel-
atively speaking, by the operators D introduced in Section 2.2.
Definition 11. Suppose that the assumptions of Theorem 6 hold. A C-weak solution (At )t0
of (1) is of class D if and only if:
(i) For all t  0, sups∈[0,t] ‖As‖D,h < ∞.
(ii) For any x, y ∈ Dom(D), the map t 
→ 〈x, At y〉 is continuous.
The next theorem states that (Tt (A))t0 is the unique C-weak solution to (1) of class D
((C,D)-solution for short). This is in a good agreement with the classical physical description
of the Heisenberg evolutions.
Hypothesis 3. Let Hypothesis 2 hold. Assume, in addition, that:
H3.1. DG ∈ L((Dom(C), 〈·,·〉C),h).
H3.2. For all x ∈ Dom(C),
∞∑
k=1
‖DLkx‖2 K‖x‖C,
with K positive constant.
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‖ · ‖D),h). If (Tt (A))t0 is the family described by Theorem 6, then we have:
(i) Any (C,D)-solution of (1) coincides with (Tt (A))t0.
(ii) Let Gen and Lken belong to Dom(C) for any n ∈ Z+ and k ∈ N. Then, (Tt (A))t0 is a
(C,D)-solution of (1).
Applying Theorem 12 we obtain the existence and uniqueness of solutions to (1) with bounded
initial condition.
Corollary 13. Assume that A is a bounded operator in h and that Hypothesis 1 hold. Let (At )t0
be a C-weak solution of (1) such that:
(a) For all t  0, sups∈[0,t] ‖As‖ < ∞.
(b) For any x, y ∈ h, the map t 
→ 〈x, At y〉 is continuous.
Then At = Tt (A) for all t  0. In addition, (Tt (A))t0 is a C-weak solution of (1) satisfying
properties (a) and (b) provided Gen and Lken belong to Dom(C) for any n ∈ Z+ and k ∈ N.
Remark 14. A small contribution of Corollary 13 is to ensure the uniqueness of solutions of (1)
in a class larger than the QDSs associated with (1). Moreover, Corollary 13 does not suppose
that G is the infinitesimal generator of a strongly continuous contraction semigroup and does not
involve examining invariant domains for this semigroup.
2.4. Quantum dynamical semigroups in a wide sense
A key step in our generalization of the concept of quantum dynamical semigroup (hereafter,
QDS) is to substitute the σ -weak topology of L(h) (also called ultraweak) by the C-ultraweak
topology introduced below.
Definition 15. Let C and D be self-adjoint positive operators in h such that Dom(C) is a core
of D. We define the C-ultraweak topology on the set of all bounded linear operators from
(Dom(D),‖ · ‖D) to h as the locally convex vector space topology on L((Dom(D),‖ · ‖D),h) in-
duced by the family of seminorms on L((Dom(D),‖·‖D),h) of the form A 
→ |∑∞j=1〈xj ,Ayj 〉|,
with
∑∞
j=1(‖xj‖2C + ‖yj‖2C) < ∞ (see, e.g., [33] for details).
We now propose a notion of QDS in the Heisenberg picture that allows the description of the
evolutions of unbounded quantum observables.
Definition 16. Assume that C and D are as in Definition 15. A semigroup (Tt )t0 of bounded
operators from (Dom(D), 〈·,·〉D) to h is said to be a C-continuous D-quantum dynamical semi-
group if:
(i) For any A ∈ L((Dom(D),‖ · ‖D),h) and t  0,
sup
s∈[0,t]
∥∥Ts(A)∥∥D,h < ∞.
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n∑
j,k=1
〈
xj , Tt
(
A∗jAk
)
yk
〉
 0
whenever Aj and A∗jAl belong to L((Dom(D),‖ · ‖D),h) for all j and k in {1, . . . , n}.
(iii) For each A ∈ L((Dom(D),‖ · ‖D),h), the application t 
→ Tt (A) is continuous with respect
to the C-ultraweak topology on L((Dom(D),‖ · ‖D),h).
(iv) For all t  0, the application A 
→ Tt (A) is C-ultraweakly continuous in L((Dom(D),
‖ · ‖D),h).
Remark 17. From conditions (i) and (iii) of Definition 16 we have
∞∑
j=1
〈
xj , Ts(A)yj
〉
s→t−−→
∞∑
j=1
〈
xj , Tt (A)yj
〉
,
provided (xj )j∈N and (yj )j∈N are sequences of elements of h and Dom(D) respectively such
that
∑∞
n=1 ‖xj‖2 < ∞ and
∑∞
n=1 ‖yj‖2D < ∞.
Remark 18. Let D = I in Definition 16. Then, condition (iv) of Definition 16 is equivalent to
the property that Tt :L(h) → L(h) is σ -weakly continuous. Moreover, using Remark 17 we see
that we can replace condition (iii) of Definition 16 by the requirement that the map t 
→ Tt (A) is
σ -weakly continuous. Hence any C-continuous I -QDS is actually a classical QDS.
The next theorem relates the solutions of (1) with the new type of QDSs.
Theorem 19. Suppose that Hypothesis 3 holds. Let Tt be the linear application that sends ev-
ery A in L((Dom(D),‖ · ‖D),h) into the operator Tt (A) given by Theorem 6. Then (Tt )t0 is
a C-continuous D-quantum dynamical semigroup. Furthermore, (Tt )t0 is Markovian, that is
Tt (I ) = I .
3. Applications
We first illustrate our main results with a damped and forced harmonic oscillator. This is
motivated by the fact that harmonic oscillators are involved in the study of a large number of
quantum phenomena (see, e.g., [13,20,34]). Since interesting examples of unbounded observ-
ables arise from many-body system, Section 3.2 discusses a quantum interacting particle system
formed by fermions. It is worth pointing out that the analysis used in these two examples suggest
us that our assumptions are easy to check in a wide class of physical applications.
3.1. Quantum oscillator
We will apply Theorems 6, 12 and 19 to Example 1. This model problem represents, for
instance, the state space of a single mode of a quantized electromagnetic field. In case β2 > 0,
α1 = √A(ν + 1), α2 =
√
Aν and all the other coefficients are zero, Example 1 describes a mode
of the quantized radiation field of an ideal resonator. In this context, the physical meaning of
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excitations in the steady state (see, e.g., [17]). Moreover, Example 1 reduces to a simple model
of a two-photon absorption and emission process when α4 > 0, α5  0 and that all the other
constant are zero except β3 (see, e.g., [19,32]).
The next theorem asserts that the adjoint quantum master equation (1) is well-posed in sit-
uations where the initial condition is formed from a finite composition of the creation and
annihilation operators.
Theorem 20. Adopt the assumptions of Example 1. Let |α4| be greater than or equal to |α5|.
Suppose that p and q are entire nonnegative numbers satisfying p  q + 4. Then (8) defines a
Np-continuous Nq -quantum dynamical semigroup (Tt )t0 for which (Tt (A))t0 is the unique
(Np,Nq)-solution of (1) with initial datum A belonging to L((Dom(Nq),‖ · ‖D),h). Here,
N0 = I .
3.2. Interacting fermions
We now consider that h is the antisymmetric Fock space over the complex Hilbert space h0,
that is h = Γa(h0). In this setting, the fundamental operators are the fermion creation and an-
nihilation operators, which are denoted by a†f (x) and af (x), respectively (see, e.g., [5,30] for
details). Here, x belongs to h0.
The next model describes the evolution of a system formed by an arbitrary number of identical
fermions.
Example 21. Fix an orthonormal basis (ϕk)k∈N of h0. Then, we define H to be∑∞
k=1 Eka
†
f (ϕk)af (ϕk), where (Ek)k∈N is a bounded sequence of real numbers. For any nat-
ural numbers k, l, we set Lk,l = √γk,la†f (ϕl)af (ϕk) provided γk,l  0. Then, (1) becomes
d
dt
Tt (A) = Tt (A)G+G∗Tt (A)+
∑
k,l∈N
L∗k,lTt (A)Lk,l (13)
with G = −iH − 12
∑
k,l∈N L∗k,lLk,l .
Remark 22. In Example 21, the additive one-body operator H governs the free dynamics of
noninteracting Fermi particles in the absence of an external field. When l and k are different,
Lk,l causes transition of, for instance, an electron from the level associated with the eigenvec-
tor ϕk to the level corresponding to ϕl in case where the site ϕl is vacant (see, e.g., [1]). If
the eigenvectors ϕk and ϕl are occupied, then a fermion remains at ϕk . The operator Nf =∑∞
k=1 a
†
f (ϕk)af (ϕk) represents the number of occupied levels.
The motion of bounded observables of Example 21 has been discussed in [31]. From Sec-
tion 4.2 of [28], we see that Theorems 12 and 19 apply to Example 21. Furthermore, we obtain
that the moments of the number of occupied sites remain invariant under the action of (13).
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sup
k∈N
∞∑
l=1
γk,l < ∞ and
∞∑
k=1
γk,l < ∞ for any l ∈ N.
If p and q are nonnegative real numbers such that p  q+1, then (13) with A ∈ L((Dom(Nq),‖·
‖D),h) has a unique (Npf ,Nqf )-solution (Tt (A))t0. Moreover, Tt (A) is given by (8), Tt (Nrf ) =
Nrf for any r  0 and (Tt )t0 is a Npf -continuous Nqf -quantum dynamical semigroup.
4. Proofs
In this section, we prove the results presented in Sections 2 and 3.1. For pedagogical reasons,
we defer the proofs of some technical lemmas to Section 4.6.
4.1. Notation
As usual in quantum mechanics, the scalar product 〈·,·〉 is linear in the second variable and
anti-linear in the first one. From now on, we write x¯ =∑n∈Z+ 〈en, x〉en for any x ∈ h, where
(en)n∈Z+ is as in Hypothesis 1.
In the sequel, we use the same letter K to designate different positive real numbers in order
to simplify notation.
4.2. Theorem 6
The proof of Theorem 6 rests on the following a priori estimate on Xt(ξ).
Lemma 24. Under Hypothesis 2,
E
∥∥DXt(ξ)∥∥2  exp(Kt)(E‖Dξ‖2 +KtE‖ξ‖2). (14)
Here ξ ∈ L2C(P,h) and K is the constant appearing in condition H2.2 of Hypothesis 2.
We will prove Lemma 24 in Section 4.6. To this end, we consider the strong solution of the
following stochastic differential equation on hn:
Xnt (ξ) = Pnξ +
t∫
0
PnGX
n
s (ξ) ds +
n∑
k=1
t∫
0
PnLkX
n
s (ξ) dW
k
s . (15)
Then, (14) follows from uniform estimates on E‖DXnt (ξ)‖2.
Remark 25. Under the assumptions of Theorem 3, from [28] we have
E
∥∥Xnt (ξ)∥∥2  E‖ξ‖2 (16)
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E
∥∥Xnt (ξ)−Xt(ξ)∥∥2 →n→∞ 0. (17)
Before going on, we present an easy consequence of Hypothesis 2.
Lemma 26. Let Hypothesis 2 hold. Suppose that x ∈ Dom(D). Then
DPnx →n→∞ Dx. (18)
Proof. Deferred to Section 4.6. 
Proof of Theorem 6. Let x, y belong to Dom(C). By (5), Lemma 24 yields
E
〈
Xt(x),AXt(y)
〉
 exp(Kt/2)(1 +Kt)1/2‖A‖D,h‖x‖‖y‖D. (19)
Lemma 26 shows that Dom(C) is dense (Dom(D),‖ · ‖D). From (19) we deduce that the
sesquilinear form on Dom(C)× Dom(C) defined by
(x, y) 
→ E〈Xt(x),AXt(y)〉
has a unique extension to a bounded sesquilinear form t on h × Dom(D). Thus, there exists a
unique bounded operator Tt (A) from (Dom(D), 〈·,·〉D) to h such that t[x, y] = 〈x, Tt (A)y〉 for
all x ∈ h and y ∈ Dom(D) (see, e.g., [25, Section V-2.1]).
Finally, (19) becomes
∥∥Tt (A)∥∥D,h = sup‖x‖=‖y‖D=1
∣∣t[x, y]∣∣ exp(Kt/2)(1 +Kt)1/2‖A‖D,h. 
4.3. Theorem 12
The proof of the existence and uniqueness of solutions of (1) is based on probabilistic argu-
ments. This is a technical novelty of the paper.
4.3.1. Existence
In order to establish the existence of regular solutions to (1), we combine ideas from the
Galerkin method with characteristics of (4). In particular, we obtain a week integral version
of (12) by means of the approximation of Xt(ξ) by Xnt (ξ).
Lemma 27. Let Hypothesis 2 hold and let A belong to L((Dom(D),‖ · ‖D),h). Suppose that for
every n in Z+ we have:
(i) ∑∞k=1 ‖DLken‖2 < ∞.
(ii) Gen, L1en, L2en, . . . , lie in Dom(C).
If x, y are finite linear combinations of e0, e1, . . . , then
C.M. Mora / Journal of Functional Analysis 255 (2008) 3249–3273 3261〈
x, Tt (A)y
〉= 〈x,Ay〉
+
t∫
0
(〈
Gx, Ts(A)y
〉+ 〈x, Ts(A)Gy〉+ ∞∑
k=1
〈
Lkx, Ts(A)Lky
〉)
ds. (20)
Proof. For given natural numbers n and m, we define τt to be the unique solution of the following
ordinary differential equation on hn × hn:
⎧⎪⎨
⎪⎩
d
dt
τt = τtPnGPn + (PnGPn)∗τt +
n∑
k=1
(PnLkPn)
∗τtPnLkPn,
τ0 = PnAPmPn.
(21)
If F(s, x, y) = 〈x¯, τt−sy〉 for any x, y ∈ hn, then the complex Itô formula leads to EF(t,Xnt (x),
Xnt (y)) = F(0,Pnx,Pny). This gives
E
〈
Xnt (x),APmX
n
t (y)
〉= E〈Pnx, τtPny〉. (22)
In the remainder of this proof we assume that x and y belong to hj . By (22), integrating (21)
we obtain that for n j ,
E
〈
Xnt (x),APmX
n
t (y)
〉
= 〈x,APmy〉 +
t∫
0
n∑
k=1
E
〈
Xns (Lkx),APmX
n
s (Lky)
〉
ds
+
t∫
0
(
E
〈
Xns (x),APmX
n
s (Gy)
〉+ E〈Xns (Gx),APmXns (y)〉)ds. (23)
According to (16), we have
∣∣E〈Xns (Lkx),APmXns (Lky)〉∣∣ ‖APm‖‖Lkx‖‖Lky‖ (24)
for any k ∈ N. From (17) and (24), we deduce that
E
〈
Xns (Lkx),APmX
n
s (Lky)
〉
n→∞−−−−→ E
〈
Xs(Lkx),APmXs(Lky)
〉
whenever k ∈ N. Using (2), (24) and dominated convergence theorem we see that
∞∑
k=1
E
〈
Xns (Lkx),APmX
n
s (Lky)
〉
n→∞−−−−→
∞∑
k=1
E
〈
Xs(Lkx),APmXs(Lky)
〉
.
Therefore, combining (24) with dominated convergence theorem yields
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0
n∑
k=1
E
〈
Xns (Lkx),APmX
n
s (Lky)
〉
ds
n→∞−−−−→
t∫
0
∞∑
k=1
E
〈
Xs(Lkx),APmXs(Lky)
〉
ds.
Similarly, we have
t∫
0
(
E
〈
Xns (x),APmX
n
s (Gy)
〉+ E〈Xns (Gx),APmXns (y)〉)ds
n→∞−−−−→
t∫
0
(
E
〈
Xs(x),APmXs(Gy)
〉+ E〈Xs(Gx),APmXs(y)〉)ds.
Applying (17) we get
E
〈
Xt(x),APmXt(y)
〉= lim
n→∞E
〈
Xnt (x),APmX
n
t (y)
〉
.
Then, letting n → ∞ in (23) gives
E
〈
Xt(x),APmXt(y)
〉
= 〈x,APmy〉 +
t∫
0
∞∑
k=1
E
〈
Xs(Lkx),APmXs(Lky)
〉
ds
+
t∫
0
(
E
〈
Xs(x),APmXs(Gy)
〉+ E〈Xs(Gx),APmXs(y)〉)ds. (25)
Note that
∑∞
k=1 ‖DLky‖2 < ∞ provided y ∈ hj . By Lemmas 24 and 26, repeated application
of dominated convergence theorem show that
t∫
0
∞∑
k=1
E
〈
Xs(Lkx),APmXs(Lky)
〉
ds
m→∞−−−−→
t∫
0
∞∑
k=1
E
〈
Xs(Lkx),AXs(Lky)
〉
ds.
Similarly,
t∫
0
(
E
〈
Xs(x),APmXs(Gy)
〉+ E〈Xs(Gx),APmXs(y)〉)ds
m→∞−−−−→
t∫
0
(
E
〈
Xs(x),AXs(Gy)
〉+ E〈Xs(Gx),AXs(y)〉)ds.
Taking limit as m → ∞ in (25) completes the proof. 
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Lemma 28. Adopt the assumptions of part (ii) of Theorem 12. Then (20) holds in case x, y ∈
Dom(C).
Proof. Deferred to Section 4.6. 
From Lemma 28, we have a strong version of property (ii) of Definition 11.
Lemma 29. Under the assumptions of part (ii) of Theorem 12, the map t 
→ 〈x, Tt (A)y〉 is
continuous provided x ∈ h and y ∈ Dom(D).
Proof. Deferred to Section 4.6. 
We are now in position to show the second assertion of Theorem 12.
Proposition 30. Under the hypotheses of part (ii) of Theorem 12, (Tt (A))t0 is a (C,D)-solution
of (1).
Proof. Let x, y ∈ Dom(C). Using (9) we see that ∑nk=1〈Lkx, Ts(A)Lky〉 converge uni-
formly to
∑∞
k=1〈Lkx, Ts(A)Lky〉 as n → ∞ in any bounded interval. Therefore the map
s 
→ ∑∞k=1〈Lkx, Ts(A)Lky〉 is continuous by Lemma 29. According to Lemma 29 we have
that the function
s 
→ 〈x, Ts(A)Gy〉+ 〈Gx, Ts(A)y〉
is continuous. Combining the fundamental calculus theorem with Lemma 28 we obtain
d
dt
〈
x, Tt (A)y
〉= 〈x, Tt (A)Gy〉+ 〈Gx, Tt (A)y〉+ ∞∑
k=1
〈
Lkx, Tt (A)Lky
〉
.
Then, the proposition follows from (9) and Lemma 29. 
4.3.2. Uniqueness
Our next goal is to prove the first assertion of Theorem 12, that is, the uniqueness of the
regular solution to (1).
Proposition 31. Let Hypothesis 3 hold. If (At )t0 is a (C,D)-solution of (1) with initial condi-
tion A belonging to L((Dom(D),‖ · ‖D),h), then At = Tt (A) for all t  0.
Proof. Suppose that x, y ∈ Dom(C). For n ∈ N and ξ = x, y we have
PnXt(ξ) = Pnξ +
t∫
PnGXs(ξ) ds +
∞∑
k=1
t∫
PnLkXs(ξ) dW
k
s . (26)0 0
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Fn(s,u, v) = 〈u, At−sv〉.
Using (12) and Definition 11, we see that d
ds
F n(s, u, v) is continuous. Then, combining the
complex Itô formula with (26) yields
EFn
(
t, PnXt (x),PnXt (y)
)
= Fn(0,Pnx,Pny)+ E
t∫
0
(
−〈PnXs(x), A′t−sPnXs(y)〉+ 〈PnGXs(x), At−sPnXs(y)〉
+ 〈PnXs(x), At−sPnGXs(y)〉+ ∞∑
k=1
〈
PnLkXs(x), At−sPnLkXs(y)
〉)
ds,
where 〈u, A′sv〉 stands for dds 〈u, Av〉. Hence, (12) leads to
E
〈
PnXt(x),APnXt(y)
〉
= 〈Pnx, AtPny〉 +
t∫
0
∞∑
k=1
E
〈
PnLkXs(x), At−sPnLkXs(y)
〉
ds
−
t∫
0
∞∑
k=1
E
〈
LkPnXs(x), At−sLkPnXs(y)
〉
ds +
t∫
0
E
〈
PnGXs(x), At−sPnXs(y)
〉
ds
−
t∫
0
E
〈
GPnXs(x), At−sPnXs(y)
〉
ds +
t∫
0
E
〈
PnXs(x), At−sPnGXs(y)
〉
ds
−
t∫
0
E
〈
PnXs(x), At−sGPnXs(y)
〉
ds. (27)
In (27), applying passages to the limit as n → ∞ similar to those in the proof of Lemmas 27
and 28 we get E〈Xt(x),AXt(y)〉 = 〈x, At y〉. Therefore Tt (A) = At by Theorem 6. 
4.4. Theorem 19
We have divided the proof of Theorem 19 into a sequence of propositions.
Proposition 32. Under Hypothesis 2, (Tt )t0 is a semigroup of bounded linear operators from
(Dom(D), 〈·,·〉D) to h. In addition, the identity operator is invariant under the action of (Tt )t0.
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with Lebesgue’s dominated convergence theorem, we obtain
E
(〈
Xt+s(x),AXt+s(x)
〉
/Ft
)= 〈Xt(x), Ts(A)Xt (x)〉
for all t, s  0. Hence
〈
x, Tt+s(A)x
〉= E〈Xt(x), Ts(A)Xt (x)〉= 〈x, Tt(Ts(A))x〉,
and so the polarization identity leads to Tt+s(A) = Tt (Ts(A)). From (8) and the polarization
identity, we have T0(A) = A.
Using (5) and (8) yields 〈x, Tt (I )x〉 = ‖x‖2 for any x ∈ Dom(C). Thus Tt (I ) = I for all
t  0. 
With the help of (8), we now easily deduce the complete positivity in a generalized sense of
(Tt )t0.
Proposition 33. Adopt the hypotheses of Proposition 32. Then, (Tt )t0 satisfies properties (i)
and (ii) of Definition 16.
Proof. Assume that x1, . . . , xn ∈ h and y1, . . . , yn ∈ Dom(D). If Aj and A∗jAl are in
L((Dom(D),‖ · ‖D),h) for all j, l = 1, . . . , n, then
n∑
j,l=1
〈
Pkxj , Tt
(
A∗jAl
)
Pkyl
〉= E
∥∥∥∥∥
n∑
j=1
AjXt(Pkxj )
∥∥∥∥∥
2
 0.
By Lemma 26, letting k → ∞ gives ∑nj,l=1〈xj , Tt (A∗jAl)yl〉  0. Thus (9) completes the
proof. 
We proceed to study the continuity of (Tt (A))t0 in the C-ultraweak sense.
Lemma 34. Let Hypothesis 3 hold. If x ∈ Dom(C), then
E
∥∥DXs(x)−DXt(x)∥∥2 s→t−−→ 0. (28)
Proof. Deferred to Section 4.6. 
Proposition 35. Under the assumptions of Theorem 19,
Ts(A) s→t−−→ Tt (A) in the C-ultraweak sense (29)
provided A ∈ L((Dom(D),‖ · ‖D),h).
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j=1(‖xj‖2C + ‖yj‖2C) < ∞. Assume that s, t ∈ [0, T [, where T is a positive real number.
Using Lemma 24 and (8) yields
∣∣〈xj , Ts(A)yj 〉− 〈xj , Tt (A)yj 〉∣∣K‖A‖D,h‖yj‖D(E∥∥Xs(xj )−Xt(xj )∥∥2)1/2
+ ‖A‖D,h‖xj‖
(
E
∥∥Xs(yj )−Xt(yj )∥∥2D)1/2.
Since Hypothesis 3 holds with D = I , Lemma 34 implies
lim
s→t E
∥∥Xs(xj )−Xt(xj )∥∥2 = 0. (30)
According to Lemma 34 and (30), we have
lim
s→t
〈
xj , Ts(A)yj
〉= 〈xj , Tt (A)yj 〉.
Combining (9) with dominated convergence theorem, we see that
∞∑
j=1
〈
xj , Ts(A)yj
〉
s→t−−→
∞∑
j=1
〈
xj , Tt (A)yj
〉
. 
Remark 36. A slight change in the proof of Proposition 35 shows that (29) is still true if Hy-
pothesis 2 holds and A∗ belongs to L((Dom(C),‖ · ‖C),h).
To obtain property (iv) of Definition 16 we next combine the probabilistic representation
of Tt (A) with techniques from the operator theory.
Proposition 37. Suppose that Hypothesis 2 holds. Then, Tt is C-ultraweakly continuous for all
t  0.
Proof. Assume that (xj )j∈N is a sequence of vectors of Dom(C) for which
∑∞
j=1 ‖xj‖2C < ∞.
We define the bounded linear operator ρ by
ρx =
∞∑
j=1
E
〈
Xt(xj ), x
〉
Xt(xj )
for all x ∈ h. In Dirac notation, ρ =∑∞j=1 E|Xt(xj )〉〈Xt(xj )|.
Consider an orthonormal basis (un)n∈N of h. From Parseval’s equality we deduce that
∞∑
〈un,ρun〉 =
∞∑
E
∞∑∣∣〈un,Xt (xj )〉∣∣2 = ∞∑E∥∥Xt(xj )∥∥2.
n=1 j=1 n=1 j=1
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operator. Thus, there exist an orthonormal countable family (vm)m∈M formed by elements of h
and positive real numbers λm, with m ∈ M, such that
 =
∑
m∈M
λm|vm〉〈vm|.
We claim the following properties of ρ. They will be proved in Section 4.6.
Lemma 38. Under the assumptions of Proposition 37, ρx belongs to Dom(C) for all x ∈ h.
Moreover,
Bρx =
∞∑
j=1
E
〈
Xt(xj ), x
〉
BXt(xj )
whenever B belongs to L((Dom(D),‖ · ‖D),h).
Suppose that B ∈ L((Dom(D),‖ · ‖D),h). Using Parseval’s equality yields
∞∑
j=1
〈
xj , Tt (B)xj
〉= ∞∑
j=1
E
∞∑
n=1
〈
Xt(xj ), un
〉 〈
un,BXt(xj )
〉
. (31)
Combining Fubini’s theorem with Lemma 38 we get
∞∑
j=1
E
∞∑
n=1
〈
Xt(xj ), un
〉 〈
un,BXt(xj )
〉= ∞∑
n=1
〈un,Bρun〉, (32)
and so
∑∞
j=1〈xj , Tt (B)xj 〉 =
∑∞
n=1〈un,Bρun〉.
By Lemma 38, vm belongs to Dom(C) for all m ∈ M. Then, Parseval’s equality leads to∑
m∈M
λm‖Cvm‖2 =
∑
n∈Z+
〈Cen,ρCen〉,
where (en)n∈Z+ is the orthonormal basis of h described in Hypothesis 1. Applying Lemma 38
and (6) gives
∑
n∈Z+
〈Cen,ρCen〉 =
∑
j∈N
E
∥∥CXt(xj )∥∥2 K(t)∑
j∈N
‖xj‖2C.
Therefore ∑
m∈M
λm‖Cvm‖2 < ∞, (33)
and so the dominated convergence theorem shows that
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n→∞BPnρx =
∑
m∈M
λm〈vm,x〉Bvm.
Then, combining Fubini’s theorem with (33) we obtain
∞∑
n=1
〈un,Bρun〉 =
∑
m∈M
λm
∑
n∈N
〈vm,un〉〈un,Bvm〉 =
∑
m∈M
λm〈vm,Bvm〉.
From (31) and (32) we have
∞∑
j=1
〈
xj , Tt (B)xj
〉= ∑
m∈M
〈√
λmvm,B(
√
λmvm)
〉
. (34)
Let (Aθ )θ∈Θ be a net in L((Dom(D),‖ · ‖D),h) converging C-ultraweakly to A. From (33)
and (34) we deduce that the net(∑∞j=1〈xj , Tt (Aθ )xj 〉)θ∈Θ converges to∑∞j=1〈xj , Tt (A)xj 〉. 
4.5. Theorem 20
This subsection illustrates that the assumptions adopted in Section 3 are easy to check in many
physical situations.
Proof of Theorem 20. Suppose that l is a natural number. For any x ∈ hn, with n 2, we have
2 Re
〈
Nlx,NlPnGx
〉+ ∞∑
k=1
∥∥NlPnLkx∥∥2
= 2β1
n∑
k=1
Re(xkxk−1)
√
k
(
kl − (k − 1)l)+ |α1| n∑
k=0
|xk|2k
(
(k − 1)l − kl)
+ |α2|2
n−1∑
k=0
|xk|2(k + 1)
(
(k + 1)l − kl)− |α2|2|xn|2(n+ 1)nl
+ |α4|2
n∑
k=0
|xk|2k(k − 1)
(
(k − 2)l − kl)
+ |α5|2
n−2∑
k=0
|xk|2(k + 1)(k + 2)
(
(k + 2)l − kl)
− |α5|2|xn−1|2(n− 1)ln(n+ 1)− |α5|2|xn|2nl(n+ 1)(n+ 2),
where xk = 〈ek, x〉 provided k ∈ Z+. Using |α4| |α5| yields
2 Re
〈
Nlx,NlPnGx
〉+ ∞∑∥∥NlPnLkx∥∥2 K(∥∥Nlx∥∥2 + ‖x‖2).
k=1
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Since Dom(N4) ⊂ Dom(G) ∩ Dom(G∗), Hypothesis 2 holds with C = Np and D = Nq when-
ever p max(4, q). By p  4 + q , the pair (Np,Nq) satisfies Hypothesis 3. 
4.6. Proofs of technical lemmas
4.6.1. Lemma 26
Proof of Lemma 26. For all m ∈ Z+, we have
lim
n→∞〈em,DPnx〉 = 〈Dem,x〉 = 〈em,Dx〉.
Therefore DPnx converge weakly to Dx as n → ∞ by (DPnx)n∈Z+ is bounded. Condition H2.3
of Hypothesis 2 now leads to (18) (see, e.g., [25, Lemma V.1.2]). 
Remark 39. Suppose that Hypothesis 1 hold. Combining Lemma 26 with Remark 5 we obtain
lim
n→∞CPnx = Cx (35)
for any x ∈ Dom(C).
4.6.2. Lemma 4
For the sake of completeness, we include a sketch of the proof of Lemma 4.
Remark 40. Let x ∈ Dom(C). Under the hypotheses of Theorem 3, Remark 39 leads to
〈
x,πC
(
Xt(ξ)
)〉
C
= 〈x,πC(Xt(ξ))〉+ lim
n→∞
〈
Cx,CPnπC
(
Xt(ξ)
)〉
,
where 〈x, y〉C = 〈x, y〉 + 〈Cx,Cy〉 for any x, y ∈ Dom(C). Since Dom(C) belongs to B(h)
(see [28] for details), 〈x,πC(Xt+s(ξ))〉C is a real random variable. It follows that πC(Xt (ξ))
is a random variable taking values in the separable Hilbert space (Dom(C), 〈·,·〉C). Thus ϕ ◦
πC(Xt (ξ)), with ϕ as in Lemma 4, is a real random variable.
Proof of Lemma 4. According to Theorem 3, we have that the map ξ 
→ πC(Xt (ξ)) from
L2(P, (Dom(C),‖ · ‖C)) to L2(P, (Dom(C),‖ · ‖C)) is continuous. Then, analysis similar to
that in the proof of [14, Theorem 9.8] shows (7). 
4.6.3. Lemma 24
Proof of Lemma 24. Since DPn ∈ L(h), applying complex Itô’s formula yields
E
∥∥DXnt (ξ)∥∥2 = E‖DPnξ‖2 +
t∫
E
(
2Re
〈
DXns (ξ),DPnGX
n
s (ξ)
〉+ n∑
k=1
∥∥DPnLkXns (ξ)∥∥2
)
ds.0
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E
∥∥DXnt (ξ)∥∥2  exp(Kt)(E‖DPnξ‖2 +KtE‖ξ‖2). (36)
By the unit ball of L2(P,h × h) is weak* compact, (16) and (36) show that (Xnt (ξ))n∈N has a
subsequence (Xn(l)t (ξ))l∈N for which (X
n(l)
t (ξ),DX
n(l)
t (ξ)) converge weakly in L2(P,h × h) as
l → ∞. Combing (17) with the fact that the graph of D is a closed linear manifold of h × h, we
see that
(
X
n(l)
t (ξ),DX
n(l)
t (ξ)
)
l→∞−−−→
(
Xt(ξ),DXt(ξ)
)
weakly in L2(P,h × h).
Using (36), we obtain the assertion of the lemma. 
4.6.4. Lemma 28
Proof of Lemma 28. Let z ∈ Dom(C). Then, the closed graph theorem shows that ‖Gz‖2 
K‖z‖2C (see, e.g., [28] for details). Relation (2) becomes
∞∑
k=1
‖Lkz‖2 K‖z‖2C.
Using condition H3.2 of Hypothesis 3, (9) and (35), we get
∞∑
k=1
〈
LkPnx, Ts(A)LkPny
〉
n→∞−−−−→
∞∑
k=1
〈
Lkx, Ts(A)Lky
〉
for any x, y ∈ Dom(C). By dominated convergence theorem, we have
t∫
0
∞∑
k=1
〈
LkPnx, Ts(A)LkPny
〉
ds
n→∞−−−−→
t∫
0
∞∑
k=1
〈
Lkx, Ts(A)Lky
〉
ds.
Similarly,
t∫
0
(〈
Pnx, Ts(A)GPny
〉+ 〈GPnx, Ts(A)Pny〉)ds
n→∞−−−−→
t∫
0
(〈
x, Ts(A)Gy
〉+ 〈Gx, Ts(A)y〉)ds,
and the lemma follows from Lemma 27. 
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Proof of Lemma 29. Using (9) and Lemma 28 we find∣∣〈x, Tt (A)y〉− 〈x, Ts(A)y〉∣∣K|t − s|
where x, y ∈ Dom(C) and K depends on x, y,D,G and Lk , with k ∈ N. On the other hand, (9)
gives
∣∣〈x, Tr (A)y〉− 〈Pnx, Tr (A)Pny〉∣∣
 exp(Kr/2)(1 +Kr)1/2‖A‖D,h
(‖x − Pnx‖‖y‖D + ‖x‖‖y − Pny‖D)
for any r  0, x ∈ h and y ∈ Dom(D). The above two inequalities lead to the assertion of the
lemma. 
4.6.6. Lemma 34
Proof of Lemma 34. Combining Theorem 3 with Hypothesis 3 we deduce that
DXt(x) = Dx +
t∫
0
DGXs(x)ds +
∞∑
k=1
t∫
0
DLkXs(x) dW
k
s .
Let s, t belong to [0, T [, with T > 0. From (6) and conditions H3.2 of Hypothesis 3 we have
E
∥∥∥∥∥
∞∑
k=1
s∨t∫
s∧t
DLkXr(x) dW
k
r
∥∥∥∥∥
2
= E
s∨t∫
s∧t
∞∑
k=1
∥∥DLkXr(x)∥∥2 dr K|t − s|‖x‖C.
Since DG lies in L((Dom(C),‖ · ‖C),h),
E
∥∥∥∥∥
s∨t∫
s∧t
DGXr(x) dr
∥∥∥∥∥
2
K|t − s|‖x‖C.
Therefore (28) holds. 
4.6.7. Lemma 38
Proof of Lemma 38. For any x ∈ h,
CPnρx =
∞∑
j=1
E
〈
Xt(xj ), x
〉
CPnXt(xj ).
Since ∥∥〈Xt(xj ), x〉CPnXt(xj )∥∥ ‖x‖∥∥Xt(xj )∥∥∥∥CXt(xj )∥∥,
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lim
n→∞CPnρx =
∞∑
j=1
E
〈
Xt(xj ), x
〉
CXt(xj ).
Then ρx belongs to Dom(C), because C is closed and limn→∞ Pnρx = ρx.
Let B be in L((Dom(D),‖ · ‖D),h). Combining Lemma 26 with the dominated convergence
theorem we have
lim
n→∞
∞∑
j=1
E
〈
Xt(xj ), x
〉
BPnXt(xj ) =
∞∑
j=1
E
〈
Xt(xj ), x
〉
BXt(xj ).
Lemma 26 now leads to
Bρx = lim
n→∞BPnρx =
∞∑
j=1
E
〈
Xt(xj ), x
〉
BXt(xj ). 
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