Abstract. Recently, in [1] , the author proved that many results that are true for PPT matrices also hold for another class of matrices with a certain symmetry in their Hermitian Schmidt decompositions. These matrices were called SPC in [1] (definition 1.1). Before that, in [9] , Tóth and Gühne proved that if a state is symmetric then it is PPT if and only if it is SPC. A natural question appeared: What is the connection between SPC matrices and PPT matrices? Is every SPC matrix PPT?
Introduction
The PPT property is an important concept in Quantum Information Theory. Since the PPT property was noticed to be a necessary condition for separability of density matrices ( [7] ), many papers were published regarding applications or characterizations of PPT property, e.g., [2] , [3] , [5] , [6] , [8] , [9] .
The most important feature of this property was proved by Horodecki in [6] : The PPT property is equivalent to separability in the space M 2 ⊗ M m , m = 2, 3.
We can refer, for example, to the following papers devoted to find classes of PPT matrices: [2] , [3] , [8] .
With respect to papers devoted to characterize the PPT property by means of other properties, one example is Hildebrand's work [5] . He found a necessary and sufficient condition for an operator acting on a n−dimensional Hilbert space, H n , to be PPT in any possible decomposition of H n as H k ⊗ H m , for n = km. The analogous result for the case n = 4 was proved in [10] .
Another example is the paper [9] of Tóth and Gühne. They defined a symmetric state ρ, as a state that satisfies ρT = T ρ = ρ, where T is the flip operator. They showed that ρ is PPT if and only if the Hermitian Schmidt decomposition of ρ is n i=1 λ i γ i ⊗ γ i , with λ i > 0 . In [1] , the author noticed that even if we remove the hypothesis of ρ being symmetric, in the sense of Tóth and Gühne, the positive matrices with that symmetric Hermitian Schmidt decomposition share many properties with PPT matrices. Matrices with that symmetric Hermitian Schmidt decomposition were called SPC matrices in [1] (See definition 1.1).
The author of [1] proved that the following results hold for SPC and PPT matrices:
(1) If a SPC matrix A has the Hermitian Schmidt decomposition n i=1 γ i ⊗ γ i (λ i = 1 for every i) then A is separable.
If a PPT matrix B has the Hermitian Schmidt decomposition n i=1 γ i ⊗δ i (all the coefficients equal to 1) then B is separable. (2) SPC/PPT matrices have Split Decompositions. (3) SPC/PPT matrices are weakly irreducible or a sum of weakly irreducible SPC/PPT matrices. (4) The descriptions of weakly irreducible SPC/PPT matrices are similar. (5) There are sharp inequalities providing separability for SPC/PPT matrices. After all this evidence, we shall make a question: Is every SPC matrix PPT? This paper is devoted to the study of this question.
We show in section 4 that every SPC matrix in M 2 ⊗ M 2 is PPT (theorem 4.3) and separable by Horodecki's theorem. Thus, in some sense, symmetry implies separability in M 2 ⊗ M 2 . In order to obtain this result, we prove in section 3 that every positive semidefinite matrix in M 2 ⊗ M m with tensor rank smaller or equal to 3 is separable(theorem 3.2). It was proved in [1] that every positive semidefinite matrix in M k ⊗ M m with tensor rank 2 is separable. Thus, our result regarding tensor rank 3 matrices, generalizes this result for the space M 2 ⊗ M m . We prove that both results can not be extended to higher dimension. As a matter of fact, we show in section 5 that exists a SPC matrix in M 3 ⊗ M 3 with tensor rank 3 which is not PPT, therefore it is not separable (proposition 5.2). We obtain these results using properties of the linear tranformation S defined in 1.6. We give a very simple proof of Tóth and Gühne's theorem using properties of this S and, finally, we show a non trivial example of a family of matrices in M k ⊗ M k , in which the SPC property and the PPT property are equivalent (proposition 6.2) and inside this family, we discover a non trivial subfamily in which the SPC property and separability are equivalent (proposition 6.4).
Preliminary Results and Definitions
In this section we provide the definitions and the preliminary results used in the main results of this paper. Lemmas 1.7 and 1.9 are used quite a few times.
Let M k denote the set of complex matrices of order k. We shall identify the tensor product space C n ⊗ C k with C nk and the tensor product space M k ⊗ M m with M km , via Kronecker product. It allow us to write (v ⊗ w)(r ⊗ s) t = vr t ⊗ ws t , where v ⊗ w is a column and (v ⊗ w) t its transpose. Therefore if x, y ∈ C n ⊗ C m we have xy t ∈ M n ⊗ M m . The trace of a matrix A is denoted by tr(A) and A t shall stand for the transpose of A.
be a positive semidefinite Hermitian matrix. We say that A is SPC, if A has the following symmetric Hermitian Schmidt decomposition with positive coefficients:
The SPC matrices can be defined using only the concept of Hermitian decomposition. See corollary 1.10 for a simpler description.
be a positive semidefinite Hermitian matrix. We say that A is positive under partial transposition or simply PPT, if 
Proof. Since S is a linear tranformation, we just need to prove the formula for n = 1. Since S(vw t ) and F −1 (v) ⊗ F −1 (w) are linear on the variables v an w, we just need to show the theorem for v = a ⊗ b and w = c ⊗ d.
Notice that vw t = ac t ⊗ bd t and
. . , γ n } is a orthonormal set of matrices and λ i ∈ R, if and only if, 
be an eigenvector of A associated to the eigenvalue λ. Let w = w 1 + iw 2 , where w 1 , w 2 are Hermitian vectors. Since A is a Hermitian matrix, λ is a real number. Notice
Thus, every eigenvector of A is a linear combination of Hermitian eigenvectors of A. Thus there is a set of Hermitian eigenvectors of A that span a basis for C k ⊗ C k and we may extract a basis from this set.
(3) ⇒ (2) Since there is a basis of C k ⊗ C k formed by Hermitian eigenvectors of A, we can obtain an orthonormal basis of Hermitian eigenvectors. Therefore we obtain a spectral decomposition A = j α j v j v j t , where α j are real numbers and v j Hermitian vectors. (2) ⇒ (1) By hypothesis, A = n j=1 α j v j v j t , where α j is a real number and v j is Hermitian for every j, i.e., F −1 (v j ) is a Hermitian matrix. Notice that
Notice that S(A) is a Hermitian matrix, since α j ∈ R and F −1 (v j ) is Hermitian for every j. Since we have already proved that (1 ⇒ 2) then S(A) = m i=1 λ i w i w i t , where w i is Hermitian for every i. By lemma 1. 
By lemma 1.9, S(A t 2 ) has a spectral decomposition m i=1 λ i w i w i t with Hermitian eigenvectors
Remind by remark 1.8 that this is a Hermitian Schmidt decomposition of A t 2 and thus
Tóth and Gühne's Theorem
In this paper, we shall employ lemma 1.9 quite several times. This lemma was obtained using some properties (lemma 1.7) of the linear transformation S defined in 1.6.
In this small section, we show that there are other properties of S (lemma 2.1) that can be used, for example, to obtain a very simple proof of theorem 2.3 obtained by Tóth and Gühne in [9] . We only need the following two formulas.
2. These formulas can be rewritten using the * −product (defined in [1] ) as A * T = S(AT )T and S(A * T ) = S(A)T , because A t 2 = A * T . They show a very interesting connection between the flip operator, the partial transposition, the usual matricial product and the * −product. Proof. If A is SPC then A has a Hermitian Schmidt decomposition
t 2 = S(AT )T , by lemma 2.1. By hypothesis A t 2 = S(A)T and, by lemma 2.1, we get
is positive semidefinite and A is PPT.
Tensor Rank 3
Recently, in [1] , the author proved that every positive semidefinite matrix with tensor rank 2, in M k ⊗ M m , is separable. The same result is not true for matrices with tensor rank 3, we provide a counterexample in section 5.
Although, in this section, we prove that every positive semidefinite Hermitian matrix with tensor rank 3, in M 2 ⊗ M m , is separable (theorem 3.2). This theorem is a consequence of the theorem 3.1 obtained in [4] . We shall use this theorem to prove that every SPC matrix in M 2 ⊗ M 2 is PPT and therefore it is separable. Thus, symmetry implies separability in M 2 ⊗ M 2 . Proof. See [4] .
Let
Since A Let 
SPC is PPT in
In this section, we prove that every SPC matrix is PPT in M 2 ⊗ M 2 . The proof of this result relies on theorem 4.2. However, in M 3 ⊗ M 3 , there exists a SPC matrix which is not PPT and we shall present this counterexample in the next section. In the last section, we provide a non trivial example of a family of SPC matrices in M k ⊗ M k (k ∈ N) that are also PPT. 
where D is a real diagonal matrix, γ, δ are Hermitian matrices and λ a positive real number.
Proof. Since A is a SPC matrix, let A =
Let S be the linear transformation defined in 1.6 and let
is a positive definite Hermitian matrix in M 2 ⊗ M 2 . Thus, the vector u = 2 i=1 e i ⊗ e i ∈ ℑ(S(A t 2 )), where {e 1 , e 2 } is the canonical basis of C 2 . Therefore exists a positive real number λ such that B = S(A t 2 ) − λuu t is a positive semidefinite Hermitian matrix of rank 3. Notice that u / ∈ ℑ(B), otherwise would exist a ǫ > 0 such that B −ǫuu t is a positive semidefinite Hermitian matrix of rank 2 and S(A t 2 ) = λuu
has a basis with Hermitian eigenvectors of B by lemma 1.9. Let W be the real span of this basis. Notice that the dim(W ) = 3. Let H be the real vector space of the Hermitian vectors of C 2 ⊗ C 2 . Let V be the real span of {e 1 ⊗ e 1 , e 2 ⊗ e 2 }. Notice that V + W ⊂ H and the dim(H) = 4, dim(V ) = 2 and dim(W ) = 3. Therefore exists a vector
This vector d is not a multiple of u, because d ∈ ℑ(B) and u does not. Again we can find µ > 0, such that B − µdd t is a positive semidefinite Hermitian matrix of rank 2 and satisfies the conditions of lemma 1.9.
Thus, we can write B − µdd t = arr t + bss t , where a, b are positive real numbers and r, s are Hermitian vectors, by lemma 1.9. Thus, S(A t 2 ) = λuu t + µdd t + arr t + bss t . By lemma 1.7, 
where D is a real diagonal matrix, γ, δ are Hermitian matrices and λ is a positive real number.
Let d 1 , d 2 be the real numbers in the diagonal of D and {e 1 , e 2 } be the canonical basis of C 2 . Notice that Proof. Since A is a SPC matrix, let A = i λ i γ i ⊗ γ i be a Hermitian Schmidt decomposition of A with λ i > 0. Suppose A t 2 has a negative eigenvalue. Since
, we can affirm that exists a Hermitian eigenvector v ∈ C 2 ⊗ C 2 associated to this negative eigenvalue, by lemma 1.9. Let
Consider the unitary matrix R ∈ M 2 such that v 1 is the first column and v 2 is the second. Thus, v = (R ⊗ R)w, where w = 2 i=1 λ i e i ⊗ e i and {e 1 , e 2 } is the canonical basis of C 2 .
Then 0 > tr(A t 2 vv t ) = tr(A
Counterexample
In this section we show that there exists a SPC matrix in M 3 ⊗ M 3 with tensor rank 3, which is not PPT. Thus, theorems 3. Since p(x) − q(x) = cx 3 and 0 is not a root of p(x) and neither of q(x) then p(x) and q(x) do not have a common root. Let us write p(x) = (−1)(x−r 1 ) . . . (x−r 9 ) and q(x) = (−1)(x−s 1 ) . . . (x−s 9 ). If p(x) and q(x) had only positive roots then all the coefficients of p(−x) and q(−x) would be positive. Notice that the coefficient of x 7 of p(−x) and q(−x) are negative. Therefore p(x) and q(x) have negative roots. Let m p be the smallest root of p(x) and m q be the smallest root of q(x). 
Non Trivial Example
In this section we present a non trivial family of matrices in M k ⊗M k , in which the SPC property and the PPT property are equivalent (proposition 6.2). Inside this family, we discover a non trivial subfamily in which the SPC property is equivalent to separability(proposition 6.4).
Lemma 6.1. Let A ∈ M k ⊗M k be a Hermitian matrix such that A = n j=1 γ j ⊗γ j , where γ j = i(B j ) and B j is a real anti-symmetric matrix for each j. If λ is the smallest eigenvalue of A then λ is negative and |µ| ≤ |λ| for any other eigenvalue µ of A. Proposition 6.2. Let A ∈ M k ⊗ M k be as in lemma 6.1. The matrix C = αId ⊗ Id + A is SPC if and only if C is PPT.
Proof. Let us prove that the positivity of C implies that C is SPC and PPT. By definition, SPC and PPT properties imply positivity. Thus, these three properties are equivalent for this type of C.
Let λ be the smallest eigenvalue of A. By lemma 6.1, λ is negative. If C is positive then α ≥ |λ|. This matrix is SPC by corollary 1.10.
The eigenvalues of A, by lemma 6.1, have absolute value smaller or equal to |λ|, therefore C t 2 is positive semidefinite. Thus, C is PPT.
In the next theorem, we show that the SPC property is equivalent to separability for certain matrices of the same type described in proposition 6.2. In order to provide this example, we need the following lemma.
Denote by Sym(m) the subspace of the symmetric matrices in M m and by ASym(m) the subspace of the anti-symmetric matrices in M m . (T − uu t ) ∈ M 2 n ⊗ M 2 n is SPC if and only if C is separable. Notice that C is a matrix of the same type described in proposition 6.2
Proof. Let us prove that the positivity of C implies that C is SPC and separable. By definition, the SPC property and the separability property imply positivity. Thus, these three properties are equivalent for this type of C.
Let k = 2 n . Remind that T is the flip operator whose eigenvalues are 1 or −1. Now, uu t is a real symmetric matrix whose eigenvalues are k or 0 and u is an eigenvector of T associated to 1. Therefore, 1 2 (T − uu t ) is a real symmetric matrix whose eigenvalues are −
