Abstract. Type A Demazure atoms are pieces of Schur functions, or sets of tableaux whose weights sum to such functions. Inspired by colored vertex models of Borodin and Wheeler, we will construct solvable lattice models whose partition functions are Demazure atoms; the proof of this makes use of a Yang-Baxter equation for a colored five-vertex model. As a biproduct, we will construct Demazure atoms on Kashiwara's B ∞ crystal and give new algorithms for computing Lascoux-Schützenberger keys.
Introduction
Exactly solvable lattice models have historically found applications in the study of special functions. Here we use the Gelfand school interpretation of "special function," meaning one which arises as a matrix coefficient of a group representation. If the group is a complex Lie group or a p-adic reductive group, these matrix coefficients include highest weight characters and in particular, Schur polynomials, as well as Demazure characters and various specializations and limits of Macdonald polynomials. Such special functions are expressed as the partition function of a solvable statistical model; i.e., a model that possesses a solution of the Yang-Baxter equation which often permits one to compute the partition function of the model in closed form. Knowing that a special function is expressible as a partition function of a solvable lattice model then leads to a host of interesting combinatorial properties, including branching rules, exchange relations under Hecke operators, Pieri-and Cauchy-type identities, and functional equations.
More recently, solvable lattice models have been studied in relation with certain stochastic models like the Asymmetric Simple Exclusion Process (ASEP) or the Kardar-Parisi-Zhang (KPZ) stochastic partial differential equation. Many such models were shown to be part of a large family of solvable lattice models, called stochastic higher spin six-vertex models in [6, 16] . The quantum group that governed the existence of these models is U q ( sl 2 ).
Subsequently, Borodin and Wheeler [8] introduced generalization of those models which they call colored lattice models. Antecedents to these colored models appeared earlier in [7, 20] . (A different notion of "colored" models appears in many other works such as [1] .) In [8] , "colors" are additional attributes introduced to the boundary data and internal edges of a given model, corresponding to replacing the governing quantum group U q ( sl 2 ) in the setting mentioned above by U q ( sl r+1 ). The partition functions of their colored lattice models are non-symmetric spin Hall-Littlewood polynomials. These are functions depending on a parameter s, which recover non-symmetric Hall-Littlewood polynomials when one sets s = 0.
The idea of introducing "color" in this way may be applied to a wide variety of lattice models. If one chooses the Boltzmann weights for the colored models appropriately, then one obtains a refinement of the (uncolored) partition function as a sum of partition functions indexed by all permutations of colors. Moreover, if the resulting colored model is solvable, then similar applications to those described above will follow. For example in [8] , properties for these generalizations of Hall-Littlewood polynomials are proved including branching rules, exchange relations under Hecke divided-difference operators and Cauchy type identities motivated by the study of multi-species versions of the ASEP.
Inspired by these ideas of Borodin and Wheeler, this paper studies colored versions of an (uncolored) five-vertex model whose partition function is (up to a constant) a Schur polynomial s λ indexed by a partition λ. The states of the uncolored system are in bijection with the set of semi-standard Young tableaux of shape λ, so this statement is a reformulation of the classical combinatorial definition of the Schur function. This uncolored five-vertex model is a degeneration (crystal limit) of a six-vertex model described in Hamel and King [21] , that is similarly equivalent to the generalization of the combinatorial definition of the Schur function by Tokuyama [35] . These models were shown to be solvable by Brubaker, Bump and Friedberg [12] . See Section 3 for the uncolored five-vertex model used in this paper.
In Section 4 we introduce our colored five-vertex model. A color is assigned to each of the r rows of its rectangular lattice and permuting these colors gives a system for each element of the symmetric group S r . We find Boltzmann weights for the colored models which simultaneously refine the uncolored model and produce a (colored) Yang-Baxter equation (see Theorem 4.2) . This allows us to evaluate the partition functions for the colored models for each w ∈ S r and prove in Theorem 4.4 that they are Demazure atoms.
Demazure atoms, introduced by Lascoux and Schützenberger [26] and referred to as "standard bases" there, decompose Demazure characters into their smallest non-intersecting pieces. So in particular, summing Demazure atoms over a Bruhat interval produces Demazure characters. Mason [30] coined the term "atoms" and showed that they are specializations of non-symmetric Macdonald polynomials of Cartan type A with q = t = 0. Basic properties of Demazure atoms and characters are reviewed in Section 2.
Note that Demazure atoms and characters, and Schur polynomials may be viewed as polynomial functions in formal variables or as functions on an algebraic torus associated to a given reductive group. But they may also be lifted to subsets of the KashiwaraNakashima [24] crystal B λ whose elements are semistandard Young tableaux of a given shape λ. Upon composing with the weight map on the crystal, one obtains the familiar polynomial expressions of these special functions. The existence of such a lift of Demazure modules to crystals was shown by Littelmann [29] and Kashiwara [23] . When no confusion may arise, we will continue to refer to these special functions lifted to the crystal by the same namesDemazure atoms and characters. Crystals and the refined Demazure character formula are briefly reviewed in Section 5.
Based on the results of Theorem 4.4, it is thus natural to ask for a more refined version of the connection between colored ice and Demazure atoms. In Section 6, we accomplish this by exhibiting a bijection between the admissible states of colored ice and Demazure atoms as a subset of an associated crystal B λ . Showing this refined bijection is much more difficult than the initial evaluation of the partition function. Its proof forms a major part of this paper and builds on Theorem 5.4 which is proved in Section 8 after introducing Kashiwara's B ∞ crystal in Section 7. As a biproduct of our arguments, we will also obtain a theory of Demazure atoms on B ∞ . The proofs take input from both the colored ice model and the Yang-Baxter equation, and from crystal base theory, particularly Kashiwara's -involution of B ∞ .
Another biproduct of the results in Section 6 is a new formula for Lascoux-Schützenberger keys. These are certain special tableaux with the property that each Demazure atom contains a unique key. Thus if T ∈ B λ there is a unique key key(T ) that is in the same Demazure atom as T ; this is called the right key of T . We will review this theory in Subsection 1.1. Algorithms for computing key(T ) may be found in [26, 33, 27, 30, 31, 36, 32, 37, 38, 3, 34] . See also [22, 2] for other recent work on Demazure atoms. In this paper we give a new algorithm for computing the Lascoux-Schützenberger right key of a tableau in a highest weight crystal. Since this algorithm may be of independent interest we will introduce it (and the topic of Lascoux-Schützenberger keys) in this introduction, in Subsection 1.1 below. We prove the algorithm in Section 9.
This paper also serves as a stepping stone to colored versions of the six-vertex (or "ice" type) models of [12] and of [9] , where we expect that the resulting partition functions should recover special values of Iwahori fixed vectors in Whittaker models for general linear groups over a p-adic field and their metaplectic covers, respectively. We will explore this in a forthcoming paper under the same authorship. An important issue will be to understand the Yang-Baxter equations for these models in the framework of quantum groups, as in [9, 8, 10, 11] . The colored five-vertex model in this paper is then expected to be a crystal limit of these models.
1.1. Lascoux-Schützenberger keys. Type A Demazure atoms are pieces of Schur functions: if λ is a partition of length r, the Schur function s λ (z 1 , · · · , z r ) can be decomposed into a sum, over the Weyl group W = S r , of such atoms. It is an outgrowth of the Demazure character formula: if ∂ w is the Demazure operator defined in Section 2 then ∂ w z λ is called a Demazure character. Originally these were introduced by Demazure [17] to study the cohomology of line bundles on flag varieties. A variant represents the Demazure character as y w ∂ y z λ where ∂ y are modified operators, and y w is the Bruhat order. The components ∂ y z λ are called Demazure atoms.
As we will explain in Section 4, a state of the colored lattice model features r colored lines running through a grid. These can cross, but they are allowed to cross at most once. Each line intersects the boundary of the grid in two places, and the colors are permuted depending on which lines cross. Hence they determine a permutation w from this braiding, which can be encoded into the boundary conditions. This allows us to construct a system S z,λ,w whose partition function
where ρ is the Weyl vector. The Schur function s λ is the character of the Kashiwara-Nakashima [24] crystal B λ of tableaux. The Demazure character formula was lifted by Littelmann [29] and Kashiwara [23] to define subsets B λ (w) whose characters are Demazure characters ∂ w z λ . If w = 1 W then B λ (w) = {v λ } where v λ is the highest weight element. If w 0 is the long element then B λ (w 0 ) = B λ . If w w in the Bruhat order then B λ (w) ⊆ B λ (w ).
In type A, the results of Lascoux and Schützenberger [26] give an alternative decomposition of B λ into subsets that we will here denote B We will use the term Demazure atom to refer to the subsets B
• λ (w) as well as to their characters, which are the functions ∂ w z λ . Since (up to the factor z ρ ) the character of the colored system indexed by w is the character of the atom B
• λ (w), we may hope that, when we identify the set of states of our model with a subset of B λ , the the set of states indexed by w is B
• λ (w). This is true and we will give a proof of this fact using techniques developed by Kashiwara, particularly the -involution of the B ∞ crystal, as well as (1.1), which is proved using the Yang-Baxter equation.
As a biproduct of this proof we obtain apparently new algorithms for computing right keys, which we now explain.
First, we will explain a theorem of Lascoux-Schützenberger that concerns the following question: given a tableau T ∈ B λ , determine w ∈ W such that T ∈ B
• λ (w). The set of Demazure atoms is in bijection with the orbit (in the weight lattice) W λ, and this bijection may be made explicit as follows. The weights W λ are extremal in the sense that they are the vertices of the convex hull of the set of weights of B λ . Each extremal weight wλ has multiplicity one, in that there exists a unique element u wλ of B λ with weight wλ. These extremal elements are called key tableaux, and they may be characterized by the following property: if C 1 , . . . , C k are the columns of a tableau T , then T is a key if and only if each column C i contains C i+1 elementwise.
Lascoux and Schützenberger proved that every Demazure atom contains a unique key tableau, and every key tableau is contained in a unique Demazure atom. The weight of the key tableau in B
• λ (w) is wλ. If T ∈ B λ let key(T ) be the unique key that is in the same Demazure atom as T . This is called the right key by Lascoux and Schützenberger; its origin is in the work of Ehresmann [19] on the topology of flag varieties. (There is also a left key which is key(T ) , where T → T is the Schützenberger (Lusztig) involution of B λ .)
We will describe two apparently new algorithms that compute key(T ) and key(T ), respectively. The algorithms depend on a map ω : B λ → W such that if w = w 0 ω(T ) then T ∈ B
• λ (w). Thus key(T ) is determined by the condition that wt key(T ) = wλ. The first algorithm computes ω(T ), and the second algorithm computes ω(T ).
These two algorithms depend on the notion of a nondescending product of a sequence of simple reflections s i in the Weyl group W . Let i 1 , · · · , i k be a sequence of indices and define the nondescending product Π nd (s i 1 , · · · , s i k ) to be s i 1 if k = 1 and then recursively
There is another way of calculating the nondescending product. There is a degenerate Hecke algebra H with generators S i subject to the braid relations and the quadratic relation S 2 i = S i . 1 Given w ∈ W , set S w = S j 1 · · · S j where w = s j 1 · · · s j is a reduced expression. Then the S w (w ∈ W ) form a basis of H, and we will denote by {·} the map from this basis to W that sends S w to w. Then
An element T of B λ is a semistandard Young tableau with entries in {1, 2, . . . , r} and shape λ. There is associated with T a Gelfand-Tsetlin pattern Γ(T ) as follows. The top row is the shape λ; the second row is the shape of the tableau obtained from T by erasing all entries equal to r. The third row is the shape of the tableau obtained by further erasing all r − 1 entries, and so forth. For example suppose that r = 4, λ = (5, 3, 1). Here is a tableau and its Gelfand-Tsetlin pattern:
First algorithm. To compute ω(T ), we decorate the Gelfand-Tsetlin pattern as follows. For each subtriangle x y z if z = y then we circle the z. We then transfer the circles in the Gelfand-Tsetlin pattern to the following array:
Note that the array of reflections has one fewer row than the first, but that circling cannot happen in the top row of the Gelfand-Tsetlin pattern. Now we traverse this array in the order bottom to top, right to left. We take the subsequence of circled entries in the indicated order, and their nondescending product is ω(T ).
Second algorithm. To compute ω(T ), we decorate the Gelfand-Tsetlin pattern as follows. For each subtriangle x y z if z = x then we circle the z. We then transfer the circles in the Gelfand-Tsetlin pattern to the following array:
Now we traverse this array in the order bottom to top, left to right. We take the subsequence of circled entries in the indicated order, and their nondescending product is ω(T ).
Let us illustrate these algorithms with the example (1.3).
For the first algorithm, we obtain the following circled Gelfand-Tsetlin pattern and array of simple reflections
The first algorithm predicts that if T is the Schützenberger involute of T then ω(T ) = s 2 s 1 , which is the nondescending product of the circle entries in the order bottom to top, right to left. Thus w 0 ω(T ) = w 0 s 2 s 1 = s 1 s 2 s 3 s 2 . We claim that key(T ) is the unique key tableau with shape (5, 3, 1, 0) having weight w 0 ω(T )λ = (0, 5, 1, 3). Let us check this. The tableau T and its key (computed by Sage using the algorithm in Willis [37] ) are:
, key(T ) = 2 2 2 2 2 3 4 4
4
.
As claimed wt(key(T )) = w 0 ω(T )λ.
For the second algorithm, there are two circled entries, and we transfer the circles to the array of reflections as follows: This is the unique key tableau with shape (5, 3, 1, 0) and weight (1, 3, 0, 5).
The two algorithms are proved in Section 9.
Demazure operators
Let us review the theory of Demazure operators. Let Φ be a root system with weight lattice Λ, which may be regarded as the weight lattice of a complex reductive Lie group G. Thus if T is a maximal torus of G, then we may identify Λ with the group X * (T ) of rational characters of T . If z ∈ T and λ ∈ Λ we will denote by z λ the application of λ to z. Let O(T ) be the set of polynomial functions on T , that is, finite linear combinations of the functions z λ . We decompose Φ into positive and negative roots, and let α i (i ∈ I) be the simple positive roots, where I is an index set. Let α ∨ i ∈ X * (T ) denote the corresponding simple coroots and s i the corresponding simple reflections generating the Weyl group W . To each simple reflection s i with i ∈ I, we define the isobaric Demazure operator acting on f ∈ O(T ) by
The numerator is divisible by the denominator, so the resulting function is again in O(T ).
It is straightforward to check that
We will also make use of
Both ∂ i and ∂ i satisfy the braid relations. Thus
where the number of terms on both sides is the order of s i s j in W , and similarly for the ∂ i . These are proved in [14] , Proposition 25.1 and Proposition 25.3. (There is a typo in the second Proposition where the wrong font is used for ∂ i .) Consequently to each w ∈ W , and any reduced decomposition
Let w 0 be the long Weyl group element. If λ is a dominant weight let χ λ denote the character of the irreducible representation π λ with highest weight λ. The Demazure character formula is the equality
For a proof, see [14] , Theorem 25.3. More generally for any Weyl group element w, we may consider ∂ w z λ . These polynomials are called Demazure characters. Next we review the theory of Demazure atoms. These are polynomials of the form ∂ w z λ . They were introduced in type A by Lascoux and Schützenberger [26] , who called them "standard bases." The modern term "Demazure atom" was introduced by Mason in [30] , who showed that they are specializations of nonsymmetric Macdonald polynomials, among other things. The following theorem, done for type A in [26] , relates Demazure characters and Demazure atoms and is valid for any finite Cartan type.
Proof. We prove this by induction with respect to the Bruhat order. Setting φ(w) := ∂ w f (z) and assuming the theorem for w, we must show that for any s i with s i w > w in the Bruhat order, (2.4)
We recall "Property Z" of Deodhar [18] , which asserts that if s i w > w and s i y > y then the following inequalities are equivalent:
Using this fact we may split the sum on the left-hand side as follows
Indeed, since ∂ i = ∂ i + 1, this is another way of writing
which follows from the definitions. Using (2.5), we obtain (2.6)
Still assuming s i w > w we will prove that
We split the terms on the right-hand side into three groups and write proving (2.7). Now (2.4) follows using (2.6), (2.7) and our induction hypothesis.
Ice Models for GL(r)
Inspired by colored lattice models in Borodin and Wheeler [8] , we will show that Demazure atoms and characters for GL(r) can be represented as partition functions of certain "colored six vertex models." Before introducing these colored models, we begin with a model that is not new, and indeed is a special case of more general models due to Hamel and King [21] , Brubaker, Bump and Friedberg [12] .
In the next two sections on ice models, we restrict to the special case G = GL(r) and use the index set I = {1, 2 · · · , r − 1}. We will identify the diagonal torus T with (C × ) r . Then we may identify the weight lattice Λ with Z r ; with this identification z λ = z Let λ be a dominant weight, expressible as an integer partition in the identification of Λ and Z r . We will describe a statistical mechanical system associated to λ whose partition function equals z ρ s λ (z), where s λ is the Schur polynomial in r variables. This system is based on a finite grid as illustrated in an example in Figure 1 . The columns are labeled 0 to N from right to left, where N is any integer at least λ 1 + r − 1, and the rows are labeled 1 to r from top to bottom.
Each edge of the grid is assigned a "spin" ±. The spins of the edges on the boundary are fixed according to the choice of λ by the following rules. For the top boundary edges we put − in the columns labeled λ i + r − i for i ∈ {1, . . . , r} and + in the remaining columns. Then, we put + on all the left and bottom boundary edges and − on the right boundary edges.
Although the boundary spins are fixed, the spins of the interior edges are allowed to vary. A state s of the system assigns spins to the interior edges. At each vertex, we are only allowed one of the configurations in Figure 2 excluding patterns of type b 1 , which are not allowed (having weight 0). The Boltzmann weight β(s) of a state s is the product of the Boltzmann weights at the vertices, again from Figure 2 , with parameter z i indexed by the row i of the Figure 2 . Boltzmann weights for the i-th row of the uncolored system.
vertex. Let S z,λ be the ensemble of all admissible states with boundary conditions dictated by λ and weights depending on parameters z = (z 1 , . . . , z r ). An example of one such admissible state for λ = (2, 1, 0) is given in Figure 1 . One may quickly check that the state in Figure 1 has Boltzmann weight z There are bijections between states of this system and two other sets of combinatorial objects: Gelfand-Tsetlin patterns with top row λ and semistandard Young tableaux of shape λ with entries in {1, 2, . . . , r}. Our boundary conditions imply via a combinatorial argument that in any given state s of the system, the number of − spins in the row of vertical edges above the i-th row will be exactly r + 1 − i. Let j enumerate these spins and let A i,j be their column positions, in descending order. Then
Remark 3.1. If we allowed patterns of type b 1 we would have A i,j A i+1,j+1 A i,j+1 and
Since GTP(s) is left-strict, we may subtract ρ r+1−i = (r − i, r − i − 1, · · · , 0) from the i-th row of GTP(s) to obtain another Gelfand-Tsetlin pattern. We denote this reduced pattern by
is a bijection between the states of S z,λ and the set of Gelfand-Tsetlin patterns with top row λ.
There is also associated with these data a semistandard Young tableau which may be described as follows. The shape of the tableau is λ, which is the top row of the corresponding Gelfand-Tsetlin pattern. Removing the cells labeled r from the tableau results in the shape that is the second row of the Gelfand-Tsetlin pattern, etc. Given an admissible state s, we will denote the associated tableau by T(s).
For example with the state in Figure 1 , we have
Let B λ be the set of semi-standard Young tableaux of shape λ with entries in {1, 2, 3, . . . , r}. We explained above that there are bijections between the set of states of S z,λ , left-strict Gelfand-Tsetlin patterns with top row λ + ρ r , Gelfand-Tsetlin patterns with top row λ, and B λ . Moreover the set B λ has the structure of a Kashiwara-Nakashima crystal of tableaux ( [24, 15] ). As such it comes with a weight map wt : B λ −→ Λ and Kashiwara maps e i , f i :
where µ i is the number of entries in T equal to i. It is not hard to show that the Boltzmann weight β(s) of a state s and the weight map of its associated pattern T(s) are related by
In the example of Figure 1 , we have
Proof. Using (3.2) and the combinatorial formula
for the Schur function we have
The statement now follows from the symmetry of the Schur function.
There is a Yang-Baxter equation in this setup. Define the R-matrix R z i ,z j to be the weights of the (rotated) vertices given in Figure 3 ; these may be arranged in a matrix whose rows and columns are indexed by pairs of spins occurring on the right-hand and left-hand sides of the rotated vertices. We largely eschew this matrix interpretation of the quantum Yang-Baxter equation in this paper in favor of the following ice diagram version of the Yang-Baxter equation (sometimes also called the RT T relation). Figure 3 . The R-matrix for the uncolored system. From [9] we know that we may regard this combinatorial R-matrix as the "crystal limit" of the U q ( gl(1|1)) R-matrix when q → 0. Proof. This may be checked by direct computation.
The symmetry of the Schur function may be easily deduced from this.
Colored Ice Models for GL(r)
There are multiple ways to depict admissible states of the six-vertex model. Many of these are described in Chapter 8 of Baxter's inspiring book [4] . In particular, rather than using spins or arrows to decorate edges, one can instead use the presence or absence of a line (or "path") along an edge. These are the "line configurations" in [4] , Figure 8 .2. Our convention will be that the presence of a line corresponds to a − spin, so that admissible states may be viewed as a collection of paths moving downward and rightward through the lattice. Inspired by ideas of Borodin and Wheeler [8] in the context of certain other solvable lattice models, we may assign colors to each such path to refine the partition function of the prior section to produce Demazure atoms.
First we describe the relevant solvable colored lattice model. Just as before, we begin with a rectangular lattice of N + 1 columns and r rows whose edges are assigned spins ± according to a five-vertex model. Moreover, to each edge with − spin, we assign a "color," an additional attribute from a finite set {c 1 , · · · , c r } of size equal to the number of rows in the model. We will order these colors by c 1 > c 2 > · · · > c r . By a colored spin we mean either +, or a color c i . For the purpose of comparing with the uncolored system, we regard a colored spin c i as a spin − with an extra piece of data, namely a color.
To each dominant weight λ, we now define r! distinct partition functions. Given w ∈ W = S r and a vector of colors c = (c 1 , · · · , c r ), let wc be the permuted vector of colors, that is (wc) i = c w −1 i . Now assign boundary conditions to λ and w as follows. To the vertical top boundary edges, we assign spins − in the columns labeled λ i + r − i as before (1 i r). Now however we also need to assign colors to these edges, and we assign the color c i to the λ i + r − i column. Each edge along the right boundary is also assigned a − spin, but here we assign the colors wc in order from top to bottom. Just as before, all remaining boundary spins along the bottom, left, and top are +.
Admissible states are then assignments of colored spins to the interior edges such that every vertex has adjacent spins as in Figure 4 with the understanding that the colors red > blue may be replaced by any colors c i > c j . Boltzmann weights for each vertex are listed in the figure as well. We denote the resulting system of admissible states as S z,λ,w . In short, the Figure 4 . Colored Boltzmann weights. We assume that red > blue. The weights are not quite symmetric in the colors, since in the a 2 patterns, the smaller of the two involved colors (blue) is not allowed on the right edge and the larger color is not allowed on the bottom edge. The patterns with four edges all red or blue could be omitted, but this would change the R-matrix in Figure 6 ; see Remark 4.3. This would not affect the results of this paper, but we prefer these weights for consistency with the uncolored case.
choice of w ∈ W specifies the row where each colored path, moving downward and rightward through the lattice, exits the right-hand boundary. For example, let r = 3. We will denote the three colors c 1 , c 2 and c 3 as R (red), B (blue) and G (green) in the figures. Take w = s 1 s 2 . Then c = (R, B, G) and wc = (G, R, B). With λ = (2, 1, 0) the system S z,λ,w has two states, which are illustrated in Figure 5 . Proof. We may begin with a state of the uncolored system and assign colors to the edges with − spins. Along the top row, assign color c i to the − spin in column λ i + r − i as directed for colored ice states. We will argue that there is a unique way of coloring the remaining − spins that is consistent with the configurations in Figure 4 .
The boundary spins on the left edge are all +, so they do not need colors assigned. After this, we proceed inductively, rightwards and downwards row by row, adding color to the − spins of the state using the weights from Figure 4 . The key observation is that at a vertex labeled as follows: Figure 4 and the R-matrix in Figure 6 , let a, b, c, d, e, f be colored spins. Then the partition functions depicted in (3.3) are equal.
Proof. In order for either side of (3.3) to be nonzero, each color that appears on a boundary edge a, b, c, d, e, f must appear twice. Therefore at most 3 colors can appear among a, b, c, d, e, f and the interior edges cannot involve any further colors. Thus there are only a fixed finite number (4 6 = 4096) of cases to be considered (independent of the number of colors r), and this can easily be checked using a computer. Figure 6 . The colored R-matrix. It may be checked that the colored R-matrix (with r colors) in Figure 6 is the limit as q → ∞ of the R-matrix of a Drinfeld twist of U q sl(r|1) . It is also possible to vary the Boltzmann weights as follows: in Figure 4 , omit the a 2 patterns in which all four edges have the same color; and in Figure 6 , change the Boltzmann weights of the patterns in which all four edges have the same color from z i to z j . These changes do not affect any of the arguments in this paper since these patterns do not appear in any of the states of the systems we consider, but they change the underlying quantum group to a Drinfeld twist of U q ( sl r+1 ).
Our next result shows that the colored partition function with r colors and r rows is a Demazure atom for GL(r) up to a factor of z ρ .
Theorem 4.4. For every w ∈ W we have
Proof. The proof is by induction with respect to Bruhat order. If w = 1 W , it is easy to see that there is a unique state in S z,λ,1 W and its Boltzmann weight is z ρ+λ (see Figure 7) . Thus it suffices to show that for each s i and w with s i w > w,
Consider the partition function of the system in Figure 8 (top). Here we have modified the system S z,λ,w by interchanging z i and z i+1 and attaching the vertex R z i+1 ,z i on the left. Consulting Figure 6 , the R-matrix has only one possible configuration (with all + spins) and has the effect of multiplying the weight by z i . Note that z i and z j in Figure 6 is here z i+1 and z i respectively. So the partition function of this system is z i Z(S s i z,λ,w ). We are using red and blue for the colors d i and d i+1 , respectively. After using the Yang-Baxter equation, we obtain the system in Figure 8 (bottom). Now from Figure 6 , the R-matrix has two admisible configurations and so we obtain the identity
Since z α i = z i /z i+1 , the above identity may be rewritten as
The right-hand side can be interpreted as the operator
Remembering that
then (4.1) follows from (4.2).
Demazure crystals and atoms
A refined Demazure character formula in the context of crystal bases was obtained by Littelmann [29] and Kashiwara [23] . We begin this section by reviewing this refinement and then proceed to identify Demazure atoms with subsets of crystal and characterize the vertices belonging to this crystal.
Let us fix a finite Cartan type with weight lattice Λ; when we return to the colored ice we will take this to be the GL(r) Cartan type. If λ is a dominant weight, then there is a unique irreducible representation π λ of highest weight λ, and a corresponding normal crystal B λ . When the highest weight is understood, we sometimes write B λ = B. This crystal has a unique element v λ of weight λ, which is the highest weight element of B. Let Z[B] be the free abelian group on B. We define a map ∂ i : B −→ Z[B] in terms of the Kashiwara operators e i and f i by
where k = wt(v), α ∨ i . This lifts the Demazure operator ∂ i to the crystal; indeed, composing with the familiar weight map on the crystal (described in Section 3) produces the Demazure operators of (2.1), and so we will use the same notation for the operator in both contexts.
By an i-root string we mean an equivalence class of elements of B under the equivalence relation that x ≡ y if x = e r i y or x = f r i y for some r. An i-root string S has a unique highest weight element u S characterized by e i (u S ) = 0. See [23] or [15] Chapter 13 for proof.
Demazure characters and atoms were defined in Section 2 as functions on the complex torus T . The preceding theorem allows us to lift Demazure characters to the crystal B = B λ ; as in the theorem, we will denote these (lifted) Demazure characters by B(w) for w ∈ W . To lift Demazure atoms, for each w ∈ W we seek subsets B
• (w) of the crystal satisfying
It is clear from Möbius inversion that such subsets are unique if they exist and provide a decomposition of B into atoms B • (w) with w ∈ W . As explained in the Introduction, in type A such a decomposition of the set of tableaux in any B λ is given by the theory of Lascoux-Schützenberger keys. We will give another algorithm to compute, for any v ∈ B, the element w ∈ W such that v ∈ B
• (w) and show that the resulting subsets satisfy (5.1), so it must be the desired lift of the Demazure atoms to crystals. It makes use of the string or BZL patterns for vertices in a crystal, which we now describe. These patterns were introduced in [5] for type A, and more generally in [28] . See also [15] Chapter 11 and [13] Chapters 2 and 5.
The crystal B λ has unique elements v λ and v w 0 λ having weights λ and w 0 λ, respectively, and w 0 λ is the lowest weight of an element in this crystal. Let i = (i 1 , · · · , i N ) be a reduced word for w 0 = s i 1 · · · s i N . Given any v ∈ B λ , let b 1 := b 1 (v) be the largest nonnegative integer such that f
We will denote the resulting vector of lengths in root strings by 
We may similarly define string i (v ). Littelmann [28] observed that for certain "good" choices of long word i the set of possible string patterns can be easily characterized. For GL(r), we take
Following [28] we arrange the string pattern string 
Following [13] we decorate the string pattern (5.7) by circling certain b i according to these cone inequalities.
where N = r(r − 1)/2 be a sequence of nonnegative integers satisfying (5.8). We arrange the sequence in an array (5.7) and decorate it by circling certain entries via the following rule. If i is a triangular number, so that b i is at the end of its row, the condition for circling it is that b i = 0; otherwise, the condition for circling is that (1, 2, 1, 3, 2, 1, · · · ) . We transfer the circles from the string pattern to the following array made with the simple reflections:
Remark 5.3. Note that the orders of the entries in (5.7) and (5.9) are different.
consisting of the circled reflections in (5.9) derived from the string pattern string and ω(v) = Π nd (s 1 , s 1 ) = {S 2 1 } = s 1 in this case. We may now state one of our main results. Let W λ be the stabilizer of λ in W . If w, w ∈ W lie in the same coset of W/W λ then B λ (w) = B λ (w ). We will say that w ∈ W is λ-maximal if it is the longest element of its subset. This is a refinement of results of Lascoux and Schützenberger [26] . Equation (5.12) and the definition and properties of ω is one of the main points of this paper. The proof will be later, in Section 8.
A bijection between colored states and Demazure atoms
We return now to colored ice models and show that a natural bijection maps states of colored ice to the vertices of the (lifted) Demazure atom. Recall from Proposition 4.1 that the admissible states of colored ice S z,λ,w with w ∈ W partition the set of admissible states of uncolored ice in the system S z,λ . The map from any S z,λ,w to S z,λ is simply given by ignoring the colors (i.e., replacing each colored edge by a − spin). Now S z,λ can be identified with the Kashiwara-Nakashima [24] crystal of tableaux B λ of highest weight λ. This crystal can be decomposed into Demazure atoms according to the process described in the previous section. In this section we show that S z,λ,w maps to the Demazure atoms in B λ under this identification.
We have defined a bijection s −→ T(s) from the set S z,λ to the crystal B = B λ of semistandard Young tableaux of shape λ. This may be composed with the the Schützenberger-Lusztig involution on the crystal v → v . Before we prove Theorem 6.1 we give an example. In Figure 9 , we have labeled the elements of the GL(3) crystal B λ (λ = (2, 1, 0) ) by a flag indicating the colors along the right edge of the corresponding state. These colors are read off from top to bottom on the horizontal edges at the right boundary of the grid. In the decomposition of Proposition 4.1, the flag is a permutation wc of the colors of the standard flag, which we are taking to be c = (R, B, G). we construct the corresponding states as in Figure 5 , then read off the colors (G, R, B) from the right edge; in Figure 9 these are represented as a flag. The flag allows us to read off the unique y ∈ W such that the corresponding state s is in S z,λ,y . For example in the two states in (6.1), we have the flag (G, R, B) = s 1 s 2 (R, B, G) and so y = s 1 s 2 . Proof of Theorem 6.1. Let s be a state of S z,λ,y . Let GTP
• (s) and T ∈ B λ be the corresponding Gelfand-Tsetlin pattern and tableau. We take v = T in (5.7) so we are using string 
. . .
These imply that the circled locations depend on equalities between entries in GTP(s).
For example b 2 is circled if and only if a r−1,r−1 = a r−2,r−1 . With A i,j the entries in GTP(s), so that A i,j = a i,j + r − j, this is equivalent to A r−1,r−1 = A r−2,r−1 , and similarly if any b k is circled then we have A i,j = A i−1,j for the appropriate i, j. Now recall that in the bijection T ↔ s, A i,j is the number of a column where a vertical edge has a colored spin. Therefore from the admissible colored ice configurations of Figure 4 , the circled entries in (5.7) correspond to vertices of type a 2 in the state of ice s. These are locations where two colored lines may cross. From Figure 4 the lines will cross if and only if the left edge color is greater than the top edge color at the vertex, which is equivalent to the assumption that they have not crossed previously.
We consider a sequence of lines i through the grid, i = 0, . . . , r to be described as follows. The line i begins to the left of the grid between the i-th and (i + 1)-th row, or above the first row if i = 0, or below the r-th row if i = r. It traverses the grid, then moves up to the northeast corner. The line 1 is drawn in Figure 7 .
Each i intersects exactly r colored lines, and we can read off the colors sequentially; let c i be the corresponding sequence of colors. Thus c 0 = c, while c r = w 0 yc, where y is the Weyl group element we wish to compute. The w 0 in this last identity is included because this reading of the lines is from bottom to top, whereas in describing the flag yc, the reading is from top to bottom.
As we have already noted, the circled entries in (5.7) correspond to a 2 patterns in the state. These are places where two colored lines may cross. The crossings interchange colors and each corresponds to a simple reflection that is circled in (5.9). However from the weights in Figure 4 we see that color c can only cross down over the color d only if c > d; in other words, two colored lines can only cross once. For this reason, the permutation that turns c 0 = c into c r = w 0 c is the reduced product
is the subsequence of circled simple reflections in (5.9). Therefore
This shows that s ∈ S z,λ,y implies y = w 0 ω(T(s) ). By Proposition 4.1, if s / ∈ S z,λ,y then s ∈ S z,λ,y with y = y ∈ W which we have shown implies that y = y = w 0 ω(T ). Proposition 6.2. Suppose that a part of λ is repeated, so that λ i = λ i+1 = . . . = λ j = c. Then each pair of colored lines through the top boundary edges in columns c+r −i, · · · , c+r −j must cross. Thus if S z,λ,w is nonempty, then w is the shortest Weyl group element in its coset in W/W λ .
Proof. We leave it to the reader to convince themselves that colored lines starting in adjacent columns, or more generally columns not separated by a + spin on the top boundary edge must cross. Since we read the colors on the top boundary vertical edges from left to right and on the right horizontal boundary edges from top to bottom, this means that the colors are in the same order. Hence if S z,λ,w is nonempty, w does not change the order of colors corresponding to equal parts in the partition λ. This is the same as saying that it is the shortest element of its coset in W/W λ . 
Demazure atoms in B ∞
Kashiwara [23] defined a crystal B ∞ that is useful for many purposes. It is possible to embed each finite B λ into B ∞ . Then the theory of Demazure crystals lifts to B ∞ , and indeed in both [23] and [15] the proofs of the refined Demazure character formula proceeds by proving a version on B ∞ first.
The characterization of B • (w) in terms of the function ω translates readily to B ∞ . Then the crystal B ∞ admits an involution that maps the Demazure crystal B(w) into B(w −1 ) and which (for every reduced word i representing w 0 ) transforms the string data into other natural data. So using we are able to reformulate the required statement once again.
We recall that there is a difference between notation for tensor product of crystals between [23] and [15] . We will follow the second reference, so to read Kashiwara reverse the order of tensor products, interpreting x ⊗ y as y ⊗ x.
In [23, 15] the construction of B ∞ depends on the choice of a reduced decomposition of the long Weyl group element w 0 = s i 1 · · · s i N . A main feature of the theory is that the crystal is independent of this choice of decomposition; to change to another reduced decomposition one may apply piecewise linear maps to all data. On the other hand, Littelmann [28] showed that one particular choice of reduced word is especially nice, and it is this Littelmann word that is important for us. Given this choice, elements of the crystal are parametrized by data from which we can read off the Demazure atoms.
We recall Kashiwara's definition of B ∞ for an arbitrary Cartan type before specializing to the GL(r) (Cartan type A r−1 ) crystal. (For further details and proofs see Chapter 12 of [15] .)
If i ∈ I, the index set for the simple reflections, let B i be the elementary crystal defined in [15] Section 12.1. This crystal has one element u i (a) for every a ∈ Z. Let i = (i 1 , · · · , i N ) be a sequence of indices such that w 0 = s i N · · · s i 1 is a reduced expression of the long Weyl group element and let
, and let C i be the subset of Z N consisting of all elements a = (a 1 , · · · , a N ) such that
can be obtained from u 0 by applying some succession of crystal operators f i . Then C i is the set of integer points in a convex polyhedral cone in R N . We regard C i , embedded via the map a → u(a) to be a subcrystal of B i ; this requires redefining e i (v) = 0 if ε i (v) = 0. With this exception, the Kashiwara operators e i , f i , ε i and ϕ i are the same as for the ambient crystal B i . If j is another reduced expresion for w 0 then there is a piecewise-linear bijection C i −→ C j that is an isomorphism of crystals; in this sense the crystal C i is independent of the choice of word i. The crystal B ∞ is defined to be this crystal.
The crystal B ∞ has a unique highest weight element u 0 of weight 0. If x ∈ B ∞ then, as with the finite crystals B λ , the integer ε i (x) is nonnegative and equals the number of times e i may be applied to x, i.e. ε i (x) = max{k|e k i (x) = 0}. On the other hand f i (x) is never 0, so ϕ i (x) has no such interpretation. It still has meaning and the identity
Because f i (x) is never 0, the string patterns string Let λ be a dominant weight. There is a crystal T λ with a single element t λ of weight λ; then T λ ⊗ B ∞ is a crystal identical to B ∞ except that the weights of its elements are all shifted by λ. Thus its highest weight element is t λ ⊗ u 0 with weight λ. If B λ is the crystal with highest weight λ, then B λ may be embedded in T λ ⊗ B ∞ by mapping the highest weight vector v λ to t λ ⊗ u 0 . Let ψ λ : B λ → B ∞ be the map such that v → t λ ⊗ ψ λ (v) is this embedding of crystals.
Demazure crystals are defined for B = B ∞ as follows. If w = 1 then B(w) = {u 0 }. Then recursively: if s i is a simple reflection such that s i w > w we define B(s i w) to be the set of all v ∈ B such that e k i v ∈ B(w) for some k 0. Theorem 5.1 (i) remains valid for B ∞ . The theory of Demazure crystals for B ∞ is related to the theory for B λ by the fact that B λ (w) is the preimage of the corresponding B ∞ Demazure crystal under the embedding of B λ into T λ ⊗ B ∞ . See [23] and [15] Chapters 12 and 13.
The notion of Demazure atom can be adapted to B ∞ ; we define these to be subsets B • (w) which are disjoint and such that
It is easy to see that these conditions determine the atoms, and at least for type A, the existence of Demazure atoms for B ∞ follows from the B λ theory of Lascoux and Schützenberger, or from the results of this paper. Now we specialize to GL(r) crystals; the Cartan type is A r−1 . If we use either the Littelmann word (5.5) or i in (5.6) then the cone C i is characterized by the inequalities (5.8). See [28] or [13] , Proposition 2.2.
Let i be the sequence defined in (5.6). The string pattern string In order for v to be in B ∞ the entries a ij = a ij (v) must lie in the Littelmann cone determined by the inequalities.
Remark 7.1. Initially a i,j is defined if r − i j r − 1 but we extend this to j = r with the convention that a i,r = 0. Hence by this convention c i,r−1 = a i,r−1 . This convention will prevent certain cases having to be treated separately.
By [15] Lemma 2.33
where
proving (7.3). Here we have used the fact that ϕ k (u k (−a)) = −a, as well as α , α ∨ k = −1 if l = k ± 1 and 2 if l = k, and 0 otherwise. Now
and with r − k + 1 i r − 1 we have (using Remark 7.1 if k = r − 1)
Combining this with (7.3) we obtain (7.4). The case k = r − i is similar, except that a i,k−1 is replaced by zero where it appears.
We now wish to use some nondescending products. We will use the notation of Remark 1.1. Let
From Remark 1.1 the brackets {·} here mean that the product is taken in the degenerate Hecke algebra, then the resulting basis vector is replaced by the corresponding Weyl group element.
Proof. Take v for v in (5.7). The string pattern string
, · · · are the circled elements. Now S j 1 , S j 2 , · · · are exactly the entries that appear in the product (7.6), but they appear in reverse order; so what we get is ω(v ) −1 .
Proof. Let p be the first value of i where Φ i,k (v) attains its maximum. By [15] Lemma 2.33
Furthermore, by applying the same Lemma to f k (A p ) and using the fact that ϕ k (u j (−a i,j )) = −∞ unless j = k we have
meaning that f k acting on v has the effect that a p,k is replaced by a p,k + 1.
We will prove that
Indeed, every S j above with 1 j k+p−r commutes with every S j with k+p−r+1 j p with one possible exception: S k+p−r does not commute with S k+p−r+1 . These factors are both present if both c p,k−1 = c p,k = 0. Now since i = p is the first value that maximizes Φ i,k we have
by (7.4). Now c p−1,k 0 and so c p,k−1 > 0. Hence Ω p (A p ) does not involve S k+p−r , proving the first identity in (7.7). On the other hand
the same argument as before produces either Ω p+2 (A p+2 )S k+p−r+2 = Ω p+2 (A p+2 ), in which case we are done, or
and the further equality c p+2,k = 0. Repeating this argument gives a succession of identities which together imply (7.11) and (7.9). Now let us prove (7.10). We recall that replacing  a p,k by a p,k +1 . This can change only the last factor in Ω p (A p ), and this only if a p,k = a p,k−1 −1. Therefore we may assume that c p,k−1 = 1 and Ω p (A p (f k v)) = Ω (A p (v))S k+p−r . Therefore what we must prove is that
First consider S k+p−r Ω p−1 (A p−1 ). We have c p−1,k < c p,k−1 = 1 by (7.8), and so c p−1,k = 0. This means that Ω p−1 (A p−1 ) has S k+p−r as a factor, and unless it also has S k+p−r−1 as a factor, we obtain S k+p−r Ω p−1 (A p−1 ) = Ω p−1 (A p−1 ) which implies (7.10). Therefore we may assume that Ω p−1 (A p−1 ) has S k+p−r−1 as a factor, which means that c p−1,k−1 = 0, which we now assume. Now we use S k+p−r Ω p−1 (A p−1 ) = S k+p−r · · · S k+p−r−1 S k+p−r · · · where the first ellipsis represents factors that commute with S k+p−r and the second ellipsis represents factors that commute with S k+p−r−1 . Using the braid relation we obtain
We repeat the process. The next step is to prove that either
If S k+p−r−1 Ω p−2 (A p−2 ) = Ω p−2 (A p−2 ) then (7.10) follows and we may stop; otherwise we will prove the second identity together with the equation c p−2,k = c p−2,k−1 = 0 which will be needed for subsequent steps. Since i = p is the first value to maximize Φ i,k we have
We already have c p,k−1 = 1 while c p−1,k = c p−1,k−1 = 0, so c p−2,k = 0. This means that Ω p−2 (A p−2 ) has a factor S k+p−r−1 . Unless it also has a factor S k+p−r−2 we have S k+p−r−1 Ω p−2 (A p−2 ) = Ω p−2 (A p−2 ) and we are done. If it does have the factor S k+p−r−2 then we have c p−2,k−1 = 0 and S k+p−r−1 Ω p−2 (A p−2 ) = Ω p−2 (A p−2 )S k+p−r−2 follows from the braid relation. Continuing this way, the last identity we need is
which is proved the same way, but this time there is no alternative. Now (7.10) is proved and we are done.
Proof of Theorem 5.4
In this section we will prove Theorem 5.4 and its B ∞ analogue. 
Proof of the algorithms for computing Lascoux-Schützenberger keys
We now prove the algorithms from Subsection 1.1. For the first algorithm, given any tableau T ∈ B λ , we compute ω(T ) by means of the definition (5.10). Thus we consider string We may now prove Algorithm 2. The idea is to deduce it from Algorithm 1 (which is already proved) for the crystal B −w 0 λ . Now −w 0 λ = (−λ r , · · · , −λ 1 ) is not a partition (since its entries may be negative) but it is a dominant weight. Fortunately the facts that we need, particularly the map to Gelfand-Tsetlin patterns and Algorithm 1, may be extended to crystals B λ where λ is a dominant weight by the following considerations.
If λ = (λ 1 , · · · , λ r ) a dominant weight (that is, λ 1 · · · λ r but the entries may be negative) then for sufficiently large N , λ + N r = (λ 1 + N, · · · , λ r + N ) is a partition and B λ+(N r ) is a crystal of tableaux. To put this into context, B λ is the crystal of the representation π λ of GL(r) with highest weight λ, and B λ+(N r ) is the crystal of det N ⊗π λ . The crystal graph of B λ+(N r ) is isomorphic to that of B λ and we may transfer results such as Theorem 5.4 from B λ+(N r ) to B λ .
In particular let P λ be the space of Gelfand-Tsetlin patterns with top row λ. Let Γ : B λ −→ P λ be the map defined in the introduction for λ a partition. If λ is a dominant weight, then Γ : B λ −→ P λ may be similarly defined; for if v ∈ B λ and T is the corresponding element of B λ+(N r ) , then Γ(T ) is defined and we define Γ(v) to be the Gelfand-Tsetlin pattern ottained from Γ(T ) by subtracting N from every element of Γ(T ). The map ω : B λ −→ W is also defined and Algorithm 1 is valid. Now there are maps α 1 , α 2 : P λ −→ W corresponding to Algorithm 1 and Algorithm 2 of the introduction. Thus if a = (a ij ) is a Gelfand-Tsetlin pattern, then for each (i, j) with a i,j = a i−1,j we circle the corresponding entry in (1.4) and α 1 (a) will be the nondecreasing product of the circled reflection in order from bottom to top, right to left; and similarly to compute α 2 (a) we circle the entries of (1.5) when a i,j = a i−1,j−1 and take the nondecreasing product in order from bottom to top, left to right.
There is an operation −rev on Gelfand-Tsetlin patterns that maps P λ to P −w 0 λ that negates the entries in a pattern a and mirror-reflects them from left to right, so if r = 3 As further discussed in [13] , there is a map φ λ : B λ −→ B −w 0 λ that maps the highest weight element to the highest weight element and has the effect that φ λ (e i v) = e i φ λ (v), where we recall that i = r − i. Indeed, the top square commutes by (2.12) of [13] , which is proved there using the description of the Schützenberger involution on Gelfand-Tsetlin patterns in [25] . The commutativity of the bottom square is clear from the definitions of α 1 and α 2 , bearing in mind that w 0 s i w −1 0 = s i when circling (1.4) and (1.5).
We may now prove the second algorithm. If T ∈ B λ , the commutative diagram shows that where the second step is by applying Algorithm 1 to φ λ (T ) ∈ B −w 0 λ and the last step is by (9.1). Therefore ω(T ) = α 2 (Γ(T )) which is Algorithm 2.
