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Abstract
According to our previous theoretical and experimental study, additive
preconditioners can be readily computed for ill conditioned matrices, but
it is not straightforward how such preconditioners can help us to facilitate
the solution of linear systems of equations, computation of determinants,
and other fundamental matrix computations. We develop some nontrivial
techniques for this task. By applying the Sherman–Morrison–Woodbury
formula and its new variations, we confine the original numerical prob-
lems to the computation of the Schur aggregates of smaller sizes. We
overcome these problems by extending the classical algorithm for iter-
ative refinement and applying advanced double-precision algorithms for
high precision computation of sums and products.
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1 Introduction
Multiplicative preconditioning is a popular technique that facilitates the solu-
tion of ill conditioned linear systems of equations Ay = b. The original basic
idea is the transformation into equivalent but better conditioned linear systems
MANx = Mb for y = Nx and nonsingular matrices M and/or N , called pre-
conditioners. (One of then can be the identity matrix I.) Such systems can
be solved faster and/or more accurately (see [1], [3], [5], [18], and the exten-
sive bibliography therein). More recently similar preprocessing was frequently
directed towards compression of the spectrum of the singular values of an in-
put matrix A into a smaller number of clusters, which achieves the same goal
as preconditioning. The direction of preconditioning, however, remains highly
important.
Multiplicative preconditioners are closely linked to the computation of the
smallest singular values of an input matrix A and their associated singular
vectors. Computation of these data is generally costly, and so preconditioning
is usually applied to more special classes of inputs for which the data are readily
available. Another problem is that the SVD-based preconditioners can easily
destroy matrix structure.
Our point of departure is the alternative tchniques of additive precondition-
ing in [41]–[45], [47], [48], [51], [52], that is selecting an additive preconditioner
P (hereafter APC) and mapping an ill conditioned input matrix A into its bet-
ter conditioned additive modiﬁcation C = A + P . Hereafter we write “A-” for
“additive”, “APP” for “additive preprocessor”, and “APC” for “additive pre-
conditioner”. We observe the three following advantages of A-preconditioning.
• APCs are readily available for a large class of matrices
• We can extend the structure and sparseness of an input matrix to APCs
• A-preconditioning has a wider range of applications, which include eigen-
solving, the solution of singular and nonsingular linear systems of equa-
tions, and the computation of determinants.
According to the theoretical and extensive experimental study in [43]–[45],
[47], [48], a well conditioned and properly scaled APP of a suﬃciently large rank
is likely to be an APC for a given ill conditioned matrix A as long as it is weakly
random in the sense that it is generated by involving no data about the singular
vectors of the matrix. In the present paper we show how such an APC can
facilitate the solution of a linear system of equations Ay = b and produce the
determinant of the matrix A as by-product (cf. Algorithms 7.1–7.4). At the end
of Section 6 we comment on the classical problem of computing determinants
and its present day importance.
Our algorithms involve some advanced techniques such as modiﬁcation of
the SMW inversion formula (by Sherman, Morrison, and Woodbury), extension
of Wilkinson’s iterative reﬁnement, and algorithms for error-free multiplication
and summation, for which we use the abbreviation MSAs. We refer the reader
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to [41], [51], [52] on A-preprocessing and A-preconditioning for computations in
the null spaces and eigenspaces involving much simpler techniques.
We organize our presentation as follows. In the next section we demonstrate
our approach by recursively applying rank-one modiﬁcations. In Section 3 we
introduce basic deﬁnitions. In Section 4 we cover the SMW formula and its
new variations. In Section 5 we link the singular values of the input matrix
and of the auxiliary matrices involved in our computations. In Sections 6 and
7 we generalize our basic approach of Section 2 by allowing A-modiﬁcations of
any rank. To support the resulting algorithms we extend the classical iterative
reﬁnement in Section 8. We comment on preserving matrix structure in our
computations in Section 9 and on MSAs in Section 10. In Section 11 we describe
our numerical tests, which conﬁrm the eﬃciency of our algorithms. The tests
have been performed jointly by all authors. Otherwise the paper is due to the
ﬁrst author.
2 Solving a linear system of equations with re-
cursive rank-one modifications
Hereafter “ops” is our abbreviation for “arithmetic operations”. MH denotes
the Hermitian transpose of a matrix M . (MH is the transpose MT if M is a
real matrix.) We assume the customary notation for matrix computations in [2],
[8], [24], [26], [57], [58], e.g., v is a vector, Ik denotes the k × k identity matrix,
I is Ik for an unspeciﬁed k, σj(A) is the j-th largest singular value of a matrix
A of a rank ρ for j = 1, . . . , ρ, ||A|| = σ1(A) is the 2-norm of a matrix A, and
condA = σ1(A)/σρ(A) is its condition number. A matrix A is ill conditioned
if this number is large and is well conditioned otherwise. The concepts “large”,
“well conditioned” and “ill conditioned” can be quantiﬁed depending on the
computational task and computer environment.
According to the cited study in [42]–[45], A-preconditioning with a random
sparse and/or structured and well conditioned APP P of a rank r is likely to
decrease the condition number of an n× n ill conditioned matrix A to the level
of the ratio σ1(A)/σn−r(A) provided the ratio ||P ||/||A|| is neither large nor
small.
Now consider a nonsingular but ill conditioned linear system of n equations
with n unknowns, Ay = b, where the ratio σ1(A)/σn−1(A) is not large, whereas
σn−1(A)  σn(A). Suppose we have a rank-one APC P = uvH and a well
conditioned A-modiﬁcation C = A + uvH . Apply the SMW inversion formula
in our Theorem 4.1 in the case of U = u and V = v and obtain that
A−1 = C−1 + C−1uvHC−1/g for g = 1− vHC−1u.
This reduces the solution to well conditioned computations, apart from com-
puting the value g, and we arrive at a new instance in the general class of
aggregation methods. They successively a) aggregate an input I into an input
I1 of a smaller size, b) compute the solution for a given task but for the input
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I1, and c) disaggregate the solution Y1 producing the solution Y for the orig-
inal input I. In our case I = A, I1 = g, Y1 = 1/g, and Y = A−1. The value
g = 1−vHC−1u is the Gauss transform of the 2×2 block matrix
(
C u
vH 1
)
and
the Schur complement of its block C [24, pages 95 and 103]. We call this value
a Schur aggregate and call the above methods the (primal) Schur Aggregation.
Aggregation methods for solving linear systems of equations are well known
(see, e.g., the ones in [35], which have served as the springboard for the Algebraic
Multigrid), but our novelty is the link to A-preconditioning.
The value g is absolutely small in virtue of our Theorem 5.3 (because cond2A
is large, whereas cond2 C is not) and thus must be computed within a small ab-
solute error. To ensure this, we apply MSAs throughout and extend Wilkinson’s
iterative reﬁnement when we compute the vectors C−1b and C−1u or C−Hv
(see Section 8).
Next suppose that both ratios σ1(A)/σn−1(A) and σn−1(A)/σn(A) are large.
Then condC is likely to be of the order of the former ratio, that is, is likely to
satisfy 1 condC  condA.
We can apply our A-preconditioning and aggregation to the ill (although
better) conditioned linear systems Cz = u andCw = b and continue the process
recursively until we arrive at a well conditioned matrix. This is expected to occur
in r recursive steps provided the ratio σ1(A)/σn−r+1(A) is large but the ratio
σ1(A)/σn−r(A) is not large. We call such an integer r numerical nullity of the
matrix A and write r = nnulA, complementing the numerical rank nrankA =
n− nnulA. Overall the r recursive steps require (2/3)n3 + 5rn(n + r) + O(rn)
ops.
In this paper we modify the above techniques in various ways and in par-
ticular obtain their variations with better numerical properties (see Section 6).
This study is naturally extended to other matrix computations in [41], [48], [51],
and [52].
3 Basic definitions
Here are our basic deﬁnitions in addition to the ones in the previous sections.
A matrix A is normalized if ||A|| = 1 and is unitary if AHA = I.
A matrix A of a rank ρ has the Frobenius norm ||A||2F = trace(AHA) =∑ρ
j=1 σ
2
j (A) such that ||A|| ≤ ||A||F ≤
√
ρ||A||.
Hereafter we use the abbreviation “SVD” for “Singular Value Decomposi-
tion”. The compact SVD of an m×n matrix A of a rank ρ is the decomposition
A = S(ρ)Σ(ρ)T (ρ)H =
ρ∑
j=1
σjsjtHj
where S(ρ) = (sj)
ρ
j=1 and T
(ρ) = (tj)
ρ
j=1 are unitary matrices, S
(ρ)HS(ρ) = Iρ,
T (ρ)HT (ρ) = Iρ, Σ(ρ) = diag(σj)
ρ
j=1 is a diagonal matrix, sj and tj are m- and
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n-dimensional vectors, respectively, and σj = σj(A) for j = 1, . . . , ρ are the
singular values of the matrix A, σ1 ≥ σ2 ≥ · · · ≥ σρ > 0.
The Moore-Penrose generalized inverse of an m × n matrix A of a rank ρ
(also called its pseudo inverse) is the matrix A− =
∑ρ
j=1 σ
−1
j tjs
H
j . We write A
−
instead of the customary A+ in [24], [57], [58], and we write A−H for (AH)− =
(A−)H .
We have A− = A−1 if m = n = ρ,
A− = (AHA)−1AH if m ≥ n = ρ, (3.1)
A− = AH(AAH)−1 if m = ρ ≤ n, (3.2)
condA = σ1/σρ = ||A|| ||A−||. It follows that
cond(MN) ≤ (condM) condN. (3.3)
Hereafter we represent our APCs as the products P = UV H of two rectan-
gular matrices U and V of full ranks, thus emphasizing the role of the ranks of
the APCs.
4 The SMW formula and its variations
4.1 The case of nonsingular matrices
For a 2× 2 block matrix
B =
(
B11 B12
B21 B22
)
,
the matrix G22 = B22−B21B−11B12 (respectively, G11 = B11−B12B−22B21) is the
block Gauss transform of the matrix B and the Schur complement of its north-
western block B11 (respectively, southeastern block B22) provided B−11B11 = I
and/or B11B−11 = I (respectively, B
−
22B22 = I and/or B22B
−
22 = I) [24, pages
95, 103], [57, page 155]. We immediately verify the following lemma.
Lemma 4.1. Let the above block matrix B be nonsingular and let
B−1 =
(
W X
Y Z
)
for the same block decomposition of the matrix B and for some matrices W , X,
Y and Z. Then W = G−111 (resp. Z = G
−1
22 ) if the block B11 (resp. B22) is
nonsingular.
Theorem 4.1. For n × r matrices U and V and an n × n matrices A, let
the matrix C = A + UV H be nonsingular. Then the matrices A and G =
Ir − V HC−1U are the respective Schur complements (block Gauss transforms)
of the blocks Ir and C in the matrix W =
(
C U
V H Ir
)
such that
detW = detA = (detC) detG. (4.1)
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Furthermore [24, page 50], [57, Corollary 4.3.2], if the matrix A is nonsingular,
then so is the matrix G, and we have the Sherman–Morrison–Woodbury formula
(C − UV H)−1 = C−1 + C−1UG−1V HC−1.
Proof. Begin with the factorizations(
C U
V H Ir
)
=
(
In U
0 Ir
)(
A 0
0 Ir
)(
In 0
V H Ir
)
=
(
In 0
V HC−1 Ir
)(
C 0
0 G
)(
In C
−1U
0 Ir
)
,
which implies equations (4.1). Invert this factorization to obtain that(
A−1 X
Y Z
)
=
(
In 0
−V H Ir
)(
A−1 0
0 Ir
)(
In −U
0 Ir
)
=
(
In −C−1U
0 Ir
)(
C−1 0
0 G−1
)(
In 0
−V HC−1 Ir
)
=
(
C−1 + C−1UG−1V HC−1 X
Y Z
)
for some matrices X, Y , and Z.
Remark 4.1. Equation (4.1) also follows from the two equations detA =
(detC) det(In − C−1UV H) (implied by the equation A = C(In − C−1UV H))
and det(Ir − XHY ) = det(In − Y XH) [27, Exercise 1.14] for n × r matrices
X = V H and Y = C−1U . For r = 1, U = u, and V = v, (4.1) turns into the
equation detA = (1− vHC−1u) detC (cf. [17] and [27]).
4.2 The SMW formula for the full rank matrices
Suppose the matrices A, U , V , and C = A+UV H of sizes m× n, m× r, n× r,
and m × n, respectively, have full ranks. For m ≤ n deduce that the matrix
Im − UV HC− is nonsingular and
A = (Im − UV HC−)C, A− = C−(Im − UV HC−)−1, (4.2)
whereas for m ≥ n deduce that the matrix In −C−UV H is nonsingular and
A = C(In −C−UV H), A− = (In −C−UV H)−1C− (4.3)
(cf. equations (3.1) and (3.2)).
For m ≥ n substitute C ← Im and V H ← V HC− into the SMW formula in
Theorem 4.1 and obtain that
(Im − UV HC−)−1 = Im + U(Ir − V HC−U)−1V HC−. (4.4)
For m ≤ n substitute C ← In and U ← C−U into the SMW formula and obtain
that
(In − C−UV H)−1 = In +C−U(Ir − V HC−U)−1V H . (4.5)
6
By combining equations (4.2)–(4.5), extend the SMW formula to rectangular
matrices of full rank as follows,
A− = C− + C−U(Ir − V HC−U)−1V HC−. (4.6)
Observe that A−A = In for m ≥ n, AA− = In for m ≤ n, and G = Ir−V HC−U
is the block Gauss transform of the block matrix
(
C V H
U Ir
)
and the Schur
complement of its block C. We call the matrix G a Schur aggregate and the
transition to computations with this matrix the Schur Aggregation. Here is a
simple ﬂowchart for computing a Schur aggregate.
Flowchart 4.1. Given a matrix A of full rank, generate an APP UV H and
successively compute the matrices
• C = A+ UV H , which should have full rank,
• C−U or V HC−,
• G = Ir − V HC−U .
For smaller ranks r one can solve linear systems with the matrix G by apply-
ing the algorithms of the CG/GMRES type, even if the matrix is ill conditioned
[2], [24, Sections 10.2–10.4], [55], [60], but the conditioning of this matrix can
become the central issue for larger ranks r.
Finally suppose we seek a solution Y of a matrix equation AY = B and use
an APC UV H such that UF = B for a matrix F . Then SMW formula (4.6)
implies that
Y = C−UG−1F (4.7)
where C = A + UV H and G = I − V HC−U . Indeed, post-multiply equation
(4.6) by B = UF , obtain that
Y = A−B = A−UF = C−UF+C−UG−1V HC−UF = C−U(Ir+G−1V HC−U)F,
and substitute the equation Ir + G−1V HC−U = G−1.
In particular if F = 1 and U = B = u = b is a vector, then g is a scalar,
and (4.7) turns into the following vector equation,
Y = y = C−b/g. (4.8)
4.3 The dual SMW formula
Assume that the matrices A, U , V , and C− = A− + V UH have full rank and
deduce that the matrix In + V UHA is nonsingular and
(C−)− = A(In + V UHA)−1 where m ≥ n, (4.9)
whereas the matrix Im + AV UH is nonsingular and
(C−)− = (Im +AV UH)−1A where m ≤ n. (4.10)
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Write q = rank(V UH), apply the SMW formula, and obtain that
(In + V UHA)−1 = In − V (Iq + UHAV )−1UHA
for m ≥ n and
(Im + AV UH)−1 = Im − AV (Iq + UHAV )−1UH
for m ≤ n. Substitute these equations into (4.9) and (4.10) and in both cases
obtain the dual SMW formula
(C−)− = (A− + V UH)− = A −AV H−1UHA, H = Iq + UHAV. (4.11)
Equations (4.11) express the matrix (C−)− via the inverse H−1 of the ma-
trix H , which is the Schur complement of the block −A− in the block matrix(−A− UH
V Iq
)
.
Due to the equation ((C−)−)− = A−+ V UH , we can express the solution y
to the linear system Ay = b as follows,
y = z − V UHb, (C−)−z = b. (4.12)
For q < min{m, n} we call the matrix H the dual Schur aggregate and the
transition to the computations with this matrix the dual Schur Aggregation.
5 The norm and conditioning of a Schur aggre-
gate
In this section we link the singular values of the matrices A, C andG in the SMW
formula (4.6). This implies further estimates for the norm and conditioning of
the Schur aggregate G. In particular if rank(UV H) = nnulA > 0, then the
matrix G has a small norm and both matrices C and G are well conditioned.
We deduce from equation (4.7) for F = I and B = U that A−U = C−UG−1
where A and C are m × n matrices of full rank and m ≥ n. Then bound
(3.3) and the equation condM = cond(M−) together imply that cond(A−U) ≤
(condC)(condU) condG. For random well conditioned m × r matrices U and
larger r we can expect that the ratio condA/ cond(A−U) is not very large, and
then, informally speaking, numerical problems of computing with matrix A are
translated to the computations with the matrices C and G. Next we deduce a
similar property in the case of APCs UV H of any rank provided the matrix C
is well conditioned.
First we estimate the jth singular values of the matrix G−1, j = 1, . . . , r,
in terms of the singular values σj(A−), σ1(C), and σ1(C−). Theorem 5.2 is a
special case of [58, Theorem 3.3.3] where E = In.
Theorem 5.1. Let W denote an m × n matrix of full rank ρ = min{m, n}.
Write σ+(W ) = σ1(W ), σ−(W ) = σρ(W ). Then we have σj(M)σ−(W ) ≤
σj(MW ) ≤ σj(M)σ+(W ) and σj(N)σ−(W ) ≤ σj(WN) ≤ σj(N)σ+(W ) for
j = 1, . . . , ρ and ρ× ρ matrices M and N .
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Proof. The singular values are invariant in multiplication by a unitary matrix,
and so we can consider just the case of a positive diagonal matrix W . In this case
the claimed bounds follow from the Courant–Fischer Minimax Characterization
[24, Theorem 8.1.2], [58, Theorem 3.3.2].
Theorem 5.2. We have σj(W ) − 1 ≤ σj(W + In) ≤ σj(W ) + 1 for an n × n
matrix W and for j = 1, 2, . . . , n.
Theorem 5.3. For positive integers m, n, and r, a normalized m×n matrix A,
and a pair of matrices U of size m× r and V of size n× r, write C = A+UV H
and G = Ir − V HC−U . Suppose the matrices A and C = A + UV H have full
rank ρ ≥ r. Then the matrix G is nonsingular, and we have
σj(A−)σ2−(C)− σ−(C) ≤ σj(G−1) ≤ σj(A−)σ2+(C) + σ+(C)
for σ−(C) = σρ(C), σ+(C) = σ1(C) ≤ 2, σj(A−) = 1/σρ−j+1(A), j = 1, . . . , r.
Proof. Let m ≥ n. Deduce from equation (4.3) that the matrix Gn = In −
C−UV H is nonsingular. So is the matrix G as well because detG = detGn [27,
Exercise 1.14].
Next combine equation (4.3) with Theorem 5.1 for M = G−1n , W = C−, and
A− = MW , to obtain that
σj(G−1n )σ−(C
−) ≤ σj(A−) ≤ σj(G−1n )σ+(C−)
for j = 1, . . . , ρ. Substitute σ−(C−) = 1/σ+(C) and σ+(C−) = 1/σ−(C) and
obtain that
σj(A−)σ−(C) ≤ σj(G−1n ) ≤ σj(A−)σ+(C) for j = 1, . . . , ρ. (5.1)
Combine Theorem 5.1 for W = C−U and N = G−1 with the equations and
inequalities σj(C−UG−1V H) = σj(C−UG−1) for j = 1, . . . , r, σ−(C−U) ≥
σ−(C−) = 1/σ+(C), and σ+(C−U) ≤ σ−(C+) = 1/σ−(C) to deduce that
σj(G−1)/σ+(C) ≤ σj(C−UG−1V H) ≤ σj(G−1)/σ−(C)
for j = 1, . . . , r. Combine the latter bounds with Theorem 5.2 for W =
C−UG−1V H and equation (4.5) to deduce that
σj(G−1)/σ+(C)− 1 ≤ σj(G−1n ) ≤ σj(G−1)/σ−(C) + 1
and therefore
(σj(G−1n )− 1)σ−(C) ≤ σj(G−1) ≤ (σj(G−1n ) + 1)σ+(C)
for j = 1, . . . , r. Combine this equation with equation (5.1) and obtain the
claimed bounds in the case of m ≥ n.
For m ≤ n proceed similarly but use equations (4.2) and (4.4) instead of
(4.3) and (4.5), replace Gn with Gm = Im−UV HC− and furthermore, invoking
Theorem 5.1 the ﬁrst and the second time, replace M = G−1n with N = G
−1
m
and replace W = C−U with W = V HC−, respectively.
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Corollary 5.1. Under the assumption of Theorem 5.3 we have
condG = cond(G−1) ≤ (condC)(σ1(A−)σ+(C) + 1)/(σr(A−)σ−(C)− 1),
||G||= σ1(G) = 1/σj(G−1) ≤ 1/(σr(A−)σ2−(C)− σ−(C)).
Suppose A is an n×n nonsingular matrix such that nnulA = r and UV H is a
random, well conditioned and properly scaled APP of a rank r. Then the values
σn−j+1(A)/σ1(A) are small for j ≤ r and are not small for j > r, whereas the
value σn(C) is likely to be of the order of σn−r(A)  σn−r+1(A). Therefore,
all singular values σr−j+1(G) = 1/σj(G−1) for j = 1, . . . , r are likely to be
of the order of at most σn−j+1(A). Furthermore (cf. Corollary 5.1), condG
is likely to be of the order of (condC)2σn−r+1(A)/σn(A), whereas the 2-norm
||G|| = σ1(G) is likely to be of the order of σn−r+1(A). The latter value has the
order of σ1(A)/ condA. Thus, as we claimed, the matrix G is expected to have
a small norm and to be well conditioned if ||A|| = 1 and if nnulA = r.
Finally all our estimates for matrices A, C, and G are readily extended to
the dual counterparts A−, (C−)− and H of these matrices.
6 The solution of linear systems of equations
and the computation of determinants with the
Schur Aggregation. High level description
Based on the study in the previous sections we can extend our algorithms in
Section 2 by using
1. the dual SMW formula
2. APCs of ranks r > 1
3. APCs UV H where U f = b for some vector f (cf. (4.8)).
Let us comment on these three extensions and then on computing determi-
nants.
1. We specify the dual process in Algorithms 7.2–7.4 in the next section.
Here are our introductory comments. Recursive application of dual rank-one
modiﬁcations naturally mimics the recursive process in Section 2 but has an
advantage of avoiding most of divisions and restricting matrix inversions to
inverting a single dual A-modiﬁcation at the last recusive step, where this A-
modiﬁcation is well conditioned. We ﬁrst apply formulae (4.11) and (4.12) for
U = u and V = v and obtain that
h(C−)− = hA −AvuHA = A(hI − vuHA), h = 1− uHAv, (6.1)
y = z−vuHb, and (C−)−z = b. These equations deﬁne division-free reduction
of a linear system {Ay = b} → {h(C−)−z = hb}.
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For a pair of random vectors u and v (as well as for a random vector u and for
v = u) scaled so that the ratio ||vuH ||/||A−|| is neither large nor small, we can
expect (cf. [45]) that cond(C−) = cond((C−)−) has the order of σ2(A)/σn−1(A).
If this ratio is large, we apply dual A-preconditioning and dual aggregation to
the matrix h1(C−1)− = h(C−)−. This produces a matrix h2(C−2)− with the
condition number expected to be at the level of σ3(A)/σn(A). Recursively we
expect to arrive at a well conditioned matrix hq(C−q)− in q steps provided
nnul(A−) = q (see Algorithm 7.1 in the next section).
Overall in this transition we need to multiply 2q matrices of the size n × n
by 2q vectors and in addition to perform either qn2 ops including divisions (cf.
equation (4.11)) or 2qn2 ops division-free. We can apply Gaussian elimination to
solve the linear system h(C−r)−zr = hb in (2/3)n3+O(n2) ops. The subsequent
transition to the solution vector y requires only O(qn) ops (cf. equation (4.12)).
Compared to the recursive process in Section 2 for r = q, the book-keeping
for the back transition to the solution y is simpliﬁed, and we can save the order
of q2n ops at this stage, but we use extra qn2 ops in a division-free version.
Most important diﬀerence, however, is that at the stage of computing the Schur
aggregates G we avoid numerical problem and do not need iterative reﬁnement
because the respective computation of the dual Schur aggregates H is division-
free.
To support the dual recursive process we need a crude estimate for the value
σn(A), versus a crude estimate for σ1(A) in the recursive process in Section
2. The known numerically stable algorithms produce both estimates by using
O(n2) ops [24, Sections 2.3.2, 2.3.3, and 3.5.4], [57, Section 5.3].
We can combine q recursive steps of the above dual process with r recursive
steps of the primal process in Section 2. This is likely to decrease the condition
number of the input matrix A to the level of σq+1(A)/σn−r(A).
2. Suppose A is a nonsingular ill conditioned n × n matrix such that the
ratios σ1/σn−r+1 and σn−r/σn (resp. σ1/σq and σq+1/σn) are not large, but
σn−r  σn−r+1 (resp. σq  σq+1), so that the matrix A is ill conditioned
due to a single jump in the spectrum of its singular values. We can ﬁnd the
threshold value r (resp. q) of the rank of the APC by recursively testing the
values 0, 1, 2, 4, 8, . . . until we arrive at a well conditioned matrix C (resp. an ill
conditioned matrix H) and then applying binary search to decrease this value.
Under this assumption a single primal APC UV H of rank r (resp. a dual
APC of rank q) can replace r primal (resp. q dual) rank-one recursive steps.
Overall, at both A-preconditioning and aggregation stages, we perform about
as many ops as in the case of recursive rank-one modiﬁcations, except that
we need to perform about 2r3 (resp. 2q3) extra ops to invert the matrix G
(resp. H). Moreover, in the dual case, some additional care is needed to avoid
divisions. The extra eﬀort, however, can be more than compensated by the well
known beneﬁts of applying block matrix multiplications [24], [57] and avoiding
divisions.
We can extend the approach recursively by selecting proper ranks ri for
APCs UiV Hi (resp. qi for APCs ViU
H
i ) at the ith recursive step for i = 1, 2, . . . .
E.g., in Algorithm 7.4 we choose qi = 1 for all i.
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3. Equations (4.7) and (4.8) enable us to simplify the computation of
the solution vector y = A−b to the linear system Ay = b versus the pri-
mal SMW formula. To incorporate these equations into the recursive process
of A-preconditioning and aggregation, we choose the matrices U = Uk and
F = Fk at the kth recursive step as follows, U1 = b, F1 = 1, Uk = (Uk−1,uk),
F T = (1, 0T ), k = 2, 3, . . . . Then the kth recursive step involves a new (random)
vector uk such that UkFk = b. The progress with improving the conditioning is
the same as before except that the impact of the ﬁrst step with U1 = b decreases
(resp. becomes nil) wherever the vector b lies near (resp. in) the range of the
matrix A.
4. We refer the reader to [4], [13], [14], [48], [53], [56], and the extensive
bibliography therein on the classical problem of computing determinants, cur-
rently highly important to the fundamental geometric and algebraic-geometric
computations. In particular the computation of convex hulls and Voronoi dia-
grams essentially amounts to recursive computation of the signs of determinants.
Performed numerically with unit roundoﬀ (computer precision) , the sign com-
putation can be certiﬁed if condA < c/ for a constant c (cf. [53]). Generally
numerical computation of both sign and value of the determinant is the hardest
where the input matrix is ill conditioned, which makes preconditioning highly
important in this area.
Our preconditioning recipes for solving linear systems of equations are im-
mediately extended to the determinant computation due to the following simple
modiﬁcations of the SMW formulas (4.6) and (4.11),
detA = (detG) detC = (det((C−)−1))/ detH. (6.2)
7 Recursive primal and dual A-preconditioning
and Schur aggregation
Next we specify the recursive processes of primal and dual A-preconditioning
and Schur aggregation.
We use the matrices U and V whose entries we can round to a ﬁxed (smaller)
number of bits to control or avoid rounding errors in computing the matrices
C = A + UV H and H = Iq + UHAV (cf. [45]).
In each recursive step we choose ranks r and q for the primal and dual APPs
according to some ﬁxed policies RANK and DUAL RANK, respectively. E.g.,
in every step we can set r = 1 (resp. q = 1) or let r (resp. q) be the minimum
rank of a primal APP UV H (resp. dual APP V UH) for which the matrix
C = A + UV H (resp. C− = A−1 + V UH) is well conditioned. Another sample
option is to let q be the rank of a dual APP for which we compute error-free
the scalar h = detH and the adjoint matrix hH−1 (cf. Algorithms 7.3 and 7.4
and Remark 7.2).
Algorithm 7.1. Recursive primal A-preconditioning and Schur aggre-
gation for determinant and inverse.
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Input: a nonsingular n × n matrix A and a policy RANK.
Output: detA and the matrix A−1.
Computations:
0. Choose a positive integer r according to the policy RANK.
1. Generate the pair of normalized n × r matrices U˜ and V , such that
||U˜ || = ||V || = 1.
2. Compute a crude estimate ν for the norm ||A||.
3. Compute the matrix U = νU˜.
4. Compute the n × n matrix C = A + UV H , its inverse C−1 and deter-
minant detC. (If this matrix is ill conditioned, set A ← C and reapply
the algorithm.)
5. Compute the n×n matrix G = Ir−V HC−1U , its inverse and determi-
nant. (The computation of the matrix G may require high precision due
to the cancellation of the leading bits in the representation of the entries.
If this matrix is ill conditioned, set A ← G and reapply the algorithm.)
6. Compute and output the n×n matrix A−1 = C−1+C−1UG−1V HC−1
and the scalar detA = (detC) detG and stop.
Algorithm 7.2. Recursive dual A-preconditioning
and Schur aggregation (determinant and inverse).
Input: a nonsingular n× n matrix A and a policy DUAL RANK (cf. Remark
7.2).
Output: detA and the matrix A−1.
Computations:
0. Choose a positive integer q according to the policy DUAL RANK.
1. Generate the pair of normalized n × q matrices U˜ and V , such that
||U˜ || = ||V || = 1.
2. Compute a crude estimate ν for the norm ||A−1|| = condA/||A||.
3. Compute the matrix U = νU˜.
4. Compute the q × q matrix H = Iq + UHAV and its inverse and de-
terminant. If this matrix is ill conditioned, set A ← H and reapply the
algorithm. (The computation of the matrix H may require high preci-
sion due to the cancellation of the leading bits in the representation of
the entries. If this matrix is ill conditioned, set A ← H and reapply the
algorithm.)
5. Compute the matrix (C−)−1 = A − AV H−1UHA and its inverse and
determinant. If the matrix C− is ill conditioned, set A ← (C−)−1 and
reapply the algorithm.
6. Compute and output the n× n matrix A−1 = ((C−)−1)−1 − V HU and
the scalar detA = (det((C−)−1))/ detH and stop.
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One can adjust and simplify these algorithms in the case where we only wish
to solve a linear system of equations Ay = b rather than to invert a matrix A.
In particular one can choose primal APCs UV H such that U f = b for some
vector f and use the simpliﬁed expression (4.7).
Below is our detailed description of the dual recursive process for solv-
ing a linear system of equations and computing determinant, where we also
change Stage 4 and compute the inverse H−1 as the pair of detH and adjH =
(detH)H−1, which are integral if so is the matrix H .
Algorithm 7.3. Recursive dual A-preconditioning and Schur aggrega-
tion (linear system and determinant).
Input: a nonsingular n×n matrix A, a policy DUAL RANK (cf. Remark 7.2),
a vector b of dimension n, and a reasonably large tolerance t > 1.
Output: detA and a vector y satisfying the linear system Ay = b.
Initialization: i ← 1, A0 ← A, h0 ← 1, and compute a crude estimate ν0 for
the norm ||A−10 || (cf. Remark 7.1).
Computations:
STAGE A.
0. Choose a positive integer qi according to the policy DUAL RANK.
1. Generate the pair of normalized n × qi matrices U˜i and Vi, such that
||U˜i|| = ||Vi|| = 1.
2. Compute the matrix Ui = νi−1U˜i.
3. Compute the qi × qi matrix
Hi = Iq + UHi Ai−1Vi, (7.1)
the scalar hi = detHi, and the qi × qi matrix H˜i = adj Hi = hiH−1i .
4. Compute the matrix
Ai = hiAi−1 − Ai−1ViH˜iUHi Ai−1. (7.2)
5. Compute crude estimates νi for the norm ||A−1i || and κi for the con-
dition number condAi (cf. [24, Sections 2.3.2, 2.3.3, and 3.5.4], [26,
Chapter 14], [57, Section 5.3]). If κi > t, then increment the integer pa-
rameter i ← i + 1 and go back to substage 1. Otherwise write r ← i and
go to Stage B.
STAGE B. Compute the scalar detAr and the vector yr = A−1r br.
STAGEC. Recursively for i = r, r−1, . . . , 1 compute the scalars detAi−1 =
(1/hi) det(Ai/hi) = (1/hi)n+1 detAi and the vectors yi−1 = hiyi−ViUHi bi.
STAGE D. Output the scalar detA = detA0 and the vector y = y0 and
stop.
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For an ill conditioned matrix A the algorithm reduces the computation of
the determinant detA and the solution of a linear system Ay = b to the same
two computational problems for the matrix Ar , which is supposed to be better
conditioned due to A-preprocessing in equations (7.1) and (7.2). Apart from
the solution of these problems for the matrix Ar at Stage B, the inversion of the
matrices Hi and computing their determinants at Stage A3, and the norm and
condition estimation at the Initialization Stage and Stage A5, the algorithm is
division-free.
Correctness of the algorithm follows from equations (4.11), (4.12), and (6.2).
Below is a speciﬁcation of the algorithm under the policy qi = 1 for all i
where the matrices Ui and Vi turn into vectors ui and vi and we still round
their coordinates to a ﬁxed (smaller) number of bits.
Algorithm 7.4. Recursive dual rank-one A-preconditioning and Schur
aggregation.
Input: a nonsingular n × n matrix A and a vector b of dimension n.
Output: detA and a vector y satisfying the linear system Ay = b.
Initialization: i ← 1, A0 ← A, h0 ← 1, and compute a crude estimate ν0 for
the norm ||A−10 || (cf. Remark 7.1).
Computations:
STAGE A.
1. Generate the pair of n-th dimensional normalized vectors u˜i and vi,
||u˜i|| = ||vi|| = 1.
2. Compute the vector ui = νi−1u˜i.
3. Compute the scalar hi = 1 + uHi Ai−1vi.
4. Compute the matrix Ai = hiAi−1 − Ai−1viuHi Ai−1.
5. Compute crude estimates νi for the norm ||A−1i || and κi for the con-
dition number condAi. If κi > t, then increment the integer parameter
i ← i + 1 and go back to substage 1. Otherwise write r ← i and go to
Stage B.
STAGE B. Compute the scalar detAr and the vector yr = A−1r br.
STAGEC. Recursively for i = r, r−1, . . . , 1 compute the scalars detAi−1 =
(1/hi) det(Ai/hi) = (1/hi)n+1 detAi and the vectors yi−1 = hiyi−ViUHi bi.
STAGE D. Output the scalar detA = detA0 and the vector y = y0 and
stop.
Apart from the computation of the determinant detAr and the solution of a
linear system Aryr = br at Stage B and from the norm and condition estimation
at the Initialization Stage and Stage A5, the algorithm is division-free.
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Remark 7.1. Recursive computations of the norms νi and condition numbers κi
can be simpliﬁed based on orthogonal (QR or UTV) factorizations of the matrices
Ai, which can be recomputed in O(n2) ops when the matrix Ai is modiﬁed by
adding a rank-one matrix [24, Section 12.5], [57, Section 5.4].
Remark 7.2. By minimizing the rank qi of the APPs in each step i of Algorithm
7.2 (resp. Algorithm 7.3) we avoid the extra work for computing determinants
hi and inverses H−1i (resp. adjoints hiH
−1
i ) at Stage A.4 (resp. A.3) of the
algorithm but increase the number r of recursive steps. Each step requires es-
timating the norm and condition number and (in case of matrices A having a
small displacement rank) increases the displacement rank of the A-modiﬁcation
(cf. [40]). This suggests the following policy DUAL RANK at the i-th recursive
step: increment the value qi recursively until the resulting incremental cost of
computation at Stage A.4 (resp. A.3) of the algorithm exceeds the cost that we
can save due to the decrease of the number of recursive steps.
8 Extended iterative refinement
Consider the computation of the Schur aggregate G = Ir −V TC−1U where the
input matrix A is ill conditioned, whereas its A-modiﬁcation C is not. We rely
on Flowchart 4.1 where we compute the matrix W = C−1U from the matrix
equation CW = U .
Under our assumptions on the matrices A and C, Theorem 5.3 implies that
the norm ||G|| is small, and so the computation of every diagonal entry of the
Schur aggregate G annihilates a number of its leading signiﬁcant bits. Therefore
we must compute these entries with a high precision, and so we apply MSAs in
this computation and extend Wilkinson’s iterative reﬁnement when we compute
the matrix C−1U .
In its classical form the reﬁnement stops where the matrix W = C−1U
is computed with at most double precision. This is generally insuﬃcient in
our case. Thus we continue the steps of iterative reﬁnement in the fashion of
Hensel’s lifting in [9] and [34] to improve the approximation further. As in
the latter symbolic algorithm, we represent the output values as the sums of
ﬁxed-precision numbers (cf. Section 10).
Extended iterative refinement (Outline)
Let us specify and analyze the extended iterative reﬁnement of the matrices
W =
∑k
i=0 Wi and G = Ir − V TW = Ir +
∑k
i=1 Fi. Fix a suﬃciently large
integer k, write U0 = U and G0 = Ir, and successively compute the matrices
Wi ← C−1Ui, Ui+1 ← Ui − CWi, Fi ← −V TWi, and Gi+1 ← Gi + Fi for
i = 0, 1, . . . , k. (For comparison, the classical algorithm begins with a crude
approximation W0 ≈ W = C−1U and recursively computes the matrices Ui ←
U − CWi−1, Ei ← C−1Ui, and Wi ← Wi−1 + Ei for i = 0, 1, . . . , k, so that
the norm ||Wi −W || recursively decreases until it reaches the limit posed by
rounding errors.) Here is a simple example for demonstration of our extension
in the case where n = 4, r = 1, and the r × r Schur aggregate G turns into a
scalar.
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Example 8.1. A =


63419461 −29226193 −41333003 −8964
−17439352 −22167219 −14775811 −3204
−38199953 −59526299 −19725060 −4276
−7074 3261 4611 1


UT =
(
75776 258048 122880 118784
)
V T =
(
128 148 72 148
)
C =


73118789 −18011345 −35877131 11205884
15590792 16023885 3803645 38187900
−22471313 −41340059 −10877700 18181964
15197278 17583293 8557059 17580033


G0 = 1
WT0 =


0.00000000000008
0.00000000027075
0.00000146570198
0.00675746938214


G1 = 2.190473991081632e− 008
W1 =


−0.00000000124834
0.00000001025780
−0.00000886188400
0.14800929926118

 ∗ 1.0e− 009
G2 = 3.174438743663640e− 016
W2 =


0.00000000716215
0.00000003837446
−0.00002747063331
0.21450242917524

 ∗ 1.0e− 017
G3 = −7.918752906512810e− 024
W3 =


0.00000002240260
0.00000002020945
−0.00010131901406
−0.53500152161636

 ∗ 1.0e− 025
G4 = −1.475542403337810e− 030
W4 =


0.00000005462336
−0.00000003648089
0.00018978679691
−0.90511944620263

 ∗ 1.0e− 033
G5 = −1.341598391541817e− 030
W5 =


−0.00000002134640
0.00000000681126
−0.00005379511619
−0.12995555745450

 ∗ 1.0e− 040
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G6 = −1.341598389618088e− 030
W6 =


−0.00000007190044
0.00000001308189
−0.00004562685927
−0.44933111982233

 ∗ 1.0e− 048
G = G7 = −1.341598389618088e− 030
Theorem 5.3 deﬁnes a small upper bound on the norm ||G|| if A is an ill
conditioned matrix and if the matrix C is well conditioned. Therefore, we can
have Gi ≈ 0 for i = 0, 1, . . . , k and some positive integer k. At the ith step of
iterative reﬁnement for i ≤ k we need to store only the most recently computed
matrix Gi+1 overwriting Gi, and similarly we can overwrite the matrices Wi−1,
Ui, and Fi−1 with their updates Wi, Ui+1, and Fi, to save the memory space.
At the stages of computing the matrices C ← A+UV T , Ui+1 ← Ui −CWi,
Fi ← −V TWi, and Gi+1 ← Gi+Fi for i = 0, 1, . . . , k we seek error-free output
because even small relative errors can completely corrupt the matrix G. To
meet the challenge, we have two tools, namely, a) MSAs and b) the truncation
of the entries of the matrices U , V , C, and Wi for all i.
We can choose any pair of matrices U and V up to a perturbation within a
ﬁxed small norm as long as this perturbation keeps the A-modiﬁcation C = A+
UV H well conditioned. Likewise, we require that the matrices C−1 and Wi ←
C−1Ui be computed within an error norm bound that ensures the decrease of
the residual norms ui = ||Ui|| (and consequently the error norm ei = ||Ei|| since
Ei = C−1Ui) by a ﬁxed factor φ exceeding one in each iteration (cf. Corollary
8.2). For numerical inversion of the matrix C under the desired norm bound, we
can apply any direct or iterative algorithm (e.g., Gaussian elimination, possibly
combined with the classical numerical iterative reﬁnement, or Newton’s iteration
in [40, Chapter 6], [46], [50]).
Within the allowed perturbation norm, we vary the matrices U , V , C−1, and
Wi for all i to decrease the number of bits in the binary representation of their
entries. We ﬁrst estimate from above the norm of the input perturbation and
the precision of computing that ensure the output error norm within the ﬁxed
tolerance bound. Then we perturb the input within the estimated norm bound
to represent it with fewer bits. In particular we set to zero the absolutely smaller
input entries and round every other entry to fewer bits. Finally we perform
iterative reﬁnement and verify that it converges as expected. Otherwise correct
our policy of input perturbation.
Estimates for the errors and the parameter θ = 1/φ
Theorem 8.1. Consider the subiteration
Wi ← ﬂ(C−1Ui) = C−1Ui − Ei
Ui+1 ← Ui −CWi
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for i = 0, 1, . . . , k and U = U0. Then
C(W0 + · · ·+ Wk) = U −CEk.
Proof. Due to the assumed equations, we have CWi = Ui − Ui+1 , i = 0, 1,
. . . , k − 1. Sum the latter equations to obtain that C(W0 + · · · + Wk−1) =
U0 − Uk. Substitute the equations U0 = U and Uk = CWk + CEk and obtain
the theorem.
The theorem implies that the sum W0 + · · ·+Wk approximates the matrix
W = C−1U with the error matrix −Ek.
It remains to show that the error term Ei converges to zero as i →∞.
Theorem 8.2. Assume that
Wi = (C − E˜i)−1Ui = C−1Ui − Ei for all i.
Write ei = ||Ei||, ui = ||Ui||, and θi = δi||C|| where
δi = δ(C, E˜i) = 2||E˜i||F max{||C−1||2, ||(C − E˜i)−1||2}.
Then we have ei ≤ δiui for all i, ei+1 ≤ θiei, ui+1 ≤ θiui for i = 0, 1, . . . ,
k − 1.
Proof. We follow [41, Section 8] and begin with some auxiliary results.
Theorem 8.3. We have Ui+1 = CEi and consequently ui+1 ≤ ei||C|| for all i.
Proof. Pre-multiply the matrix equation C−1Ui −Wi = Ei by C and add the
resulting equation to the equation Ui+1 − Ui +CWi = 0.
Lemma 8.1. Let C and C + E be two nonsingular matrices. Then
||(C +E)−1 − C−1|| ≤ ||(C + E)− − C−||F
≤ 2||E||F max{||C−1||2, ||(C +E)−1||2}.
Proof. See [24, Section 5.5.5].
Corollary 8.1. Assume that Wi = (C−E˜i)−1Ui = C−1Ui−Ei. Then ei ≤ δiui
where
δi = δ(C, E˜i) = 2||E˜i||F max{||C−1||2, ||(C − E˜i)−1||2}.
Combine Theorem 8.3 and Corollary 8.1 and obtain that ui+1 ≤ θiui and
ei+1 ≤ θiei for θi = δi||C|| and for all i. Summarize our estimates and obtain
Theorem 8.2.
The theorem shows linear convergence of the error norms ei to zero as i →∞
provided θ = maxi θi < 1. This implies linear convergence of the matrices
W0 + · · ·+Wi to W , U0+ · · ·+Ui to U , F0+ · · ·+Fi to F , and Gi+1 to G. The
theorem also shows local quadratic convergence, that is doubling the number
of correct bits in every step. We accomodate such a progress, however, only
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until this number reaches the working precision of computing, and then we shift
back to performing linearly convergent computations with this precision (see
Corollary 8.3).
Let us next estimate the values θi. We assume dealing with a well condi-
tioned matrix C, and so the ratios ri = ||E˜i||F/||C||F are small and cond(C −
E˜i) ≈ condC (cf. [24, Section 3.3], [57, Theorem 3.4.9], [26]). In this case the
values
θi = δi||C||
= 2ri max{cond2 C, cond2(C −Ei)}||C||F/||C||
≈ 2(condC)2ri||C||F/||C||
≤ 2(condC)2rin
tend to be signiﬁcantly less than one.
Precision bounds
Finally we estimate the precision required in our error-free computation of
the residual matrices Ui. Hereafter for a ﬁnite precision binary number b =
σ
∑s
k=t bk2
k, where σ = 1 or σ = −1 and each bk is zero or one, we write
t(b) = t, s(b) = s = log2 |b|, and p(b) = s− t + 1, so that p(b) is the precision
in the binary representation of b. For an n × n matrix M = (mi,j)i,j we write
s(M) = maxi,j s(mi,j), t(M) = mini,j t(mi,j), p(M) = s(M) − t(M) + 1. Then
log2(n||M ||)≤ s(M) ≤ log2 ||M ||, (8.1)
and the absolute value of each entry of the matrix M is the sum of some powers
2k for integers k selected in the range [t(M), s(M)].
Lemma 8.2. We have t(Ui+1) ≥ min{t(Ui), t(CWi)} for all i. Moreover
t(CWi) ≥ t(Wi) if the (scaled) matrix C is ﬁlled with integers.
Proof. The lemma follows from the equations Ui+1 = Ui − CWi.
Lemma 8.3. We have s(Ui+1) ≤ s(Ui) + log2(θin) for all i.
Proof. The lemma follows from the bounds ui+1 ≤ θiui and (8.1).
Lemma 8.4. We have s(Ui+1) ≤ s(CWi) + log2 fi and s(Ui+1) ≤ s(Wi) +
log2(fi||C||) for θi < 1, fi = θin|1−θi| , and all i.
Proof. First recall that ui+1 ≤ θiui, so that |ui − ui+1| ≥ |1/θi − 1|ui+1. The
equation Ui − Ui+1 = CWi implies that ||CWi|| = ||Ui − Ui+1|| ≥ |ui − ui+1| ≥
|1/θi − 1|ui+1. Therefore ui+1 ≤ (fi/n)||CWi|| ≤ (fi||C||/n)||Wi||. Combine
these bounds with bound (8.1) for M = Ui+1 , M = CWi and M = Wi.
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Corollary 8.2.
a) If t(Ui+1) ≥ t(Ui),
then p(Ui+1) ≤ p(Ui) + log2(θin).
b) If t(Ui+1) ≥ t(CWi),
then p(Ui+1) ≤ p(CWi) + log2 fi.
c) If t(Ui+1) ≥ t(Wi),
then p(Ui+1) ≤ p(Wi) + log2(fi||C||).
Recall that in virtue of Lemma 8.2, at least one of assumptions a) and b)
is always satisﬁed, and if the matrix C is ﬁlled with integers, then so is one of
assumptions a) and c) as well.
Corollary 8.3. Suppose we have precision bounds p(Wi) ≤ p̂ and/or p(CWi) ≤
p˜ for two integers p̂ and p˜ and let these bounds support some bound θi ≤ 1/n
for all i. (This implies convergence with linear rate for the iterative reﬁnement
in Theorem 8.1.) Then we have the uniform bound p̂ + log2(n/(n − 1)) on
the precision p(Ui+1) of the representation of all matrices Ui+1 for all i. If the
matrix C is ﬁlled with integers, then we also have the bound p˜+log2(||C||n/(n−
1)).
We cannot say a priori for which minimum precision bounds p̂ and p˜ we
can ensure the progress in iterative reﬁnement, but we can ﬁnd these bounds
dynamically, by ﬁrst performing the computations with the IEEE standard dou-
ble precision and then (if needed) increasing it recursively until convergence is
observed. MSAs can handle any precision growth, but in our tests the growth
was limited. We used the double precision for Wi and regularly observed that
s(Ui+1) < s(Wi) + log2 n, which was in line with Lemma 8.4.
Counting arithmetic operations
To conclude this section, let us estimate the overall number of ops in our
computations. Assume a normalized r-matrix A and a well conditioned A-
modiﬁcation C = A+UV H . Then ||G||= O(1/ condA) (see the end of Section
5), and we yield the matrix G within the error norm bound  by applying
O((log condA)/ log(1/)) steps of iterative reﬁnement. We need O(MA,r) dou-
ble precision ops per step and therefore O((MA,r log condA)/ log(1/)) double
precision ops overall provided we can multiply the matrix A by an n× r matrix
in MA,r ops and have a crude approximation to the inverse matrix C−1. The
computational cost is low for smaller integers r and, if the matrices A, UV H ,
C and G share their structure and are represented with short generators, then
also for larger integers r (see Section 9).
9 Matrix structure in the Schur
Aggregation
If the matrix A can be multiplied by a vector fast, then we can choose the
generators U and V to extend this property to the A-modiﬁcationC = A+UV H .
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Next recall Flowchart 4.1 for performing the Schur Aggregation and as-
sume matrices A and A− having the same structure and represented with short
generators. Then our estimate for the overall computational complexity of A-
preprocessing decreases by the factors of r/ logh r where h ranges from zero to
two, depending on the structure (see [10], [11], [19], [22], [23], [33], [40, Chapters
1 and 4], [49], and the bibliography therein and in [61]).
We apply two principles to A-preconditioning for structured matrices.
• The operations in Flowchart 4.1 as well as the inversion of the matrix G
can be reduced essentially to a small number of matrix multiplications
and inversions, which we perform economically by operating with short
generators of the structured input and auxiliary matrices rather than their
entries.
• If the matrix A has structure, we rely on [40, Section 1.5] and Lemma 4.1
to extend this structure to the matrices involved in Flowchart 4.1 as well
as to G−1 (whereas matrix structure is easily lost in the SVD-based APCs
of larger ranks).
All our comments above can be readily extended to the dual APPs.
Various APPs with most frequently used matrix structures have been pre-
sented in [45, Examples 4.1–4.6]. Furthermore, we can apply the method of dis-
placement transformation (see the remark below) to extend the power of these
APPs to other classes of sparse and/or structured matrices, even to the classes
that contain no well conditioned matrices and thus contain no well conditioned
APPs [20], [59].
Remark 9.1. By using appropriate structured multipliers, one can transform a
matrix with the structure of a Cauchy, Vandermonde, Toeplitz, or Hankel type
into a matrix with any other of these structures and can exploit such transforms
to devise more eﬀective algorithms. This method of displacement transformation
was proposed in [38] (see its exposition also in [40, Sections 1.7, 4.8, and 4.9]).
It was widely recognized due to the papers [21], [25], where the general class of
Vandermonde-like multipliers in [38] was specialized to the Fourier transform
multipliers, which transform the structures from the Toeplitz/Hankel into the
Cauchy/Vandermonde types. This transform was used in [21], [25] for devising
fast and numerically stable Gaussian elimination for Toeplitz/Hankel-like lin-
ear systems. For A-preconditioning, however, one should seek transition into
the opposite direction, from Cauchy/Vandermonde-like matrices, which tend
to be ill conditioned, to the Toeplitz/ Hankel-like structures. In this case the
Fourier multipliers are not generally suﬃcient, but one can apply the original
Vandermonde-like multipliers from [38].
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10 Multiplication/summation
algorithms (an outline)
Eﬀective MSAs in [12], [26], [31], [36], [54], and the bibliography therein com-
pute the sum and products with double or k-fold precision for any k, but the
computations slow down for k > 2. Additive preconditioning for linear systems
of equations, however, leads us to operating with the sums s = t1+ · · ·+ th that
nearly vanish compared to maxj |tj|. Moreover, in some cases we need these
sums error-free, which one can handle by using multi-precision arithmetic, with
respective slow down of the computations. To avoid the slow down, we simulate
multi-precision arithmetic with double precision computations. At this stage
any eﬀective MSA (e.g., an appropriate one in [12], [26], [31], [36], or [54]) can
be incorporated into our construction. In the remainder of this section we out-
line a variant that employs our summation algorithm in [47], which extends the
techniques of real modular reduction from [39] (see also [15]).
In our next comments on the resulting MSAs, “addition” can stand for
“addition or subtraction”, “dpn” and “dpn-1” are our abbreviations for “number
represented with the IEEE standard double precision”, and “dpn-ν” is the set
of ν such dpns. Generally their sum is a multi-precision number, but it can be
implicitly represented with the set “dpn-ν” by using double precision. Likewise,
we can implicitly represent a ((p +1)ν)-bit ﬂoating point number with a dpn-ν
where p + 1 is the double precision.
The MSAs incorporate the Dekker’s and Veltkamp’s algorithms in [7] to
compute the product of a dpn-µ and a dpn-ν error-free as a dpn-γ for γ ≤ 2µν .
To add a dpn-µ and a dpn-ν we just combine them into a dpn-(µ + ν).
To save some memory space without losing accuracy, we perform compressing
summation where we are given a dpn-µ whose absolutely larger elements may
immensely exceed the absolute value of their sum. The compressing summation
outputs a (compressed) dpn-ν for the nearly minimum ν < µ that represents
precisely the same sum.
We adopt compressing summation from [47], where we perform some se-
quences of usual ﬂoating-point additions rarely or never interrupted with the
computation of the exponent of the current ﬂoating-point approximation of the
sum of h numbers that we must compute. Namely, such interruptions never
occur if we adopt rounding by chopping the least signiﬁcant bits. If instead we
use rounding to the closest number, then we should compute this exponent but
only when we update the sum, and we always add at least θp− log2 h−O(1) new
correct bits to the sum in every updating. Here θ = 1 or θ = 2 depending on
our choice of the basic subroutine for ﬂoating-point summation that we apply in
our MSAs. Accessing exponents of ﬂoating point numbers can be inexpensive.
The IEEE ﬂoating point standard deﬁnes the function log b(x) to extract the
signiﬁcand and exponent of a ﬂoating point number (cf. [16], [28], [47]).
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11 Numerical tests
We tested our Algorithm 7.1 for correctly computing determinants, and this also
implied testing correctness of solving linear systems involved. For comparison
we also computed the same determinants by applying the Matlab Subroutine
det.
We generarted the input matrices A = PML by following [53]. Here P were
permutation matrices, each swapping k random pairs of the rows of the matrix
A, whereas L and MT denoted random n×n lower triangular matrices with unit
diagonal entries and with integer subdiagonal entries randomly sampled from
the line intervals [−η, η] for a ﬁxed positive η. It followed that detA = (−1)k.
We generated such matrices for k = 2n and k = 2n − 1 and for η ≥ 5, 000 and
for n = 4, 8, 16, 32, 64.
We generated APCs UV T according to the recipes in [41], [45] (also cf. [52]).
We ﬁrst randomly generated candidate APPs UV H of recursively increasing
ranks r = 1, 2, . . . until we arrived at a well conditioned A-modiﬁcation C =
A + UV T . More precisely, we generated two random n × r unitary matrices
U and V , then truncated their entries to represent them with the precision
of 20 bits, denoted the resulting matrices U˜ and V˜ , and computed the APP
Û V̂ T = 2qU˜ V˜ T and the A-modiﬁcation C˜ = A + Û V̂ T for an integer q such
that 1/2 < ||UV T ||/||A|| ≤ 2. If cond C˜ was small enough, we accepted the APP
Û V̂ T as the desired APC UV T . Otherwise we regenerated APP in the same
way. If this did not produce a desired APP, we recomputed an APC according
to the following recipe from [41], [45], and [52],
(U ← Q(C−1U), V ← Q(C−TV )).
If this did not help either, we incremented r by one and repeated the computa-
tions. We encountered overﬂows and underﬂows for larger n but overcame the
problems by simultaneously scaling the matrix U by factor 2k and the matrix
V by factor 2−k for an appropriate integer k and/or by temporarily scaling the
matrices Ir and U by the same factor 2h for an appropriate integer h.
The selected matrices A were ill conditioned for all integers n in our range
(with condA quite steadily in the range from 1017 to 1025 for all n). The nu-
merical subroutines in Matlab performed poorly for the matrices of the selected
class. They have lost competition in accuracy not only to the slower symbolic
subroutines in MAPLE but also to our numerical tests. Already for n = 4 and
η = 5, 000, the Matlab’s numerical outputs had wrong sign in over 45% out of
100,000 runs and were oﬀ from the true value of detA by the factor of two or
more in over 90% of the runs. As we expected, our algorithms have outper-
formed the Subroutine det. Although we still relied on the standard double
precision computations, our algorithms always output the correct sign and ap-
proximated the value of the determinant with relative errors within 0.001 in all
our runs for n = 4, 8, 16, 32, 64 and for the same value of η.
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