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A STUDY OF THE GENERALIZED CHRISTOFFEL FUNCTIONS
WITH APPLICATIONS∗
E. BERRIOCHOA† , A. CACHAFEIRO‡ , AND F. MARCELLA´N§
To Richard Askey on his 65th birthday
Abstract. In this paper we solve the problem of minimizing the norm of polynomials of degree
less than or equal to n, verifying linear restrictions. This case extends in a natural way a problem
studied by Grenander and Rosenblatt. We obtain algebraic properties of the solution which enables
us to compute it and we present some applications.
1. Introduction. Let µ be a finite positive Borel measure on [0, 2pi) with an
infinite set as support. In the linear space P of algebraic polynomials with complex
coefficients we consider the inner product:
< P,Q >=
∫ 2pi
0
P (eiθ)Q(eiθ)dµ(θ), ∀P,Q ∈ P.
We denote the Gram matrix of {zk}nk=0 by Mn+1 = [< z
i, zj >] i=0,··· ,n
j=0,··· ,n
and the
corresponding moments by ci−j =< z
i, zj > i, j = 0, 1, 2, · · · . We denote ‖ P ‖2=
< P,P >.
By applying the Gram-Schmidt process to the sequence {zn}n≥0, we can obtain
the sequence of orthonormal polynomials {ϕn}, such that
ϕn(z) = knz
n + lower degree terms,
with kn > 0.
Also we consider the sequence of monic orthogonal polynomials, {φn}n≥0, defined
by φn =
ϕn
kn
.
If we denote by Pn the linear subspace of polynomials of degree at most n, it
is known that there exists a unique polynomial function of two variables, Kn(z, y),
and degree n in z and y, such that it has the reproducing property on Pn, that
is < Kn(z, y), P (z) >= P (y) ∀P ∈ Pn. The function Kn(z, y) is called the nth
reproducing kernel and Kn(z, y) =
n∑
k=0
ϕk(z)ϕk(y), (see [Aro]). In the theory of
orthogonal polynomials, it is well-known that the monic orthogonal polynomials and
the kernels satisfy some extremal conditions, (see [VAss]):
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1. min
P∈Pn,
P(n)(0)
n! =1
{‖ P ‖2} =
1
k2n
and it is attained at P = φn.
2. If z0 is an arbitrary point in the complex plane, then: min
P∈Pn,P (z0)=1
{‖ P ‖2}
=
1
Kn(z0, z0)
and it is attained at P (z) =
Kn(z, z0)
Kn(z0, z0)
.
In the same way, we can consider the minimal problems corresponding to interme-
diate cases, see ([Be]). For 0 ≤ r ≤ n min
P∈Pn,P (r)(z0)=1
‖ P ‖2=
1
K
(r,r)
n (z0, z0)
and it is
attained at P (z) =
K
(0,r)
n (z, z0)
K
(r,r)
n (z0, z0)
, where we denote by K
(r,r)
n (z0, z0) =
n∑
k=0
|ϕ
(r)
k (z0)|
2
and K
(0,r)
n (z, z0) =
n∑
k=0
ϕk(z)ϕ
(r)
k (z0) .
Another extremal characterization for these polynomials is the following:
min
P∈Pn
{‖ P ‖2 −2ℜP (r)(z0)} = −K
(r,r)
n (z0, z0)
and it is attained at P (z) = K
(0,r)
n (z, z0). We are going to prove this property in the
next section (Theorem 3) in a more general situation.
Thus, if we introduce the Christoffel function wn(dµ), defined by wn(dµ)(z) =
1
Kn(z, z)
, then it holds that the minimum value in property 2 is wn(dµ)(z0), (see
[Nev1]).
In the same way , using generalized Christoffel Functions wn(dµ,m), one can
write min
P∈Pn,P (z0)=1,P
′(z0)=0,··· ,P (m)(z0)=0
‖ P ‖2= wn(dµ,m)(z0), (see [Nev2]).
A more general case is studied in [GrRo], where the following problem is solved.
Find the minimum:
min
p∈Pn
‖ P ‖2, with the restrictions P (k)(αj) = β
k
j for j = 1, · · · ,m, k = 0, · · · , nj ;
where the αj are different points in the closed unit circle and the β
k
j do not all vanish.
The explicit solution of this minimum problem is given in terms of determinants
involving the kernel function and its derivatives. Moreover, they also say that the
results are valid with appropriate modifications when the restrictions are of the form:
P (k)(αj) = β
k
j , k ∈ Sj , j = 1, · · · , nj where Sj is a finite set of nonnegative integers.
All these problems appear in the theory of linear prediction of stationary discrete-time
stochastic processes. In fact they allow to construct best predictors.
The preceding problems can be extended in a natural way to the following.
Let f1, · · · , fm be m linear functionals in P, such that fj |Pn 6≡ 0. If f1, · · · , fm
are linearly independent, find the minimum of the quadratic form ‖ P ‖2 given by the
matrix Mn+1, under the restrictions fj(P ) = aj , j = 1, · · · ,m.
Our aim is to study this last problem. In Section 2 we solve the problem with only
one linear restriction. We obtain algebraic properties of the solution which enables us
to compute it. In Section 3 we solve the general problem and in Section 4 we present
some applications.
2
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2. Generalized christoffel functions. Throughout this section, let f be a
linear functional on P, such that f |
Pn
6≡ 0, ∀n. We are going to analyze the following
problem. Find min{‖ P ‖2: P ∈ P and f(P ) = 1}. In order to do this, we introduce,
in the following definition, a family of polynomials.
Definition 1. We denote by fψn the polynomial in Pn, such that f(fψn) = 1,
and < fψn, P >= 0 for all P ∈ Pn, such that f(P ) = 0.
It is clear that, for each n, there exists a unique polynomial fψn verifying the
preceding definition. Taking into account Pn = Ker(f |Pn)
⊕⊥
span{q} for some
q ∈ Pn, such that f(q) 6= 0, then we choose fψn =
q
f(q)
. The polynomials in the
above definition were introduced in [Be], and the following minimal property can be
deduced.
Theorem 1. The minimum of the norm, taken over all polynomials q ∈ Pn, with
the constraint f(q) = 1, is attained for q = fψn. The minimum is equal to ‖ fψn ‖.
Proof. See [Be].
The polynomials satisfying the above extremal conditions can be related with
the generalized Christoffel functions, see [Nev2]. Next we are going to find explicit
expressions in order to compute them.
Theorem 2. The sequence {fψn}n≥0 satisfies the following forward recurrence
relation:
fψn+1 = fβn(fψn + fαnφn+1) n ≥ 0,(1)
with fψ0 = (f |P0)
−1(1). The coefficients fαn and fβn are complex numbers, fβn 6= 0
given by:
fαn =
f(φn+1) ‖ fψn ‖
2
‖ φn+1 ‖2
and fβn =
(
1 +
|f(φn+1)|
2 ‖ fψn ‖
2
‖ φn+1 ‖2
)−1
.(2)
Proof. Since
(3) Pn+1 = Pn ⊕
⊥ span{φn+1} = span{fψn} ⊕
⊥ Ker(f |
Pn
)⊕⊥ span{φn+1},
we introduce the polynomial fψn + fαnφn+1, with fαn a complex number.
If q ∈ Pn and f(q) = 0, then < fψn+fαnφn+1, q >=< fψn, q >+fαn <φn+1, q >
= 0. Let q = zn+1 + lower degree terms, such that f(q) 6= 0, and impose that
< fψn + fαnφn+1, q >= 0. This yields
fαn = −
< fψn, q >
‖ φn+1 ‖2
.(4)
If < fψn, q >= 0 for every q = z
n+1 + lower degree terms, such that f(q) = 0 then
fψn = fψn+1 and (1) is true. In other case fαn 6= 0.
3
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On the other hand, it holds that fψn+fαnφn+1 6=0 because<fψn+fαnφn+1, fψn>
=‖fψn‖
2 6= 0. Moreover, it is easy to see that f(fψn+fαnφn+1) 6=0. Indeed, if we as-
sume that f(fψn+fαnφn+1)=0, we deduce f(φn+1)=
1
fαn
. Then φn+1 6∈Ker(f |Pn+1)
and so φn+1 = Afψn+1 for some A ∈ C. Therefore < φn+1, fψn + fαnφn+1 >= 0,
which implies fαn ‖ φn+1 ‖
2= 0, and fαn = 0, leading a contradiction.
Thus there exists fβn 6= 0 such that fβn(fψn+ fαnφn+1) = fψn+1, which proves
(1).
Next we obtain explicit expressions for the coefficients. By applying f in (1) we
obtain
1 = fβn(1 + fαnf(φn+1))⇒ fβn =
1
1 + fαnf(φn+1)
.(5)
From (4), fαn = −
< fψn, q >
‖ φn+1 ‖2
with q = zn+1 + lower degree terms and f(q) = 0.
Taking into account (3) we have q = Afψn+R+φn+1, with A ∈ C andR ∈ Ker(f |Pn).
Since f(q) = 0, then A = −f(φn+1). Therefore
fαn = −
< fψn,−f(φn+1)fψn +R+ φn+1 >
‖ φn+1 ‖2
=
f(φn+1) ‖ fψn ‖
2
‖ φn+1 ‖2
,
from which, combined with (5), it follows (2).
Corollary 1. The sequence {fψn}n≥0 verifies the following backward recurrence
relation:
fψn = (fβn)
−1(fψn+1 − fαn fβnφn+1).(6)
Proof. It is an immediate consequence of (1). Moreover, when f is the linear
functional defined by f(P ) = P (0), then fψn = φ
∗
n, and therefore relation (6) is the
well-known Szego˝’s backward recurrence relation, (see [Sze]).
Next we develop another way for the computation of the sequence {fψn}n≥0.
Following the usual notation for the kernels we can write:
K(−,f)n =
n∑
k=0
ϕkf(ϕk), K
(f,−)
n = K
(−,f)
n , and K
(f,f)
n =
n∑
k=0
|f(ϕk)|
2.(7)
Taking into account that min
q∈Pn, f(q)=1
‖ q ‖2= (K
(f,f)
n )−1 and the fact that it is
attained for q =
K
(−,f)
n
K
(f,f)
n
, (see [Be]), from Theorem 1 we deduce that fψn =
K
(−,f)
n
K
(f,f)
n
and ‖ fψn ‖
2=
1
K
(f,f)
n
. Therefore we can obtain fψn by computingK
(−,f)
n andK
(f,f)
n ,
and it holds that:
K(−,f)n = (f(1), · · · , f(y
n))(M−1n+1)
T (1, · · · , zn)T(8)
as well as
K(f,f)n = (f(1), · · · , f(y
n))(M−1n+1)
T (f(1), · · · , f(zn))T .(9)
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Some other properties concerning the polynomials fψn can be deduced.
Theorem 3.
min
P∈Pn
{‖ P ‖2 −2ℜf(P )} = −K(f,f)n
and it is attained for P = K
(−,f)
n =
fψn
‖ fψn ‖2
.
Proof. Let P (z) =
n∑
k=0
λkϕk(z). Then:
‖ P ‖2 −2ℜf(P ) =
n∑
k=0
|λk|
2 − 2ℜ(
n∑
k=0
λkf(ϕk)) =
n∑
k=0
|λk|
2 −
n∑
k=0
λkf(ϕk)−
n∑
k=0
λkf(ϕk) =
n∑
k=0
|λk − f(ϕk)|
2 −
n∑
k=0
|f(ϕk)|
2.
Thus min
P∈Pn
{‖P ‖2 −2ℜf(P )}=−K
(f,f)
n and it is attained for P (z) =
∑n
k=0 f(ϕk)ϕk(z)
= K
(−,f)
n .
Theorem 4. Let f1, · · · , fm be m linear functionals in Pn which are linearly
independent. Then the polynomials f1ψn, · · · , fmψn are linearly independent.
Proof. Let
m∑
j=1
Ajfjψn = 0, that is,
m∑
j=1
Aj
K
(−,fj)
n
K
(fj ,fj)
n
= 0. Taking into account (7),
we have:
A1
n∑
k=0
f1(ϕk)
K
(f1,f1)
n
ϕk + · · ·+Am
n∑
k=0
fm(ϕk)
K
(fm,fm)
n
ϕk = 0.
Since {ϕk}
n
k=0 are linearly independent, we get
( A1
K
(f1,f1)
n
f1 + · · ·+
Am
K
(fm,fm)
n
fm
)
(ϕk) = 0, k = 0, · · · , n,
which yields
m∑
j=1
Aj
K
(fj,fj)
n
fj = 0 and therefore Aj = 0 for j = 1, · · · ,m.
3. Minimizing quadratic forms with linear restrictions.
Theorem 5. Let m and n be nonnegative integer numbers, with m ≤ n. Let
f1, · · · , fm be m linearly independent linear functionals in P, such that fj |Pn 6≡ 0
∀j = 1, · · · ,m, and let a1, · · · , am be m complex numbers. Then:
1. There exists q ∈ Pn such that fj(q) = aj for j = 1, · · · ,m if and only if there
exists p ∈ span{f1ψn, · · · , fmψn} such that fj(p) = aj for j = 1, · · · ,m.
2. If there exists p ∈ span{f1ψn, · · · , fmψn} such that fj(p) = aj for j =
1, · · · ,m then p is uniquely determined.
5
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Proof.
1. Let q ∈ Pn such that fj(q) = aj for j = 1, · · · ,m. It is clear that q may be
written as:
q = p+ l, with p ∈ span{f1ψn, · · · , fmψn} and l ∈ span{f1ψn, · · · , fmψn}
⊥.
Taking into account that l ∈ span{fjψn}
⊥ for j = 1, · · · ,m, then fj(l) = 0
for j = 1, · · · ,m. Therefore fj(p) = fj(q − l) = aj for j = 1, · · · ,m.
The converse is straightforward.
2. Let p1, p2 ∈ span{f1ψn, · · · , fmψn} verifying fj(p1) = fj(p2) = aj for j =
1, · · · ,m. Since fj(p1 − p2) = 0 for j = 1, · · · ,m, then p1 − p2 ∈
span{f1ψn, · · · , fmψn}
⊥. On the other hand, p1−p2 ∈ span{f1ψn, · · · , fmψn}
and therefore p1 = p2.
Notice that if there exists q ∈ Pn such that fj(q) = aj for j = 1, · · · ,m, then
all those solutions can be written p + span{f1ψn, · · · , fmψn}
⊥, with p the unique
polynomial in span{f1ψn, · · · , fmψn} satisfying fj(p) = aj for j = 1, · · · ,m.
Theorem 6. Let m and n be nonnegative integer numbers, with m ≤ n. Let
f1, · · · , fm be m linearly independent linear functionals in P such that fj |Pn 6≡ 0 ∀j =
1, · · · ,m and let a1, · · · , am be m complex numbers. If there exists q ∈ Pn such that
fj(q) = aj for j = 1, · · · ,m, then:
min ‖ p ‖2
p ∈ Pn
fj(p) = aj , j = 1, · · · ,m
is attained at a unique polynomial p ∈ span{f1ψn, · · · , fmψn} satisfying fj(p) = aj
for j = 1, · · · ,m.
Proof. If q ∈ Pn satisfies fj(p) = aj for j = 1, · · · ,m, we have proved that
q = p+l, with p ∈ span{f1ψn, · · · , fmψn}, l ∈ span{f1ψn, · · · , fmψn}
⊥ and fj(p) = aj
for j = 1, · · · ,m.
Therefore, ‖ q ‖2=‖ p ‖2 + ‖ l ‖2≥‖ p ‖2.
Theorem 7. Let m and n be nonnegative integer numbers, with m ≤ n. Let
f1, · · · , fm be m linearly independent linear functionals in P such that fj |Pn 6≡ 0 ∀j =
1, · · · ,m and let a1, · · · , am be m complex numbers. Then:
min
p∈Pn
fj(p)=aj, j=1,··· ,m
‖ p ‖2= −
∣∣∣∣∣∣∣∣∣
K
(f1,f1)
n · · · K
(f1,fm)
n a1
...
. . .
...
...
K
(fm,f1)
n · · · K
(fm,fm)
n am
a1 · · · am 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
K
(f1,f1)
n · · · K
(f1,fm)
n
...
. . .
...
K
(fm,f1)
n · · · K
(fm,fm)
n
∣∣∣∣∣∣∣∣
.(10)
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The minimum is attained at:
p = −
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
K
(f1,f2)
n
K
(f2,f2)
n
· · ·
K
(f1,fm)
n
K
(fm,fm)
n
a1
...
...
. . .
...
...
K
(fm,f1)
n
K
(f1,f1)
n
K
(fm,f2)
n
K
(f2,f2)
n
· · · 1 am
f1ψn f2ψn · · · fmψn 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1
K(f1 ,f2)n
K
(f2 ,f2)
n
· · ·
K(f1 ,fm)n
K
(fm,fm)
n
K(f2,f1)n
K
(f1,f1)
n
1 · · ·
K(f2 ,fm)n
K
(fm,fm)
n
...
...
...
K(fm,f1)n
K
(f1,f1)
n
K(fm,f2)n
K
(f2 ,f2)
n
· · · 1
∣∣∣∣∣∣∣∣∣∣∣∣
.(11)
Proof. Under our hypotheses there exists p ∈ span{f1ψn, · · · , fmψn} satisfying
fi(p) = ai for i = 1, · · · ,m. Indeed, let p =
m∑
j=1
Ajfjψn. If we assume that fi(p) = ai
for i = 1, · · · ,m, then we have:
ai =
m∑
j=1
Ajfi(fjψn) i = 1, · · · ,m,
that is,


a1
...
am

 =


1 f1(f2ψn) · · · f1(fmψn)
f2(f1ψn) 1 · · · f2(fmψn)
...
...
...
fm(f1ψn) fm(f2ψn) · · · 1




A1
...
Am

 ,
or, equivalently, we can write


a1
...
am

 =


1
K(f1,f2)n
K
(f2,f2)
n
· · ·
K(f1,fm)n
K
(fm,fm)
n
K(f2,f1)n
K
(f1,f1)
n
1 · · ·
K(f2,fm)n
K
(fm,fm)
n
...
...
...
K(fm,f1)n
K
(f1,f1)
n
K(fm,f2)n
K
(f2,f2)
n
· · · 1




A1
...
Am

 .
Next we prove thatKn =
(
K
(fi,fj)
n
)
i=1,··· ,m
j=1,··· ,m
is a nonsingular matrix. IndeedKn =
Bn
T
Bn, where Bn = (fj(ϕi)) i=1,··· ,n
j=1,··· ,m
.
Let X =
(
x1, · · · , xm
)
∈ Cm and assume that BnX
T = 0. Then
m∑
i=1
xifi = 0,
and taking into account that the linear functionals fi (i = 1, · · · ,m) are linearly
independent, we obtain X = 0, which implies that rank of Bn is m. Thus, rank
Kn = m.
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Therefore the coefficients Aj (j = 1, · · · ,m) are given by:


A1
...
Am

 =


1
K(f1,f2)n
K
(f2,f2)
n
· · ·
K(f1,fm)n
K
(fm,fm)
n
K(f2,f1)n
K
(f1,f1)
n
1 · · ·
K(f2,fm)n
K
(fm,fm)
n
...
...
...
K(fm,f1)n
K
(f1,f1)
n
K(fm,f2)n
K
(f2,f2)
n
· · · 1


−1

a1
...
am

 ,
and applying the preceding Theorems 5 and 6 we obtain the result. Indeed
p=
(
f1ψn · · · fmψn
)


A1
...
Am


=
(
K
(−,f1)
n
K
(f1,f1)
n
· · ·
K
(−,fm)
n
K
(fm,fm)
n
)


1
K(f1,f2)n
K
(f2,f2)
n
· · ·
K(f1,fm)n
K
(fm,fm)
n
K(f2,f1)n
K
(f1,f1)
n
1 · · ·
K(f2,fm)n
K
(fm,fm)
n
...
...
...
K(fm,f1)n
K
(f1,f1)
n
K(fm,f2)n
K
(f2,f2)
n
· · · 1


−1

a1
...
am


=
(
K
(−,f1)
n · · · K
(−,fm)
n
)


K
(f1,f1)
n K
(f1,f2)
n · · · K
(f1,fm)
n
K
(f2,f1)
n K
(f2,f2)
n · · · K
(f2,fm)
n
...
...
. . .
...
K
(fm,f1)
n K
(fm,f2)
n · · · K
(fm,fm)
n


−1

a1
...
am


=
m∑
k=1
akψ˜n,k,
where the polynomials ψ˜n,k are given by the following expressions:
ψ˜n,k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
K
(f1,f1)
n · · · K
(f1,fm)
n
...
...
...
K
(fk−1,f1)
n · · · K
(fk−1,fm)
n
K
(−,f1)
n · · · K
(−,fm)
n
K
(fk+1,f1)
n · · · K
(fk+1,fm)
n
...
...
...
K
(fm,f1)
n · · · K
(fm,fm)
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det Kn
.(12)
It is clear that ψ˜n,k satisfies the condition fi(ψ˜n,k) = δi,k. Finally,
‖ p ‖2=
m∑
k,j=1
akaj < ψ˜n,k, ψ˜n,j >= −
∣∣∣∣∣∣∣∣∣
K
(f1,f1)
n · · · K
(f1,fm)
n a1
...
. . .
...
...
K
(fm,f1)
n · · · K
(fm,fm)
n am
a1 · · · am 0
∣∣∣∣∣∣∣∣∣
det Kn
.
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Therefore, the minimum is a quadratic form in terms of the constraints and the matrix
of coefficients is K
−1
n , which is a positive definite hermitian matrix.
4. Some applications.
1. In [Nev2], the following problem is raised.
min ‖ p ‖2
p ∈ Pn∫
pdν = 1
with ν a positive Borel measure on [0, 2pi) with finite moments. We know that
the minimum is
1
n∑
k=0
|
∫
ϕkdν|2
and it is attained at
n∑
k=0
ϕk(
∫
ϕkdν)
n∑
k=0
|
∫
ϕkdν|2
. Besides,
if we denote by dn =< z
n, 1 >ν , then:
n∑
k=0
ϕk(
∫
ϕkdν) =
(
d0, d1, · · · , dn
) (
M−1n+1
)T (
1, z, · · · , zn
)T
and
n∑
k=0
|
∫
ϕkdν|
2 =
(
d0, d1, · · · , dn
) (
M−1n+1
)T (
d0, d1, · · · , dn
)T
.
2. In [GrSz, Chapter 10, Section 9] the prediction of a stationary discrete-time
stochastic process m units of time ahead is considered. The best predictor is
constructed either from the moving-average representation of the process or
from the spectral representation.
Here, we will present an alternative approach using the following extremal
problem:
min ‖ p ‖2
p ∈ Pn
p(0) = 1, p′(0) = 0, · · · , p(m−1)(0) = 0, m > 1.
From Theorem 7, taking into account (12) we obtain as solution of it:
ψ˜n,1(z) =
∣∣∣∣∣∣∣∣∣∣
Kn(z, 0) · · · K
(0,m−1)
n (z, 0)
K
(1,0)
n (0, 0) · · · K
(1,m−1)
n (0, 0)
...
...
...
K
(m−1,0)
n (0, 0) · · · K
(m−1,m−1)
n (0, 0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Kn(0, 0) · · · K
(0,m−1)
n (0, 0)
...
...
...
K
(m−1,0)
n (0, 0) · · · K
(m−1,m−1)
n (0, 0)
∣∣∣∣∣∣∣∣
.
Notice that the best predictor can be easily deduced in terms of the coefficients
of ψ˜n,1(z)− 1.
9
76 E. BERRIOCHOA, A. CACHAFEIRO, AND F. MARCELLA´N
In the same way, from (10), we obtain an explicit expression for the minimum
error of prediction:
‖ ψ˜n,1 ‖
2=
∣∣∣∣∣∣∣∣
K
(1,1)
n (0, 0) · · · K
(1,m−1)
n (0, 0)
...
...
...
K
(m−1,1)
n (0, 0) · · · K
(m−1,m−1)
n (0, 0)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Kn(0, 0) · · · K
(0,m−1)
n (0, 0)
...
...
...
K
(m−1,0)
n (0, 0) · · · K
(m−1,m−1)
n (0, 0)
∣∣∣∣∣∣∣∣
.
3. G. Freud showed in ([Fre]) that if f is a real linear functional on the space of
all polynomials, then
min
deg(P )≤n−1
∫
P 2dσ
f(P )2
=
1∑n−1
j=0 f(pj)
2
,
and the minimum is attained by
P :=
n−1∑
j=0
f(pj)pj .
Here {pj} are the orthonormal polynomials for the positive measure dσ. Freud
went onto use this with f(P ) = P ′ to establish Markov-Bernstein inequalities.
Acknowledgements. We are very grateful to the referee for pointing out the
reference by G. Freud ([Fre]).
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