In the present paper we extend the "torus gauge fixing approach" by Blau & Thompson, which was developed in [8] for the study of Chern-Simons models with base manifolds M of the form M = Σ × S 1 , in a suitable way. We arrive at a heuristic path integral formula for the Wilson loop observables associated to general links in M . The heuristic measures that appear in this formula are all of "Gaussian type", and it is thus possible to find a rigorous realization of the path integral expressions by applying results from white noise analysis and by making use of regularization techniques like "loop smearing" and "framing". Finally, we demonstrate that the explicit evaluation of the aforementioned path integral expressions naturally leads to the face models of statistical mechanics in terms of which Turaev's shadow invariant is defined.
Introduction
To date there are two main approaches to quantum topology, both of which were inspired by Witten's well-known paper [34] :
• The perturbative approach based on the Chern-Simons path integral in the Landau gauge (cf. [17, 7, 6, 5, 11] ). This approach has lead, among other things, to the discovery of the universal Vassiliev invariant, cf., e.g., [16, 5, 24, 3] . • The algebraic approach based on quantum groups that comes in two different versions: the "surgery" version (cf. [27, 28] , and the first part of [29] ) and the "state sum" or "shadow" version (cf. [32, 31] and the second part of [29] ). The perturbative approach is clearly related to the Chern-Simons path integral but it is not rigorous. The algebraic approach is rigorous but so far it has remained unclear how it is related to the Chern-Simons path integral.
The main aim of the present paper is to give a partial answer to the aforementioned question, i.e. to the question how the algebraic approach is related to the Chern-Simons path integral. In order to do so we will concentrate on the special situation where the base manifold M of the model is of the form M = Σ × S 1 and then apply the so-called "torus gauge fixing" procedure which was successfully used in [8] for the computation of the partition function of Chern-Simons models on such manifolds, cf. eq. (7.1) in [8] and for the computation of the Wilson loop observables of a special type of links in M , namely links L that consist of "vertical" loops, cf. eq. (7.24) in [8] (see also our Subsec. 6.2). The first question which we study in the present paper is the question whether is is possible to generalize the formulae (7.1) and (7.24) in [8] to general links L in M . The answer to this questions turns out to be "yes", cf. Eq. (3.30) below.
Next we study the question whether it is possible to give a rigorous meaning to the heuristic path integral expressions on the right-hand side of Eq. (3.30) . Fortunately, it is very likely that also this question has a positive answer (cf. Remarks 6.3 and 6.6). In fact, due to the remarkable property of Eq. (3.30 ) that all the heuristic measures that appear there are of "Gaussian type" we can apply similar techniques as in the axial gauge approach to Chern-Simons models on R 3 developed in [16, 2, 20, 21] . In particular, we make use of white noise analysis and of the two regularization techniques "loop smearing" and "framing". Finally, we study the question if and how the right-hand side of Eq. (3.30) can be evaluated explicitly and if, by doing this, one arrives at the same topological invariants as in the algebraic approach to quantum topology. It turns out that also this question has a positive answer (at least in all the special cases that we will study in detail).
The paper is organized as follows. In Sec. 2 we recall the main ideas of the torus gauge fixing procedure by Blau and Thompson following closely the presentation of this material given in [22] and clarifying some points which have remained unclear in [22] . In Sec. 3 we then apply the torus gauge fixing procedure to Chern-Simons models with compact base manifolds of the form M = Σ × S 1 . After introducing the crucial decomposition A ⊥ =Â ⊥ ⊕A ⊥ c in Subsec. 3.4 we finally arrive in Subsec. 3.5 at the aforementioned heuristic path integral formula (3.30) for the WLOs.
The rest of the paper is concerned with explaining how one can make rigorous sense of the heuristic formula (3.30) and how one can evaluate its right-hand side explicitly. We also demonstrate that the values that one obtains when evaluating the right-hand side do not depend on the special choice of the points t 0 resp. σ 0 of S 1 resp. Σ that we will have to fix in Sec. 2 in order to be able to derive Eq. (3.30) . We proceed in three steps. In Sec. 4 (Step 1) we briefly summarize the rigorous realization of the integral functional Φ ⊥ B found in [22] and we then show in Sec. 5 how the whole inner integral can be evaluated explicitly (Step 2). In Sec. 6 we then describe how one can make sense and evaluate the whole right-hand side of formula (3.30) (Step 3). First we consider the special case where the group G is Abelian (cf. Subsec. 6.1). Next we consider the special case where G is Non-Abelian and the link L consists of vertical loops (this case was already studied successfully in Sec. 7.6 in [8] ). Finally, in Subsecs. 6.3 and 6.4 we study the case of general links and non-Abelian G and demonstrate how the face models by which the shadow invariant is defined arise naturally.
Convention: In the present paper, the symbol "∼" will denote "equality up to a multiplicative constant". Sometimes we allow this multiplicative "constant" to depend on the "charge" k of the model, but it will never depend on the link L which we will fix in Subsec. 3.1 below.
Torus gauge fixing for manifolds M = Σ × S 1
Let M be a smooth manifold of the form M = Σ × S 1 and let G be a compact connected Lie group. Without loss of generality we will assume that G is a Lie subgroup of U (N ), N ∈ N. We will identify the Lie algebra g of G with a Lie subalgebra of the Lie algebra u(N ) of U (N ). For X ∈ {M, Σ} we will denote by A X the space of all smooth g-valued 1-forms on X and by G X the group of all smooth G-valued functions on X. In the special case X = M we will often write A instead of A X and G instead of G X .
We now fix a point σ 0 ∈ Σ and a point t 0 ∈ S 1 . In [22, 19] we consider only the special case t 0 = i S 1 (0) where i S 1 : [0, 1] ∋ s → exp(2πis) ∈ {z ∈ C | z = 1} ∼ = S 1 . In the present paper we will not assume this anymore.
2.1. Quasi-axial and torus gauge fixing: the basic idea. In order to motivate the definition of quasi-axial gauge fixing for manifolds of the form M = Σ × S 1 we first recall the definition of axial gauge fixing for manifolds of the form M = Σ × R.
Let M = Σ × R and let ∂ ∂t (resp. dt) denote the vector field (resp. 1-form) on R which is induced by id R : R → R. By lifting ∂ ∂t and dt to M = Σ × R in the obvious way we obtain a vector field and a 1-form on M which will also be denoted by ∂ ∂t resp. dt. Clearly, every A ∈ A = A M can be written uniquely in the form A = A ⊥ + A 0 dt with A 0 ∈ C ∞ (M, g) and A ⊥ ∈ A ⊥ := {A ∈ A | A( ∂ ∂t ) = 0}. Let us now consider manifolds M of the form M = Σ × S 1 . In this situation ∂ ∂t will denote the vector field on S 1 which is induced by the curve i S 1 : [0, 1] → S 1 and dt the 1-form on S 1 which is dual to ∂ ∂t . Again we can lift ∂ ∂t and dt to a vector field resp. a 1-form on M , which will again be denoted by ∂ ∂t and dt. As before every A ∈ A can be written uniquely in the form A = A ⊥ + A 0 dt with A ⊥ ∈ A ⊥ and A 0 ∈ C ∞ (M, g) where A ⊥ is defined in total analogy to the Σ × R case by
However, there is a crucial difference between the case M = Σ × R and the case M = Σ × S 1 . For M = Σ × R the condition A 0 = 0 (which is equivalent to the condition A ∈ A ⊥ ) defines a gauge. More precisely: Every 1-form A ∈ A is gauge equivalent to a 1-form in A ⊥ . By contrast for M = Σ×S 1 the condition A 0 = 0 does not define a gauge. There are 1-forms A which are not gauge equivalent to any 1form in A ⊥ . For example this is the case for any 1-form A such that the holonomy P exp( lσ A) is not equal to 1 for some σ ∈ Σ. Here l σ denotes the "vertical" loop [0, 1] ∋ s → (σ, i S 1 (s)) ∈ M "above" the fixed point σ ∈ Σ. This follows immediately from the two observations that, firstly, the holonomies are invariant under gauge transformations and, secondly, we clearly have P exp( lσ A ⊥ ) = 1 for every A ⊥ ∈ A ⊥ .
Thus, in order to obtain a proper gauge we have to weaken the condition A 0 = 0. There are two natural candidates for such a weakened condition.
1. Option: Instead of demanding A 0 (σ, t) = 0 for all σ ∈ Σ, t ∈ S 1 we just demand that A 0 (σ, t) is independent of the second variable t, i.e. we demand that A 0 = B holds where B ∈ C ∞ (Σ, g) ("Quasi-axial gauge fixing") 2. Option (better): We demand, firstly, that A 0 (σ, t) is independent of the second variable and, secondly, that it takes values in the Lie algebra t of a fixed maximal torus T ⊂ G ("Torus gauge fixing") Accordingly, let us introduce the spaces
2.2. Some technical details for quasi-axial gauge fixing. Let us first analyze when/if quasi-axial gauge fixing really is a gauge in the sense that every gauge field is gauge-equivalent to a "quasi-axial" gauge field. In order to answer this question we start with a fixed gauge field A ∈ A and try to find a A q = A ⊥ + Bdt ∈ A qax , A ⊥ ∈ A, B ∈ C ∞ (Σ, g), and a Ω ∈ G such that where l σ denotes again the "vertical" loop above the point σ it is clear that, in order to find such a A q ∈ A qax , one first has to find a lift B : Σ → g of g A : Σ → G w.r.t. the projection exp : g → G. In order to find such a lift B it is tempting to apply the standard theory of coverings, see e.g. [23] . What complicates matters somewhat is that exp : g → G is not a covering if G is Non-Abelian. On the other hand exp : S * → G reg where G reg denotes the set of all "regular" 2 elements of G and where S * is any fixed connected component of exp −1 (G reg ) is a covering. So if g A : Σ → G takes only values in G reg then we can apply the standard theory of coverings and conclude that at least in the following two situations there is a (smooth and essentially unique) lift B : Σ → S * of g A : i) Σ is simply-connected. In this case the existence of the lift B follows from the well-known "Lifting Theorem". ii) G is simply-connected. In this case the existence of the lift B follows from the fact that then also G reg is simply-connected (cf. [12] ) and, consequently, the covering exp : S * → G reg is just a bijection.
Accordingly, let us assume for the rest of this paper that G or Σ is simplyconnected.
Once B is found it is not difficult to find also Ω,
The subset G\G reg of G can be shown to have codimension 3. So in the special case when dim(Σ) = 2 it is intuitively clear that for "almost all" A ∈ A the function g A will take values in G reg . In other words: the set A\A reg is then "negligible". Accordingly, let us assume for the rest of this paper that Σ is 2-dimensional.
2.3.
The Faddeev-Popov determinant of quasi-axial gauge fixing. The space A qax can be characterized by
Taking into account that the set A\A reg is negligible when dim(Σ) = 2 we obtain, informally, for every gauge-invariant function χ
where DA is the informal "Lebesgue measure" on A and △ F P [A] the Faddeev-Popov-determinant
Here Ω 0 ∈ G is given by F (A · Ω 0 ) = 0. As the informal measure "δ(F (A))DA" is concentrated on {A | F (A) = 0} = A qax we need to know △ F P [A] only in the special case A ∈ A qax , i.e. for A of the
One can argue that the measure δ(F (A))DA on
where DA ⊥ resp. DB is the informal Lebesgue measure on A ⊥ resp. C ∞ (Σ, g) and f a suitable function on C ∞ (Σ, g). Thus we have
Additionally, one can argue that the image of f (B)DB under the mapping C ∞ (Σ, g) ∋ B → exp(B) ∈ C ∞ (Σ, G) should coincide with the Haar measure Dg on C ∞ (Σ, G) (outside the set C ∞ (Σ, G\G reg ) which we consider negligible). Taking into account that the differential d exp(x) of exp : g → G in a point x ∈ g is given by
(ad(B)) n (n+1)! . Finally, one can argue that the integration C ∞ (Σ,g) · · · in Eq. (2.8) above can be replaced by C ∞ (Σ,S * ) · · · where S * is as in Subsec. 2.2 above. Thus we obtain
(ad(B)) n (n+1)! DB (2.9) 2.4. From quasi-axial to torus gauge fixing. Let us fix once and for all a maximal torus T of G and let us denote the Lie algebra of T by t. By (·, ·) g we denote the scalar product g × g ∋ (A, B) → − Tr(AB) ∈ R (!) on g and we set
where t ⊥ denotes the (·, ·) g -orthogonal complement of t in g. Moreover, let us fix an (open) "alcove" (or "affine Weyl chamber") P ⊂ t and set S * = P · G where · denotes the right operation of G on g given by B · g = g −1 Bg. Note that S * is indeed a connected component of exp −1 (G reg ) (which justifies the use of the notation S * ) and that we have 3
where dx denotes both the restriction of Lebesgue measure on t onto P and the restriction of Lebesgue measure on g onto S * , where π : S * → S * /G ∼ = P is the canonical projection, and π * (dx) the image of the measure dx on S * under the projection π. Naively one would expect from Eqs. (2.11) and (2.12) that
where det(− ad(B) |g0 ) denotes the mapping Σ ∋ σ → det(− ad(B(σ)) |g0 ) ∈ R and where DB denotes both the restriction of the informal "Lebesgue measure" on C ∞ (Σ, g) onto C ∞ (Σ, S * ) and the restriction of the informal "Lebesgue measure" on C ∞ (Σ, t) onto C ∞ (Σ, P ) and π : C ∞ (Σ, S * ) → C ∞ (Σ, S * )/G Σ ∼ = C ∞ (Σ, P ) the canonical projection. However, there are well-known topological obstructions (cf. [10] , [22] ), which prevent Eq. (2.13) from being true in general. Anyhow, let us pretend for a while that Eq. (2.13) holds.
As the operation of G Σ on A is linear and as it leaves the subspace A ⊥ of A and the informal measure DA ⊥ on A ⊥ invariant we can "conclude", informally, that the functionχ(B) :
Moreover, on can argue that the functions△[B] and det ∞ n=0
Here step ( * ) "follows" from (2.14) and step ( * * ) because det(
). 3 The relation (2.11) follows immediately from the observation that distinct elements of P are in distinct G-orbits Now, because of the topological obstructions mentioned above, Eq. (2.13) will not hold in general and so we can not expect that Eq. (2.15) is correct, not even at an informal level. In order to find the correct version of Eq. (2.15) we now consider the bijection
Proof. Letḡ 1 ,ḡ 2 ∈ C ∞ (Σ, G/T ) be arbitrary. We have to show thatḡ 1 andḡ 2 are in the same G Σ -orbit iff they are homotopic. Let us first assume the former, i.e. let us assume that there is a Ω ∈ G Σ such thatḡ 1 · Ω =ḡ 2 . From the assumption that dim(Σ) = 2 and the assumption that G or Σ is simply-connected (cf. Subsec. 2.2) it follows that every element of G Σ = C ∞ (Σ, G) and hence also Ω is 0-homotopic (cf., e.g., Sec. 3.2 in [22] ). This, together with the relationḡ 1 · Ω =ḡ 2 implies thatḡ 1 andḡ 2 must be homotopic.
Let us assume conversely thatḡ
Then the two pairs (ḡ 1 ,ḡ 2 ) and (ḡ 2 ,ḡ 2 ) can be considered to be elements of C ∞ (Σ, G/T × G/T ), i.e. as smooth mappings Σ → G/T × G/T and, clearly, these two mappings are homotopic. Now let us consider the mapping
One can show that the triple (π, G × G/T, G/T × G/T ) is a fibre bundle (not necessarily a principle fiber bundle). Thus it possesses the so-called "homotopy lifting property", cf. [23] . Clearly 5 , (ḡ 2 ,ḡ 2 ) ∈ C ∞ (Σ, G/T × G/T ) has a lift for the fibre bundle (π, G × G/T, G/T × G/T ), namely (1 G ,ḡ 2 ) where 1 G is the constant mapping on Σ taking only the value 1 ∈ G.
As (ḡ 1 ,ḡ 2 ) is homotopic to (ḡ 2 ,ḡ 2 ) the homotopy lifting property now implies that also (ḡ 1 ,ḡ 2 ) admits a lift for the fibre bundle (π, G × G/T, G/T × G/T ). From the definition of π it follows immediately that there is a g ∈ C ∞ (Σ, G) such that g(σ) ·ḡ 1 (σ) =ḡ 2 (σ) holds for all σ ∈ Σ. Taking Ω := g −1 the second part of the assertion of the lemma follows.
Let us now fix for the rest of this paper a representativeḡ h ∈ C ∞ (Σ, G/T ) for each homotopy class h ∈ [Σ, G/T ]. Forḡ = gT ∈ G/T we will denote byḡBḡ −1 the element gBg −1 of G (which clearly does not depend on the special choice of g). Taking into account that
4 recall our assumptions that dim(Σ) = 2 and that G or Σ is simply-connected 5 here we have, of course, identified C ∞ (Σ, G) × C ∞ (Σ, G/T ) with C ∞ (Σ, G × G/T ) in the obvious way one can derive the following correct version of Eq. (2.15) above (for more details see [19] )
If Σ is non-compact then all continuous mappings Σ → G/T are homotopic to each other. In other words, we have [Σ,
So in this special situation we can work wit the naive formula Eq. (2.15). For compact Σ, however, we will have to work with Eq. (2.17). Thus for compact Σ, the functionsḡ h · B ·ḡ −1 h will in general not take only values in t. This reduces the usefulness of Eq. (2.17) considerably. Fortunately, for many functions χ it is possible to derive an "Abelian version" of Eq. (2.17), as we will now show.
2.5.
A useful modification of Eq. (2.17) for compact Σ. Recall that we have fixed a point σ 0 ∈ Σ. Clearly, the restriction mapping
. As Σ\{σ 0 } is noncompact everyḡ ∈ C ∞ (Σ\{σ 0 }, G/T ) is 0-homotopic and can therefore be lifted to an element of C ∞ (Σ\{σ 0 }, G) = G Σ\{σ0} , i.e. there is always a Ω ∈ G Σ\{σ0} such thatḡ = π G/T • Ω where π G/T : G → G/T is the canonical projection. We will now pick for each h ∈ [Σ, G/T ], a smooth representativeḡ h ∈ C ∞ (Σ\{σ 0 }, G/T ) of h and a "lift" Ω h ∈ G Σ\{σ0} of (ḡ h ) |Σ\{σ0} in the above sense.
Let χ : A → C be a G-invariant function as in Subsec. 2.6. The space A qax ⊂ A is clearly G Σ -invariant. So the function χ qax := χ |A qax will be G Σ -invariant function on A qax . Let us now make the additional assumption that χ qax : A qax → C can be extended to a function χ qax :
Then we obtain for the integrand in the inner integral on the right-hand side of (2.17)
Thus, for such a function χ we arrive at the following useful modification of (2.17)
Here we have extended the functions B →△(B) and B → det 1 g0 −exp(ad(B) |g0 ) on C ∞ (Σ, g) to function on C ∞ (Σ\{σ 0 }, g) in an obvious way. Clearly, these extensions are G Σ\{σ0} -invariant.
2.6. Identification of [Σ, G/T ] for compact oriented surfaces Σ. Recall that we have been assuming that G or Σ is simply-connected and that dim(Σ) = 2.
Let us now assume additionally, let Σ is oriented and compact. Using standard techniques one can show that then [Σ, G/T ] ∼ = π 2 (G/T ) ∼ = ker(exp |t ) ∼ = Z r where r := rank(G) = dim(T ), see [10] . We will now describe the bijection [Σ, G/T ] ∼ = ker(exp |t ) in a more explicit way which will be useful below. Let, for any fixed auxiliary Riemannian metric on Σ, B ǫ (σ 0 ) denote the closed ball around σ 0 with radius ǫ. It is not difficult to see that for each h ∈ [Σ, G/T ] the limit
exists and is independent of the choice of the auxiliary Riemannian metric. Setting
we have
the lattice ker(exp |t ). In particular, we have
For a detailed and elementary proof of this proposition, see [19] (cf. also Sec. 5 in [10] for a closely related result).
3. Torus gauge fixing applied to Chern-Simons models on Σ × S 1 3.1. Chern-Simons models and Wilson loop observables. We recall that the Chern-Simons action function corresponding to a compact oriented 3-manifold M , a group G ⊂ U (N ), N ∈ N, and an integer k ∈ Z (the "charge" of the model) is given by
(the inverse λ := 1 k of the charge is called the "coupling constant" of the model). From the definition of S CS it is obvious that S CS is invariant under (orientationpreserving) diffeomorphisms. Thus, at a heuristic level, we can expect that the heuristic integral (the "partition function")
is a topological invariant of the 3-manifold M . Here DA denotes again the informal "Lebesgue measure" on the space A.
Similarly, we can expect that the mapping which maps every sufficiently "regular" 6 colored link (L, ρ) = ((l 1 , l 2 , . . . , l n ), (ρ 1 , ρ 2 , . . . , ρ n )) in M to the heuristic integral (the "Wilson loop observable" associated to L)
is a link invariant. Here P exp li A denotes the holonomy of A around the loop l i and Tr ρi , i ≤ n, the trace in the finite-dimensional representation ρ i of G. Strictly speaking WLO(L) is an invariant of the "colored" link (L, ρ). Usually we will denote the colored link (L, ρ) simply by L.
For the rest of this paper, we will assume that M is of the form M = Σ × S 1 where Σ is a compact oriented surface. We will fix a sufficiently "regular" link L = (l 1 , l 2 , . . . , l n ) in M with colors ρ := (ρ 1 , ρ 2 , . . . , ρ n ). In order to make precise what sufficiently "regular" means here we will need the following definitions:
Let π Σ (resp. π S 1 ) denote the canonical projection Σ × S 1 → Σ (resp. Σ × S 1 → S 1 ). For each j ≤ n we will set l j Σ := π Σ • l j and l j S 1 := π S 1 • l j . Similarly, we will set c Σ := π Σ • c and c S 1 := π S 1 • c for an arbitrary curve c in Σ × S 1 . We will call p ∈ Σ a "double point" (resp. a "triple point") of L if the intersection of π −1 Σ ({p}) with the union of the arcs of l 1 , l 2 , . . . l n contains at least two (resp. at least three) elements. The set of double points of L will be denoted by DP (L). We will assume in the sequel (with the exception of Subsec. 6.2 below where we study "vertical" links) that the link L is "admissible" in the following sense:
(A1) There are only finitely many double points and no triple points of L (A2) For each p ∈ DP (L) the corresponding tangent vectors, i.e. the vectors (l i Σ ) ′ (t) and (l j Σ ) ′ (ū) in T p Σ wheret,ū ∈ [0, 1], i, j ≤ n, are given by p = l i Σ (t) = l j Σ (ū), are not parallel to each other. (A3) For each j ≤ n the set I j (t 0 ) := (l j S 1 ) −1 ({t 0 }) is finite. (A4) There is no x ∈ j arc(l j ) such that simultaneously π S 1 (x) = t 0 and π Σ (x) ∈ DP (L) holds.
Note that from (A1) it follows that the set Σ\( j arc(l j Σ )) has only finitely many connected components. We will denote these connected components by X 1 , X 2 , . . . , X µ in the sequel.
The identification
Before we apply the results of Sec. 2 to the Chern-Simons action function it is useful to introduce some additional spaces. For every real vector space V let A Σ,V denote the space of smooth V -valued 1-forms on Σ. We set A Σ := A Σ,g . We will call a function α :
is smooth} we can define an operator ∂ ∂t in the obvious way. During the rest of this paper we will identify A ⊥ with C ∞ (S 1 , A Σ ) in the obvious way. In particular, if A ⊥ ∈ A ⊥ and t ∈ S 1 then A ⊥ (t) will denote an element of A Σ .
Let us now fix an auxiliary Riemannian metric g on Σ. We will keep g fixed for the rest of this paper. µ g will denote the Riemannian volume measure on Σ associated to g, (·, ·) g,g the fibre metric on the bundle Hom(T Σ, g) ∼ = T Σ * ⊗ g induced by g and (·, ·) g , and H Σ the Hilbert space H Σ := L 2 -Γ(Hom(T Σ, g), µ g ) of L 2 -sections of the bundle Hom(T Σ, g) w.r.t. the measure µ g and the fibre metric (·, ·) g,g . The scalar product ≪ ·, · ≫ HΣ of H Σ is, of course, given by
By ⋆ we will denote four different operators: firstly, the Hodge star operator ⋆ :
The four analogous mappings obtained by replacing the surface Σ by Σ\{σ 0 } will be denoted by ⋆, too 3.3. Application of formula (2.19) to Chern-Simons models. We recall that during the rest of this paper we will assume that G or Σ is simply-connected. The restriction of the Chern-Simons action function S CS onto the space A qax is rather simple. More precisely, we have:
. By applying this formula to the special case where A || = Bdt and taking into account the definitions of ⋆ and ≪ ·, · ≫ H ⊥ the assertion follows.
We would now like to apply formula (2.19) above and obtain an "Abelian version" of the equation above. Before we can do this we have to extend the two
If σ 0 is not in the image of the loops l j Σ , which we will assume in the sequel, then the expression on the right-hand side of Eq. (3.3) makes sense for arbitrary
if the limit exists and S CS (A ⊥ + B) = 0 otherwise. The limit in Eq.
so S CS is indeed an extension of (S CS ) |A qax (by contrast, for general elements A ⊥ resp. B of A ⊥ (Σ\{σ0})×S 1 resp. C ∞ (Σ\{σ 0 }, g) the application of Stokes' Theorem will usually produce a boundary term, so Eq. (3.6) will not hold in general).
One can show (for a detailed proof, see [19] ) that S CS is a G Σ -invariant function. Thus we can apply Eq. (2.19) and obtain for every (colored) link L = (L, ρ)
It is now tempting and, as we will argue in detail in [19] , totally justified to make the change of variable Ω −1
Note for example that, without loss of generality, we can assume that each mappingḡ h ∈ C ∞ (Σ\{σ 0 }, G/T ) was chosen such thatḡ h ≡ T ∈ G/T holds on a neighborhood U of the point σ 0 .
Finally, it is also possible to make the change of variable Ω −1 h A ⊥ Ω h −→ A ⊥ (taking into account that because, of the compactness of G, we have Ad(Ω h (σ)) = 1 for every σ ∈ Σ; for more details see [19] ). After this change of variable we arrive at the following equation
Thus it is not surprising that if one tries to use the additional change of variable
Let us now have a closer look at the informal measure exp(iS CS (A ⊥ + Bdt))DA ⊥ of "Gaussian type" in Eq. (3.9) above. Naively, one could try to identify its "mean" and "covariance operator" by writing down the following naive expression for S CS (A ⊥ + Bdt) -pretending that the operator ⋆ • ( ∂ ∂t + ad(B)) is bijective and symmetric w.r.t. the scalar product ≪ ·, · ≫ H ⊥ :
There are several problems with this naive Ansatz: i) the operator ∂ ∂t + ad(B) :
is not fully symmetric w.r.t. the scalar product ≪ ·, · ≫ H ⊥ . So even if (⋆ • ( ∂ ∂t + ad(B))) −1 existed it could not be the "covariance operator" of a Gauss(-type) measure. In order to solve these two problems let us first identify the kernel of ∂ ∂t + ad(B). It is easy to see that ker
So it is reasonable to introduce a direct sum decomposition of A ⊥ of the form A ⊥ = C ⊕ A ⊥ c and then restrict ∂ ∂t + ad(B) to the space C. This restriction is then clearly injective.
In order to find a suitable candidate for the complement C of A ⊥ ∼ = C ∞ (S 1 , A Σ ) we take into account point ii) above and try to choose the complement C of A ⊥ c in the decomposition above in such a way that ⋆ • ( ∂ ∂t + ad(B)) when restricted to C is (fully) symmetric w.r.t. ≪ ·, · ≫ H ⊥ . It can be shown that every such complement
With out loss of generality we can assume that t ′ = t 0 . Then C =Â ⊥ wherê
(here π AΣ,t is the projection operator onto the second term in the direct sum
The last problem which we have to solve is that ∂ ∂t + ad(B), restricted ontoÂ ⊥ , is still not surjective. We solve this problem by replacingÂ ⊥ by the slightly bigger spaceÃ
(here i S 1 is the mapping defined at the beginning of Sec. 2 and "·" denotes the standard multiplication of S 1 ⊂ C). We can now extend ∂ ∂t in an obvious way to an operatorÃ ⊥ → A ⊥ . One can show that then ( ∂ ∂t + ad(B)) :Ã ⊥ → A ⊥ is indeed a bijection for every B ∈ C ∞ (Σ, P ) and that also the extended operator
Eq. (3.15a) suggests the following rigorous definition of m(B):
Moreover, we have 
and according to Eq. (3.17) the first factor is, at an informal level, a "Gauss-type" measure with "mean" m(B), "covariance operator" C(B) : A ⊥ →Ã ⊥ given by
where the operator ∂ ∂t + ad(B) in the numerator is defined on C ∞ g (Σ × S 1 ) and the operator in the denominator is defined on C ∞ (S 1 , A Σ ).
However, the detailed analysis in Sec. 6 of [8] suggests that, already in the simplest case, i.e. the case of constant 8 
should be replaced by the more complicated expression
In Subsec. 6.3 below, not only constant functions B will appear but more general "step functions", i.e. functions B which are constant on each of the (finitely many) connected components X 1 , X 2 , . . . , X µ of the set Σ\( j arc(l j Σ )).
Remark 3.2. Of course, these "step functions " are not well-defined elements of B. Thus it is actually necessary to use an additional regularization procedure in Subsec. 6.3 by which the step functions are replaced by certain smooth approximations (later one has to perform a limit procedure). As the implementation of this additional regularization procedure is on one hand straightforward and, on the other hand, would give rise to some rather clumsy notation which would distract the reader from the main line of argument of this paper we have decided not to include this additional regularization procedure here but to postpone it to a subsequent paper.
The expression (3.26) and the results that we will obtain in Subsec. 6.3 below strongly suggest that for such "step functions" B the expression (3.25) should be replaced by
If we want to work with Eq. (3.20) we have to make sense of (3.25) for all B ∈ C ∞ (Σ, P ) even if later only special B will play a role. In view of (3.27) we suggest that for general B ∈ C ∞ (Σ, P ) the expression (3.25) should be replaced by the (metric dependent) expression (cf. Remark 3.3)
With this Ansatz we finally arrive at the following heuristic formula for the WLOs which will be fundamental for the rest of this paper.
can be considered to be the generalization of formula (7.1) in [8] to arbitrary links (cf. also Sec. 7.6 in [8] ). Remark 3.3. It would be desirable to find a more thorough justification (which is independent of the considerations in Subsec. 6.3 below) for replacing expression (3.25) by (3.28) . In particular, such a justification will have to explain/answer why -for making sense of the expression (3.25) -one has to use a regularization scheme that depends on the link L even though the expression (3.25) does not.
3.6. The Computation of the WLOs: overview. We will divide the evaluation of the right-hand side of Eq. (3.30) into the following three steps:
and compute its value. • Step 3: Make sense of the total expression on the right-hand side of Eq.
(3.30) and compute its value.
The Computation of the WLOs: Step 1
In Sec. 8 in [22] we gave a rigorous implementation Φ ⊥ B of the integral functional · · · dμ ⊥ B . Here we briefly recall the construction of Φ ⊥ B . Eqs. (3.17), (3.18) (3.16), and (3.19) suggest that the heuristic "measure"μ ⊥ B onÂ ⊥ is of "Gaussian type" with "mean" m(B) and "covariance operator" C(B). One can show that the operator C(B) : A ⊥ →Ã ⊥ ⊂ H ⊥ is a bounded (and densely defined symmetric) operator on H ⊥ = L 2 HΣ (S 1 , dt). If C(B) were even Hilbert-Schmidt one could realize the integral functional · · · dμ ⊥ B as a generalized distribution on H ⊥ . The fact that C(B) is not Hilbert-Schmidt complicates matters somewhat but this problem can be solved by using the standard approach of white noise analysis instead, i.e. by fixing a suitable nuclear subspace N of H ⊥ and then defining · · · dμ ⊥ B rigorously as a suitable generalized distribution Φ ⊥ B on the topological dual N * of N . We will not go into details here. Let us mention here only the following points:
i) In turned out in [22] that the nuclear space N which was chosen there using a standard procedure coincides with the space A ⊥ . Thus the operator C(B) can be considered to be an operator N → H ⊥ . ii) The statement that Φ ⊥ B is a generalized distribution N * means that Φ ⊥ B is a continuous linear functional (N ) → C where the topological space (N ) ("the space of test functions") is defined in a suitable way. We will not give a full definition of (N ) here as this is rather technical. For our purposes it is enough to know that each test function ψ ∈ (N ) is a continuous mapping N * → C and that (N ) contains the trigonometric exponentials exp(i(·, j)) : N * → C, j ∈ N , and the polynomial functions n i=1 (·, j i ) :
iii) The generalized distribution Φ ⊥ B was defined in [22] as the unique element of (N ) * , i.e. the unique continuous linear functional (N ) → C, such that
holds for all j ∈ N . Note that Φ ⊥ B (exp(i(·, j))) is the analogue of the Fourier transformation of the Gauss-type "measure"μ ⊥ B and at a heuristic level one expects that this Fourier transform is indeed given by the right-hand side of Eq. (4.1). iv) The "moments" of Φ ⊥ B , i.e. the expressions Φ ⊥ B ( n i=1 (·, j i )) with fixed j 1 , j 2 , . . . , j n ∈ N can be computed easily, using similar arguments as in the proof of Proposition 3 in [21] . In particular, the first and second moments are given by
for all j 1 , j 2 ∈ N . The higher moments are given by expressions that are totally analogous to the expressions that appear in the classical Wick theorem for the moments of a Gaussian probability measure on a (finite-dimensional) Eu-
in an obvious way, which will also be denoted by Φ ⊥ B .
The Computation of the WLOs: Step 2
In order to make sense of Â⊥ i Tr ρi (P exp( liÂ ⊥ +A ⊥ c +A ⊥ sing (h)+Bdt))dμ ⊥ B (Â ⊥ ) we proceed in the following way:
• We regularize i Tr ρi (P exp( liÂ ⊥ +A ⊥ c +A ⊥ sing (h)+Bdt)) by using "smeared loops" l ǫ i . Later we let ǫ → 0. • Then we introduce "deformations" Φ ⊥ B,φs of Φ ⊥ B w.r.t. a family (φ s ) s>0 of diffeomorphisms of Σ × S 1 such that φ s → id Σ×S 1 uniformly as s → 0 ("Framing") • Finally we prove that the limit
exists and we compute this limit explicitly for small s > 0. 
For simplicity, we will only consider the special case where G = U (1) and where every ρ i is equal to the fundamental representation ρ U(1) of U (1). In this case we can choose the basis (T a ) a≤dim(G) to consist of the single element T 1 = i ∈ u(1). Clearly, we have
for every loop l.
Let us now replace in Eq. (5.2) the integral functional · · · dμ ⊥ B (Â ⊥ ) by the functional Φ ⊥ B which we have introduce in Sec. 4. As we pointed out in Sec. 4, Φ ⊥ B is a generalized distribution on the topological dual N * of N = A ⊥ . A general elementÂ ⊥ ∈ N * will not be a smooth function, so lÂ ⊥ = 1 0Â
⊥ (l ′ (s))ds does not make sense in general. In [22] we solved this problem by replacingÂ ⊥ (l ′ (s)) by T 1 (Â ⊥ , f l ǫ 1 (s)) for a suitable element f l ǫ 1 (s) of N = A ⊥ which was defined using parallel transport w.r.t. the Levi-Civita connection of (Σ, g) (here (·, ·) denotes again the canonical pairing N * × N → R). However, the notation which one has to use then is rather clumsy and distracts from the main points of the computation. For this reason we will proceed in a different way in the present paper. Here we will just concentrate on the special situation when the following condition is fulfilled:
(S) There is an open subset U of Σ which is diffeomorphic to R 2 and which "contains" all the l j Σ , i.e. arc(l j Σ ) ⊂ U , j ≤ n. In this case U inherits an (Abelian) group structure from R 2 and we can then use this group structure + : U × U → U rather than parallel transport w.r.t. the Levi-Civita connection for the definition of the function f l ǫ 1 (s). Moreover, by "identifying" U with R 2 we can simplify our notation.
Let us fix a Dirac family (δ ǫ S 1 ) ǫ>0 on S 1 in the point 1 ∈ S 1 and a Dirac family (δ ǫ Σ ) ǫ>0 on U in the point (0, 0) ∈ U ∼ = R 2 . Then we obtain a Dirac family (δ ǫ ) ǫ>0 on U × S 1 (and thus also on Σ × S 1 ) in the point ((0, 0), 1) given by δ ǫ (σ, t) = δ ǫ Σ (σ)δ ǫ S 1 (t). The element f l ǫ 1 (s) ∈ A ⊥ ⊂ H ⊥ which we have mentioned above is then given by f l ǫ 1 (s) = T 1 l ′ Σ (s)δ ǫ (· − l(s)) where we have used the identification A ⊥ U×S 1 ∼ = C ∞ (U × S 1 , R 2 ⊗ g) (induced by the identification U ∼ = R 2 ) and where "−" denotes the subtraction associated to the product group structure + : (U × S 1 ) × (U × S 1 ) → U × S 1 . As the subspace of A ⊥ U×S 1 consisting of all elements with compact support can naturally be embedded in the space A ⊥ we can consider f l ǫ 1 (s) as an element of A ⊥ . Instead of using the notation f l ǫ 1 (s) we will use the more suggestive notation T 1 l ′ Σ (s)δ ǫ (· − l(s)) in the sequel. Accordingly, we now set
provided that the limit on the right-hand side exists.
Remark 5.1. Note, that informally, one has lÂ ⊥ = 1 0Â
where δ denotes the Dirac "function" on U × S 1 in the point ((0, 0), 1). So loop smearing just amounts to replacing the ill-defined expression δ(· − l(s)) by the test function δ ǫ (· − l(s)) If we insert Eqs. (5.3) into Eq. (5.4) above we obtain
where we have set l i R := i −1 S 1 ;t0 • l i S 1 − 1/2. Thus we obtain from Eqs. (5.4)-(5.7)
where we have set
provided that the limit T (l j , l k ) exists for each pair (l j , l k ). For the last expression in Eq. (5.8) we get
where we have set I j (t 0 ) := (l j S 1 ) −1 ({t 0 }), n j := #I j (t 0 ) and 10 sgn(l j
Here (s j i ) 0≤i≤nj +1 denotes the strictly increasing sequence of [0, 1] given by s j 0 := 0, s j nj +1 = 1, and {s j i | 1 ≤ i ≤ n j } = I j (t 0 ). From Eq. (5.10) and the relation (l i S 1 ) ′ (t) = (l i R ) ′ (t) it follows that the last factor in Eq. (5.8) equals
Let us now evaluate the expression T (l j , l k ) for fixed j, k ≤ n. We will first concentrate on the case where j = k. As
if ǫ sufficiently small. Here > denotes the order relation on S 1 which is obtained by transport of the standard order relation on [0, 1) with the mapping i S 1 ;t0 . Clearly, > depends on the choice of t 0 ∈ S 1 . For simplicity, let us assume that g was chosen such that when restricted onto a suitable open neighborhood V of j arc(l j Σ ) it coincides with the restriction of the standard Riemannian metric on U ∼ = R 2 onto V . Then we have
Here the last step follows because the Hodge operator ⋆ : R 2 → R 2 appearing above is just given by ⋆ (x 1 , x 2 ) = (x 2 , −x 1 ). One can show (cf. [22, 20] ) that for every smooth function f : 
Clearly, LK * (l,l) depends on the choice of the point t 0 ∈ S 1 . Anyhow it is closely related to the linking number LK(l,l) of l andl (which does, of course, not depend on t 0 ). The precise relationship will be given in Lemma 2 below. Until now we have only studied the expression T (l j , l k ) in the case j = k. The reason why we have excluded the case j = k so far is that in a naive treatment of the case j = k the so-called "self-linking problem" would appear. One can avoid this "self-linking problem" if one introduces an additional regularization procedure which is called "framing". By a "framing" of the link L = (l 1 , l 2 , . . . , l n ) we will understand in the sequel (cf. Remark 5.2) a family (φ s ) s>0 of diffeomorphisms of M such that φ s → id M uniformly on M as s → 0 for (or, at least uniformly on i arc(l i )). We will call a framing (φ s ) s>0 "admissible" iff it has the following properties:
(F1) Each φ s preserves the orientation and the volume 11 of M (F2) Each φ s is "compatible with the torus gauge" in the sense that φ * s (A ⊥ ) = A ⊥ (F3) Each two-component link (l j , φ s • l j ), j ≤ n, is admissible for all sufficiently small s > 0. Condition (F2) ensures that each φ s induces a diffeomorphismφ s : Σ → Σ in a natural way, cf. [22] .
Remark 5.2. Normally, by a "framing" of a link L = (l 1 , l 2 , . . . , l n ) one understands a family (X 1 , X 2 , . . . , X n ) where each X i is a smooth normal vector field on arc(l i ), i.e. X i is a mapping arc(l i ) → T M such that X i (l i (s)) ∈ T li(s) M is normal 12 to the tangent vector l ′ i (s) ∈ T li(s) M . One can always find a global vector field X on M such that X | arc(li) = X i . As M is compact, X induces a global flow (φ s ) s∈R on M . Clearly, φ s → id M as s → 0 so X induces a "framing" in the sense defined in the paragraph preceding this remark.
With the help of the framing (φ s ) s>0 we can now solve the self-linking problem. The simplest 13 way to do this is the following: We introduce for each φ s a "deformed" versions Φ ⊥ B,φs of Φ ⊥ B . Φ ⊥ B,φs is the unique element of (N ) * such that The standard way of dealing with the self-linking problem consists in replacing some of the loops l i that appear in the singular terms by their "deformations" φs • l i where s is chosen small enough. If one proceeds this way one has to deal with each singular term separately. Moreover, the replacement of l i by φs • l i has to be made "by hand" in the middle of the computations rather the before beginning the computations. Clearly, this is not very elegant.
for every j ∈ N = A ⊥ = C ∞ (S 1 , A Σ ) where (φ s ) * is the linear isomorphism N → N which is induced by φ s , cf. Sec. 9.3 in [22] . We then obtain "framed" WLOs by setting
Carrying out similar computations as above (for details, see [22, 20] ) one can show that
is s is sufficiently small. From Eqs. (5.19) , (5.20) , and (5.10) above we finally obtain (taking into account that for j = k one has LK * (l j , φ s • l k ) = LK * (l j , l k ) is s is sufficiently small) Of course, Eq. (5.21) can also derived in the general case, i.e. in the case when assumption (S) above, which we have made in order to simplify the notation, is not fulfilled.
G = SU (N ) and the link L has standard colors and no double points.
We will now consider the special case where G = SU (N ). As G = SU (N ) is simply-connected Σ need not be simply-connected but may be an arbitrary oriented closed surface. Let us assume additionally that DP (L) = ∅, i.e. that the link L = (l 1 , l 2 , . . . , l n ) has no double points, and that the "colors" (ρ 1 , ρ 2 , . . . , ρ n ) all coincide with the fundamental representation ρ := ρ SU(N ) of G = SU (N ).
Note that if (l,l) is an admissible link in Σ × S 1 and p = π Σ (x) = π Σ (y) where x ∈ arc(l), y ∈ arc(l) then ifl is "close" to l normally also y will be "close" to x. But there is one exception: If p is "close" to a double point of l, y need not be "close" to x. In the first case we will call 14 p a "twist double point" of (l,l) and in the second case a "l-self-crossing double point".
In the sequel we will fix an admissible framing (φ s ) s>0 with the following two extra properties:
(H1) For all j ≤ n and all sufficiently small s > 0 the set of "twist framing double points" of (l j , φ s • l j ) is empty. (H2) For every σ ∈ arc(l j Σ ) which is not an l j -self-crossing double point 15 of (l j , φ s •l j ) the pointsφ s (σ) andφ −1 s (σ) lie in different connected components of Σ\ arc(l j Σ ) provided that s > 0 is sufficiently small. Such a framing will be called "horizontal". Remark 5.3. As a motivation for the use of the term "horizontal" we remark that if an admissible framing (φ s ) s>0 is induced by a tuple of vector fields (X 1 , X 2 , . . . , X n ) like in Remark 5.2 above then for (φ s ) s>0 to be horizontal it is sufficient that each vector field X j is "horizontal" in the sense that dt(X j ) = 0.
We would like to emphasize that here we do not follow the terminology of [21] where the R 3 -analogue of this type of framing was not called "horizontal" but "strictly vertical".
Let us now fix an admissible framing (φ s ) s>0 of L which is horizontal. Using the Piccard-Lindeloef series expansion we obtain
where we have set △ m := {u ∈ [0, 1] m | u 1 > u 2 > · · · u m } and
This holds ifÂ ⊥ , A ⊥ c , and B are smooth. In order to be able to work also with generalÂ ⊥ ∈ N * we now use again loop smearing. As in Subsec. 5.1 we will assume again for simplicity that condition (S) above is fulfilled so that we can use the notation δ ǫ (· − l j (u)) and make the identification A ⊥ U×S 1 ∼ = C ∞ (U × S 1 , R 2 ⊗ g). Moreover, let us assume without loss of generality that the orthogonal-basis (T a ) a≤dim(G) of g was chosen such that T a ∈ t for all a ≤ rank(G).
Let us now replace a term likeÂ ⊥ (l ′ (u)) by a T a (Â ⊥ , T a (l j Σ ) ′ (u)δ ǫ (· − l j (u))) (here (·, ·) denotes again the canonical pairing N * × N → R), i.e. we replace D lj u by D l ǫ j u given by 15 in which caseφs(σ) ∈ arc(l j Σ ) would follow and we replace P exp( ljÂ
We then have n j=1
Tr ρi (P exp(
We will now apply the functional Φ ⊥ B,φs on both sides of the previous equation. From the assumption that DP (L) = ∅ and that the framing (φ s ) s>0 is horizontal it then follows that, if ǫ and s are small enough, then the functions ψ 1 , . . . , ψ n on N * given by
are "independent" w.r.t. the Φ ⊥ B,φs in the sense that
holds, see Appendix A. Thus we can interchange Φ ⊥ B,φs with n j=1 . We have assumed above that each representation ρ j equals the fundamental representation ρ of G = SU (N ). Thus, each Tr ρj can be replaced by Tr(·) := Tr Mat(N,C) (·). Clearly, Φ ⊥ B,φs commutes with Tr(·) and so we can interchange Φ ⊥ B,φs and Tr(·). By interchanging Φ ⊥ B,φs also with mj , △m j du, and mj i=1 and then interchanging the lim ǫ→0 limit with mj and △m j du (this can be justified in a similar way as the analogous steps in the proof of Theorem 4 in [21] ) we obtain (for sufficiently small s > 0) Let us set l j R := i −1 S 1 ;t0 • l j S 1 − 1/2, j ≤ n. Then we have for fixed s > 0 and
Here step ( * ) follows from Eq. 
Tr exp(
where M j (t 0 ) and ǫ m , σ m for m ∈ M j (t 0 ) are defined as at the end of Subsec. 5.1. SU (N ) and L is a general link with standard colors. In order to evaluate (5.1) explicitly also for general links (with standard colors) we will use a similar strategy as in Sect. 6 in [21] . Let us first "cut" the loops of L into finitely many sub curves in such a way that the following relations are fulfilled 16 for every c ∈ C(L) where C(L) denotes the set of curves which are obtained by cutting the loops in L:
G =
The set of 1-clusters (resp. 2-clusters) of L will be denoted by Cl 1 (L) (resp. Cl 2 (L)). From the properties of C(L) above it immediately follows that the set Cl(L) defined by Cl(L) := Cl 1 (L) ∪ Cl 2 (L) is a partition of C(L). If cl = {c 1 , c 2 } ∈ Cl 2 (L) we write c 1 < c 2 iff the pair (ĉ 2 ,ĉ 1 ) is positively oriented whereĉ i , i ∈ {1, 2}, denotes the tangent vector of π Σ • c i in the unique double point p of (c 1 , c 2 ).
be fixed and let cl ∈ Cl(L). We set
where we have set #cl := 1 (resp. #cl := 2) if cl ∈ Cl 1 (L) (resp. cl ∈ Cl 2 (L)) and where c 1 is given (resp. c 1 , c 2 are given) by
. It is not difficult to see that there is a linear form β L on ⊗ cl∈Cl(L) ⊗ #cl Mat(N, C) such that for all ǫ > 0 we have 17 i Tr(P exp 
for all sufficiently small ǫ > 0. In [18] we will show that the limits
exists. Consequently, we obtain
can be computed explicitly using similar techniques as in [21] . In the special case where the framing (φ s ) s>0 is horizontal the values of R cl (φ s ; A ⊥ c , A ⊥ sing (h), B) for #cl = 1 can be computed in a very similar way as we evaluated the expression WLO(L, φ s ; A ⊥ c , A ⊥ sing (h), B) appearing in Eq. (5.28). By contrast, the computation of R cl (φ s ; A ⊥ c , A ⊥ sing (h), B) for #cl = 2 is rather tedious. We will postpone these computations to a subsequent paper, see [18] . There we will also give an explicit expression for the linear form β L .
The Computation of the WLOs: Step 3
We will now evaluate the whole expression on the right-hand side of Eq. (3.30) in a couple of special cases and then make some remarks concerning the general case. 17 recall that if all the ρ j are equal the fundamental representation ρ SU (N) we can replace Trρ i (·) by Tr(·) := Tr Mat(N,C) (·) 6.1. Special case 1: G = U (1) and Σ = S 2 . Let us first consider the special case Σ = S 2 and G = U (1) like in Subsec. 5.1 above. We will now evaluate the expression
In order to simplify the notation a little bit we set A Σ := A ⊥ c in the sequel. Let us now plug in the right-hand side of Eq. (5.21) into Eq. (6.1) and then introduce the Hodge decomposition A Σ = A ex ⊕ A * ex of A Σ with A ex := {dA | A ∈ A}, A * ex := {d * A | A ∈ A}, and d * := ⋆d⋆ (note that H 1 (Σ) = 0 for Σ = S 2 ). We can then replace the · · · DA ⊥ c integration in Eq. (6.1) by the integration · · · DA ex DA * ex where DA ex , DA * ex denote the "Lebesgue measures" on the obvious spaces. Clearly, we have l j Σ A ex = 0 and ≪ ⋆dA ex , B ≫ L 2 t (Σ,dµg) = 0 for every A ex ∈ A ex . This means that the integrand in the modification of Eq. (6.1) just described, does not depend on the variable A ex . Thus the · · · DA exintegration produces just a constant and we obtain
Let us assume for a while that l j Σ is a Jordan loop in Σ = S 2 . Then there are exactly two connected components K + and K − of Σ\ arc(l j Σ ). Here K + (resp. K − ) denotes the connected component of Σ\ arc(l j Σ ) with the property that the orientation on ∂K + = ∂K − = arc(l j Σ ) which is induced by K + (resp. K − ) coincides with (resp. is opposite to) the orientation on arc(l j Σ ) which is obtained from the standard orientation of S 1 by transport with l j Σ : S 1 → arc(l j Σ ). Stokes' Theorem implies
where we have set ind(l j Σ ; ·) := 1 2 (1 K+ − 1 K− ). This formula can be generalized to the situation where l j Σ is not necessarily a Jordan loop but any smooth loop in Σ = S 2 with the property that Σ\ arc(l j Σ ) has only finitely many connected components. In this case we can "decompose" l j Σ into finitely many (piecewise smooth) Jordan loops l j Σ,1 , . . . , l j Σ,m and set
Also in the general situation we obtain again
where ind(l j Σ\{σ0} ; σ) denotes the index of the point σ with respect to the loop l j Σ\{σ0} : [0, 1] ∋ t → l j Σ (t) ∈ Σ\{σ 0 } = S 2 \{σ 0 } ∼ = R 2 (or the "winding number" of l j Σ\{σ0} around σ). Eq. (6.5) characterizes ind(l j Σ ; ·) on 18 Σ\ arc(l j Σ ) completely up to an additive constant. Clearly, this additive constant does not affect the validity of Eq. (6.4). This means that if we had defined ind(l j Σ ; ·) by
then Eq. (6.4) would still hold. This alternative definition of ind(l j Σ ; ·) (resp. a suitable generalization of it) will be useful in Subsec. 6.3 below.
We will now evaluate the right-hand side of Eq. (6.2) at a heuristic level. Later, in Remark 6.3 below we will sketch briefly, what one has to do in order to obtain a rigorous evaluation.
Recall that T 1 = i. Thus we have
Note that ≪ ⋆dA * ex , B+ 2π
is a constant function. So we obtain, informally,
exp(ǫ m b) (6.8) 18 On arc(l j Σ ) ind(l j Σ ; ·) vanishes (recall that we have set λ := 1/k). Now, formally,
because m ǫ m = j wind(l j S 1 ) where wind(l j S 1 ) is the winding number of l j S 1 . For evaluating the other factor in Eq. (6.8) we now use the 2-dimensional analogue of the framing procedure of Sec. 5. We replace the expression ind(l j Σ ; σ m ) by
whereφ s : Σ → Σ is as in Subsec. 5.1 above. If we do this we obtain (taking into account that
Clearly, for m ∈ M(t 0 )\M j (t 0 ) and sufficiently small s > 0 we have
In [19] we will prove that where we have set σ u := l Σ (u), ǫ u := sgn(l S 1 , u) for u ∈ I := l −1 S 1 ({t 0 }) and σ u :=l Σ (u),ǫ u := sgn(l S 1 , u) for u ∈Ĩ :=l −1 S 1 ({t 0 }) From this lemma it follows that j =k
and that (for sufficiently small s > 0)
(6.14) So, if every l j is 0-homologous (in which case n j=1 wind(l j S 1 ) = n j=1 0 = 0) we finally obtain from Eqs. (6.10)-(6.14)
for sufficiently small s > 0. This is exactly the expression that was obtained by other methods, see, e.g., [1, 25] . If we only consider framings (φ s ) s>0 for which the limits lk j := lim s→0 LK(l j , φ s • l j ) exist we can rewrite 19 this as
exp(λπi LK(l j , l k )) (6.16) Remark 6.2. Eq. (6.12) only holds when we use the original definition of ind(l j Σ ; ·) given in Eq. (6.3). If we had defined ind(l j Σ ; ·) by Eq. (6.6) instead we would have obtained a correction factor of the form exp(C · m ǫ m ) in Eq. (6.15) where C is a suitable constant. Of course, if every loop is 0-homologous we have wind(l j S 1 ) = 0 and thus also m ǫ m = n j=1 wind(l j S 1 ) = 0. So the correction factor is trivial and we obtain again Eq. (6.15) Remark 6.3. As we will now explain briefly, it is possible to find a rigorous realization of the right-hand side of Eq. (6.2) and finally also of the full right-hand side of Eq. (5.2).
Let us introduce the decomposition B = B c ⊕ B ′ where B c := {B ∈ B | B is constant} and B ′ := {B ∈ B | Σ B(σ)dµ g (σ) = 0}. We observe that the linear operator ⋆d : B ′ → A * ex is a linear isomorphism whose inverse (⋆d) −1 is bounded. This, together with Eq. (6.9) for b ∈ B c , suggests that we rewrite the last two lines of the right-hand side of Eq. (6.2) in the form
where dν((B ′ 1 , B ′ 2 )) = exp(i k 2π ≪ △B ′ 1 , B ′ 2 ≫ L 2 t (Σ,dµg) )DB ′ 1 ⊗DB ′ 2 and △ := ⋆d⋆d. As the heuristic "measure" ν is of "Gauss type" with a (bounded) covariance operator that is proportional to 0 (△ |B ′ ) −1 (△ |B ′ ) −1 0 one can find a rigorous realization Ψ of the integral functional B ′ ×B ′ · · · dν((B ′ 1 , B ′ 2 )) as a Hida distribution on the topological dual E * of E := B ′ × B ′ equipped with a suitable family of semi-norms. For a general element (B ′ 1 , B ′ 2 ) ∈ E * the expressions B ′ 2 (σ m ) and l j Σ ⋆dB ′ 1 are not defined, but one can solve this problem by using smeared versions (l j Σ ) ǫ ′ ⋆dB ′ 1 and B ′ 2 (δ ǫ ′ Σ (σ m )), ǫ ′ > 0, which are defined in a similar way as the "smeared" expressions in Subsec. 5.1 Finally, the framing procedures used at a heuristic level above can be implemented rigorously by replacing the Hida distribution Ψ by a suitably deformed version Ψφ s . Then we arrive at a rigorous version of the right-hand side of Eq. (6.2) and it is not difficult to see that with W LO(L, φ s ) denoting this rigorous expression and performing the rigorous analogues of the computations made above we again arrive at the final formula (6.15).
Of course, rather than introducing W LO(L, φ s ) as the notation for the rigorous realization of the right-hand side of Eq. (6.2) we should try to find a rigorous realization of the full right-hand side of Eq. (5.2) and then define W LO(L, φ s ) by this rigorous version. In order to do so, let us first replace the right-hand side of Eq. (5.2) by the following (informal) expression
It is now not difficult to find a rigorous realization of the last integral expression. We finally 20 arrive at the following rigorous definition of W LO(L, φ s ):
is indeed in the domain of Ψφ s and that with this (rigorous) definition of W LO(L, φ s ) one arrives again at Eq. (6.15). 6.2. Special case 2: G = SU (N ) and L consists of vertical loops with arbitrary colors. Let us now consider the case where G = SU (N ) and where Σ is an arbitrary compact oriented surface. We will assume in the present subsection that in the colored link (L, ρ), L = (l 1 , l 2 , . . . , l n ) and ρ = (ρ 1 , ρ 2 , . . . , ρ n ), which we have fixed in Subsec. 3.1 each l i , i ≤ n, is a vertical loop (cf. Subsec. 2.1) above the point σ i , i ≤ n. The colors ρ i can be arbitrary.
In this situation we have 
20 maybe it is possible to replace the double limit lim ǫ ′ →0 [lim ǫ→0 · · · ] by the single limit lim ǫ→0 · · · . 21 note that in contrast to the situation in Subsec. 6.1 and Subsec. 6.2 no framing is necessary in the present subsection. For this reason we will denote the WLOs just by W LO(L) instead of W LO(L; φs)
Eq. (6.19) is the full path integral version of Eq. (7.24) in [8] . The evaluation of Eq. (6.19) which we will give now differs only slightly from the analogous treatment given in Secs. 7.1-7.6 in [8] .
Let us use the Hodge decomposition 22 
where A harm is the space of harmonic g-valued 1-forms on (Σ, g). After replacing the · · · DA ⊥ c -integration in Eq. (6.19) by · · · DA ex DA harm DA * ex , where DA ex , DA harm , DA * ex denote the "Lebesgue measures" on the obvious spaces, we obtain
because the · · · DA ex -and · · · DA harm -integrations are trivial. Taking into account that ≪ ⋆dA * ex , B ≫ L 2 t (Σ,dµg) vanishes iff B is a constant function we obtain
where db is the Lebesgue measure on t. Here we have used that where · denotes the scalar product on t induced by (·, ·) g . From exp(ad(b) |g0 ) = exp(ad(b)) |g0 = Ad(exp(b)) |g0 and {n(h) | h ∈ [Σ, G/T ]} = ker(exp |t ) we obtain
For simplicity, let us restrict ourselves to the the special case N = 2, i.e. G = SU (2). We can then choose T to be the maximal torus τ · τ = − Tr(τ τ ) = 2 (6.24) det 1 g0 − Ad(exp(x · τ ))) |g0 = sin(x) 2 (6.25)
where d j is the dimension of the representation ρ j we obtain, informally,
where δ π k+2 Z is the periodic delta-function associated to the lattice π k+2 Z in R and where g denotes the genus of Σ. Remark 6.4. The argument above, which involves the periodic delta-function δ π k+2 Z , is clearly not rigorous. Fortunately, in the special case Σ = S 2 it is possible to avoid this informal argument by using the following rigorous derivation instead. wheref : U (1) → C is given byf (e ix ) = f (exp(xτ )) for x ∈ [0, 2π).
Step ( †) follows from the invariance of the integrand under the Weyl group.
Step ( * ) follows by expandingf (e ix ) in a Fourier series and taking into account the orthogonality of the family (e ixm ) m∈Z and step (+) follows from a symmetry argument. Finally, step ( * * ) follows because for Σ = S 2 the term f (e πl k+2 τ ) vanishes for l = k + 2.
6.3. Special case 3: G = SU (N ) and L has standard colors and no double points. Let us consider again the case where G = SU (N ). We will now assume that the colored link (L, ρ), L = (l 1 , l 2 , . . . , l n ) and ρ = (ρ 1 , ρ 2 , . . . , ρ n ), which we have fixed in Subsec. 3.1 is admissible and has no double points and that each ρ j is equal to the fundamental representation ρ SU(N ) of SU (N ). As G = SU (N ) is simply-connected Σ can be an arbitrary (oriented compact) surface. Note, however, that the case Σ ∼ = S 2 is slightly more complicated than the case Σ ∼ = S 2 . Firstly, in the Hodge decomposition
Secondly, in the case Σ ∼ = S 2 the definition of the functions ind(l j Σ ; ·) for general loops l j Σ in Σ is more complicated than in the case Σ ∼ = S 2 .
In order to circumvent these complications in the present paper we will make the additional assumption that for the link L considered each l j Σ is 0-homotopic. From this and DP (L) = ∅ it then follows that Σ\ arc(l j Σ ) will have exactly two connected components and we can then define the functions ind(l j Σ ; ·) for arbitrary Σ in a similar way as in Subsec. 6.1 above for the case Σ = S 2 . As in the case Σ = S 2 there is a certain freedom in defining ind(l j Σ ; ·). It turns out that it has several advantages to define ind(l j Σ ; ·) in analogy to Remark 6.1, i.e. to fix the additive constant mentioned in Remark 6.1 by demanding that ind(l j Σ ; σ 0 ) = 0 (6.28)
holds. As in Subsec. 5.2 let (φ s ) s>0 be a horizontal framing of L. From Eqs. (3.30) and (5.30) we obtain (for small s > 0)
Let us again replace the · · · DA ⊥ c -integration by · · · DA ex DA harm DA * ex . As, by assumption, each l j Σ is 0-homotopic it follows that l j Σ A harm = 0 for all A harm ∈ A harm . Clearly, we also have l j Σ A ex = 0 so the · · · DA ex -and · · · DA harmintegrations are trivial and we obtain
From a straightforward generalization of Eq. (6.4) we obtain
Here we have assumed that the orthonormal basis (T a ) a of g is chosen such that the first r = rank(G) elements lie in t. Taking into account that
where W ρ SU (N ) is the set of infinitesimal weights α : t → C of ρ SU(N ) and setting 
Note that the function 1 i α j takes values in R. So ind(L, α) is a well-defined element of L 2 t (Σ, dµ g ). We now regularize the expressions B(σ m ) using "framing" as in Subsec. 6.1 This amounts to replacing B(σ m ) by 1 2 
) . Then we obtain (for sufficiently small s > 0)
Similarly as in Subsec. 6.2 we can argue, informally 24 
is a constant function taking 25 values in P . In other words: the aforementioned integral vanishes unless there is a b ∈ P such that B = b+ 2π k+N ind(L, α) holds. Accordingly, let us replace the · · · DB-integration by the integration
k+N ind(L, α))DB 23 for an element (α 1 , . . . , αn) ∈ A we will often use the shorthand α 24 we expect that, at least in the special case Σ ∼ = S 2 it is possible to avoid this heuristic argument and to give a fully rigorous treatment instead, cf. Remarks 6.6 and 6.4 25 that k+N 2π B − ind(L, α) must take values in P follows from ind(L, α)(σ 0 ) = 0, cf. Eq. (6.28)
Let us set ǫ j := m∈Mj (t0) ǫ mj = wind(l j S 1 ) and choose for each j a fixed element of {σ m | m ∈ M j (t 0 )} which we will denote σ j (if M j (t 0 ) is empty we choose an arbitrary point of arc(l j Σ ) for σ j ). Setting with the P -integration)
For simplicity, let us now restrict to the special case where N = 2, i.e. G = SU (2). Then we can use the formulae (6.22)-(6.25) and obtain, informally, 
For every l ∈ {1, 2, . . . , k + 1} and α ∈ A let us now set
Taking into account that we can choose T 1 = 1 √ 2 τ we see that τ · ξ l,α = τ · l + 2 ind(L, α) so using Eq. (6.25) we obtain
Taking into account that for sufficiently small s > 0 we have ind(l j ′ Σ ;φ s (σ j )) − ind(l j ′ Σ ;φ −1 s (σ j )) = 0 if j = j ′ , and ind(l j ′ Σ ;φ s (σ j )) − ind(l j ′ Σ ;φ −1 s (σ j )) ∈ {−1, 1} (cf. condition (H2) in Subsec. 5.2) and thus (ind(l j ′ Σ ;φ s (σ j )) − ind(l j ′ Σ ;φ −1 s (σ j ))) 2 = 1 if j = j ′ we obtain from Eq. (6.44) (for arbitrary l)
We will now show that the right-hand side of the last equation reduces to expression (B.10) in Appendix B. Let us set
First we observe that each (l, α) ∈ P airs adm determines an area coloring η l,α of sh(L) with colors in I k+2 (cf. Appendix B) given by
with σ Xt as above. It is well-known in the "physical interpretation" of the framework in Appendix B (cf., e.g., [26] ) that the color 1/2 ∈ I k+2 corresponds to the fundamental representation ρ SU(2) of SU (2). As we have only considered links where all the loops l 1 , l 2 , . . . , l n carry the standard representation ρ SU(2) one should expect that the constant "coloring" col 1/2 : {l 1 , l 2 , . . . , l n } → {0, 1/2, . . . , k/2} taking only the value 1/2 will play a role in the sequel. The next lemma (in which we use the notation of Appendix B) shows that this is indeed the case Lemma 3. For each (l, α) ∈ P airs adm the area coloring η l,α is admissible w.r.t. col 1/2 and the mapping Ξ : P airs adm ∋ (l, α) → η l,α ∈ ad(sh(L); col 1/2 ) is a bijection.
Proof. Ξ is injective: Let us assume without loss of generality that σ 0 ∈ X µ . Then we have (cf. Eq. (6.28)) l = ξ l,α (σ 0 ) = 2η l,α (X µ ) + 1 so l is uniquely determined by η l,α . Moreover, from Eqs. (6.46) and (6.48) it follows that also α is uniquely determined by η l,α , so Ξ is injective. Ξ(P airs adm ) ⊂ ad(sh(L); col 1/2 ): Let (l, α) ∈ P airs adm and let e ∈ E(L). As we only consider the special case DP (L) = ∅ where E(L) = {l 1 Σ , l 2 Σ , . . . , l n Σ } we have e = l j Σ for some fixed j ≤ n. We have to prove that the triple (ī,j,k) ∈ I 3 k+2 given byī = 1/2,j = η(X 1 (e)),k = η(X 2 (e)) fulfills the relations (B.5)-(B.8) in Appendix B withr = k + 2. Here X 1 (e) and X 2 (e) are defined as in Appendix B. In order to see this first note that j −k = η(X 1 (e)) − η(X 2 (e)) Ξ(P airs adm ) ⊃ ad(sh(L); col 1/2 ): Let η ∈ ad(sh(L); col 1/2 ). Let us assume without loss of generality that σ 0 ∈ X µ . Let l := 2η(X µ ) + 1 and let α j : t → C be given by
. . , l n Σ } and where sgn(X + j ; l j Σ ) is defined as in Appendix B. From (B.5)-(B.8) it follows that l ∈ {1, 2 . . . , k + 1} and α := (α 1 , . . . , α n ) ∈ A so (l, α) ∈ P airs adm . Finally, from Eqs. (6.46), (6.51), (6.48) and
(which holds if s was chosen sufficiently small) we see that η = η l,α holds.
In the sequel we will set ad(sh(L)) := ad(sh(L); col 1/2 ). Let X ± j , j ≤ n, be defined as in the last part of the proof of Lemma 3. Taking into account Eqs. (6.48), (6.52) and Lemma 3 we now obtain from Eq. (6.47) (provided that s was chosen sufficiently small)
(v η(Xt) ) χ(Xt) sin( π k+2 ) χ(Xt) (−1) χ(Xt)2η(Xt) exp(2x t u η(Xt) )(−1) xt2η(Xt) As each l j Σ is -by assumption -a Jordan loop which is 0-homotopic it follows that χ(X t ) = #{j ≤ n | arc(l j Σ ) ⊂ ∂X t } mod 2
for each t ≤ µ. So in the special case where all ǫ j are odd it follows that χ(X t ) = x t mod 2
for each t ≤ µ. If at least one ǫ j is even then the last equation does not hold in general but using a simple induction over the number of indices j for which ǫ j is even one can show that one always has t χ(X t )2η(X t ) = t x t 2η(X t ) mod 2
Moreover, we have t sin( π k+2 ) χ(Xt) = sin( π k+2 ) χ(Σ) = sin( π k+2 ) 2−2g
Thus we finally arrive at the formula W LO(L, φ s ) ∼ sin( π k+2 ) 2−2g η∈ad(sh(L)) µ t=1
(v η(Xt) ) χ(Xt) exp(2x t u η(Xt) ) (6.55)
Apart from the constant factor sin( π k+2 ) 2−2g , which depends only on the charge k but not on the link L, the right-hand side of Eq. (6.55) coincides exactly with the right-hand side of Eq. (B.10) in Appendix B. In particular, W LO(L, φ s ) does not depend on the special choice of the points t 0 and σ 0 at the beginning of Sec. 2. 6.4. Outlook: The case of general links. In order to complete the computation of the WLOs for G = SU (2) and general links (with standard colors) one has to carry out the following steps:
Firstly, one has to prove that the limits (5.33) exist and one has to calculate their values. Secondly, one has to rewrite the expression (5.34) in terms of "state sums" similar to the ones that appear in Eq. (6.2) in [21] . Finally, one has to perform the · · · DA ⊥ c and · · · DB integrations (this can be done in a very similar way as in Subsec. 6.3).
We expect that, after completing these steps, one will finally arrive at an expression which is either identical or at least very similar to the right-hand side of (B.9). Remark 6.5. The reason why we added the words "or at least very similar" in the preceding sentence is that we are aware of the fact that it is not not totally impossible that something similar will happen as in the axial gauge approach for Chern-Simons models on R 3 which was studied in [21] . In [21] the final expressions for the WLOs did not fully coincide with the knot polynomial expressions that were expected in the standard literature. However, the following arguments make us confident that this will not happen again in the present approach. i) In [21] we studied Chern-Simons models on the non-compact manifold R 3 . However, Chern-Simons models on noncompact manifolds are plagued with several complications. E.g., the normal quantization condition k ∈ Z for the charge k can not be derived for Chern-Simons models on noncompact manifolds. For the compact manifolds M of the form M = Σ × S 1 which we have been studying in the present paper, these complications are clearly absent. ii) The values which were obtained for the WLOs in [21] differed in general from those expected in the standard literature even for the WLOs associated to links without (!) double points. By contrast, in the present paper we have shown that the values of the WLOs of links without double points agree exactly with those expressions expected in the standard literature. iii) In the approach in [21] it was unclear right from the beginning how quantum groups (resp. the corresponding R-matrices) could enter the computations. After all (compact) quantum groups are obtained from (compact) classical groups by a deformation process that involves a fixed maximal torus. However, in the approach in [21] such a maximal torus never played a role anywhere -in contrast to the situation in the present paper where, trivially, a maximal torus plays an important role right from the beginning. Remark 6.6. Using a similar treatment as in the Abelian case (cf. Remark 6.3 in Subsec. 6.1) it is most probably possible to obtain a rigorous realization of the full integral expression on the right-hand side of Eq. (3.30) also in the case G = SU (2).
The approach in the present paper can probably generalized in the following ways:
Firstly, it should not be difficult to generalize the results in Subsec. 6.3 above to the groups G = SU (N ) with N ∈ {3, 4, . . .} and to other non-Abelian groups. By using a suitable embedding of G into Mat(N ′ , C) (with suitably chosen N ′ ∈ N) one can achieve that the traces Tr ρi corresponding to arbitrary colors ρ 1 , . . . , ρ n can be represented as linear functionals on Mat(N ′ , C). This implies that each of these traces commutes with the integral functional Φ ⊥ B,φs . Thus one can generalize the computations in Subsec. 5.2 and most probably also those in Subsec. 6.3 to links with arbitrary colors. Finally, one can probably generalize the torus gauge fixing procedure which we have used here for trivial S 1 -bundles M = Σ × S 1 to manifolds M which are the total spaces of arbitrary S 1 -bundles (not necessarily trivializable).
Conclusions
In the present paper we have shown how the face models that were introduced in [31] for the definition of the shadow invariant arise naturally when evaluation the right-hand side of Eq. (3.30) which generalizes formula (7.1) in [8] . Although we have carried out all the details only in some special cases it is reasonable to expect (cf. Remark 6.5 in Subsec. 6.4) that when completing the computations for general links we will finally arrive at the formula (B.9) in Appendix B. If this turns out to be the case then in view of Remarks 6.5 and 6.6 this would mean that apart from the original "quantum group approach" to quantum topology developed in [30, 27, 28, 31, 29] there is an additional approach which is also mathematically rigorous and, at the same time, essentially analytic rather than algebraic. Simultaneously, this would then solve the problem posed in [15] of finding a path integral derivation for the algebraic objects appearing in the quantum group approach to quantum topology.
"gleam" of X t and x ′ t := x t − z t /2 ∈ 1 2 Z with z t := #{p ∈ DP (L) | p ∈ ∂X t } the "modified gleam" of X t (cf. also Remark e) ii in Sec. 1 of [31] ). The pair sh(L) := (D(L), (x t ) t≤µ ) is called the "shadow" of L.
Let us now fix anr ∈ N and set I := Ir := {0, 1/2, 1, 3/2, . . ., (r − 2)/2}
For each j ∈ I we set u j := πi(j − j(j + 1)/r) = πij − πī r j(j + 1), (B.3) v j := (−1) 2j sin((2j + 1)π/r) sin(π/r) (B.4)
A "coloring" of L with colors in I is a mapping col : {l 1 , l 2 , . . . , l n } → I. An "area coloring" of sh(L) (or of L) with colors in I is a mapping η : {X 1 , . . . , X µ } → I. In the sequel let us fix a coloring col of L. Clearly, col induces a mapping E(L) → I, which will also be denoted by col For every e ∈ E(L) let X 1 (e) and X 2 (e) denote the two faces that are "touched" by e. More precisely, X 1 (e) (resp. X 2 (e)) denotes the unique face X t such that e ⊂ ∂X t and, additionally, the orientation which is induced on e by the orientation on ∂X t coincides with (resp. is opposite to) the orientation which e inherits from the loop on which it lies.
An area coloring η will be called "admissible" w.r.t. col if for all e ∈ E(L) the triple (ī,j,k) given bȳ i = col(e),j = η(X 1 (e)),k = η(X 2 (e)) fulfills the relationsī +j +k ∈ Z (B.5)
i +j +k ≤r − 2 (B.6)
i ≤j +k (B.7)
j ≤k +ī,k ≤ī +j (B.8)
The set of all admissible area colorings η of sh(L) w.r.t. col will be denoted by ad(sh(L); col) or simply by ad(sh(L)). Note that every pair (p, η) ∈ DP (L)×ad(sh(L); col) induces a 6-tuple (ī,j,k,l,m,n) ∈ I 6 given byī = col(e 1 (p)),l = col(e 2 (p)) andj = η(X 1 (p)),k = η(X 2 (p)),m = η(X 3 (p)),n = η(X 4 (p)) where e 1 (p) and e 2 (p) are the two edges "starting" in p and X 1 (p), X 2 (p), X 3 (p), X 4 (p) the four faces that "touch" the point p (cf. figure 13 in [31] for the relative position of these faces to each other).
We can now define the "shadow invariant" | · | by 27 |sh(L)| = η∈ad(sh(L)) p∈DP (L) symb q (η, p) µ t=1
(v η(Xt) ) χ(Xt) exp(2x ′ t u η(Xt) ) (B.9) Here symb q (η, p) denotes the so-called quantum 6j-symbol which is associated to the number q := exp( 2πī r ) ∈ C and to the 6-tuple (ī,j,k,l,m,n) induced by (η, p) (for more details, see [31] ). (v η(Xt) ) χ(Xt) exp(2x t u η(Xt) ) (B.10)
One can show that in this special case x t is simply given by
x t = j with arc(l j Σ )⊂∂Xt ǫ j · sgn(X t ; l j Σ ) (B.11)
where ǫ j = wind(l j S 1 ) and where we set sgn(X t ; l j Σ ) := 1 (resp. sgn(X t ; l j Σ ) := −1) if the orientation on ∂X t = arc(l j Σ ) which is induced by the orientation on X t coincides with (resp. is opposite to) the orientation that is induced by l j Σ : S 1 → arc(l j Σ ).
