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Основным препятствием для повсеместного 
распространения технологий Semantic Web на се-
годняшний день служит недостаточное количе-
ство семантических метаданных, пригодных для 
обработки с использованием семантических тех-
нологий и подходов. В данной работе описывается 
постановка задачи создания семантических мета-
данных на основе текстов на русском языке и 
предлагается алгоритм решения этой задачи. 
 
Постановка задачи 
Под документом Di будем понимать фраг-
мент текста на естественном языке. 
Семантическое метаописание документа 
строится согласно онтологии предметной обла-
сти O, представляющей собой набор понятий Ci, 
связанных между собой отношениями Ri. Также в 
онтологию предметной области входят экземпля-
ры объектов Ei. Понятия, отношения и экземпля-
ры имеют одну или более текстовых меток Ti. 
Текстовая метка Ti элемента онтологии – слово 
либо словосочетание естественного русского язы-
ка, соответствующее некоторому элементу онто-
логии.  
Для построения базового семантического ме-
таописания на основе текста документа для каж-
дого его предложения Li формируется сеть эле-
ментов документа, представляющая собой граф, 
состоящий из множества вершин Wi и соединяю-
щих их рѐбер Li. Элементарная сеть представляет 
результат синтаксического анализа и дополни-
тельных семантических трансформаций дерева 
синтаксических зависимостей между словами в 
отдельном предложении. Вершинами Wi сети 
элементов являются сущности, встречающиеся в 
предложении, а рѐбра Li представляют собой се-
мантические отношения между сущностями.  
Сети элементов предполагается получать из 
результатов синтаксического разбора текстов на 
естественных языках.  
Задача синтаксического разбора текстов на 
данный момент в различной степени решена для 
русского [6,7] и английского [3,4,5] языка. Также 
существуют работы по синтаксическому разбору 
текстов на французском, норвежском, корейском 
и греческом [4], а также  испанском и японском 
[4,5] языках. В данной работе рассматривается 
частный случай с русским языком. 
 
Семантическое метаописание – это набор 
извлечѐнных из предложений документа RDF-
триплетов Ti, представляющих собой кортежи 
вида <Si,Pi,Oi>, где Si включен в объединение Ci и 
Ei, Pi включен в Ri, а Oi включен в объединение Ci 
и Ei. 
Поскольку для анализа документа необходимо 
использовать онтологию соответствующей пред-
метной области, возникает необходимость опре-
деления предметной области документа. Для 
определения предметной области предлагается 
использовать наивный байесовский классифика-
тор. Классом Ci в данном применении классифи-
катора будет считаться предметная область доку-
мента, а классифицирующим признаком Wi — 
вхождение в данный текст данного термина. Тогда 
вероятность принадлежности документа к пред-
метной области можно вычислить по формуле  
 
 
где Z = 1/n, а p(Ci) и p( Wi|Ci) получаются путѐм 
анализа обучающего набора документов на этапе 
предварительной настройки классификатора.  
Решаемой задачей является получение на ос-
нове текста на русском языке его семантического 
метаописания. процесс построения семантическо-
го метаописания 
Для построения метаописания предполагается 
использовать редактор метаописаний, который 
позволяет пользователю создавать метаописания в 
полу-ручном режиме с использованием онтологи-
ческого инструментария. Построение метаописа-
ния производится с применением онтологии 
предметной области, а также базы знаний. 
Для этого, вначале производится предвари-
тельный анализ текста. 
Производится семантический анализ текста, 
преобразующий текст в слова с номером их 
начальных символов, смысловые связи между 
словами, обнаруженные и преобразованные в RDF 
триплеты. 
Подсчитывается количество вхождений слов в 
текст. При этом не учитываются так называемые 
«стоп-слова» (предлоги, союзы и частицы). 
Остальные слова нормализуются и подсчитывает-
ся количество вхождений нормы слова.  
Составляется ранговое распределение слов в 
документе. Слова с одинаковым количеством 
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вхождений объединяются в классы, которые затем 
нумеруются в порядке убывания количества 
вхождений слов-членов класса в тексте, начиная с 
1. [8] 
Производится сопоставление важных для до-
кумента слов с терминами из онтологии предмет-
ной области и базы зныний. 
Производится поиск класса, слова в котором 
являются значимыми для текста, с наибольшим 
номером. Все классы, идущие после него, отсеи-
ваются. [8]  
Выставляется первичное значение «веса» слов 
в документе. Оно равняется Nmax/Ni, где Nmax — 
количество вхождений слов первого ранга, а Ni — 
количество вхождений слова ti. [8] 
Производятся корректировки значений весов 
для упорядоченных пар слов, входящих в одни и 
те же триплеты либо предложения.  
Из множества выделенных из текста RDF-
триплетов выбираются триплеты-кандидаты, каж-
дая из позиций которых (субъект, предикат и объ-
ект) заняты в естественно-языковом представле-
нии вхождением метки (соответственно, субъект и 
объект – метками понятия либо экземпляра, а пре-
дикат – меткой свойства).  
 
После предварительного анализа текста, спи-
сок триплетов-кандидатов, а также список ключе-
вых слов документа и объектов онтологии и базы 
знаний, текстовые метки которых соответствуют 
ключевым словам, предоставляются пользователю 
для корректировки и формирования основы мета-
описания документа. Данный подход позволяет 
существенно ускорить формирование метаданных 
документа пользователем по сравнению с полно-
стью ручным формированием, при этом сохраняя 
высокую точность и полноту создаваемых мета-
данных.  
Разработанная методика позволяет создавать 
пригодные для использования в целях семантиче-
ского поиска метаданные документов. Дальней-
шее развитие системы предварительного разбора 
документа позволит формировать метаданные в 
полностью автоматическом режиме. 
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