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SURGERY OBSTRUCTIONS AND HEEGAARD FLOER HOMOLOGY
JENNIFER HOM, C¸AG˘RI KARAKURT, AND TYE LIDMAN
Abstract. Using Taubes’ periodic ends theorem, Auckly gave examples of toroidal and hyperbolic
irreducible integer homology spheres which are not surgery on a knot in the three-sphere. We give
an obstruction to a homology sphere being surgery on a knot coming from Heegaard Floer homology.
This is used to construct infinitely many small Seifert fibered examples.
1. Introduction
1.1. Background. A classical theorem due to Lickorish and Wallace states that every closed ori-
ented three-manifold can be expressed as surgery on a link in S3 [Lic62, Wal60]. Therefore, a
natural question is which three-manifolds have the simplest surgery presentations. More specifi-
cally, we ask which three-manifolds can be represented by surgery on a knot. There are a number of
obstructions that one can apply (with a range of effectiveness) to attempt to answer this question.
Since H1(S
3
p/q(K);Z)
∼= Z/p, one finds immediate homological obstructions to a manifold being
obtained by surgery on a knot (e.g., T3 and RP 3#RP 3 are not surgery on a knot). A more delicate
obstruction is the weight of the fundamental group; a three-manifold obtained by surgery on a
knot in S3 has weight one fundamental group (normally generated by a single element). Observe
that weight one groups necessarily have cyclic abelianization. Hence, this obstruction extends the
aforementioned homological obstruction.
A more topological obstruction can be found in the prime decomposition of the three-manifold.
A theorem of Gordon and Luecke [GL89] shows that if surgery on a non-trivial knot in S3 yields
a reducible manifold, one of the summands is necessarily a non-trivial lens space. In particular, a
reducible integer homology sphere can never be surgery on a knot. Boyer and Lines [BL90] give
an infinite family of prime Seifert fibered manifolds with weight one fundamental group which are
not surgery on a knot. Their proof requires two obstructions: the first comes from an extension
of the Casson invariant to homology lens spaces and the second comes from the linking form. In
particular, having non-trivial first homology was necessary in their proof.
Utilizing Taubes’ periodic ends theorem [Tau87], Auckly constructed examples of irreducible
integer homology spheres which are not surgery on a knot in S3, answering [Kir95, Problem 3.6(C)].
The first example was toroidal and shown to be homology cobordant to Σ(2, 3, 5)#−Σ(2, 3, 5) (or
equivalently, S3). This was then extended to give a hyperbolic example [Auc97]. However, as far as
the authors know, it is unknown whether Auckly’s examples have weight one fundamental group.
This is related to the question of Wiegold (see, for instance, [MK14, Problem 5.52]): does every
finitely-presented perfect group have weight one?
In [Sav02], it is asked if there are Seifert fibered homology spheres which are not surgery on a
knot. Note that every Seifert homology sphere is irreducible, so none of these are ruled out by the
Gordon-Luecke criterion. We answer this question affirmatively.
The first author was partially supported by NSF grant DMS-1307879.
The second author was partially supported by NSF grant DMS-1065178.
The third author was partially supported by NSF grant DMS-0636643.
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1.2. Main results.
Theorem 1.1. For p an even integer at least 8, let Yp denote the Seifert fibered integer homology
sphere Σ(p, 2p− 1, 2p + 1). The manifolds Yp satisfy:
(i) Yp is not surgery on a knot in S
3,
(ii) π1(Yp) is a weight one group,
(iii) Yp is surgery on a two-component link in S
3,
(iv) no Yp is smoothly rationally homology cobordant to Auckly’s example nor to each other
(regardless of orientation).
Theorem 1.1 is essentially proved in two steps. The first step consists of finding an obstruction in
Heegaard Floer homology to a homology sphere being surgery on a knot. The second step consists
of an analysis (but not complete computation) of the Heegaard Floer homology of the manifolds
Yp.
Before stating these results, we recall from [OS04, OS03a] that for a homology sphere, its Hee-
gaard Floer homology, HF+(Y ), is a Z-graded F[U ]-module, where F = Z/2 and U lowers degree
by 2. Further, HF+(Y ) admits a non-canonical decomposition
HF+(Y ) = T +d(Y ) ⊕HF
red(Y ),
where T +d(Y ) is the module F[U,U
−1]/U · F[U ] graded such that deg(1) = d(Y ) and HF red(Y ) is a
finite sum of cyclic modules. The (even) integer d(Y ), called the d-invariant or correction term, is
in fact an invariant of smooth rational homology cobordism. The main obstruction we will present
for a homology sphere being surgery on a knot is the following.
Theorem 1.2. Let Y be an oriented integer homology sphere such that Y = S31/n(K), for some
integer n and some knot K ⊂ S3. If d(Y ) ≤ −8, then U ·HF red0 (Y ) 6= 0.
Remark 1.3. Many others have previously used correction terms to obstruct manifolds from being
surgery on a knot (see, for instance, [Doi12, Corollary 5], [HW13, Theorem 4.4], [OS03a, Corollary
9.13, Section 10.2]).
Remark 1.4. It is known that d(S3) = 0. Since Auckly’s surgery obstruction required the man-
ifold to be homology cobordant to S3, any manifold one could obstruct from being surgery by
Theorem 1.2 could not be used for Auckly’s argument and vice versa.
Remark 1.5. It is straightforward to generalize Theorem 1.2 to obtain further restrictions of this
form on the Heegaard Floer homology of manifolds with highly negative correction terms obtained
by surgery on a knot in S3. Using such a variant, one can also show that the toroidal Seifert fibered
homology sphere Σ(2, 5, 19, 21) is not obtained by surgery on a knot.
In light of Theorem 1.2, we are interested in analyzing both the d-invariants of Yp and the
U -action on HF red(Yp).
Theorem 1.6. For p a positive, even integer, let Yp denote the Seifert fibered homology sphere
Σ(p, 2p − 1, 2p + 1), oriented as the boundary of a positive-definite plumbing. Then,
(i) d(Yp) = −p,
(ii) U ·HF red0 (Yp) = 0.
With this, we may easily prove Theorem 1.1.
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Proof of Theorem 1.1. (i): Notice that the property of a manifold being surgery on a knot in S3
is independent of orientation. Therefore, we work with Yp oriented as in Theorem 1.6. It is clear
that for p ≥ 8, Theorems 1.2 and 1.6 now show that Yp is not surgery on a knot in S
3.
(iii): Since Yp is a Seifert fibered space with 3 singular fibers, the result follows from [HW13,
Proposition 8.2]. Alternatively, one can directly verify that Yp is in fact obtained by surgery on the
(2, 2p) torus link with surgery coefficients −(p+ 1) and −(p− 1) (see Figure 1).
(iv): The result will follow quickly from the following two facts about the rational homology
cobordism invariant d: d(−Y ) = −d(Y ) and d(S3) = 0. First we recall that Auckly’s examples are
homology cobordant to Σ(2, 3, 5)# − Σ(2, 3, 5) and thus to S3. Now apply Theorem 1.6(i).
(ii): This part of the proof was shown to us by Cameron Gordon. We will show more generally
that the Brieskorn sphere Σ(p, q, r) has weight one fundamental group. Suppose that Z = Σ(p, q, r)
has normalized Seifert invariants e0,
p′
p ,
q′
q ,
r′
r (see, for instance, [Sav02]). Then, we have
π1(Z) = 〈x, y, z, h | h is central, x
p = hp
′
, yq = hq
′
, zr = hr
′
, xyzhe0 = 1〉.
We claim that π1(Z) is normally generated by h
e0xy. We will show π1(Z)/〈〈h
e0xy〉〉 is trivial. In
this quotient, z = 1, so we have
π1(Z)/〈〈h
e0xy〉〉 ∼= 〈x, y, h | h is central, xp = hp
′
, yq = hq
′
, hr
′
= 1, he0xy = 1〉.
Therefore, we can rewrite this as
π1(Z)/〈〈h
e0xy〉〉 ∼= 〈x, h | h is central, xp = hp
′
, (x−1h−e0)q = hq
′
, hr
′
= 1〉.
In particular, π1(Z)/〈〈h
e0xy〉〉 is abelian. However, since Σ(p, q, r) is an integer homology sphere,
π1(Z) is a perfect group, and thus so is π1(Z)/〈〈h
e0xy〉〉. Therefore, π1(Z)/〈〈h
e0xy〉〉 is a perfect
abelian group, and thus trivial. This completes the proof. 
p
−(p+ 1) −(p− 1)
Figure 1. The manifold Yp presented as surgery on a two component torus link.
The box indicates p positive full twists.
We are also able to say something for arbitrary homology spheres. Recall that any reducible
homology sphere is not surgery on a knot in S3. The argument of Gordon and Luecke which is
used to prove this result uses that the ambient manifold is S3. For any homology sphere Y , we are
able to construct infinitely many reducible manifolds which cannot be surgery on a knot in Y .
Theorem 1.7. Let Y be an integer homology sphere and let #kΣ(2, 3, 5) denote the connected sum
of k Poincare´ homology spheres with the same orientation. For k ≫ 0, the manifold #kΣ(2, 3, 5)
is not surgery on a knot in Y , regardless of orientation on Y .
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Remark 1.8. The reducibility of #kΣ(2, 3, 5) is not important for Theorem 1.7. What is necessary
is a family of integer homology spheres with unbounded d-invariants which are L-spaces (i.e.,
HF red = 0). The only known irreducible homology sphere L-spaces are S3 and the Poincare´
homology sphere.
Organization: Theorem 1.2 is proved in Section 2 by utilizing the mapping cone formula for
rational surgeries given in [OS11]. In Section 3, we study the plumbing diagrams of the manifolds
Yp and prove Theorem 1.6(i) using the algorithm of Ozsva´th-Szabo´ [OS03b]. In Section 4, we review
the algorithm given in [Ne´m05, CK12] to compute the Heegaard Floer homology of Seifert homology
spheres. In Section 5, we analyze HF+(Yp) and prove Theorem 1.6(ii). Finally, in Section 6, we
prove Theorem 1.7.
Acknowledgments
We would like to thank Matt Hedden for pointing out that a surgery obstruction could come
from comparing the reduced Floer homology with the correction terms. We would also like to thank
Cameron Gordon for supplying the proof of Theorem 1.1(ii).
2. Mapping cones
The goal of this section is to prove Theorem 1.2. Let Y be an integer homology sphere with
d(Y ) ≤ −8. Recall that we would like to see that if Y = S31/n(K), then U ·HF
red
0 (Y ) 6= 0. We first
restrict the possible values of n.
Lemma 2.1. If Y is an integer homology sphere such that d(Y ) < 0, then Y is not 1/n-surgery
on a knot for any n < 0.
Proof. Suppose that Y = S31/n(K), where n < 0. Then, it follows from [Auc97, Figure 8] that Y
is the boundary of a negative-definite four-manifold, X. Since Y is a homology sphere, [OS03a,
Corollary 9.8] implies d(Y ) ≥ 0. 
For the rest of this section, we only consider the case of 1/n-surgery on a knot K for n > 0.
The main tool is the rational surgery formula of Ozsva´th-Szabo´ [OS11]. We refer the reader to
[NW10] for a concise summary. We very briefly recall the main ingredients for notation without
much explanation.
As usual, let T + denote F[U,U−1]/U · F[U ]. For each s ∈ Z, Ozsva´th and Szabo´ associate to
K a relatively-graded F[U ]-module As, which is isomorphic to the Heegaard Floer homology of
a large positive surgery on K in a certain Spinc structure. Further, associated to each s, there
are two graded, module maps vs, hs : As → T
+, which represent maps coming from certain Spinc
cobordisms. Each As admits a splitting As ∼= T
+ ⊕Areds , where T
+ is the image of UN for N ≫ 0
and Areds = ⊕
m
i=1F[U ]/U
ki . When it will not cause confusion, for n ≥ 0, we may write U−n to
mean the corresponding element of T + ⊂ As. Although As is not a module over F[U,U
−1], we
will further abuse notation and for an element a ∈ T + ⊂ As, we write U
−ka to mean the unique
element in T + ⊂ As such that U
k · U−ka = a.
For each s, we have that
vs|T +(x) = U
Vsx
for some non-negative integer Vs. Similarly,
hs|T +(x) = U
Hsx
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for some non-negative integer Hs. Note that each of these maps is surjective. We will need the
following important properties of these integers (see [Ras03, Section 7], [HLZ13, Lemma 2.5], and
[NW10, Proposition 1.6]):
Hs = V−s, (2.1)
Vs − 1 ≤ Vs+1 ≤ Vs, (2.2)
Hs = Vs + s, (2.3)
d(S31/n(K)) = −2V0 = −2H0. (2.4)
From this information, we can compute the Heegaard Floer homology of S3p/q(K) for any rational
p/q ∈ Q. We will restrict our attention to the case of S31/n(K), for n > 0. For each s, consider
n copies of As, denoted As,1, . . . , As,n. Further, for each s ∈ Z and 1 ≤ i ≤ n, define Bs,i = T
+.
For an element x in As,i or Bs,i, we may write this element as (x, s, i) to keep better track of the
indexing. We will also write k (mod n) to refer to the specific representative between 1 and n.
Define the map
Φ1/n :
⊕
s∈Z,1≤i≤n
As,i →
⊕
s∈Z,1≤i≤n
Bs,i
by
Φ1/n(x, s, i) = (vs(x), s, i) + (hs(x), s +
⌊
i
n
⌋
, i+ 1 (mod n)).
We define an absolute grading on the mapping cone of Φ1/n (where the As,i and Bs,i are given
trivial differential) by requiring that the element 1 ∈ B0,1 has grading −1 and that Φ1/n lowers
grading by 1. We remark that the indexing we are using is expressed differently than in [OS11].
Theorem 2.2 (Ozsva´th-Szabo´, [OS11, Theorem 1 and Section 7.2]). The homology of the mapping
cone of Φ1/n is isomorphic to HF
+(S31/n(K)). This isomorphism respects the absolute gradings
and the F[U ]-module structure.
Remark 2.3. Theorem 2.2 is not quite stated as in [OS11]. Their theorem instead establishes an
isomorphism between Heegaard Floer homology and the cone of a chain map whose induced map
on homology is Φ1/n. In general, for a nullhomologous knot in an arbitrary three-manifold, one
cannot compute Heegaard Floer homology of surgeries by looking at the cone of the induced map
on homology. However, for knots in S3 (or any L-space), one may compute the homology of the
cone of Φ1/n to obtain the desired result.
With this, we are nearly ready to give the proof of Theorem 1.2. First, we make an observation
about HF red. Recall that HF red(Y ) is defined to be HF+(Y )/Im(UN ) for N ≫ 0. Note that
if a ∈ HF+k−2(Y ) is of the form Ub for some b ∈ HF
+
k (Y ) and a is not in Im(U
N ) for N ≫ 0,
then U ·HF redk (Y ) 6= 0. From this and Theorem 2.2, it is straightforward to see that the following
proposition implies Theorem 1.2.
Proposition 2.4. Let K ⊂ S3 and let Y = S31/n(K) for some positive integer n. If d(Y ) ≤ −8,
then there exist cycles x and y in the cone of Φ1/n such that
(i) x, y are non-zero in homology,
(ii) y = Ux,
(iii) gr(x) = 0,
(iv) for N ≫ 0, the element y is not homologous to UNz for any cycle z.
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Proof. For notation, we let X denote the mapping cone of Φ1/n and denote by B the submodule⊕
s,1≤i≤nBs,i. Also, let d = d(Y ). Thus V0 = H0 = −
d
2 by (2.4). Since d ≤ −8, it follows that
V0 ≥ 4. By (2.2), we have that V1 ≥ 3 and V2 ≥ 2.
We first consider the case when n = 1. In this case, we remove the index i used in the As,i
and Bs,i. Let x = U
1−V2 in A2 and let y = Ux. Note that x and y are both non-zero in A2 since
V2 ≥ 2. We have that v2(x) = 0, since v2 restricted to T
+ ⊂ A2 is multiplication by U
V2 . We also
have h2(x) = 0, since h2 restricted to T
+ ⊂ A2 is multiplication by U
H2 and H2 = V2+2 by (2.3).
Hence, x is a cycle in X. Since Φ1/n is an F[U ]-module map, y = Ux must be a cycle in X as well.
We now show that x and y satisfy the conditions of the proposition.
(i) Since the image of the differential on X is contained in B and x is a non-trivial element in
A2, the cycle x is non-zero in the homology of X. Similarly, y is non-zero in the homology
of X.
(ii) By the definition of y, we have that y = Ux.
(iii) Let zs denote the lowest graded non-zero element of T
+ ⊂ As. Note that vs(U
−Vszs) =
hs−1(U
−Hs−1zs−1) and this image is the lowest graded non-zero element in Bs. We claim
that gr(z0) = −2V0 = d. This follows since v0(U
−V0z0) is the lowest graded non-zero
element in B0, v0 lowers grading by one, and the grading of the lowest graded non-zero
element in B0 is −1.
We have that
gr(zs) = gr(zs−1) + 2(Hs−1 − Vs),
since vs(U
−Vszs) = hs−1(U
−Hs−1zs−1), and vs and hs−1 both lower grading by one.
Then
gr(z2) = gr(z1) + 2(H1 − V2)
= gr(z0) + 2(H0 − V1) + 2(H1 − V2)
= gr(z0) + 2H0 + 2(H1 − V1)− 2V2
= d− d+ 2− 2V2
= 2− 2V2,
where the penultimate equality follows from (2.3) and (2.4). Since z2 = U
V2−1x and U
lowers grading by two, it follows that gr(x) = 0, as desired.
(iv) We would like to show that for large N , y is not homologous to UNw for any cycle w in
X. Consider U−Ny ∈ T + ⊂ A2 for N ≫ 0. Note that U
−Ny = U2−V2−Nz2 ∈ A2. Then
v2(U
−Ny) = U2−N ∈ B2 ∼= T
+. In particular, U−Ny is not in the kernel of the differential
on X. Note that
h1(U
2−H1−Nz1) = U
2−N ∈ B2.
Moreover, if we choose N greater than
max
s=1,2
{
min{n | Un · Areds = 0}
}
,
then we claim any other element of X whose boundary could cancel with U2−N ∈ B2 has
projection onto A1 given by U
2−H1−Nz1 ∈ A1. Indeed, by our choice of N , there are no
other non-zero elements of A1 or A2 in this grading; further, for an element not contained
in A1 or A2, its boundary cannot be contained in B2. Observe that such an N exists since
Areds is finite-dimensional as an F-vector space. Therefore, if a cycle in X has projection
onto A2 given by U
−Ny, then it has projection onto A1 given by U
2−H1−Nz1.
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Now, suppose that w is a cycle in X such that UNw is homologous to y. Then w has
projection onto A2 given by U
−Ny. Thus, the projection of w onto A1 must be U
2−H1−Nz1.
Observe that 2−H1 < 0, since H1 = V1+1 and V1 ≥ 3 by (2.2), (2.3), and (2.4). Thus, we
have that UN · U2−H1−Nz1 6= 0. This implies that U
Nw has non-trivial projection to A1.
Since the image of the differential on X is contained in B and y ∈ A2, the cycle y cannot
be homologous to an element with non-trivial projection to A1. Hence y is not homologous
to UNw.
This completes the proof of the proposition when n = 1.
The proof when n > 1 is similar. Let x = U1−V1 ∈ T + ⊂ A1,2 and let y = Ux ∈ A1,2. As above,
it is straightforward to show that x and y are both non-zero in the homology of X. Thus, (i) and
(ii) hold. We proceed to show that x and y satisfy (iii) and (iv); the arguments are similar to the
n = 1 case above.
(iii) Let zs,i denote the lowest graded element of T
+ ⊂ As,i. Note that gr(z0,1) = d. For
1 ≤ i ≤ n,
gr(zs,i) = gr(zs,1) + 2s(i− 1), (2.5)
since
• hs(U
−Hszs,i) = vs(U
−Vszs,i+1) for 1 ≤ i ≤ n− 1
• vs and hs both lower grading by one
• Hs − Vs = s.
We also have that
gr(z1,1) = gr(z0,n) + 2(H0 − V1), (2.6)
since v1(U
−V1z1,1) = h0(U
−H0z0,n). Then, by (2.5) and (2.6),
gr(z1,2) = gr(z1,1) + 2
= gr(z0,n) + 2(H0 − V1) + 2
= gr(z0,1) + 2(H0 − V1) + 2
= d− d− 2V1 + 2
= −2V1 + 2.
Since z1,2 = U
V1−1x, it follows that gr(x) = 0, as desired.
(iv) Consider U−Ny ∈ T + ⊂ A1,2 for N ≫ 0. Note that U
−Ny = U2−V1−Nz1,2 ∈ A1,2. Then
v1(U
−Ny) = U2−N ∈ B1,2 ∼= T
+. In particular, U−Ny is not in the kernel of the differential
on X. Moreover, if we choose N greater than
max
i=1,2
{
min{n | Un · Ared1,i = 0}
}
,
then any other element whose boundary could cancel with U2−N ∈ B1,2 has projection onto
A1,1 given by U
2−H1−Nz1,1, since
h1(U
2−H1−Nz1,1) = U
2−N ∈ B1,2.
Suppose that w is a cycle in X such that UNw is homologous to y. Then the projection of
w onto A1,1 must be U
2−H1−Nz1,1. As discussed above, H1 = V1 + 1 and V1 ≥ 3, and so
2 − H1 < 0. Thus, U
N · U2−H1−Nz1,1 6= 0 and therefore, U
Nw has non-trivial projection
onto A1,1. In particular, y is not homologous to U
Nw, since the image of the differential on
X is contained in B.
This completes the proof of the proposition. 
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3. Plumbings
Recall that Yp = Σ(p, 2p − 1, 2p + 1), where we have oriented Yp such that it bounds a positive-
definite plumbing. In this section we determine explicitly the negative-definite plumbing whose
boundary is −Yp. We will use this plumbing to compute the correction term of Yp and hence prove
Theorem 1.6 (ii).
−p
−2 −2 −2 −2 −2 −2 −2
2p vertices2p− 2 vertices
Figure 2. The plumbing graph for −Yp.
Proposition 3.1. For every p ≥ 2, −Yp bounds the four-manifold Xp which is the plumbing of
disk bundles over spheres intersecting according to the graph in Figure 2.
Proof. Since Yp bounds a positive-definite plumbing, clearly −Yp bounds a negative definite plumb-
ing. Furthermore, since Yp has three singular fibers, this plumbing graph will have three arms. We
follow the recipe given in [Sav02, Example 1.11] to find this plumbing. We look for the unique
integers e0, p
′, q′, r′ solving
e0p(2p − 1)(2p + 1) + p
′(2p − 1)(2p + 1) + q′p(2p + 1) + r′p(2p− 1) = −1,
with p > p′ ≥ 1, 2p − 1 > q′ ≥ 1, and 2p + 1 > r′ ≥ 1. It can be checked that the solution is given
by e0 = −2, p
′ = 1, q′ = 2p− 2, and r′ = 2p. The number e0 is the weight of the central vertex.
Given integers m > n > 1, there exists a unique sequence of integers a1, . . . , ak with ai > 1 for
all i = 1, . . . , k, satisfying
m
n
= a1 −
1
a2 −
1
· · · −
1
ak
.
This is called the continued fraction expansion of mn , and we denote it by
m
n = [a1 : a2 : · · · : ak].
We now look at the continued fraction expansions of pp′ ,
q
q′ , and
r
r′ , which determine the negative
weights of the vertices on each branch. We have
p
1
= [p],
2p− 1
2p− 2
= [2 : 2 : · · · : 2︸ ︷︷ ︸
2p−2
], and
2p+ 1
2p
= [2 : 2 : · · · : 2︸ ︷︷ ︸
2p
].
Hence the result follows. 
We restate Theorem 1.6(ii) as the following proposition.
Proposition 3.2. For p even, we have that d(Yp) = −p.
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Proof. Let Xp denote the four-manifold given in Figure 2. By Proposition 3.1 we know ∂Xp = −Yp.
A result of Ozsva´th and Szabo´ [OS03b, Corollary 1.5] says that the correction term of −Yp can be
computed using the intersection form on H2(Xp,Z) as follows. Let Char(Xp) denote the set of all
characteristic cohomology classes. Recall that K ∈ H2(Xp,Z) is characteristic if K · [v] + [v]
2 ≡
0 (mod 2) for every vertex v of the plumbing graph. Next we note that the number of vertices in
the plumbing graph is 4p. Then the correction term of −Yp at its unique Spin
c structure is given
by
d(−Yp) = max
{K∈Char(Xp)}
K2 + 4p
4
. (3.1)
When p is even, Xp has even intersection form and thus K = 0 is a characteristic cohomology class.
Clearly K = 0 maximizes the above expression since the intersection form is negative definite.
Hence d(−Yp) = p in this case. Since d(−Yp) = −d(Yp) by [OS03a, Proposition 4.2], we have
obtained the desired result. 
Remark 3.3. Though we do not need this for our main argument, we would like to point out that
d(Yp) = −p+ 1 for odd p.
4. Graded roots
The purpose of the present section and the next one is to prove the following result which finishes
the proof of Theorem 1.6 when combined with Proposition 3.2.
Proposition 4.1. For every even integer p ≥ 4, we have that U ·HF red0 (Yp) = 0.
The proof uses the techniques of graded roots which were introduced by Ne´methi [Ne´m05] and
extensively studied in [CK12, KL13]. In this section we motivate and explain our strategy to prove
Proposition 4.1 and give the necessary background. The proof will be given in the next section.
4.1. Background.
Definition 4.2 (Ne´methi, [Ne´m05, Section 3.2]). A graded root is a pair (Γ, χ), where Γ is an
infinite tree, and χ is an integer-valued function defined on the vertex set of Γ satisfying the
following properties.
(i) χ(u)− χ(v) = ±1, if there is an edge connecting u and v.
(ii) χ(u) > min{χ(v), χ(w)}, if there are edges connecting u to v, and u to w.
(iii) χ is bounded below.
(iv) χ−1(k) is a finite set for every k.
(v) |χ−1(k)| = 1 for k large enough.
Up to an overall degree shift, every graded root can be described by a finite sequence as follows.
Let ∆ : {0, . . . , N} → Z be a given finite sequence of integers. Let τ∆ : {0, . . . , N + 1} → Z be the
unique solution of
τ∆(n + 1)− τ∆(n) = ∆(n), with τ∆(0) = 0.
For every n ∈ {0, . . . , N + 1}, let Rn be the infinite graph with vertex set Z ∩ [τ∆(n),∞) and the
edge set {[k, k+1] | k ∈ Z∩[τ(n),∞)}. We identify, for each n ∈ {0, . . . , N+1}, all common vertices
and edges in Rn and Rn+1 to get an infinite tree Γ∆. To each vertex v of Γ∆, we can assign a
grading χ∆(v) which is the unique integer corresponding to v in any Rn to which v belongs. Clearly
many different sequences can give the same graded root. For example the elements n ∈ {0, . . . , N}
where ∆(n) = 0 do not affect the resulting graded root.
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Associated to a graded root (Γ, χ) is a graded F[U ]-module H(Γ); we omit the grading function
from the notation. As an F-vector space, H(Γ) is generated by the vertices of Γ. Further, the
grading of a vertex, v, is given by 2χ(v). Finally, U · v is defined to be the sum of vertices w which
are connected to v by an edge and satisfy χ(w) = χ(v)− 1.
4.2. Strategy of the proof. To a large family of plumbed manifolds, Ne´methi associates a graded
root whose corresponding module is isomorphic to Heegaard Floer homology up to a grading shift
[Ne´m05]. In [CK12], Ne´methi’s method is simplified for Seifert homology spheres. Before describing
this method in Section 4.3, we begin with an example to illustrate the process. This will also enable
us to explain the strategy for the proof of Proposition 4.1.
For simplicity, we will construct the graded root for Y3 = Σ(3, 5, 7) and consequently compute
its Heegaard Floer homology. While Y3 does not have p even, this computation will still lend
insight into the family of computations we are interested in. We consider the number NY3 =
(3× 5× 7)− (3× 5)− (3× 7)− (5× 7) = 34. We look at the elements of the semigroup generated
by (3 × 5), (3 × 7), (5 × 7), that lie in the interval [0, NY3 ]. The relevant semigroup elements are
SY3 = {0, 15, 21, 30}. Let QY3 = {NY3 −x | x ∈ SY3} = {4, 13, 19, 34}, and XY3 = SY3 ∪QY3 . Define
the function ∆Y3 : XY3 → {−1, 1} to have value +1 on SY3 and −1 on QY3 . We rewrite the ordered
set XY3 , indicating the places where ∆Y3 is +1 with boldface:
{0, 4, 13,15, 19,21,30, 34}.
We write ∆Y3 as an ordered set, recording in sequence, the value of ∆Y3 on each element of XY3 :
∆Y3 = 〈+1,−1,−1,+1,−1,+1,+1,−1〉.
We then combine the consecutive positive values and the consecutive negative values to write a
new sequence which produces the same graded root:
∆˜Y3 = 〈+1,−2,+1,−1,+2,−1〉.
We indicate the graded root ΓY3 in Figure 3. We can read off the Heegaard Floer homology of
Y3 up to a degree shift from its graded root. As relatively-graded modules, we have that HF
+(Y3)
is isomorphic to
H(ΓY3) = T
+
(−2) ⊕ F(−2) ⊕ F(0) ⊕ F(0).
Since d(Y3) = −2, we do not shift degrees. Hence, we have
HF+(Y3) = T
+
(−2) ⊕ F(−2) ⊕ F(0) ⊕ F(0).
−1
0
1
2
3
(−2)
(0)
(2)
(4)
(6)
Figure 3. The graded root associated to Y3 = Σ(3, 5, 7). The grading of each
vertex v is written in the form χ(v), (absolute grading).
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We repeat the same process for p = 4 and p = 5. The resulting delta sequences are
∆˜Y4 = 〈1,−6, 1,−2, 1,−2, 1,−2, 2,−1, 2,−1, 2,−1, 6,−1〉,
∆˜Y5 = 〈1,−12, 1,−3, 1,−6, 1,−3, 2,−2, 1,−2, 1,−2, 2,−2, 2,−1, 2,−1, 2,−2, 3,−1, 6,−1, 3,−1, 12,−1〉.
See Figure 4 for the corresponding graded roots. Since d(Y4) = −4 and d(Y5) = −4, we shift degrees
to convert H(ΓYp) to HF
+(Yp).
(−4)
(−2)
(0)
(2)
(4)
(6)
(8)
(10)
(12)
(14)
(16)
(18)
(20)
(22)
(40)
(42)
Figure 4. Graded roots associated to Y4 and Y5. Gradings shown correspond to
the absolute grading on Heegaard Floer homology.
Let us observe why U · HF red0 (Yp) = 0 when p = 3, 4, 5 using these graded roots. From the
description of the U -action on the homology of a graded root Γ, we see that the dimension of
ker(U)n is the number of branches ending at degree n whereas dimHn(Γ) is the number of vertices
in degree n. From the pictures of the graded roots of ΓYp we clearly see that there is exactly one
degree 0 vertex which is not the end of a branch; this vertex is in the image of UN for N ≫ 0.
Since HF red(Yp) is the cokernel of U
N for N ≫ 0, we have U ·HF red0 (Yp) = 0 for p = 3, 4, 5.
In order to prove Proposition 4.1 in general, we need to see a pattern in the graded roots of
Yp. Repeating the graded root computation for a few more values reveals that the bottom of the
graded root of Yp shows one of the patterns indicated in Figure 5, depending on the parity of p.
We call these “sub-graded roots” creatures and denote them by ΓCp . Proposition 4.1 reduces to
showing that the bottom of each graded root is the creature ΓCp . In order to formalize and prove
this we are going to need abstract delta sequences which were introduced in [KL13].
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0
1
ξ
ξ − 1
−ξ − 1
−ξ
−ξ + 1
C2ξ+1 C2ξ+2
−1
Figure 5. Creatures ΓCp as sub-graded roots of the graded roots associated to Yp.
Gradings are χ values.
4.3. Delta sequences. Recall from [KL13] that an abstract delta sequence is a pair (X,∆), where
X is a well-ordered finite set, and ∆ : X → Z−{0} which is positive at the minimal element of X.
These objects codify graded roots via the method described in Section 4.1.
We review the description of the abstract delta sequence (XY ,∆Y ) which is associated to an
arbitrary Brieskorn sphere Y = Σ(p, q, r). Let NY = pqr − pq − pr − qr, and let SY denote the
intersection of the the interval [0, NY ] with the semigroup generated by pq, pr, and qr. Define the
set QY := {NY − s | s ∈ SY }, and let XY = SY ∪QY . It turns out that SY and QY are disjoint.
Define ∆Y : XY → {−1, 1} which takes the value +1 on SY , and −1 on QY . Thus, we have x ∈ SY
if and only if NY − x ∈ QY and ∆Y (x) = −∆Y (NY − x) for x ∈ XY . The significance of this
abstract delta sequence is the following.
Theorem 4.3 ([CK12, Theorem 1.3], [Ne´m05, Section 11], and [OS03b, Theorem 1.2]). Let Y =
Σ(p, q, r), oriented as the boundary of a positive-definite plumbing, and let ΓY be the graded root
associated to the abstract delta sequence (XY ,∆Y ) defined above. Then, as relatively-graded F[U ]-
modules, H(ΓY ) ∼= HF
+(Y ).
4.4. Refining and merging delta sequences. One can define operations on abstract delta se-
quences which do not change the corresponding graded root. Two such operations are refinement
and merging which we now define. Let (X,∆) be a given abstract delta sequence. Suppose there
exists a positive integer t ≥ 2 and an element z of X such that |∆(z)| ≥ t. Pick integers n1, . . . , nt,
all of which have the same sign as ∆(z), and satisfy n1 + · · · + nt = ∆(z). From this we construct
a new delta sequence. Remove z from X and put t consecutive elements z1, . . . , zt in its place to
get a new ordered set X ′. Define ∆′ : X ′ → Z, such that ∆′(x) = ∆(x), for all x ∈ X \ {z}, and
∆′(zi) = ni, for all i = 1, . . . , t. We say that the delta sequence (X
′,∆′) is a refinement of (X,∆)
at z, and conversely (X,∆) is the merge of (X ′,∆′) at z1, . . . , zt.
Definition 4.4. An abstract delta sequence is said to be reduced if it does not admit any merging
(hence there are no consecutive positive or negative values of ∆). An abstract delta sequence is
called expanded if it does not admit any refinement (hence every value of delta is ±1).
Clearly every delta sequence admits unique reduced and expanded forms. Note that the abstract
delta sequences of Brieskorn spheres are in expanded form.
4.5. Successors and predecessors. Let (X,∆) be an abstract delta sequence. Denote by S
(respectively Q) the set of all elements in X where ∆ is positive (respectively negative). For
SURGERY OBSTRUCTIONS AND HEEGAARD FLOER HOMOLOGY 13
x ∈ X, we define its positive successor suc+(x) = min{x
′ ∈ S | x < x′} (respectively negative
successor suc−(x) = min{x
′ ∈ Q | x < x′}). In other words, suc±(x) is the first positive/negative
element of the delta sequence after x. Should suc±(x) not exist, we treat it as an auxiliary element
which is larger than any element in X. Note that (X,∆) is in reduced form if and only if for all
x ∈ S, x < suc−(x) ≤ suc+(x) and for all x ∈ Q, x < suc+(x) ≤ suc−(x). We have the analogous
notions, pre±(x), which are the predecessors.
For x ∈ S, define
π+(x) = max{z ∈ S | z < suc−(x)} and π−(x) = min{z ∈ S | z > pre−(x)}.
Similarly, for y ∈ Q, we have
η+(y) = max{z ∈ Q | z < suc+(y)} and η−(y) = min{z ∈ Q | z > pre+(y)}.
For a, b ∈ X with a < b, let [a, b]X denote the set {z ∈ X | a ≤ z ≤ b}. Clearly, [π−(x), π+(x)]X (re-
spectively [η−(y), η+(y)]X) is the maximal set of all consecutive elements of X which are contained
in S (respectively Q) which contains x (respectively y).
We describe an explicit model for the reduced form of (X,∆), denoted (X˜, ∆˜) such that X˜ ⊂ X.
This is done as follows. Define S˜ = {π+(x) | x ∈ S} (i.e., the largest endpoints of each maximal
interval of elements with positive values) and Q˜ = {η−(y) | y ∈ S}. We then merge each x ∈
[π−(x), π+(x)]X (respectively y ∈ [η−(y), η+(y)]X) with π+(x) (respectively η−(y)). Consequently,
if ∆ is expanded, we have that ∆˜(π+(x)) = #[π−(x), π+(x)]X and ∆˜(η−(y)) = −#[η−(y), η+(y)]X .
When discussing the reduced form of (X,∆), we will always assume we are working with this
explicit model for the reduced form of (X,∆). There is also an obvious quotient from X to X˜ given
by x 7→ π+(x) for x ∈ S and y 7→ η−(y) for y ∈ Q. We will sometimes not distinguish between an
element of X and its representative in X˜. The reason for this is that if x < y or y < x in X, for
x ∈ S and y ∈ Q, then the same inequality holds for their images in X˜.
Let Y be a Brieskorn sphere. We would like to study the reduced form (X˜Y , ∆˜Y ) of the delta
sequence (XY ,∆Y ) according to the above model. First we point out that NY − x ∈ X˜Y whenever
x ∈ X˜Y . Moreover, it follows from the construction that ∆˜Y (NY − x) = −∆˜Y (x) for x ∈ X˜Y .
Finally we have the following.
Proposition 4.5. For a Brieskorn sphere Y , we have that 0 and NY are both contained in X˜Y .
Proof. Let Y = Σ(p, q, r) be a Brieskorn sphere. Let x0 denote the minimum of {pq, pr, qr}.
Throughout this proof, all successors and predecessors are taken with respect to XY and not X˜Y .
Note that suc+(0) = x0. Let y denote the maximal element of S(pq, pr, qr) less than NY . Then
suc−(0) = NY −y. Since x0 is the smallest generator of S(pq, pr, qr), gaps between any two elements
of this semigroup are less than or equal to x0. Since NY 6∈ S(pq, pr, qr), we have NY − y < x0 by
definition of y. Hence, we have 0 < suc−(0) < suc+(0) which implies π+(0) = 0. Therefore 0 ∈ X˜Y .
Consequently, NY − 0 = NY ∈ X˜Y . 
4.6. Tau functions and sinking delta sequences. Given an abstract delta sequence (X,∆),
one defines the well-ordered set X+ := X ∪ {z+} where z+ > z for all z ∈ X, and a function
τ∆ : X
+ → Z, as in Section 4.1, with the following formula
τ∆(z) =
∑
w∈X
w<z
∆(w), for all z ∈ X+.
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We call τ∆ the tau function of the delta sequence (X,∆). An important part of the study of abstract
delta sequences is to detect where their tau functions attain their absolute minimum. Below we
define a class of delta sequences whose tau functions have easily detectable minimum.
Definition 4.6. Let (X,∆) be an abstract delta sequence and let (X˜, ∆˜) be its reduced form. We
say that (X,∆) is sinking if
(i) the maximal element zmax of X belongs to Q,
(ii) for every element x ∈ S˜, we have ∆˜(x) ≤ |∆˜(suc−(x))|, and
(iii) ∆˜(pre+(zmax)) < |∆˜(zmax)|.
Proposition 4.7. The tau function of a sinking delta sequence attains its absolute minimum at
the last element and nowhere else.
Proof. Follows from the definition. 
We will also need certain dimension formulas for H(Γ∆), regardless of whether (X,∆) is sinking.
We find it convenient to work in the reduced form. Let (X,∆) be a given abstract delta sequence
and let (X˜, ∆˜) be its reduced form. Let τ˜ : X˜+ → Z be the tau function of the reduced sequence.
For any z ∈ X˜+ other than the minimal element, let pre(z) denote the immediate predecessor of z
in X˜+ (i.e., pre−(z) if z ∈ S˜ and pre+(z) if z ∈ Q˜). Denote by zmin the minimal element of X˜
+.
Proposition 4.8. We have
(i) dim(H0(Γ∆)) = #{z ∈ X˜
+ \ {zmin} | τ˜ (pre(z)) > 0 and τ˜(z) ≤ 0}+ 1,
(ii) dim(kerU)0 = #{z ∈ X˜
+ \ {zmin} | τ˜(pre(z)) > 0 and τ˜(z) = 0}+ 1.
Proof. As we noted before, passing to the reduced form does not change the graded root. The proof
follows from the construction of the graded root Γ∆ and the description of the U -action on H(Γ∆).
First of all dim(H0(Γ∆)) is the total number of vertices with degree 0. Now recall the construction
of the graded root from the tau function given in Section 4.1. Since ∆˜ is reduced, each time
τ˜(pre(z)) > 0 and τ˜(z) ≤ 0 happens, we create a new vertex of degree 0. Since τ˜(zmin) = 0, we
have one more vertex of degree 0.
By the description of this U -action, dim(kerU)0 equals the number of valency one vertices on
Γ∆ which have degree 0. Each time τ˜(pre(z)) > 0 and τ˜(z) = 0, happens we create such a vertex.
We need to add one to include the vertex corresponding to zmin. 
4.7. Symmetric delta sequences. We see an obvious symmetry in Figures 3 and 4. In fact this
symmetry more generally holds for the graded roots of Seifert homology spheres. The purpose of
the next two definitions is to characterize those delta sequences whose graded roots are symmetric.
To simplify the description, we shall use the notation f = 〈k1, k2, . . . , kn〉 to denote the function
f : X → Z, whose value is k1 at the minimal element of X, then k2 at the successor of the minimal
element, et cetera.
Definition 4.9. Given an abstract delta sequence ∆ = 〈k1, . . . , kn〉, we define the following
(i) negation, −∆ = 〈−k1, . . . ,−kn〉,
(ii) reverse, ∆ = 〈kn, . . . , k1〉.
Note that neither the negation nor the reverse of an abstract delta sequence need be an abstract
delta sequence. If ∆1 = 〈k1, . . . , kn〉 and ∆2 = 〈ℓ1, . . . , ℓm〉 are abstract delta sequences we define
their join by
∆1 ∗∆2 = 〈k1, . . . , kn, ℓ1, . . . , ℓm〉.
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Definition 4.10. Let
∆ = 〈k1, . . . , kn〉
be an abstract delta sequence. The symmetrization of ∆ is the following abstract delta sequence
∆Sym := ∆ ∗ −∆ = 〈k1, . . . , kn,−kn, . . . ,−k1〉.
Remark 4.11. Since x ∈ SY if and only NY − x ∈ QY and ∆Y (x) = −∆Y (NY − x), we see that
NY /2 6∈ XY ; hence we have
∆Y = (∆Y |[0,NY /2])
Sym.
Further, observe that by the symmetry of ∆Y , if the maximal element of XY ∩ [0, NY /2] is an
element of SY (respectively QY ), then the minimal element of XY ∩ [NY /2, NY ] is an element of
QY (respectively SY ). Therefore, it follows that ∆˜Y = (∆˜Y |[0,NY /2])
Sym.
5. Semigroups and creatures
Having given the necessary background, we are now ready to prove Proposition 4.1. First we
formally define the creatures given in Figure 5, by indicating their delta sequences. Then we will
observe that Proposition 4.1 holds for the creature graded roots, which will be denoted ΓCp ; namely,
we will show U · Hred0 (ΓCp) = 0. Finally we shall prove a technical decomposition theorem which
essentially reduces the proof of Proposition 4.1 for Yp to checking that it holds for the creatures.
Throughout this section, let p be an even integer with p ≥ 4. We will often write p = 2ξ + 2.
Definition 5.1. For every p = 2ξ + 2 with ξ ≥ 1, the creature ΓCp is the graded root defined by
the symmetrization of the abstract delta sequence
∆Cp = 〈ξ,−ξ, (ξ − 1),−(ξ − 1), . . . , 2,−2, 1,−2, 1,−2, 2, . . . ,−(ξ − 1), (ξ − 1),−ξ, ξ,−(ξ + 1)〉.
Let p be given, and consider the creature graded root ΓCp and its homology H(ΓCp), which is an
F[U ]-module supported in even degrees (see Section 4.1 for the construction of H(Γ)).
Proposition 5.2. For p = 2ξ + 2 with ξ ≥ 1, we have that
dim(kerU)0 + 1 = dimH0(ΓCp).
Proof. Note that (∆Cp)
Sym is in reduced form and its tau function is given by
τ = 〈0, ξ, 0, ξ − 1, 0, ξ − 2, 0, . . . , 2, 0, 1,−1, 0,−2, 0, . . . ,−(ξ − 1), 0,−ξ, 0,−(ξ + 1), (5.1)
0,−ξ, 0,−(ξ − 1), 0, . . . ,−2, 0,−1, 1, 0, 2, 0, . . . , ξ − 1, 0, ξ, 0〉.
Let pre(z) denote the immediate predecessor of z, as in Proposition 4.8. From this we observe that
there is exactly one element that belongs to the set {z | τ(pre(z)) > 0 and τ(z) ≤ 0}, but does not
belong to the set {z | τ(pre(z)) > 0 and τ(z) = 0}. We underlined the value of the tau function at
this element in (5.1) above. Hence by Proposition 4.8, the proof follows. 
Let Yp = Σ(p, 2p − 1, 2p + 1). Let ∆Yp denote the corresponding abstract delta sequence as
described in Section 4.3, and let ∆˜Yp denote its reduced form. The proof of Proposition 4.1 will
follow from the following technical statement about ∆˜Yp .
Lemma 5.3. For every even integer p ≥ 4, we have the following decomposition
∆˜Yp = (∆Zp ∗∆Cp)
Sym,
where ∆Cp is the creature sequence given in Definition 5.1, and ∆Zp is a sinking delta sequence.
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Let us first see why the above lemma implies Proposition 4.1, and thus completes the proof of
Theorem 1.6.
Proof of Proposition 4.1. Consider the graded root ΓYp whose grading is shifted so that it agrees
with the absolute grading of HF+(Yp) (see Theorem 4.3). The decomposition in Lemma 5.3 implies
that the creature graded root ΓCp embeds into ΓYp as a subgraph. Moreover, Proposition 3.2 implies
that this embedding is in fact degree preserving. Since ∆Zp is sinking, by Proposition 4.7 and (5.1),
the minimum value of τ∆Zp is 0, which is the initial value of τ∆Cp , and is uniquely attained at the
maximal element of ∆Zp . Thus, we see that H≤0(ΓYp) = H≤0(ΓCp) as graded F[U ]-modules. By
Theorem 4.3 and Proposition 5.2, we see dimHF+0 (Yp) = dim(kerU)0+1. This implies the desired
result. 
The proof of Lemma 5.3 occupies the rest of the section. Let r± = p(2p ± 1) and w = (2p −
1)(2p + 1). Therefore, in order to study the abstract delta sequence for Σ(p, 2p − 1, 2p + 1), we
must work with the semigroup S(r−, r+, w) generated by r−, r+ and w. Ideally one would like to
describe explicitly the elements of S(r−, r+, w) ∩ [0, NYp ]. This set seems to be too complicated at
the moment. Instead we will only need an explicit description of S(r−, r+, w) ∩ [0, (p− 1)r+]; note
that (p− 1)r+ < NYp . We begin with an important subset of S(r−, r+, w) ∩ [0, (p − 1)r+].
Lemma 5.4. The intersection S(r−, r+)∩ [0, (p− 1)r+], as an ordered set, is given by the ordered
set
{0,
r−, r+,
2r−, r− + r+, 2r+,
3r−, 2r− + r+, r− + 2r+, 3r+,
...
(p− 1)r−, (p − 2)r− + r+, . . . , (p− 1)r+}.
Here we deliberately break the lines, so the pattern of the elements is visible.
Proof. First, it is clear that (p − 1)r+ ∈ S(r−, r+), and therefore is the maximal element. Next,
note that if a+ b = k and 1 ≤ a ≤ k and 1 ≤ b ≤ k, then since r− < r+,
ar− + (b− 1)r+ < (a− 1)r− + br+.
Therefore, to establish the order as given in the statement of the lemma, we just need to show
that as long as k ≤ (p − 1), we have kr+ < (k + 1)r−. This inequality is easily checked using the
definition r± = p(2p ± 1). 
Fact 5.5. Let a and b be positive integers. Observe that since w = r− + r+ − 1, the sequence of
elements of S(r−, r+, w)
(a−min{a, b})r− + (b−min{a, b})r+ +min{a, b}w,
(a−min{a, b} + 1)r− + (b−min{a, b}+ 1)r+ + (min{a, b} − 1)w,
...
(a− 1)r− + (b− 1)r+ + w,
ar− + br+
is consecutive in N. This will be used frequently throughout the proof.
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Before proceeding, we point out that if x ∈ SYp can be written as x = ar−+br++cw for some non-
negative integers a, b, and c, then this decomposition is unique by the Chinese remainder theorem.
Suppose now that a is a non-negative integer and b is a positive integer such that a + b ≤ p − 1.
Fact 5.5, combined with this observation about the unique representability of elements in SYp ,
implies
(a+ 1)r− + (b− 1)r+ <(a−min{a, b})r− + (b−min{a, b})r+ +min{a, b}w
... (5.2)
<(a− 1)r− + (b− 1)r+ + w,
<ar− + br+.
Combining Lemma 5.4 with (5.2) now gives a complete description of S(r−, r+, w)∩ [0, (p−1)r+].
Namely for each element x = ar− + br+ of the pyramid given in Lemma 5.4, we have min{a, b}
more consecutive elements preceding x. In particular, there are no elements of S(r−, r+, w) between
(k − 1)r+ and kr− for k ≤ p− 1.
We also point out two inequalities which will be used throughout the proof of Lemma 5.3:
(p− 1)r− + (p− 3)r+ < NYp , (5.3)
(p− 2)r− + (p− 2)r+ > NYp . (5.4)
The validity of these two inequalities can be checked directly from the definitions r± = p(2p ± 1)
and NYp = 4p
3 − 8p2 − p+ 1.
5.1. The proof of Lemma 5.3. In order to study ∆Yp we will find it more convenient to work with
its reduced form. We shall make use of the explicit model of the reduced form given in Section 4.5.
Hence, we will heavily rely on the notation introduced there. Recall that in order to determine the
reduced form, we must compute π±(x) for x ∈ SYp .
Lemma 5.6. Suppose that x ∈ SYp satisfies x = ar− + br+, where a, b ≥ 0, and that x ≤ 2r− +
(p− 3)r+. Then,
(i) x < NYp − (p − a− 1)r− − (p− b− 3)r+ < suc+(x)
(ii) [π−(x), π+(x)] ∩ SYp = {x−min{a, b}, . . . , x}, unless x = (p− 2)r+ or (p− 1)r−. In either
of these exceptional cases, we have [π−(x), π+(x)] ∩ SYp = {(p − 2)r+, (p− 1)r−}.
Proof. First, let
x′ =
{
(a− 1)r− + (b+ 1)r+ if a ≥ 1
(b+ 1)r− if a = 0.
One can check that x′ ≤ (p−1)r+. Hence we have by Lemma 5.4 and Fact 5.5 that x < x
′ and that
the elements of SYp strictly between x and x
′ are of the form x′ − i, for 1 ≤ i ≤ min{a − 1, b + 1}
and they are consecutive in XYp . Thus,
suc+(x) =
{
x′ −min{a− 1, b + 1} if a ≥ 1
x′ if a = 0.
Since the elements between suc+(x) and x
′ are consecutive in XYp (and SYp), if y ∈ QYp satisfies
y < x′, it must satisfy y < suc+(x). However, it is straightforward to verify that (5.3) and (5.4)
imply
x < NYp − (p− a− 1)r− − (p − b− 3)r+ < x
′. (5.5)
This completes the first part of the lemma.
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In fact, when b < (p−2), then p−a−1 ≥ 0 and p−b−3 ≥ 0, so we have found an element of QYp
between x and suc+(x), and thus π+(x) = x. When b ≥ (p− 2), since x ≤ 2r−+(p− 3)r+, we have
x = (p−2)r+ by Lemma 5.4. By (5.5), we do see (p−2)r+ < NYp−(p−1)r−+r+ < x
′ = (p−1)r−,
but it turns out that NYp − (p− 1)r−+ r+ is not of the form NYp − z, for any z ∈ SYp . We will deal
with this exceptional case shortly.
First, we would like to determine π−(x) in the generic case. By Fact 5.5, {x−min{a, b}, . . . , x}
is a consecutive subset of XYp which is contained in SYp . Let
x′′ =
{
(a+ 1)r− + (b− 1)r+ if b ≥ 1
(a− 1)r+ if b = 0.
By (5.2) and Lemma 5.4, we have that pre+(x −min{a, b}) = x
′′. Again, Lemma 5.4, (5.3), and
(5.4) imply
x′′ < NYp − (p− a− 2)r− − (p − b− 2)r+ < x.
Similar to above, when a < p − 1, we have that NYp − (p − a− 2)r− − (p − b− 2)r+ ∈ QYp , since
p − a − 2, p − b − 2 ≥ 0. In this case, π−(x) = x −min{a, b}. Thus, if x is neither (p − 2)r+ nor
(p− 1)r−, the second claim follows, since π+(x) = x.
In order to deal with the exceptional cases, we will prove that there is no element of QYp between
(p−2)r+ and (p−1)r−. Since the above arguments show that there exists an element of QYp between
pre+((p− 2)r+) and (p− 2)r+, and an element of QYp between (p− 1)r− and suc+((p− 1)r−), this
will establish that [π−(x), π+(x)]∩SYp = {(p−2)r+, (p−1)r−} for x = (p−2)r+ or (p−1)r−. Here,
we are using our description of SYp to deduce that there are no elements of SYp between (p− 2)r+
and (p− 1)r−.
Suppose y ∈ QYp satisfies (p − 2)r+ < y < (p − 1)r−. Then, write y = NYp − z, where z ∈ SYp .
We therefore have (p − 2)r+ + z < NYp and (p − 1)r− + z > NYp . By (5.3) and (5.4), we have
z < (p − 2)r− and z > (p − 3)r+. However, there is no element of SYp between (p − 3)r+ and
(p − 2)r−. This is a contradiction. Thus, there are no elements in QYp between (p − 2)r+ and
(p− 1)r−, which is what we needed to show. 
We remark that more generally, if x = ar− + br+ and x ≥ (p − 1)r+, we are still able to deduce
that {x −min{a, b}, . . . , x} ⊂ [π−(x), π+(x)] ∩ SYp . Finally, recall that for x ∈ XYp , we may also
write x for the induced element in X˜Yp .
Proposition 5.7. The reduced form ∆˜Yp of ∆Yp has the following properties:
(i) As ordered subsets of N, S˜Yp∩[0, 2r−+(p−3)r+] = S(r−, r+)∩[0, 2r−+(p−3)r+]\{(p−2)r+}.
(ii) Let x ∈ S(r−, r+)∩ [0, 2r−+(p−3)r+]\{(p−2)r+, (p−1)r−} be expressed as x = ar−+br+.
Then ∆˜Yp(x) = min{a, b} + 1. We also have ∆˜Yp((p− 1)r−) = 2.
(iii) Let x ∈ S˜Yp and suppose x < NYp − cr− − dr+ < suc+(x), where c, d ≥ 0. Then
∆˜Yp(suc−(x)) ≤ −min{c, d} − 1.
Proof. Recall the construction of S˜Yp given in Section 4.5, namely that S˜Yp consists of the elements
of the form π+(x) for x ∈ SYp . For this proof, all predecessors and successors will be taken with
respect to XYp and never X˜Yp . Let x ∈ SYp∩ [0, 2r−+(p−3)r+]\{(p−2)r+, (p−1)r−} and suppose
that x is of the form x = ar− + br+. Lemma 5.6(ii) gives that if x 6= (p − 2)r+, (p − 1)r−, then
[π−(x), π+(x)]∩SYp = {x−min{a, b}, . . . , x} and thus π+(x) = x. It is also shown in Lemma 5.6(ii)
that π+((p − 2)r+) = π+((p − 1)r−) = (p − 1)r−, so (p − 2)r+ must be excluded from S˜Yp . This
finishes the proof of the first claim.
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Since ∆Yp is expanded,
∆˜Yp(x) = |{x−min{a, b}, . . . , x}| = min{a, b}+ 1,
for every x ∈ S˜Yp ∩ [0, r− + (p− 2)r+] \ {(p − 1)r−}. In the exceptional case where x = (p − 1)r−,
we have π−(x) = (p − 2)r+ and π+(x) = (p − 1)r−, hence ∆˜Yp(x) = |{(p − 2)r+, (p − 1)r−}| = 2.
This proves the second claim.
It remains to establish the final claim in the proposition. Let y = NYp−cr−−dr+ and suppose that
x < y < suc+(x). Then, we must have suc−(x) ∈ [η−(y), η+(y)]. This implies that ∆˜Yp(suc−(x)) =
−#[η−(y), η+(y)] ∩XYp . As discussed above, for any z = sr− + tr+ ∈ SYp , regardless of whether
s+ t ≤ p− 1, we have that {z −min{s, t}, . . . , z} ⊂ [π−(z), π+(z)]. From this, we can deduce that
{NYp − cr− − dr+, . . . , NYp − cr− − dr+ +min{c, d}} ⊂ [η−(y), η+(y)].
Therefore, we must have ∆˜Yp(suc−(x)) ≤ −min{c, d} − 1. This completes the proof. 
In order to prove Lemma 5.3 we are interested in finding a decomposition ∆˜Yp = (∆Zp ∗∆Cp)
Sym,
such that ∆Zp is sinking and ∆Cp is the creature sequence from Definition 5.1. Recall that we write
p = 2ξ + 2 for some positive integer ξ. Define
K = (ξ − 1)r− + ξr+. (5.6)
Note that
K < (p− 3)r+ < NYp/2, (5.7)
where the first inequality follows from (5.4).
Therefore by Remark 4.11, we have that
∆˜Yp = (∆˜Yp |X˜Yp∩[0,K)
∗ ∆˜Yp |X˜Yp∩[K,NYp/2]
)Sym. (5.8)
Notice that K ∈ S(r−, r+)∩ [0, 2r−+(p−3)r+] and K 6= (p−2)r+, so K ∈ S˜Yp by Proposition 5.7.
Therefore, ∆˜Yp |X˜Yp∩[K,NYp/2]
is an abstract delta sequence. We define
∆Zp = ∆˜Yp |X˜Yp∩[0,K)
(5.9)
∆Wp = ∆˜Yp |X˜Yp∩[K,NYp/2]
. (5.10)
It is clear that ∆Zp is an abstract delta sequence, since ∆˜Yp is.
Lemma 5.8. The abstract delta sequence ∆Zp is sinking.
Proof. We must verify all three properties in Definition 4.6 for ∆Zp . Recall that ∆˜Yp is in reduced
form, and consequently so is the restriction ∆Zp . Therefore, by definition of ∆Zp , the last element
of the delta sequence ∆Zp must have a negative value or else ∆˜Yp would contain two positive values
in a row (namely the last element of X˜p ∩ [0,K) and K), contradicting ∆˜Yp being in reduced form.
This establishes Definition 4.6(i), for ∆Zp .
Before proceeding further, we set up notation. Throughout this proof, we will denote predecessors
and successors taken with respect to X˜Yp by a tilde decoration, and those taken with respect to
XYp will not receive a tilde decoration. Note that by the discussion in Section 4.5, we have
suc+(x) ≤ s˜uc+(x) for every x ∈ X˜Yp . (5.11)
Next we show
∆˜Yp(x) ≤ −∆˜Yp(s˜uc−(x)) for all x ∈ S˜Yp ∩ [0,K), (5.12)
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which will prove that the monotonicity condition in Definition 4.6(ii) holds for ∆Zp . Let x ∈ S˜Yp ∩
[0,K). Then x ∈ S(r−, r+)∩ [0, (p− 3)r+] by (5.7) and Proposition 5.7(i). Writing x = ar− + br+,
we see that ∆˜Yp(x) = min{a, b} + 1 by Proposition 5.7(ii). Let y = (p − a− 1)r− + (p − b− 3)r+.
By Lemma 5.6(i), and (5.11), we have
x < NYp − y < suc+(x) ≤ s˜uc+(x).
Note that since x ∈ S(r−, r+)∩ [0, (p− 3)r+], we have that a+ b ≤ p− 3. Therefore, (p−a− 1) ≥ 0
and (p− b− 3) ≥ 0, and thus NYp − y ∈ QYp . By Proposition 5.7(iii),
∆˜Yp(s˜uc−(x)) ≤ −min{p − a− 1, p − b− 3} − 1.
Therefore, to prove (5.12), it suffices to show that
min{a, b} ≤ min{p− a− 1, p− b− 3}. (5.13)
However, we have seen that a+ b ≤ p− 3. Hence, a ≤ p− b− 3 and b ≤ p− a− 3, proving (5.13).
It remains to show that ∆Zp satisfies Definition 4.6(iii). We observe that the last positive
value of ∆Zp occurs at p˜re+(K) = ξr− + (ξ − 1)r+ by Lemma 5.4 and Proposition 5.7(i). Thus,
s˜uc−(ξr− + (ξ − 1)r+) is the maximal element of Zp. Hence we must prove
∆˜Yp(ξr− + (ξ − 1)r+) < −∆˜Yp(s˜uc−(ξr− + (ξ − 1)r+)). (5.14)
We have ∆˜Yp(ξr− + (ξ − 1)r+) = ξ by Proposition 5.7(ii). On the other hand, by Lemma 5.6(i),
ξr− + (ξ − 1)r+ < NYp − (p− ξ − 1)r− − (p − ξ − 2)r+ < suc+(ξr− + (ξ − 1)r+) ≤ K.
Hence we also have
−∆˜Yp(s˜uc−(ξr− + (ξ − 1)r+)) ≥ min{p − ξ − 1, p − ξ − 2}+ 1 = p− ξ − 1
by Proposition 5.7(iii). Therefore in order to show (5.14), it suffices to prove that p − ξ − 1 > ξ.
This is clear since p = 2ξ + 2. 
Lemma 5.9. As abstract delta sequences, ∆Wp
∼= ∆Cp, where ∆Cp is the abstract delta sequence
from Definition 5.1, and ∆Wp is defined as in (5.10).
Proof. We would like to see that ∆Wp agrees with ∆Cp as abstract delta sequences. To do this, we
explicitly compute ∆Wp.
We first list all the elements of S˜Yp ∩ [K,NYp/2]. By Lemma 5.4, (5.4), and (5.7), it follows
that K < NYp/2 < (p − 2)r+. Now by Proposition 5.7(i) we have S˜Yp ∩ [K,NYp/2] = S(r−, r+) ∩
[K,NYp/2]. Then using Lemma 5.4, we see that
S˜Yp ∩ [K,NYp/2] ={(ξ − 1)r− + ξr+, (ξ − 2)r− + (ξ + 1)r+, . . . ,
r− + (2ξ − 2)r+, (2ξ − 1)r+, 2ξr−, (2ξ − 1)r− + r+, . . . , (5.15)
(ξ + 2)r− + (ξ − 2)r+, (ξ + 1)r− + (ξ − 1)r+}.
In order to verify that the last element in the above sequence is as indicated, we must show
(ξ + 1)r− + (ξ − 1)r+ < NYp/2, and (5.16)
ξr− + ξr+ > NYp/2. (5.17)
These two inequalities follow from (5.3) and (5.4) respectively, since 2ξ + 2 = p. (For the first
inequality, we use that pr− + (p− 4)r+ < (p − 1)r− + (p− 3)r+.) Hence (5.15) holds.
Similarly, we determine the elements of S˜Yp ∩ [NYp/2, NYp − K] so we may determine Q˜Yp ∩
[K,NYp/2]. Note that by Lemma 5.4 and (5.4), we have NYp/2 < NYp −K < 2r− + (p − 3)r+ for
SURGERY OBSTRUCTIONS AND HEEGAARD FLOER HOMOLOGY 21
p ≥ 4. By Proposition 5.7(i), we have S˜Yp∩[NYp/2, NYp−K] = S(r−, r+)∩[NYp/2, NYp−K]\{2ξr+}.
Then using Lemma 5.4, (5.16), and (5.17), we see that
S˜Yp ∩ [NYp/2, NYp −K] ={ξr− + ξr+, (ξ − 1)r− + (ξ + 1)r+, . . . , r− + (2ξ − 1)r+, (5.18)
(2ξ + 1)r−, 2ξr− + r+, . . . , (ξ + 3)r− + (ξ − 2)r+, (ξ + 2)r− + (ξ − 1)r+}.
Observe that we have purposely omitted 2ξr+. To see that the last element in the above sequence
is as written, we must show
(ξ + 2)r− + (ξ − 1)r+ < NYp −K, and (5.19)
(ξ + 1)r− + ξr+ > NYp −K. (5.20)
Again these inequalities follow from (5.3) and (5.4) respectively. Hence (5.18) holds.
By the model for the reduced form of delta sequences described in Section 4.5, the definition of
∆Yp , and Proposition 5.7, we have
Q˜Yp ∩ [K,NYp/2] = {NYp − x | x ∈ S˜Yp ∩ [NYp/2, NYp −K]} (5.21)
= {NYp − x | x ∈ S(r−, r+) ∩ [NYp/2, NYp −K], x 6= 2ξr+}.
We need to detect the positions of the elements of Q˜Yp ∩ [K,NYp/2] relative to the elements of
S˜Yp ∩ [K,NYp/2]. We shall employ the following inequalities
(ξ − 1− j)r− + (ξ + j)r+ < NYp − (ξ + 2 + j)r− − (ξ − 1− j)r+, j = 0, . . . , ξ − 1, (5.22)
NYp − (ξ + 2 + j)r− − (ξ − 1− j)r+ < (ξ − 2− j)r− + (ξ + 1 + j)r+, j = 0, . . . , ξ − 2, (5.23)
NYp − jr− − (2ξ − j)r+ < (2ξ − j)r− + jr+, j = 0, . . . , ξ − 1, (5.24)
(2ξ − j)r− + jr+ < NYp − (j + 1)r− − (2ξ − j − 1)r+, j = 0, . . . , ξ − 1. (5.25)
These inequalities again follow from (5.3) and (5.4). Finally, by Lemma 5.4, (5.3), and (5.4), we
point out that
(2ξ − 1)r+ < NYp − (2ξ + 1)r− < NYp − 2ξr+ < 2ξr−. (5.26)
Now it follows from (5.15), (5.18), (5.21), (5.22), (5.23), (5.24), (5.25), and (5.26) that the sequence
X˜Yp ∩ [K,NYp/2] is given by:
X˜Yp ∩ [K,NYp/2] ={(ξ − 1)r− + ξr+, NYp − (ξ + 2)r− − (ξ − 1)r+, (5.27)
(ξ − 2)r− + (ξ + 1)r+, NYp − (ξ + 3)r− − (ξ − 2)r+, . . . ,
r− + (2ξ − 2)r+, NYp − 2ξr− − r+, (2ξ − 1)r+,
NYp − (2ξ + 1)r−, 2ξr−, NYp − r− − (2ξ − 1)r+, (2ξ − 1)r− + r+, . . . ,
NYp − (ξ − 1)r− − (ξ + 1)r+, (ξ + 1)r− + (ξ − 1)r+, NYp − ξr− − ξr+}.
Again, note that NYp − 2ξr+ is deliberately excluded from the above list, since it is not an element
of X˜Yp .
It remains to see that the values of ∆˜Yp on the above sequence are the same as the values of
∆Cp . By Proposition 5.7(ii), since NYp/2 < (p− 2)r+, we have that
∆˜Yp(cr− + dr+) = min{c, d} + 1, for cr− + dr+ ∈ S˜Yp ∩ [K,NYp/2]. (5.28)
Moreover for every NYp − cr−− dr+ ∈ Q˜Yp ∩ [K,NYp/2] such that cr−+ dr+ 6= (2ξ +1)r−, we have
∆˜Yp(NYp − cr− − dr+) = −∆˜Yp(cr− + dr+) = −min{c, d} − 1, (5.29)
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by Proposition 5.7, since as we observed earlier, cr−+ dr+ < NYp −K < 2r−+ (p− 3)r+. Also, by
Proposition 5.7, we have NYp − (2ξ + 1)r− ∈ Q˜Yp , and further,
∆˜Yp(NYp − (2ξ + 1)r−) = −∆˜Yp((2ξ + 1)r−) = −2. (5.30)
Computing the value of ∆˜Yp at each element of the sequence (5.27) using (5.28), (5.29), and (5.30),
and comparing the result with Definition 5.1, we see that ∆Wp agrees with ∆Cp . This is what we
wanted to show. 
Having collected all the necessary ingredients, the proof of Lemma 5.3 now follows from (5.8),
Lemma 5.8, and Lemma 5.9. As discussed, this was the remaining piece needed to prove Proposi-
tion 4.1, and consequently Theorem 1.6.
6. Knot surgeries in other manifolds
In the proof of Theorem 1.2, the only thing special about S3 is that it is an integer homology
sphere L-space (i.e., HF red = 0) and that d(S3) = 0. The following theorem is a slight generaliza-
tion.
Theorem 6.1. Let Y and Y ′ be oriented integer homology spheres. Suppose that HF red(Y ) = 0
and d(Y ′) ≤ d(Y )−8. Then, if Y ′ is obtained by surgery on a knot in Y , then there is a non-trivial
element of HF red(Y ′) in degree d(Y ) which is not in the kernel of U .
Proof. The proof is the same as Theorem 1.2, where one only difference is that one has to incorporate
the d-invariant of Y into some of the statements. The main observation is that for n > 0, we have
the more general formula d(Y1/n(K)) = d(Y ) − 2V0, where V0 is defined analogously for Y and K
as for a knot in S3. This follows by repeating the arguments in [NW10, Proposition 1.6] for a knot
in an integer homology sphere L-space. 
Proof of Theorem 1.7. Orient Σ(2, 3, 5) such that it is the boundary of a negative-definite plumbing.
In this case, d(Σ(2, 3, 5)) = 2. Let Z be an integer homology sphere. We will show that for k ≫ 0,
the manifold #kΣ(2, 3, 5) is not surgery on a knot in Z, regardless of orientation of Z.
Fix an orientation on Z. Recall that HF red(Z) is finite-dimensional over F. Therefore, we may
define an integer nZ by
nZ = |max{s | HF
red
s (Z) 6= 0}|.
Choose k > 0 such that
2k ≥ max{d(+Z), d(−Z)} +max{n+Z , n−Z}+ 8.
Due to the additivity of d under connected-sums [OS03a, Theorem 4.3], we have
d(#kΣ(2, 3, 5)) = 2k ≥ d(±Z) + n±Z + 8.
Therefore, d(±Z) ≤ d(#kΣ(2, 3, 5)) − 8. Furthermore, by construction there is no element of
HF red(±Z) in degree d(#kΣ(2, 3, 5)). Therefore, by Theorem 6.1, neither Z nor −Z can be ex-
pressed as surgery on a knot in #kΣ(2, 3, 5). Consequently, #kΣ(2, 3, 5) cannot be surgery on a
knot in Z, regardless of orientation. 
We conclude by pointing out that Theorem 6.1 can also be extended to statements about p/q-
surgery where |p| ≥ 2. One can then apply the same arguments as in Theorems 1.2 and 1.7 to show
that if Z has cyclic first homology, #kΣ(2, 3, 5) is not surgery on a knot in Z for k large. Finally,
the analogous statement when Z has non-cyclic homology is trivial. Thus, in conclusion, for any
three-manifold Z, there exist infinitely many integer homology spheres which are not surgery on a
knot in Z.
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