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Resumen: La estimacio´n automa´tica de calidad (EAC) de la traduccio´n automa´ti-
ca consiste en medir la calidad de traducciones sin acceso a referencias humanas,
habitualmente mediante me´todos de aprendizaje automa´tico. Un buen sistema EAC
puede ayudar en tres aspectos del proceso de traduccio´n asistida por medio de tra-
duccio´n automa´tica y posedicio´n: aumento de la productividad (descartando tra-
ducciones automa´ticas de mala calidad), estimacio´n de costes (ayudando a prever
el coste de posedicio´n) y seleccio´n de proveedor (si se dispone de varios sistemas de
traduccio´n automa´tica). El intere´s en este campo de investigacio´n ha crecido signifi-
cativamente en los u´ltimos an˜os, dando lugar a tareas compartidas a nivel mundial
(WMT) y a una fuerte actividad cient´ıfica. En este art´ıculo, se hace un repaso del
estado del arte en este a´rea y se presenta el proyecto quales que se esta´ realizando.
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Abstract: The automatic quality estimation (QE) of machine translation consists
in measuring the quality of translations without access to human references, usually
via machine learning approaches. A good QE system can help in three aspects of
translation processes involving machine translation and post-editing: increasing pro-
ductivity (by ruling out poor quality machine translation), estimating costs (by
helping to forecast the cost of post-editing) and selecting a provider (if several ma-
chine translation systems are available). Interest in this research area has grown
significantly in recent years, leading to regular shared tasks in the main machine
translation conferences and intense scientific activity. In this article we review the
state of the art in this research area and present project quales, which is under
development.
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1 Participantes y entidades
financiadoras
quales es un proyecto de investigacio´n sub-
vencionado por el Gobierno Vasco a trave´s
de la convocatoria de ayudas elkartek 2017
de la Agencia Vasca de desarrollo empresarial
Spri.1
El proyecto tiene una duracio´n total de 21
meses, con comienzo el 1 de abril de 2017 y
finalizacio´n el 31 de diciembre de 2018.
quales ha sido disen˜ado y se esta´ lle-
1http://www.spri.eus
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vando a cabo por el siguiente consorcio: Vi-
comtech2, grupo IXA de la UPV/EHU3, El-
huyar4, ISEA5 y Ametzagaina6. Son empre-
sas adheridas Argia, Mondragon Lingua y
Eleka. El proyecto tiene asignado el co´digo
KK-2017/00094 y el sitio web asociado es
http://quales.eus/
2 Contexto y motivacio´n
Con los avances obtenidos por los me´todos
basados en datos, estad´ısticos o enmarcados
en redes neuronales profundas, la traduccio´n
automa´tica (TA) ha logrado niveles de cali-
dad suficientes para su uso en la industria.
En particular, los proveedores de servicios
lingu¨´ısticos de traduccio´n requieren poder in-
tegrar componentes de traduccio´n automa´ti-
ca para dar una respuesta eficiente y de alta
calidad a las demandas de traduccio´n en en-
tornos y dominios variados. Pese a estos pro-
gresos notables, la calidad de las traducciones
automa´ticas puede variar significativamente
segu´n el dominio, los idiomas considerados o
la complejidad de los segmentos individuales
por traducir. Esta variabilidad genera pro-
blemas bien identificados, entre los cuales los
principales son:
Productividad : las traducciones au-
toma´ticas de pe´sima calidad requieren
un esfuerzo cognitivo importante por
parte de los traductores profesionales, en
particular para determinar si ciertas par-
tes de la traduccio´n automa´tica son re-
cuperables y que´ correcciones aplicar. El
enfrentarse a traducciones de baja cali-
dad genera as´ı pe´rdidas de productivi-
dad y frustracio´n para los profesionales
del sector. De forma similar, traduccio-
nes automa´ticas correctas a nivel grama-
tical pero con errores a nivel sema´ntico
implican un esfuerzo importante de iden-
tificacio´n y correccio´n de los errores de
traduccio´n.
Estimacio´n de costes: los proveedores de
servicios lingu¨´ısticos ofertan varios ser-
vicios segu´n las demandas y la compleji-
dad de las traducciones. Estos servicios
pueden ser traduccio´n automa´tica com-
pleta, con posedicio´n humana, o realiza-
2http://www.vicomtech.org
3http://ixa.eus
4http://www.elhuyar.eus/
5http://www.iseamcc.net
6http://www.ametza.com
da por completo por traductores huma-
nos, con o sin el apoyo de memorias de
traduccio´n existentes. A cada uno de es-
tos servicios le corresponde una tarifica-
cio´n precisa segu´n el esfuerzo necesario,
desde el uso de TA u´nicamente, con cos-
te mı´nimo, hasta la traduccio´n humana
por completo, con coste ma´ximo. Para
poder establecer los costes correctos, es
necesario poder determinar la calidad de
cada traduccio´n automa´tica y establecer
as´ı automa´ticamente el tipo de servicio
o´ptimo correspondiente.
Seleccio´n de traducciones: cada indus-
tria con necesidades multilingu¨es puede
acceder a una gama variada de servicios
de traduccio´n automa´tica, desde siste-
mas propietarios entrenados para dife-
rentes dominios hasta las ofertas de tra-
duccio´n gene´ricas online. Cada sistema
de TA suele producir traducciones dife-
rentes debidas a los diferentes datos y
me´todos empleados para el modelado del
sistema, con niveles de calidad variables.
Resulta imprescindible, entonces, la esti-
macio´n automa´tica de la calidad de cada
una de las traducciones generada por los
diferentes sistemas, para poder seleccio-
nar as´ı el mejor conjunto de traduccio-
nes.
Tradicionalmente, la calidad de las tra-
ducciones automa´ticas se ha medido de for-
ma esta´tica, comparando un subconjunto de
las traducciones con referencias creadas por
profesionales humanos. Las comparaciones se
establecen usando me´tricas automa´ticas que
calculan, con cierta aproximacio´n, la distan-
cia entre las traducciones automa´ticas y las
referencias. Este enfoque sigue siendo funda-
mental para obtener una medida de la calidad
general de los sistemas de TA en los dominios
considerados y permitir avances incrementa-
les en el desarrollo de los sistemas en funcio´n
de los resultados objetivos obtenidos con es-
tas me´tricas.
Pese a estos aspectos positivos, este tipo
de medida de calidad es problema´tico en dos
aspectos principales. En primer lugar, la co-
rrelacio´n entre los resultados de las me´tricas
automa´ticas y las valoraciones humanas es
baja a nivel de frases o segmentos, lo que no
permite una estimacio´n adecuada de la ca-
lidad de los segmentos individuales. En se-
gundo lugar, este enfoque implica disponer
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de traducciones de referencia, lo cual no es
realista a la hora de evaluar la calidad de los
amplios volu´menes de traducciones automa´ti-
cas generadas.
Esta limitacio´n de las me´tricas esta´ticas
a la hora de medir la calidad de las tra-
ducciones automa´ticas impone el desarrollo
de me´todos alternativos. La estimacio´n au-
toma´tica de calidad (EAC) (Blatz y otros,
2004; Specia, Raj, y Turchi, 2010) se centra
en responder a este reto, a trave´s de siste-
mas que permitan medir la calidad de traduc-
ciones individuales, sin acceso a referencias
humanas, empleando habitualmente me´todos
de aprendizaje automa´tico. Este campo de in-
vestigacio´n y desarrollo ha crecido significa-
tivamente en los u´ltimos an˜os, dando lugar
a tareas compartidas a nivel mundial y una
fuerte actividad cient´ıfica.
Una EAC exitosa permitir´ıa aportar una
solucio´n a los tres problemas principales in-
dicados anteriormente, al ofrecer mecanismos
adecuados de medida de calidad para cada
segmento de traduccio´n automa´tica genera-
do por cualquier sistema de TA. A estos re-
tos responde el proyecto Quales, mediante
el desarrollo de me´todos supervisados y no-
supervisados para la estimacio´n automa´tica
de calidad.
3 Estado del arte
Los enfoques supervisados han sido el pa-
radigma dominante en EAC, donde traduc-
ciones automa´ticas anotadas o poseditadas
se usan para entrenar clasificadores (Blatz y
otros, 2004; Quirk, 2004) o regresores (Spe-
cia y otros, 2009). Los sistemas participantes
en las tareas compartidas de las conferencias
WMT han sido as´ı tipicamente basados en
enfoques supervisados, con diferencias cen-
tradas en diferentes conjuntos de caracter´ısti-
cas (features) o en los me´todos de aprendiza-
je automa´tico utilizados, p. ej. Support Vec-
tor Machines o Gaussian Processes (Callison-
Burch y otros, 2012).
Los sistemas baseline esta´ndares para
la tarea se generan habitualmente con las
herramientas quest (Specia et al., 2013),
o quest++ (Specia, Paetzold, y Scarton,
2015), en base a 17 caracter´ısticas que in-
cluyen puntuacio´n de perplejidad en base a
modelos de lenguaje, probabilidades de tra-
duccio´n le´xica, o ratios de ocurrencias de pa-
labras, entre otros.
En trabajos recientes, los enfoques basa-
dos en redes neuronales han sido empleados
tambie´n de forma exitosa para la tarea de
estimacio´n automa´tica de calidad, bien sea
mediante caracter´ısticas adicionales (Shah y
otros, 2016) o como sistemas EAC comple-
tos (Kim, Lee, y Na, 2017; Martins, Kepler,
y Monteiro, 2017). En la u´ltima edicio´n de la
tarea compartida en WMT 2017, los mejores
sistemas basados en redes neuronales incre-
mentaron notablemente las prestaciones de
la baseline (Bojar y otros, 2017). As´ı, en la
traduccio´n de alema´n a ingle´s los valores del
ı´ndice de Pearson de los dos mejores siste-
mas fueron de 0,728 y 0,715, muy por encima
del valor baseline (0,441). Para el sentido de
traduccio´n inverso, los resultados fueron si-
milares con 0,695 y 0,673 para los mejores
sistemas, y 0,307 para la baseline.
Aunque permitan obtener las estimacio-
nes las ma´s precisas a d´ıa de hoy, los enfo-
ques supervisados dependen de anotaciones
o posediciones humanas. Este aspecto es pro-
blema´tico dada la gran cantidad de diferentes
dominios y pares de idiomas en los que se re-
quiere aplicar la tecnolog´ıa. Considerando los
recursos y esfuerzos necesarios para anotar o
poseditar conjuntos de muestras adecuados
para entrenar sistemas de calidad, el coste
de los me´todos supervisados puede resultar
prohibitivo.
Enfoques no-supervisados que no necesi-
ten datos anotados, basados estrictamente en
las caracter´ısticas de las frases de origen y/o
de las frases traducidas, tienen la notable
ventaja de poder adaptarse ma´s fa´cilmente
a distintos dominios y pares de idiomas. Pese
a ofrecer este tipo de ventajas, pocos estudios
se han centrado en enfoques no-supervisados
para EAC. Uno de ellos es (Moreau y Vogel,
2012), donde la estimacio´n de calidad se eje-
cuta en base a amplios conjuntos de n-gramas
y medidas de similitud. (Popovic, 2012) es
otra alternativa, basada en la combinacio´n
de puntuaciones obtenidas por modelos de
lenguaje y probabilidades de traduccio´n le´xi-
ca sobre morfemas y categor´ıas gramaticales.
Ninguno de estos enfoques ha logrado supe-
rar hasta hoy las baselines supervisadas.
4 QUALES
En el marco de quales, se investigan tan-
to me´todos supervisados avanzados basa-
dos en redes neuronales como me´todos no-
supervisados que permitan desarrollar esti-
madores de calidad de forma eficiente en dis-
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tintos casos de uso.
Tras su puesta en marcha en 2017, el pro-
yecto ha logrado los primeros resultados si-
guientes:
Creacio´n de datos de entrenamiento y
validacio´n manuales y sinte´ticos para
los pares de idiomas euskera-castellano
e ingle´s-castellano en el dominio de las
noticias.
Despliegue de baselines supervisadas ba-
sadas en quest++.
Desarrollo de sistemas de EAC basa-
dos en redes neuronales y aprendizaje
profundo, explotando espacios vectoria-
les bilingu¨es.
Desarrollo de un sistema de EAC basa-
do en caracter´ısticas mı´nimas, en ver-
sio´n supervisada y no-supervisada. Am-
bas versiones superan significativamente
las baselines sobre los datos de las tareas
compartidas WMT 2015, 2016 y 2017.
Los primeros resultados del proyecto son
satisfactorios, en particular los obtenidos me-
diante me´todos minimalistas no-supervisados
que superan significativamente a sistemas su-
pervisados robustos y permiten un despliegue
eficiente de estimadores fiables para nuevos
dominios.
quales aportara´ adema´s los primeros re-
sultados para el par de idiomas euskera-
castellano en el campo de la estimacio´n au-
toma´tica de calidad, lo cual constituye un ob-
jetivo importante del proyecto.
Durante 2018, el esfuerzo se centrara´ en
extender y mejorar los primeros sistemas
desarrollados, y en validar los resultados ob-
tenidos. La convocatoria en la que se enmarca
el proyecto apoya a proyectos de investiga-
cio´n con alto potencial industrial y se vali-
dara´ el potencial de los me´todos explorados
para un uso en entornos profesionales.
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