Location technology is the key support technology of wireless sensor network (WSN). The hop number and hop distance information obtained by traditional distance vector hop (DV-Hop) location algorithm can only be acquired by solving the nonlinear equations, and the solution of the equation determines the accuracy of node location. Although the least squares method has better estimation performance, the solution results are sensitive to the average hop distance, which will lead to the large error in the solution of the equation. In order to solve the problem of location error caused by initial value sensitivity of least squares method in the coordinate calculation stage of unknown nodes and beacon nodes, a range-free location algorithm based on particle swarm optimization (PSO) is proposed in this paper. The proposed approach solves the problem of location error caused by initial value sensitivity of least squares method, obtains relatively accurate solution, and improves the accuracy of location algorithm. The experimental results show that the PSO algorithm has faster convergence speed and higher location accuracy than the non-optimization algorithm.
Introduction
Node location is a key technology in wireless sensor network, and its location accuracy is directly related to the overall performance of wireless sensor network (WSN) system [1, 2] . At present, the researches of WSN location algorithm have achieved rich results, and many novel solutions and ideas are used to solve the localization problem [3, 4] . Among them, distance vector hop (DV-Hop) location algorithm is the most widely used method. This method has the advantages of low complexity and good scalability, but its location accuracy is lower [5] . In the traditional DV-Hop algorithm, the minimum hops between beacon nodes and unknown nodes and the average hop distance between beacon nodes are the main reasons for location errors. At the same time, the hop number and hop distance information obtained in the calculation process of location algorithm usually use the least square method to solve the nonlinear equations in order to obtain the coordinates of unknown nodes. Although the least squares method has better estimation performance, the final solution of the equation will have a large deviation due to its sensitivity to the initial value [6] . To solve the above problems, many scholars optimized the nonlinear equations by using some optimization algorithms, such as annealing algorithm, ant colony algorithm, and so on [7] . Through the iterative correction ability of these optimization algorithms, the error caused by the sensitivity to initial values is reduced.
In recent years, particle swarm optimization (PSO), as a bio-evolutionary algorithm, has attracted much attention and played an important role in solving optimization problems. Compared with other genetic algorithms, PSO algorithm has no crossover and mutation operations, and it has fast search speed, high precision, good memory, and easy to be implemented in engineering. Many scholars have introduced PSO algorithm into DV-Hop algorithm. Because of its low sensitivity to measurement errors, PSO can achieve rapid optimization, thus the node location error is reduced [8] . In ref. [9] , PSO is used to improve DV-Hop algorithm.
The simulation results show that the location accuracy and location coverage are better than traditional DVHop location algorithm, but PSO algorithm is easy to fall into local optimum. In ref. [10] , PSO is firstly introduced into the localization problem of wireless sensor network based on range-free method. Compared with the existing centroid localization method, it greatly improves the localization accuracy. However, when the nodes are distributed dispersedly in the network, the algorithm will cause large location errors. Reference [11] can use PSO to find the optimal location of the target node, but it increases the complexity of calculation, and affects the location effect of the node to some extent. Reference [12] proposes to optimize DV-Hop localization algorithm by using the connectivity difference between nodes. Moreover, the experimental results show that the algorithm has higher localization accuracy than traditional DVHop algorithm.
In order to solve the problem of location error caused by initial value sensitivity of least squares method in the coordinate calculation stage of unknown nodes and beacon nodes, a range-free location algorithm based on PSO is proposed in this paper. The proposed approach can solve the problem of location error caused by initial value sensitivity of least squares method, obtain relatively accurate solution, and improve the accuracy of location algorithm. Figure 1 shows the distribution of unknown nodes and beacon nodes. When the unknown node obtains more than three distances from the beacon nodes, the positioning accuracy can be improved by using the redundant distance information. At this time, the least square method can be used to estimate the position of the unknown node.
Description on location problem
The location process of DV-Hop algorithm can be divided into three stages. In the first and second stages, the estimated distances from unknown node O(x, y) to beacon nodes A 1 (x 1 , y 1 ),A 2 (x 2 , y 2 ),A 3 (x 3 , y 3 ), ...,A n (x n , y n ) are d 1 , d 2 , d 3 ,...,d n respectively, and the ranging errors are ε 1 , ε 2 , ε 3 , ..., ε n respectively, which
After expansion, the following equations can be obtained:
The smaller the sum of errors ε 1 , ε 2 , ε 3 , ..., ε n is, the more accurate the estimation position is, and the smaller the value of f(x, y) in Eq. (2) is. Therefore, the location problem can be transformed into solving the minimum value problem of nonlinear equations, that is, solving the estimated coordinate (x, y) to minimize the value of f(x, y) in Eq. (2) . Fitness function is used to evaluate the quality of particle position and guide the search direction of the algorithm. Fitness function is defined as:
Where f(x, y) is the fitness value of particle position (x, y), (x i , y i ) is the position coordinate of beacon node i, and d i is the distance from unknown node to beacon node i.
3 The classical PSO algorithm
The basic principle of PSO algorithm
In the optimization process of PSO algorithm, every possible optimal position is usually treated as a particle, and each particle has a related fitness function to control the motion benchmark of particle in the optimization process of algorithm. At the same time, in the process of particle moving to the optimal "food," there is also a vector velocity to control the moving direction and speed of the particle in optimization region. Each particle can update its position in the optimal solution space by iteration optimization model, and the updating method of particle position is shown in Fig. 2 .
In Fig. 2 , x is the initial position of the particle, v is the "flying" velocity of the particle, and p is the optimal position of the particle to be searched. In the process of searching for the optimal particle position iteratively, each particle updates and moves its position by recording and updating two key values which are closely related to its position in the current optimization space. The two key values are the best individual position and the best global position of particle.
Particle swarm is usually abstracted as a geometric model, i.e., assuming that there are N particles in a particle swarm, and the optimization space of the particle swarm is a D-dimensional space, then each particle in the particle swarm can be represented as the position vector, which is shown in Eq. (3):
The velocity vector of each particle can be recorded as:
The best individual location that each particle has experienced can be recorded as:
From the beginning iteration to the current iteration of particle, the best position for all particles can be recorded as follows:
After obtaining the best individual position and the best global position of each particle, the velocity and position of each particle in the iterative optimization process can be updated according to the following two equations:
Where ω is the inertia weight of the particles, c 1 and c 2 are learning factors, also known as acceleration constants, and r 1 and r 2 are uniform random numbers in the range of [0,1].
Analysis on algorithm parameters
According to Eqs. (7) and (8), there are four key parameters in PSO algorithm: inertia weight ω, learning factors c 1 and c 2 , which can control the velocity change during iteration process of particle, and then control the trajectory of particle in the whole optimization process. The maximum velocity v max represents the position moving step of the particle in unit time, and it reflects the speed of searching for the optimal solution of the particle. Therefore, they have great influence on the whole PSO algorithm.
Inertia weight ω
The inertia weight coefficient weights the last iteration speed of the current particle, which can increase the searching ability of the particle toward the optimal solution in the current iteration process. Increasing the value of inertia weight can keep the particle moving toward the far potential optimal position. Meanwhile, reducing the value of inertia weight can weaken the searching ability of the particle in the optimization space, and it can only search the optimal value locally in the current region near the particle. When the inertia weight value is zero, the velocity updating of the particle in the current iteration process only depends on the best position that the individual has experienced and the global best position that all the particles have experienced, and it does not need to refer to the velocity value of the last particle, which results in the deviation of the particle in the process of searching for the optimal solution. Therefore, when the actual algorithm is solved iteratively, the value of the inertia weight needs to be adjusted, so as to control the particles to approach the optimal solution quickly, and to balance the iteration efficiency and optimization accuracy of the algorithm.
Learning factors c 1 and c 2
The learning factors c 1 and c 2 can control the effect of the best position experienced by each individual and the best position experienced by all particles on the velocity updating. Moreover, the particles can control the optimal path by referring to these two values. Without the existence of c 1 and c 2 , the particle will fly straight at the initial speed until it reaches the boundary area of the optimal solution space, and the possibility of searching the optimal value is greatly reduced. In order to get the best solution of PSO in the process of optimization, the learning factors c 1 and c 2 should also change with the iteration condition of particle swarm.
Maximum velocity of particle v max
During the iteration process, the maximum velocity v max represents the position moving step of the particle in unit time, and it reflects the speed of searching for the optimal solution of the particle. In the iteration process of the actual algorithm, the maximum velocity 
of the particle in each dimension is always set as v dmax = k × x dmax , 0.1 ≤ k ≤ 1, where x dmax represents the length of each dimension of the optimization space.
The process of PSO algorithm
The concrete process of particle swarm optimization is shown in Fig. 3 . The specific steps of particle swarm optimization are as follows:
Step 1: Assuming that the number of particles in the population is n, and these n particles are generated randomly. The velocity v i and position x i of the particles are assigned the initial values, and the individual optimal solution is the current position of the particles.
Step 2: According to Eq. (9), the fitness function values of all particles are obtained.
Step 3: According to Eqs. (10) and (11), the individual and global optimal values of particles are updated.
Step 4: The velocity and position of particles are updated according to Eqs. (7) and (8).
Step 5: Finding the fitness function that meets the conditions or the number of iterations will terminate the algorithm. Otherwise, continue step 2 to find the optimal particle.
Step 6: The particle corresponding to the global optimal value is obtained as the estimated position of the unknown node.
The improved PSO algorithm

The improvement on algorithm
In the standard POS algorithm, the learning factors c1 and c2 are generally set as two fixed parameters, which have a great impact on the algorithm. In different periods of population evolution, the search performance of particles is different. Generally speaking, in the global search scenario, the algorithm should have better search performance for the initial stage; in the end stage of the algorithm, the algorithm should have better development ability to improve the convergence speed of the algorithm. If a fixed acceleration coefficient is used in the algorithm, it will inevitably limit the ability of particles to adjust the search step and flight direction in flight period. Therefore, in this paper, two acceleration factors are added to the traditional POS algorithm, which can adapt to change. 
Where PF ¼ Moreover, n is the number of population, f(x) is the objective function, e is the base of natural logarithm, and PF represents the mean of the difference between the individual fitness and the optimal value of a single particle in a population. Therefore, if j f ðP i ðtÞÞ−f ðX i ðtÞÞ > jPFjj exists, there will be A i1 > 1, which means the particle will be accelerated. Meanwhile, if j f ðP i ðtÞÞ− f ðX i ðtÞÞ < jPFjj exists, there will be A i1 < 1, which means the particle will be decelerated. Similarly, GF represents the mean value of the difference between individual fitness and population optimal values of all particles in a population. Therefore, if j f ðP g ðtÞÞ−f ðX i ðtÞÞ > jGFjj exists, there will be A i2 > 1, which means the particle will be accelerated. Meanwhile, if j f ðP g ðtÞÞ−f ðX i ðtÞÞ < jGFjj exists, there will be A i2 < 1, which means the particle will be decelerated. The cognitive and social coefficients used in this paper are shown as follows:
Where c 1 and c 2 are the same as the acceleration constants of traditional PSO algorithm.
In the traditional PSO algorithm, ω(t) decreases linearly along with the increase of the number of evolutions.
Where t is the current iteration number, ω i is the initial inertia weight, T max is the largest iteration number, ω c is the inertia weight when iterating to the algebraic maximum, and ω max = 0.9 and ω min = 0.4. With the increase of iteration, ω(t) will gradually decrease, which makes the algorithm have stronger global search performance in the initial stage and increases the possibility of obtaining global optimal solution. At the end of the algorithm, the smaller weight can give the particle stronger local search performance and improve the convergence speed of the algorithm.
The influence of inertia weight ω on PSO algorithm is shown as follows: when the value of ω is too large, it can prevent the algorithm from entering the local optimal result. Meanwhile, when the value of ω is too small, it can make the algorithm search locally more effectively and improve the convergence speed of the algorithm.
According to the above analysis, this paper proposes that the inertia weight is a random, linear, and decreasing weight in the later iteration stage, so that the ω of particle will get a larger value in the initial stage of the algorithm in order to guarantee the diversity of the particle. Meanwhile, at the end of the algorithm, the ω of particle are likely to get larger, so as to get out of the local extremum. The value of random inertia weight ω varies with the number of iterations:
When the number of iterations is larger than 0.7T max , there is ω = 0.4 + 0.3 * rand (). The function rand( ) is used to generate a random number that is evenly distributed between 0 and 1.
Then the equation of inertia weight ω for the whole process of the algorithm is shown as follows:
; t < 0:7T max 0:4 þ 0:3Ã randðÞ; else
Therefore, the evolution equation of the adaptive PSO algorithm is shown as follows:
Selection of fitness function
When estimating the distance between unknown node and beacon nodes in DV-Hop algorithm, the average hop distance and the hops of beacon nodes between two nodes are mainly used to calculate it, which has certain errors. Assuming that the beacon nodes are P 1 (x 1 , y 1 ), P 1 (x 2 , y 2 ), ..., P 1 (x n , y n ), the estimated distances between unknown node and each beacon node obtained by step 1 and step 2 of DVHop algorithm are respectively d 1 , d 2 , d 3 ,...,d n , and the differences between estimated distance and real distance are respectively ε 1 , ε 2 , ε 3 , ..., ε n . From the previous introduction, we can get the equations shown in Eq. (21):
The coordinate ðx;ŷÞ of unknown node should satisfy all the equations mentioned above. When the sum of |ε 1 |,|ε 2 |,..., and |ε n | is smaller, the accuracy of estimating coordinate ðx;ŷÞ is higher. Therefore, to some extent, the optimization of PSO algorithm for estimating coordinate of unknown node can be transformed into the process of minimizing Eq. (22).
PSO algorithm uses the current particle fitness value to distinguish the advantages and disadvantages of its specific location in the optimization stage. In the current population, any particle is the coordinate possible solution of the unknown node. This paper mainly distinguishes the advantages and disadvantages of any particle through the current fitness function expressed by Eq. (23):
Where n denotes the number of beacon nodes, and h i denotes the number of hops from unknown nodes to beacon nodes. In order to avoid excessive hops between unknown nodes and beacon nodes, which results in affecting estimation distance too much from cumulative errors, h i is added into the fitness function in order to reduce the impact of excessive hops. In contrast, when h i becomes larger, the influence of the beacon node on the accuracy of fitness becomes smaller.
The localization process of the improved algorithm is shown in Fig. 4 .
Experimental results and analysis
In order to verify the location effect of PSO optimization algorithm, the traditional DV-Hop location algorithm and the improved PSO-based DV-Hop algorithm are simulated on the Matlab experimental platform. In the same network environment, the performance of the algorithm is compared by changing beacon nodes, communication radius.
The simulation environment is shown as follows: (1) all sensor nodes are arbitrarily arranged in the network environment; (2) the number of unknown nodes is 200, and the communication radius of nodes is 15 m; (3) the number of beacon nodes is 30, and they are arbitrarily distributed in the monitoring area, and each broadcast radiation distance can reach the whole network. In the network, the population size is 20 and the maximum number of evolutionary iterations of particles in the particle swarm is 300. According to Eq. (18), the inertia weight ω is changed from ω max = 0.9 to ω min = 0.4, and the learning factors are chosen as c 1 = c 2 = 2. Figure 5 shows the scatter graph of nodes.
Influences of beacon node density on algorithm
Each group of data is the result after 60 times average. In the network topology shown in Fig. 4 , the communication radius R = 15 m is simulated when proportion of beacon nodes from 5 to 30% of the total number of nodes. The experimental results are shown in Fig. 6 . Under the condition of the same beacon node density, the error rate of the improved PSO DV-Hop algorithm is not greater than that of the traditional DVHop algorithm. When the proportion of beacon nodes is 10-25%, the momentum of improving the location accuracy is obvious for PSO optimization algorithm; when the density of beacon nodes exceeds 25%, the location accuracy of the algorithm increases slowly. Moreover, the increasing trend of traditional DV-Hop algorithm is also slowing down, which shows that when the number of beacon nodes in the environment is large, the location accuracy of the algorithm tends to be stable. When the density of beacon nodes is the same, the location accuracy of the improved algorithm is better than that of the traditional DV-Hop algorithm in the network environment.
Influences of communication radius on algorithm
In the same experiment simulation, we mainly depend on changing the communication radius of unknown nodes to investigate the influence of network connectivity on the algorithm. The total number of nodes scattered in the environment is 200, the sparse density of beacon nodes is adjusted to 20%, and the transformation range of communication radius is [15 m, 40 m]. The simulation results are shown in Fig. 7 . Figure 7 shows that the improved PSO algorithm outperforms the traditional DV-Hop algorithm in location accuracy when the communication radius is small. In the process of changing the communication radius from 15 to 40 m, the location accuracy of the two algorithms shows an improving trend, and the attenuation degree of the location error of the improved algorithm is still better than that of the traditional DVHop algorithm.
Conclusion
In order to solve the problem of location error caused by initial value sensitivity of least squares method in the coordinate calculation stage of unknown nodes and beacon nodes, a range-free location algorithm based on particle swarm optimization (PSO) is proposed in this paper. The proposed approach solves the problem of location error caused by initial value sensitivity of least squares method, obtains relatively accurate solution, and improves the accuracy of location algorithm. In order to verify the location effect of PSO optimization algorithm, 
