The feedback sum-rate capacity is established for the symmetric three-user Gaussian multiple-access channel (GMAC). The main contribution is a converse bound that combines the dependence-balance argument of Hekstra and Willems (1989) with a variant of the "doubling trick" of Geng and Nair (2014). The converse bound matches the achievable sum-rate of the Fourier-Modulated Estimate Correction strategy of Kramer (2002). The proof arguments extend to GMACs with more than three users.
I. INTRODUCTION
The feedback capacity of the two-user Gaussian multipleaccess channel (GMAC) was established by Ozarow [1] . The coding theorem was based on extending a feedback strategy of Schalkwijk and Kailath [2] while the converse followed from a cut-set argument. Kramer [3] extended Ozarow's scheme to more than two users by using a method he called Fourier-Modulated Estimate Correction, or Fourier-MEC. For the symmetric GMAC and sufficiently large signal-to-noise ratio (SNR), the Fourier-MEC sum rate meets a cut-set bound and is thus optimal. However, the problem remains open for low and intermediate SNRs. Some progress was made in [4] by applying the Hekstra-Willems dependence-balance argument [5] , and in [6] that studies linear feedback strategies.
In this paper, we derive a converse bound that establishes the feedback sum-rate capacity for symmetric GMACs. The proof combines the Lagrange-duality approach of [7] with a variation of the so-called "doubling trick" from the literature on functional inequalities [8] , [9] ; this idea was used in [10] , [11] . However, the "doubling trick" does not establish joint Gaussianity of the inputs and outputs directly. Rather, it allows us to infer only that the outputs are marginally Gaussian. We use the following notation. Random variables are denoted by uppercase letters and their realizations by lowercase letters. Random column vectors are denoted by boldface uppercase letters and their realizations by boldface lowercase letters. The i-th entry of the column vector X is denoted by X i or [X] i . We denote matrices with uppercase letters, e.g., A, B, C. The (i, j) element of matrix A is denoted by A i j or [A] i j . For the cross-covariance matrix of X and Y , we use the shorthand notation K XY , and for the covariance matrix of a random vector X we use the shorthand notation K X := K X X . Calligraphic letters denote sets, e.g., A, B, C.
II. SYSTEM MODEL AND SUM-RATE CAPACITY

A. System Model
Consider J senders X 1 , X 2 , . . . , X J that each send a message to a receiver Y . The received signal at time instant i is
for i = 1, 2, . . . , n, where Z 1 , Z 2 , . . . , Z n is a string of independent and identically distributed (i.i.d.) zero-mean Gaussian noise variables with unit variance. The J channel inputs have the same block power constraint P, i.e., we have
We refer to this channel as the symmetric GMAC because every X j,i in (1) is weighted by unity, and all power constraints are the same. Let W j with nR j bits be the message of user j.
The transmitted signal at time instant i is
where the f j,i are encoding functions to be optimized.
B. Main Result
Theorem 1: The feedback sum-rate capacity of the 3-user symmetric GMAC is
where β is the unique solution satisfying β ∈ [1, 3] and
Note that β = 1 + 2ρ, where ρ is the correlation coefficient of each user pair. We derive only the converse bound since it coincides with the Fourier-MEC rate. 
C. Cut-set Bound
From the general bound given in [12, Theorem 15.10 .1], we have the following corollary.
Corollary 1: The feedback sum-rate capacity of the two-user symmetric GMAC is upper bounded by
The sum-rate (6) was shown to be achievable by Ozarow [1] . 
The sum rate (7) is not generally achievable. Figure 1 illustrates the situation for the special case P = 0.3. The cutset bound of Corollary 2 leads to an upper bound on the sum rate given by the intersection point of the curves g 2 and g 3 . By contrast, the best known coding strategy is Fourier-MEC that achieves a sum-rate rate corresponding to the intersection of the curves g 1 and g 2 [3] .
D. Dependence-balance Bound
The Hekstra-Willems dependence balance bound [5] implies the following result, see [13, Theorem 4] .
Corollary 3: The feedback sum-rate capacity of the two-user (general) MAC is upper bounded as
Y forms a Markov chain and (9)
For the case of a GMAC, standard convexity arguments imply that the best distribution p(t, 
where
Y forms a Markov chain and (12)
For the case of the GMAC, it does not appear possible to directly infer that the best distribution for T, X 1 , X 2 , X 3 must be Gaussian.
III. CONVERSE BOUND FOR THE THREE USER GMAC
The proof of the converse for Theorem 1 involves two main steps. In the first step, we prove that the optimal channel output is Gaussian via a variant of the "doubling trick." In the second step, we tackle the resulting (non-convex) optimization problem with Lagrange duality. We remark that we here consider only three-user GMACs, but all proof steps generalize to more than three users.
Our converse starts from Corollary 4. We find it convenient to express our problem as a minimization, i.e., we seek to minimize −I(X 1 , X 2 , X 3 ; Y |T) over the input distributions p(t, x 1 , x 2 , x 3 ) that satisfy the constraints (2), (12) and (13) . We use the shorthand X = (X 1 , X 2 , X 3 ) and form the Lagrangian for our optimization problem as
Alternatively, we have
In the sequel, we will treat the power constraint in two steps. First, for any fixed covariance matrix K, we will optimize over all distributions satisfying E[X X T ] = K. Then, we will optimize over all K whose diagonal entries are at most P.
To continue, we define
and note that S λ (X) is a convex function of p(x) because S λ (X) is the lower convex envelope of s λ (X), which is defined by dropping the random variable T in (15) . In addition, we define
The dual function of our problem for K 0 is
A. Optimality of Gaussian Output via Factorization of Convex Envelope
For 0 < λ ≤ 1, the minimization problem (19) is a convex problem, and it follows from (14) and maximum entropy results that the optimizing distribution p(t, x 1 , x 2 , x 3 ) is jointly Gaussian. The more difficult case is λ > 1. Our approach for this case will be to establish that the distribution attaining the minimum in (19) must make the channel output Y Gaussian. This follows from a novel variant of the "doubling trick" for which we need the following result.
Lemma 1 (Corollary to [14, Theorem 1]): If X 1 and X 2 are independent t-dimensional random vectors, and if X 1 + X 2 and X 1 − X 2 are independent, then X 1 , X 2 are normally distributed with identical covariance.
The doubling trick starts by considering two independent uses of the GMAC:
where G = 1 1 1 , X 1 and X 2 are independent and identically distributed, and where Z 1 and Z 2 are independent and identically distributed as N(0, 1). One key difference to [10] is that G is not an invertible matrix. We define
and we thus have
where againZ 1 ,Z 2 ∼ N(0, 1) are independent. Moreover, we generalize the definition (15) to the two-letter extension as
Next, we state and prove four useful propositions.
Proof : The Markovity follows by (22). We further compute
where (a) and (b) are consequence of the Markov chains.
Proposition 3: For any λ ≥ 1 we have
with equality if and only if Y θ 1 and Y θ 2 are conditionally independent given T. Proof : We compute
Step (c) follows from Proposition 2. The last step follows from λ ≥ 1 and we have equality if and only if Y θ 1 and Y θ 2 are conditionally independent given T. Proposition 4: There is a pair of random variables (T * , X * ) with |T * | ≤ 7 and E[X * X T * ] = K such that V λ (K) = s λ (X * |T * ).
Proof Sketch: The existence of a minimizer and cardinality bound on T * are established by using similar arguments as in [10, Appendix 2A] . The only critical terms in s λ (X) are h(Y ) and h(Y |X j ), j ∈ {1, 2, 3}, and we must establish certain smoothness properties for the distribution of Y . To prove that the minimizer exists, it is enough to show that s λ (X) is lower semi-continuous. Fix δ > 0 and define N δ ∼ N(0, δ), pairwise independent of { X n }, X * . From the Markov chain X 1n + N δ X 1n Y n and the data processing inequality we derive h(Y n |X 1n ) ≤ h(Y n |X 1n + N δ ). By [10, Proposition 18], we obtain h(Y n ) → h(Y * ) and
as n → ∞. Since the right-hand side (RHS) of (25) is continuous in δ, we take δ ↓ 0 and find that lim inf n→∞ s λ (X n ) ≥ s λ (X * ).
We can now establish the desired result. Lemma 2: For any λ > 1, let p * (t, x) attain V λ (K) and let (T 1 , T 2 , X 1 , X 2 ) ∼ p * (t 1 , x 1 )p * (t 2 , x 2 ). Let X t denote the conditional distribution p * (x|T = t) and define
Then, Y θ 1 and Y θ 2 are conditionally independent given (T 1 , T 2 ). Proof : We have
Here (c) holds for the distribution p * (t, x) that attains V λ (K); (d) holds since (T 1 , X 1 ) and (T 2 , X 2 ) are independent by assumption; (e) follows by Proposition 1; ( f ) follows by Proposition 3; (g) follows from
where (a) holds because S λ (X θ 1 |Y θ 2 = y θ 2 ) is the lower convex envelope of s λ (X θ 1 |Y θ 2 = y θ 2 ) and the chain T X θ 1 Y θ 1 conditioned on Y θ 2 = y θ 2 is Markov (this Markov chain is an immediate implication of (22) where T = (T 1 , T 2 )) and (b) is the definition of S λ (.|.); (h) holds since S λ (X θ 1 ) is convex in p(x θ 1 ) and by Jensen's inequality S λ (X θ 1 |Y θ 2 ) ≥ S λ (X θ 1 ); (i) follows from definition of V λ (K) and by checking the constraint
We now see that all inequalities of (26) are equalities, and step ( f ) combined with Proposition 3 proves the claim. Lemma 3: For λ > 1, any p * (t, x) that attains V λ (K) has p(y|T = t) = ∫ p(x|T = t)p(y|X = x)d x being zero-mean Gaussian with the same variance for all t. Proof : We first show that p(y|t) is Gaussian. Lemma 2 implies that for any pair (t 1 , t 2 ) the random variables Y t 1 +Y t 2 and Y t 1 −Y t 2 are independent. Moreover, Y t 1 and Y t 2 are independent because X t 1 and X t 2 are independent by assumption. Lemma 1 thus implies that Y t 1 and Y t 2 are Gaussian. Next, consider Bernoulli T with parameter 1/2, and Y | {T = 1} ∼ N(0, Var(Y 1 )) and Y | {T = 2} ∼ N(0, Var(Y 2 )). 
B. Converse Bound
We define the following functions (see [6, Lemma 4] 
Remark 1: Recall that by an alternative (much simpler) argument, one can establish the same bound for 0 < λ ≤ 1.
