It is well known and readily seen that the maximum of n independent and uniformly on [0, 1] distributed random variables, suitably standardized, converges in total variation distance, as n increases, to the standard negative exponential distribution. We extend this result to higher dimensions by considering copulas. Sklar's theorem then implies convergence in variational distance of the maximum of n independent and identically distributed random vectors with arbitrary common distribution function.
Introduction
Let U be a random variable (rv) , which follows the uniform distribution on [0, 1], i.e., Let U (1) , U (2) , . . . be independent copies of U . Then, clearly, we have for x ≤ 0 and large n ∈ N,
where
x > 0 is the distribution function (df) of the standard negative exponential distribution.
Thus, we have established convergence in distribution
where M (n) := max 1≤i≤n U (i) , n ∈ N, and the rv η has df G.
Note that, with h(x) := H ′ (x) = 1 if x ∈ [0, 1] and zero elsewhere, we have
i.e., we have pointwise convergence of the sequence of densities of n M (n) − 1 , n ∈ N, to that of η. Scheffé's lemma (see, e.g., Reiss 1989, Lemma 3.3 .3) now implies convergence in total variation:
(3) sup A∈B P n M (n) − 1 ∈ A − P (η ∈ A) → n→∞ 0, where B denotes the Borel-σ-field in R.
Let now X be a rv with arbitrary df F . We can assume the representation
, is the usual quantile function or generalized inverse of F . Let X (1) , X (2) , . . . be independent copies of X. Again we can suppose the representation
The fact that each quantile function is monotone increasing, yields max 1≤i≤n
The strong convergence in equation (3) now implies the following convergence in total variation:
In this paper we will extend the above results (3) and (4) to higher dimensions.
First, we consider in Section 2 copulas. Sklar's theorem will then be used in Section 3 to derive convergence in variational distance of the maximum of n independent and identically distributed random vectors with arbitrary common df.
Strong convergence for extremal order statistics of univariate iid rv has been well investigated; see, e.g. Section 5.1 in Reiss (1989) Let 0 = (0, . . . , 0) and 1 = (1 . . . , 1). Suppose that the analogous result to (1) holds for the vector M (n) of componentwise maxima, i.e., suppose there exists a
Then G is necessarily a multivariate max-stable or multivariate extreme value df with standard negative exponential margins and, thus, by Theorem 2.3.3 in Falk (2019), it has the representation
Examples of D-norms are the sup-norm x ∞ = max 1≤i≤d |x i |, or the complete family of logistic norms
For a recent account on multivariate extreme value theory and D-norms we refer to Falk (2019) . In particular Proposition 3.1.5 in Falk (2019) implies that equation (5) is equivalent with the expansion
In a first step we drop the term o( 1 − u ) in expansion (6) and require that there exists u 0 ∈ (0, 1) d , such that
A copula, which satisfies the above expansion is a generalized Pareto copula (GPC).
The significance of GPCs for multivariate extreme value theory is explained in Falk et al. (2018) and in Falk (2019, Section 3.1).
Note that
defines a multivariate df only in dimension d = 2, see, e.g., McNeil and Nešlehová (2009, Examples 2.1, 2.2) . But one can find for arbitrary dimension d ≥ 2 a rv, whose df satisfies equation (7), see, e.g., Falk (2019, equation (2.15) ). This is the reason, why we require equation (7) only on some upper interval
Suppose that the norm · D has partial derivatives of order d. Then the df
By G we denote in what follows the standard multivariate extreme value df with
Its density exists and is given by
We are now ready to state our first multivariate extension of the convergence in total variation in equation (3). Note that we can write a GPC
where the D-norm · D is a logistic norm · p , p ≥ 1, as an Archimedean copula For the proof of Theorem 2.1 we establish the following auxiliary result.
Lemma 2.2. Choose ε ∈ (0, 1) and
Proof. G(x) can be see as the function composition (ℓ • φ)(x), where we set ℓ(y) = exp(y) and φ(x) = − x D . Then, by Faá di Bruno's formula, the density in (9) is equal to
where P is the set of all partitions of {1, . . . , d} and the product is over all blocks B of a partition P ∈ P. In particular, B = (i 1 , . . . , i k ) with each i j ∈ {1, . . . , d}, and the cardinality of each block is denoted by |B| = k. Finally, for a function
Similarly, F (n) (x) can be see as the function composition (ℓ • φ n )(x), where we set φ n (x) := −n log(1/(1 − n −1 x D )). Then, F (n) (x) = exp(φ n (x)) and, once again by the Faá di Bruno's formula, the density in (8) is equal to
Next, φ n (x) can be seen as the composition function (σ n •φ)(x), where we set σ n (y) = −n log(1/(1+n −1 y)). Thus, again by the Faá di Bruno's formula we have that for each block B
where P B is the set of all partitions of B = (i 1 , . . . , i k ) and the product is over all blocks b of a partition P B ∈ P B . It is not difficult to check that
Then,
Notice that |P B | = 1 when P B = B and in this case b = B. Consequently, for all
Therefore, the pointwise convergence in (2.2) follows.
Proof of Theorem 2.1. It is sufficient to consider
We already know that
and, thus,
As ε > 0 was arbitrary, it is therefore sufficient to establish
Now, From equation (12) we know that [xε,0] 
Together with (10), we can apply Scheffé's lemma and obtain [xε,0] 
now implies the assertion of Theorem 2.1.
Next we will extend Theorem 2.1 to a copula C, which is in a differentiable neighborhood of a GPC, defined next. Suppose that C satisfies expansion (6),
where the D-norm · D on R d has partial derivatives of order d. Assume also that C is such that for each nonempty block of indices B = (i 1 , . . . , i k ) of {1, . . . , d},
holds true for all x < 0 ∈ R d .
Theorem 2.3. Suppose the copula C satisfies conditions (6) and (13). Then we
where G is the standard max-stable distribution with corresponding D-norm · D , i.e., it has df G(
Proof. The proof of Theorem 2.3 is similar to that of Theorem 2.1, but this time we apply Lemma 2.2 as follows. Note that for n ∈ N,
Then, C (1 + x/n) n is the function composition (ℓ•φ n )(x), but now we set φ n (x) := n log (C (1 + x/n)). Furthermore, φ n (x) is the composition function (σ n • v n )(x), where we set v n (x) = n(C(1 + x/n) − 1) and σ n is as in Lemma 2.2. Now, in the Faá di Bruno's formula we have that for each block B,
By assumptions (6) and (13) we obtain that for each block b of a partition P B ∈ P B ,
and therefore, as in Lemma 2.2, we obtain
Thus, the assertion follows.
Consider, for example, the Gumbel-Hougaard family {C p : p ≥ 1} of Archimedean copulas, with generator function ϕ p (u) := (− log(u)) p , p ≥ 1. In this case we have
as u ∈ (0, 1] d converges to 1 ∈ R d , i.e., condition (6) is satisfied, where the D-norm is the logistic norm · p and the limiting distribution is G(x) = exp(− x p ). By the Faá di Bruno's formula we have
The copula C p satisfies conditions (13). Indeed, we have
for 1 + x/n ≥ 0. The right hand-side can be seen as the composition function −n(t • s)(x), where t(y) = y p and y = s(x) = (s n (x 1 ), . . . , s n (x d )), and where s n (x) = log(1 + x/n). Then,
In particular, in the second and third raw we computed the partial derivatives. In the third raw we have also used the approximation log(1 + x i−j /n) ≃ x i−j /n for large n. Finally we have computed the limit.
This result holds true if the underlying copula C satisfies conditions (6) and (13).
The result of Proposition 3.1 can, for instance, be applied in the statistical domain. Max-stable distributions have been used for modelling extremes in several statistical analysis (e.g. Coles 2001, Ch. 8; Beirlant et al. 2004, Ch. 9; Marcon et al. 2017; Mhalla et al. 2017 to name a few). Parametric and nonparametric inferential procedures have been proposed for fitting max-stable models to the data (e.g., Gudendorf and Segers 2012; Berghaus et al. 2013; Marcon et al. 2017 ). The asymptotic theory relative to the corresponding statistical estimators is well established under the assumption that a sample of componentwise maxima is coming from a max-stable distribution. However, in practice, such data follow only approximatively such a distribution. The extension of the asymptotic theory to the case that a data sample is coming from a distribution that is in a neighbourhood of a max-stable distribution is very important, for the obvious practical utility, as well as very challenging. Padoan and Rizzelli (2019) have reached such a goal. In particular, they considered a nonparametric Bayesian approach for estimating the angular densities h I and the D-norm · D . Then, by exploiting together Proposition 3.1 with remote-contiguity, a notion recently introduced by Kleijn (2017), they extended the consistency of the proposed estimation method, for which concentration inequalities with suitable exponential bounds can be established under the limiting model. Notice that this technique is applicable to the statistical inferential techniques for max-stable models, for which concentration inequalities alike the aforementioned ones can be obtained.
