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Abstract 
An immiscible, binary fluid lattice Boltzmann model is described and its associated 
equations of motion are given. It is seen that the lattice Boltzmann scheme is 
totally isotropic and that it does not suffer from the problems of noisy results 
and a lack of Galilean invariance which plagued its predecessor: the lattice gas 
model. The incorporation of a body force into the lattice Boltzmann technique is 
considered. A method which introduces the body force directly into the governing 
equation is proposed and is seen to have the desired effect without destroying the 
Galilean invariance of the original model and without introducing any dependency 
on the grid orientation. 
The immiscible, binary fluid model, with the body force incorporated, is applied to 
simulate interfacial waves between the two fluids. The model parameters allow the 
interface thickness, the fluid viscosity, the gravitational strength and the relative 
density of the two fluids to be varied. The wavelength of the wave can also be set 
during the wave initialisation. Standing waves are simulated for a wide range of 
the variable parameters and progressive waves for a subset of the parameters. The 
results are seen to compare well with linear wave theory. When compared with 
available experimental results the behaviour is seen to be similar. 
Acknowledgements 
I would like to thank my supervisor, Clive Greated, for his suggestions and support. 
I would also like to thank Paul Stansell for numerous useful discussions and for 
proof reading this thesis; Roger Kingdon for his help and encouragement; Alastair 
Martin for his insight into internal waves and for allowing me to reproduce some 
of his results; and Edinburgh Parallel Computing Centre (EPCC) for allowing me 
time on the Connection Machine CM200. 
The financial support of SERC is gratefully acknowledged. 
Table of Contents 
Introduction 	 1 
	
1.1 	The Study of Fluid Motion .......................1 
1.2 Numerical Methods in Fluid Study ..................2 
1.3 	Wave Modelling .............................4 
1.4 Aims ...................................5 
1.5 Notation .................................6 
1.6 	Preview 	.................................6 
The Boltzmann Equation 
2.1 The Classical Boltzmann Equation ..................9 
2.1.1 	The Conservation Equations ..................11 
2.1.2 	The Collision Function .....................12 
2.2 Boltzmann's H-Theorem ........................13 
2.3 The Chapman-Enskog Method .....................16 
2.4 The Single Relaxation Model .....................17 
2.5 The Boltzmann Equation for a High Density Fluid .........18 
2.6 Summary ................................18 
iv 
Table of Contents 	 v 
3. The Lattice Gas Model 	 19 
	
3.1 	Definition of a Lattice Gas Model ...................19 
3.2 	Development of the Lattice Gas Model ................20 
3.2.1 	The HPP Model 	........................20 
3.2.2 	The FHP Models ........................21 
3.2.3 	Three-Dimensional Models ...................25 
3.3 	Boundaries in the Model ........................26 
3.4 	Updating the Lattice ..........................26 
3.5 	Equations for the Lattice Gas Model .................27 
3.5.1 	Definitions ............................28 
3.5.2 	Microdynamical Equations ...................29 
3.5.3 Macrodynamical Equations ..................31 
3.5.4 	Isotropy of the Model ......................33 
3.6 	The Navier-Stokes Equation ......................33 
3.7 	Units of Measurement in a Lattice Gas Model ............35 
3.8 	Obtaining Macroscopic Quantities ...................35 
3.9 	Binary Fluid Models ...........................36 
3.9.1 Introduction to Models with Coloured Particles .......37 
3.9.2 	Properties of Colour Models ..................37 
3.9.3 Surface Tension in a Binary Fluid Model ...........38 
3.10 Liquid-Gas Lattice Gas Models ....................40 
3.10.1 The Interactions 	........................40 
3.10.2 Implementation of the Interactions ..............40 
3.11 Lattice Gas Simulations ........................41 
Table of Contents 	 vi 
3.11.1 Drawbacks of the Lattice Gas Approach ...........42 
3.12 Summary ................................43 
4. The Lattice Boltzmann Model 
	
46 
4.1 	Development of the Lattice Boltzmann Model ............46 
4.1.1 Lattice Boltzmann Model for the Ensemble Averaged Dis- 
tribution Function 	.......................47 
4.1.2 	The Linear Collision Operator .................47 
4.1.3 The Enhanced Collision Rules .................48 
4.1.4 The Single Relaxation Time Lattice Boltzmann Model . . . 50 
4.2 An Isotropic, Galilean Invariant BGK Model .............51 
4.2.1 	The Equilibrium Distribution .................51 
4.2.2 The Conservation Equations ..................54 
4.2.3 Chapman-Enskog Expansion ..................55 
4.3 Boundaries in a Lattice Boltzmann Model ..............58 
4.3.1 Bounce Back Boundary Conditions ..............58 
4.3.2 Higher-Order Boundary Conditions ..............59 
4.4 Binary-Fluid and Liquid-Gas Lattice Boltzmann Models ......61 
4.4.1 	Colour Model ..........................61 
4.4.2 	Miscible Binary Fluid ......................63 
4.4.3 	The Local Interaction Model ..................64 
4.4.4 	The Free Energy Model ....................67 
4.4.5 The Distribution Functions and the Equations of Motion for 
a Binary Fluid 	.........................70 
4.4.6 	Model Selection .........................78 
Table of Contents 	 vu 
4.5 Implementation of the Free Energy Binary Model ..........79 
4.6 Summary ................................87 
5. Gravity in a Lattice Boltzmann Model 88 
5.1 	Introducing Gravity ...........................88 
5.1.1 	The Classic Boltzmann Equation 	...............88 
5.1.2 	Combining the Gravity Term and the Pressure Tensor. 	. 89 
5.1.3 	Adding a Force Term to Equation (4.47) 	...........90 
5.1.4 	Calculating the Equilibrium Distribution with an Altered 
Velocity 	.............................90 
5.1.5 	Adding an Additional Term to the Boltzmann Equation 	. 92 
5.1.6 	Review of Methods 	.......................93 
5.2 	Model Implementation 	.........................95 
5.2.1 	Density Gradient 	........................95 
5.2.2 	Model Comparison 	.......................97 
5.2.3 	Grid Orientation 	........................97 
5.2.4 	Gravitational Strength 	.....................102 
5.3 	Galilean Invariance 	...........................108 
5.4 	Summary 	................................109 
6. The Equations of Internal Wave Motion 	 110 
	
6.1 	The Potential Density 	.........................110 
6.2 	Inviscid Wave Equations ........................111 
6.2.1 	The Two-Layer Model .....................111 
6.2.2 	Continuous Density Variation .................114 
Table of Contents 	 viii 
6.3 Waves in a Viscous Fluids .......................118 
6.3.1 Frequency and Damping Parameter ..............118 
6.3.2 	Wave Velocities .........................120 
	
6.4 	Standing Waves .............................125 
6.5 Summary ................................126 
Interfacial Standing Wave Simulations 	 127 
7.1 The density Gradient, the Potential Density, the Relative Density 
and the Gravitational Strength ....................127 
7.2 	Standing Wave Initialisation ......................128 
7.3 Standing Wave Simulations ......................129 
7.4 The Wave Period and the Damping Parameter ............137 
7.4.1 	The Curve Fitting Process ...................137 
7.4.2 	Comparison with Theory ....................141 
7.4.3 Continuously Varying Density at the Interface ........147 
7.5 	Velocities 	................................149 
7.5.1 Velocity Variation Across a Vertical Cross-Section ......154 
7.5.2 Velocity Variation Across a Horizontal Cross-Section . . . . 161 
7.5.3 Boundary Layer at the Solid Boundaries ...........164 
7.5.4 	Peak Horizontal Velocity ....................167 
7.6 Summary ................................171 
Interfacial Progressive Wave Simulations 	 172 
8.1 	Progressive Wave Initialisation .....................172 
8.2 	Progressive Interfacial Waves ......................173 
Table of Contents 	 ix 
8.3 Experimental Investigations into Progressive Interfacial Waves . . . 173 
8.4 Comparison Between Interfacial Wave Simulations and Experimen- 
tal Results ................................181 
	
8.4.1 	Wave Parameters ........................181 
8.4.2 	Numerical Comparisons ....................184 
8.5 Summary ................................189 
9. Conclusion 	 190 
Bibliography 	 193 
A. Notation 	 202 
B. FHP-III Collisions 	 211 
B.1 Boolean Equations ...........................211 
B.2 Lookup Tables ..............................212 
C. Publications 	 215 
List of Figures 
2-1 Two particles (of equal mass) before and after a collision in the 
centre of mass reference frame. The impact parameter b and the 
angle 0 are shown . 	. . . . . . . . . . . . . . . . . . . . . . . . . . . 	13 
3-1 	The square grid used in the HPP model . . . . . . . . . . . . . . . . 21 
3-2 	The collision rules for the HPP model . . . . . . . . . . . . . . . . . 21 
3-3 	The hexagonal grid used in the FHP model . . . . . . . . . . . . . . 22 
3-4 	A set of collision rules for the FlIP model . . . . . . . . . . . . . . . 23 
3-5 	A cubic lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 	25 
3-6 No-Slip boundary conditions at a horizontal boundary for the HPP 
and FlIP models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 	26 
3-7 The evolution of particles on a portion of a square lattice from time 
t-lto time i+1............................27 
3-8 	An example of averaging on a section of square lattice . . . . . . . . 36 
3-9 The basic long-range interactions acting in the direction of e2. . . . 41 
4-1 A site on a boundary with the fluid above and the solid wall below 
and its six nearest neighbours . . . . . . . . . . . . . . . . . . . . . . 60 
4-2 The separation of the two immiscible fluids for a temperature T = 
0.4.....................................81 
x 
List of Figures 	 xi 
4-3 The density p as a function of r the distance from the edge of the 
grid. The density is plotted along a line through the centre of the 
inner fluid parallel to the y-axis (perpendicular to e2)........ 83 
4-4 The order parameter Lp plotted against r the distance from the 
edge of the grid. The order parameter is plotted along a line through 
the centre of the inner fluid parallel to the y-axis (perpendicular to 
e2)..................................... 83 
4-5 The density, along a line through the centre of a bubble, as a func-
tion of r The centre of the bubble is at r = 32. The density profile 
across the interface can be seen for three values of the interfacial 
energyn .................................. 	84 
4-6 The order parameter, along a line through the centre of a bubble, 
as a function of r. The centre of the bubble is at r = 32. The 
change in the order parameter across the interface can be seen for 
three values of the interfacial energy c.................84 
4-7 The value of /.p at all points on the grid as a function of the points 
distance from the centre of mass of the bubble Ircm - 	Results 
are shown for K = 0.1 and 0.2, the results for tz = 0.2 are displaced 
by ten lu with respect to the results for ,c = 0.1 ...........85 
4-8 Contour plot of Lp when ,c = 0.1 ...................86 
5-1 Density as a function of height at selected times when gravity is 
applied using method (2)........................96 
5-2 The difference in density between method (1) and method (2) as a 
function of height at selected times . . . . . . . . . . . . . . . . . . . 97 
5-3 A box, at angle 0 to the x-axis, superimposed on the regular grid and 
the co-ordinate systems. The hashed area is filled with boundary 
sites. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98 
List of Figures 	 xli 
5-4 Part of the hexagonal grid is shown. The thick solid line represents 
the line through 0 with gradient in, the thick dashed line represents 
the 'bottom' boundary and the solid dots represent the sites which 
are considered as lying nearest to the thick solid line. Point P is 
the last of these point which is still within the boundary . . . . . . . 100 
5-5 The equilibrium density as a function of height when 0 = 00 (points) 
and 0 = 72° (line) . 	. . . . . . . . . . . . . . . . . . . . . . . . . . . 101 
5-6 The equilibrium density difference Jp between the results for 0 = 00 
and 0 = 900 as a function of height . . . . . . . . . . . . . . . . . . . 102 
5-7 Density as a function of depth for a fluid with po = 1.0, T = 200.0 
and g = 0.001 after 10,000 time-steps . . . . . . . . . . . . . . . . . . 103 
5-8 The density as a function of depth for a fluid with Po 	1.0 and 
r 	200.0 after 10,000 time-steps when g = 0.00001, 0.0001, 0.0002, 
0.00031  0.0004 and 0.0005........................103 
5-9 	The linear density gradient as a function of the gravitational strength 
g for an initial density Po = 1.0.....................105 
5-10 The linear density gradient as a function of the gravitational strength 
g for an initial density po = 4.0.....................105 
5-11 The modulus of the ratio p/zip as a function of depth when gravity 
is applied to a binary fluid with a horizontal interface between the 
fluids. Gravity was applied with sg1 = 0.0001 and sg2 = 0.0002. . . 106 
5-12 The density as a function of depth for case (a) (x) and case (b) (+) 
shown in table 5-1. Also shown are straight lines with the gradients 
shown in table 5-1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107 
5-13 The density as a function of depth close to the interface for case (a) 
(dashed lines) and case (b) (dotted lines) for r, = 0.1 and 0.001. . . 107 
5-14 Equilibrium shape of a fluid drop in a system moving with constant 
speed u along the x-direction when gravity is applied with strength 
g = 0.0005 in the z-direction......................log 
List of Figures 	 xiii 
6-1 The x-velocity predicted by the two-layer model and the continuous 
model in the region of the interface . . . . . . . . . . . . . . . . . . . 117 
6-2 The irrotational horizontal velocity, u0; the sum of the irrotational 
velocity and the rotational velocity from the interfacial boundary 
layer, u0 + U; and the full solution for the horizontal velocity in-
cluding the irrotational component at the solid boundary, U'..... 124 
6-3 The irrotational vertical velocity w0 and the full viscous solution. . 124 
7-1 	The Initialisation of a Standing Wave .................129 
7-2 Velocity vector plot at t T/8 of an interfacial standing wave on a 
256 by 256 grid with gi = 2.5 x 10, 92 = 3.5 >< 10, . = 0.001, A = 
256 and ii = 0.05.............................130 
7-3 The order parameter at t 	T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x iO, 92 = 3.5 x iO, ,c = 
0.0011  A = 256 and v = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130 
7-4 Velocity vector plot at t 	2T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x i0, g = 3.5 x 	= 
0.0011  A = 256 and v = 0.05.......................131 
7-5 The order parameter at t 2T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x iO, g2 = 3.5 x iO, k = 
0.001, A = 256 and v = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131 
7-6 Velocity vector plot at t 	3T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x 10, 92 = 3.5 x iO, ,c = 
0.0011 A = 256 and ii = 0.05.......................132 
7-7 The order parameter at t 3T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x iO, g2 = 3.5 x 10-4, r  = 
0.001, A = 256 and v = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132 
List of Figures 	 xlv 
7-8 Velocity vector plot at t 	4T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x iO, 92 = 3.5 x 10',,c = 
0.001,A = 256 and v = 0.05.......................133 
7-9 The order parameter at t 4T/8 of an interfacial standing wave 
on a 256 by 256 grid with g1 = 2.5 x 10, 92 = 3.5 x 10 4 ,K = 
0.001,) = 256 and v = 0.05. only halve the grid, centred on the 
interface, is shown . 	. . . . . . . . . . . . . . . . . . . . . . . . . . . 133 
7-10 Velocity vector plot at i 	5T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x 10", 92 = 3.5 x iO,ic = 
0.0011  A = 256 and ii = 0.05.......................134 
7-11 The order parameter at I 5T/8 of an interfacial standing wave 
on a 256 by 256 grid with g = 2.5 x 10, 92 = 3.5 >< 10-4 K = 
0.001, A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134 
7-12 Velocity vector plot at I 	6T/8 of an interfacial standing wave 
on a 256 by 256 grid with g = 2.5 x 10, g = 3.5 x 	= 
0.0011  A = 256 and ii = 0.05.......................135 
7-13 The order parameter at t 6T/8 of an interfacial standing wave 
on a 256 by 256 grid with g1 = 2.5 x 10, 92 = 3.5 x iO,ic = 
0.001, A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135 
7-14 Velocity vector plot at I D 7T/8 of an interfacial standing wave 
on a 256 by 256 grid with g1 = 2.5 x iO, 92 = 3.5 x iO, ,c = 
0.001, A = 256 and v = 0.05.......................136 
7-15 The order parameter at t 	7T/8 of an interfacial standing wave 
on a 256 by 256 grid with gi = 2.5 x 10, g = 3.5 x 	= 
0.0011  A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136 
List of Figures 	 xv 
7-16 The sum of the square of the deviation between two curves of the 
form of equation (7.1) when the value of either w or a has been 
varied, in one of the curves, by a small percentage . . . . . . . . . . 139 
7-17 The wave's height, at x = A/2, as a function of time for a standing 
wave with A = 256,v = 0.05,gj = 1.25 x 10' and 92 =1.75 x 10. 140 
7-18 The wave's height, at x = A/2, as a function of time for a standing 
wave with A = 512,u = 0.05,gi = 2.5 x iO and 92 = 3.5 x iO. . 140 
7-19 The frequency w as a function of the density ratio f when sg1 is 
fixed, A = 256 and v = 0.05. The solid lines are the theoretical 
curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142 
7-20 The damping parameter a as a function of the density ratio f when 
gi is fixed, A = 256 and ii = 0.05. The solid lines are the theoretical 
curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142 
7-21 The frequency w as a function of the density ratio f when the 
gravitational acceleration g is fixed, A = 256 and v = 0.05. The 
solid lines are the theoretical curves . . . . . . . . . . . . . . . . . . 143 
7-22 The damping parameter a as a function of the density ratio f when 
the gravitational acceleration g is fixed, A = 256 and ii = 0.05. The 
solid lines are the theoretical curves . . . . . . . . . . . . . . . . . . 143 
7-23 The frequency w as a function of the density ratio f when the 
density difference is fixed by g2 - gi = 5 x iO, A = 256 and 
ii = 0.05. The solid line is the theoretical curve . . . . . . . . . . . . 144 
7-24 The damping parameter a as a function of the density ratio f when 
92 - gi = 5 x iO, A = 256 and v = 0.05. The solid line is the 
theoretical curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144 
7-25 The frequency w as a function of the viscosity u. The results are 
for gi = 2.5 x 10 4,g2 = 3.5 x 10 4(x) and gi = 1.025 >< 10 4,g2 = 
1.075 x 10(+). The wavelength is A = 256. The solid lines are 
the theoretical curves . 	. . . . . . . . . . . . . . . . . . . . . . . . . 145 
List of Figures 	 xvi 
7-26 The damping parameter a as a function of the viscosity v. The 
results are for g1 = 2.5 x 10 4,g2 = 3.5 x 10 4 (x) and g = 1.025 x 
10 4,g2 = 1.075 x 10(+). The wavelength is A = 256. The solid 
lines are the theoretical curves . 	. . . . . . . . . . . . . . . . . . . . 145 
7-27 The frequency w as a function of the wavenumber k. The results are 
for gj = 2.5 x 10 4,g2 = 3.5 x 10 4(x) and gi = 1.025 x 10 4,g2 = 
1.075 x i0(+). The viscosity is u = 0.05. The solid lines are the 
theoretical curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146 
7-28 The damping parameter a as a function of the the wavenumber 
k. The results are for g1 = 2.5 x 10 4,g2 = 3.5 x 10(x) and 
gi = 1.025 x 10 4,g2 = 1.075 x 10(+). The viscosity is I' = 0.05. 
The solid lines are the theoretical curves . . . . . . . . . . . . . . . . 146 
7-29 The frequency w as a function of f for ic = 0.001 and ic = 0.1 when 
sg1 = 0.0001, u = 0.05 and A = 256. Also shown are the theoretical 
frequencies W2v and w for a viscous two-layer model and an inviscid 
model with a continuous density change over an interface with width 
110...................................148 
7-30 The frequency w as a function of f for ic = 0.001 and tc = 0.1 
when .sg1 = 0.00005, ii = 0.05 and A = 256. Also shown are the 
theoretical frequencies W2v and w for a viscous two-layer model 
and an inviscid model with a continuous density change over an 
interface with width 1 = 10.......................148 
7-31 Horizontal velocity contour plot for wave (1) with A = 256, z-' = 0.05, 
g=3x10 4 and f=1.4attT/4..................150 
7-32 Vertical velocity contour plot for wave (1) with A = 256, ii = 0.05, 
g=3x10 4 and f=1.4attT/4..................150 
7-33 Horizontal velocity contour plot for wave (2) with A = 256, ii = 0.05, 
g = 1.05 x 10 	and f = 1.05 at t 	T/4................ 151 
List of Figures 	 xvii 
7-34 Vertical velocity contour plot for wave (2) with A = 256, ii = 0.05, 
g = 1.05 x 10 	and f = 1.05 at t 	T/4................ 151 
7-35 Horizontal velocity contour plot for wave (3) with A = 256, ii = 0.05, 
g=5x10 4 and f=1.86attT/4.................152 
7-36 Vertical velocity contour plot for wave (3) with A = 256, ii = 0.05, 
g = 5 x 10 	and f = 1.86 at t 	T/4................. 152 
7-37 Horizontal velocity contour plot for wave (4) with A = 256, ii = 0.25, 
g=3  x 10 	and f = 1.4 at t 	T/4.................. 153 
7-38 Vertical velocity contour plot for wave (4) with A = 256, v = 0.25, 
g = 3 x iO 	and f = 1.4 at t 	T/4.................. 153 
7-39 The horizontal velocity u as a function of z for wave (1) with A = 
256, 1 = 0.05, g = 3x 10 and! = 1.4 at x = A/4,t T/4. The 
solid line is the theoretical curve . . . . . . . . . . . . . . . . . . . . 155 
7-40 The vertical velocity w as a function of z for wave (1) with A = 256, 
ii = 0.05, g = 3 x 10 and f = 1.4 at x = A/2,t T/4. The solid 
line is the theoretical curve . . . . . . . . . . . . . . . . . . . . . . . 155 
7-41 The horizontal velocity u as a function of z for wave (2) with A = 
2561  v = 0.05, g = 1.05 x 10 and f = 1.05 at x = A/4,t T/4. 
The solid line is the theoretical curve . . . . . . . . . . . . . . . . . . 156 
7-42 The vertical velocity w as a function of z for wave (2) with A = 256, 
v = 0.05, g = 1.05 x 10 and f = 1.05 at x = A/2,t = T/4. The 
solid line is the theoretical curve . . . . . . . . . . . . . . . . . . . . 156 
7-43 The horizontal velocity u as a function of z for wave (3) with A = 
256, v = 0.05, g = 5 x 10 and f = 1.86 at x = A/4,t T/4. The 
solid line is the theoretical curve . . . . . . . . . . . . . . . . . . . . 157 
7-44 The vertical velocity w as a function of z for wave (3) with A = 256, 
'1 = 0.05, g = 5 x iO and  = 1.86 at x = A/2,i T/4. The solid 
line is the theoretical curve . . . . . . . . . . . . . . . . . . . . . . . 157 
List of Figures 	 xviii 
7-45 The horizontal velocity u as a function of z for wave (4) with \ = 
2561  ii = 0.25, g = 3 x iO and f = 1.4 at x = \/4,t T/4. The 
solid line is the theoretical curve . . . . . . . . . . . . . . . . . . . . 158 
7-46 The vertical velocity w as a function of z for wave (4) with ). = 256, 
ii = 0.25, g = 3 X 10 and f = 1.4 at x = )t/2,t T/4. The solid 
line is the theoretical curve . . . . . . . . . . . . . . . . . . . . . . . 158 
7-47 The horizontal velocity ti as a function of z for wave (1) at x = 
and at multiples of T/4......................... 160 
7-48 The vertical velocity w as a function of z for wave (1) at x 
and at multiples of T/4......................... 160 
7-49 The horizontal velocity u as a function of x at t T/4. The results 
are for wave (1) at different heights z within the inviscid body of the 
wave. The solid lines are sine curves with an appropriate amplitude. 162 
7-50 The vertical velocity w as a function of x at t T/4. The results 
are for wave (1) at different heights z within the inviscid body of 
the wave. The solid lines are cosine curves with an appropriate 
amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162 
7-51 The horizontal velocity u as a function of x at t T/4. The results 
are for wave (1) at different heights z within the viscous boundary 
layer at the solid boundaries. The solid lines are sine curves with 
an appropriate amplitude . . . . . . . . . . . . . . . . . . . . . . . . 163 
7-52 The horizontal velocity u as a function of x at t 	T/4. The 
results are for wave (1) at different heights z within the viscous 
boundary layer at the interface. The solid lines are sine curves with 
an appropriate amplitude . . . . . . . . . . . . . . . . . . . . . . . . 163 
7-53 The horizontal velocity u at x = A/4, t T/4 as a function of z for 
wave (1) using two different grid sizes . . . . . . . . . . . . . . . . . 165 
7-54 The horizontal velocity u at x = )/4, t 3T/4 as a function of z 
for wave (1) using two different grid sizes . . . . . . . . . . . . . . . 165 
List of Figures 	 xix 
7-55 The vertical velocity w at x = A/2, t 3T/4 as a function of z for 
wave (1) using two different grid sizes . . . . . . . . . . . . . . . . . 166 
7-56 The vertical separation d of the horizontal velocity peaks as a func-
tion of f for three cases . . . . . . . . . . . . . . . . . . . . . . . . . 167 
7-57 The vertical separation d of the horizontal velocity peaks as a func- 
tion of the the viscosity ii when gi = 2.5 x 10 4,g2 = 3.5 x 10, f = 
1.4 and ) = 256.............................168 
7-58 The vertical separation d of the horizontal velocity peaks as a func- 
tion of the wavelength ). when gi = 2.5 x 10 4,g2 = 3.5 x 10,f = 
1.4 and ii = 0.005.............................168 
7-59 The horizontal velocity profile, at x = )/4, t T/4, as a function 
of the dimensionless parameter z/\. This is for waves with g1 = 
2.5 x 10 4,g2 = 2.5 x 10 4,f = 1.4 and i.' = 0.005...........170 
7-60 The vertical velocity profile, at x = A/2, i 	T/4, as a function 
of the the dimensionless parameter z/\. This is for waves with 
gi = 2.5 x 10 4,g2 = 2.5 x 10 4,f = 1.4 and ii = 0.005........170 
8-1 Velocity vector plot at t 	T/5 of an interfacial progressive wave 
on a 256 by 256 grid with gi = 1.025 x iO, 92 = 1.075 x iO, i = 
0.1,A =256 and v=0.05........................174 
8-2 The order parameter at t T/5 of an interfacial progressive wave 
on a 256 by 256 grid withgj = 1.025 x iO', 92 = 1.075 x 10 4 ,i = 
0.1, \ = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174 
8-3 Velocity vector plot at t 	2T/5 of an interfacial progressive on a 
256 by 256 grid with gi = 1.025 x iO, g2 = 1.075 x iO, i = 
0.1,\ = 256 and ii = 0.05........................175 
List of Figures 	 xx 
8-4 The order parameter at t 2T/5 of an interfacial progressive wave 
on a 256 by 256 grid with g = 1.025 x 10, 92 = 1.075 x 10, ic = 
0.1, A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175 
8-5 Velocity vector plot at t 3T/5 of an interfacial progressive wave 
on a 256 by 256 grid with g, = 1.025 x iO, 92 = 1.075 x i0, ,c = 
0.1,A =256 and" = 0.05........................176 
8-6 The order parameter at t 3T/5 of an interfacial progressive wave 
on a 256 by 256 grid with g1 = 1.025 x 10, 92 = 1.075 x 10,c = 
0.11  A = 256 and v = 0.05. Only halve the grid, centred on the 
interface, is shown . 	. . . . . . . . . . . . . . . . . . . . . . . . . . . 176 
8-7 Velocity vector plot at t 4T/5 of an interfacial progressive wave 
on a 256 by 256 grid with g, = 1.025 x iO', 92 = 1.075 x 10,k = 
= 256 and ji = 0.05........................177 
8-8 The order parameter at t 4T/5 of an interfacial progressive wave 
on a 256 by 256 grid with g, = 1.025 x iO, 92 = 1.075 x iO, it = 
0.1, A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177 
8-9 Velocity vector plot at t T of an interfacial progressive wave on 
a 256 by 256 grid with g1 = 1.025 x iO, 92 = 1.075 x 10,ic = 
0.17 A =256 and v =0.05 . 	. . . . . . . . . . . . . . . . . . . . . . . 178 
8-10 The order parameter at t T of an interfacial progressive wave on 
a 256 by 256 grid with y'  = 1.025 x 10, 92 = 1.075 x iO,ic = 
0. 1, A = 256 and ii = 0.05. Only halve the grid, centred on the 
interface, is shown . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178 
8-11 Vector plot of the dimensionless velocity u/c for wave (a)......185 
8-12 Vector plot of the dimensionless velocity u/c for wave (b)......185 
8-13 Vector plot of the dimensionless velocity u/c for wave (a)......186 
8-14 Vector plot of the dimensionless velocity u/c for wave (b)......186 
List of Figures 	 xxi 
8-15 The horizontal component of the dimensionless velocity u' = u/c as 
a function of the dimensionless length z/.A for the two troughs shown 
in figure 8-11 (x) and figure 8-13 (+). The solid line represents 
the simulation results . 	. . . . . . . . . . . . . . . . . . . . . . . . . 187 
8-16 The horizontal component of the dimensionless velocity u' = u/c as 
a function of the dimensionless length z/\ for the crest shown in 
figure 8-13 (+). The solid line represents the simulation results. . . 187 
8-17 The vertical component of the dimensionless velocity w' = w/c as 
a function of the dimensionless length z/A at x = )/4 shown in 
figure 8-11 (x) and figure 8-13 (+). The solid line represents the 
simulation results .. . . . . . . . . . . . . . . . . . . . . . . . . . . . 188 
List of Tables 
3-1 Details of the velocities and densities shown in figure 3-8.......37 
3-2 Results for the FHP models ......................45 
5-1 The values of sg1 and s92 used in case (a) and (b) in figure 5-12. 
Also shown is the expected gradient m, and in2 across the two fluids. 106 
7-1 The four waves in figures 7-31 - 7-38 .................149 
8-1 The value of the parameters describing the two waves and the units 
they are measured in . . . . . . . . . . . . . . . . . . . . . . . . . . . 182 
8-2 The dimensionless parameters, derivable from the quantities in table 
8-1, for the two waves being considered . . . . . . . . . . . . . . . . 182 
B—i Collisions for the FHP-III model ....................214 
Chapter 1 
Introduction 
1.1 The Study of Fluid Motion 
Fluid motion can take a variety of forms ranging from simple flows such as laminar 
flow in a pipe, to more complex flows such as vortex shedding behind cylinders, 
wave motion and turbulence. It incorporates both liquid and gaseous flows. Many 
of the different flow situations have been examined experimentally, however it is 
advantageous to develop a numerical model capable of simulating the many flow 
structures experienced in the motion of different fluids. 
Fluid motion is governed by the continuity equation 
+V(pu) at 
and the Navier-Stokes equation 
au 
--+uVu=--Vp+ VV' +(V(V.u) 	 (1.2) at 	P 
for a fluid with velocity u, density p, pressure p, kinematic shear viscosity v 
and kinematic bulk viscosity C. The Navier-Stokes equation is a second-order 
partial differential equation which has no known analytic solution except for a 
small number of special cases. With the advent of computer technology attempts 
have been made at producing numerical simulations of fluid flows. 
1 
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1.2 Numerical Methods in Fluid Study 
Computational fluid dynamics (CFD) has developed mainly around using numer-
ical techniques to solve the Navier-Stokes equation (1.2) and the continuity equa-
tion (1.1) or an equation derived from them. Another approach which has proved 
less popular is the molecular dynamics approach. 
Numerical Solutions of the Navier-Stokes Equation 
The most popular method in CFD is the numerical solution of the Navier-Stokes 
equation (1.2). Given the Navier-Stokes equation and a set of suitable boundary 
conditions it is possible to solve on a grid using the standard numerical techniques. 
This works well for simple flows, however more complex problems frequently re-
quire a more complex approach. There are many standard texts on numerical 
methods in fluids including Roach [1] and Conner and Brebbia [2]. 
Molecular Dynamics 
One obvious way to simulate a fluid on a computer is to model the individual 
molecules which make up the fluid. Then, provided the inter-molecular interac-
tions are modelled correctly, the system should behave as a fluid [3]. Different 
situations can be modelled by changing the average energy of the molecules and 
their separation. 
The main disadvantage with such an approach is that large computer resources 
are required, many simulations taking hours to evolve a fraction of a second [4]. 
The system must be updated in small time-steps, the new position and velocity 
of all particles being calculated, at every time-step, from a knowledge of their 
previous position and velocity, taking into account any external forces which are 
acting on them. Any particles which collided during the previous time-step have 
to be identified and their new trajectories calculated. This can be restrictively 
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time consuming when considering even a very small volume of fluid. Even when 
a gas is being considered where there are fewer molecules and a larger time-step 
can be used, because of the longer mean free path of the molecules, the number 
of molecules which can be considered is severely limited. 
Lattice Gas Modelling 
Over the past ten years, a new method for the computer simulation of fluids has 
been developed: the lattice gas model [5]. Instead of considering a large number of 
individual molecules, the molecular dynamics approach, a much smaller number 
of fluid 'particles' are considered. A fluid 'particle' is a large group of molecules 
which although much larger than a molecule is still considerably smaller then the 
smallest length scale of the simulation. This reduces the amount of data which 
needs to be stored since large simulations can be performed using less than one 
million 'particles'. This is justified on the grounds that the macroscopic properties 
do not depend directly on the microscopic behaviour of the fluid. This can be seen 
in low Mach flows where, provided the Reynolds number is the same, experiments 
carried out in a water tank and a wind tunnel produce the same results. These 
two fluids have different microscopic structures, but they both exhibit the same 
macroscopic features. In a lattice gas model the 'particles' are restricted to move 
on the links of a regular underlying grid and the motion evolves in discrete time-
steps. The conservation laws are incorporated into update rules which are applied 
at each discrete time. 
A lattice gas model in which the state of the fluid needs to be known only at the 
lattice sites and only at discrete times can run much faster on a computer than a 
molecular dynamics simulation. The lattice gas model has another big advantage 
over molecular simulation since all the collisions occur at the same time. This 
is a particular advantage if the simulation is being run on a parallel computer. 
These two time saving advantages of the lattice gas model allow simulations of a 
significantly large scale to be performed. 
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Lattice Boltzmann Models 
The lattice Boltzmann model has evolved from the lattice gas model. There are 
a number of difficulties with the lattice gas approach to fluid modelling; various 
modifications have been made to overcome these difficulties and the outcome is the 
lattice Boltzmann model. As the name suggests this technique involves simulating 
the Boltzmann equation 
—+c—+F— —c(f) 	 (1.3) at 	Or 	ac 
where (f) is a 'collision' function, F(r, t) is the body force per unit mass, c(r, t) 
is the particle velocity and f(r, c, t) is the distribution function. The distribution 
function is a statistical parameter from which the macroscopic properties of the 
fluid can be found. The simulation of the Boltzmann equation is performed on 
a regular lattice and the forms of the collision function f' is taken to be the 
BGK [6] collision operator which was fist considered to represent collisions in 
the non-discrete Boltzmann equation. The computation reflects the evolution 
from the lattice gas model. The model is updated in the same manner as the 
lattice gas model except that now, instead of considering individual particles to 
be travelling along the links, it is the distribution function which is evolved. The 
lattice Boltzmann model has the advantages associated with the lattice gas model 
but all the lattice gas difficulties have been overcome. Thus the lattice Boltzmann 
model is an ideal tool in fluid simulation. 
1.3 Wave Modelling 
A major area of study, both experimental, theoretical and computational, within 
fluid dynamics is wave motion. This includes the study of surface gravity waves, 
which occur at the free surface between a liquid phase and a gaseous phase, and 
internal gravity waves which can either be interfacial, occurring at the interface 
between two fluids of the same phase, or can occur within a stratified fluid where 
a density gradient is produced by an external influence. Internal waves occur 
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in both liquid and gaseous phases. Numerical studies of wave motion have fol-
lowed the traditional route, common to most numerical problems, of solving the 
differential equation describing the motion subject to a set of boundary and ini-
tial conditions. A major problem when applying this to gravity waves is that a 
boundary condition needs to be applied at the interface at which the waves are 
propagating. The interface can be either the free-surface between a liquid and a 
gas or an internal interface between two fluids with the same phase. Either way 
the boundary conditions need to be applied at a boundary which is changing as 
the simulation develops. This can become even more complicated if wave break-
ing is being considered when the surface becomes a multi-valued function of the 
horizontal co-ordinates. This problem does not occur is a lattice gas or a lattice 
Boltzmann model exhibiting some form of fluid separation. Wave simulations have 
been performed [7] using a lattice gas model, however they were subject to the 
problems inherent in all lattice gas model. The results did however suggest that 
a lattice Boltzmann model, which overcomes the lattice gas problems, could be a 
useful tool in the study of wave motion. 
1.4 Aims 
The main aims of this thesis are: 
To examine the existing lattice Boltzmann models for multi-fluid simulation, 
in the literature, and asses their suitability for modelling interfacial internal 
waves. 
To investigate the introduction of a body force into the lattice Boltzmann 
scheme. 
To test the two-component fluid model, which is selected for the simulations, 
with the body force incorporated to insure that the model is Galilean invari- 
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ant and independent of the underlying lattice. 
To use the lattice Boltzmann model incorporating the body force to simulate 
interfacial waves for a range of model and wave parameters. 
To compare the results of the simulations with the theoretical predictions 
and with existing experimental results. 
1.5 Notation 
A full list of the notation used in this thesis is given in appendix A. When a 
symbol has more than one meaning the most common one is given first. Greek 
indices will be used to refer to components and summation over repeated indices 
will be implicit. Roman indices will be used as labels and no summation will be 
implicit over repeated indices. 
1.6 Preview 
In chapter 2 the concept of a distribution function is considered and the derivation 
and theory of the classical Boltzmann equation are discussed. Different forms of 
the collision function and their effect on the equilibrium distribution function are 
also considered. A brief outline of the derivation of the equations of motions is 
also given. 
In chapter 3 the concept of a lattice gas model is explained and a full description 
of the technique is given. A square grid model is described briefly, as are the three 
hexagonal grid models which have been used most commonly in two-dimensional 
simulations. A summary of Frisch's derivation [8] of the equations of the model is 
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presented and their implications on the lattice gas model considered. The devel-
opment of multi-fluid models is also considered. The strengths and weaknesses of 
the lattice gas approach are discussed. 
In chapter 4 an account of the development of the lattice Boltzmann model, from 
the lattice gas technique, is given and the similarity with the classical Boltzmann 
equation is shown. A lattice Boltzmann model for a totally isotropic and Galilean 
invariant fluid, from the literature, is presented which satisfies the exact continuity 
equation and Navier-Stokes equation correct to second-order in the expansion pa-
rameter and the velocity. Multi-fluid lattice Boltzmann models are also discussed 
briefly and the model which will be used in the subsequent chapters is described 
in detail. At the end of the chapter a number of simulation results for the chosen 
model, which have been performed elsewhere, are repeated to highlight some of 
the important features of the model. 
In chapter 5 the inclusion of a body force in the lattice Boltzmann scheme is inves-
tigated. A number of methods suggested in the literature are considered and a new 
method is proposed which includes the body force directly in the Boltzmann equa-
tion. This method is compared with the other techniques and is tested to ensure it 
is independent of the underlying grid orientation. The immiscible binary fluid of 
Orlandini et al. [9] with a body force incorporated is tested for Galilean invariance. 
In chapter 6 the equations describing interfacial wave motion are presented. These 
are all well established in the literature. 
In chapter 7 the immiscible, binary fluid model of Orlandini et al. [9] is combined 
with the gravitational interactions described in chapter 5. A method for initialis-
ing standing interfacial waves is described and the results obtained from numerous 
simulations are presented. The results are compared with the theoretical predic-
tions given in chapter 6. 
Chapter]. Introduction 
In chapter 8 the model implemented in chapter 7 is used to simulate progres-
sive interfacial waves. The progressive waves are initialised using the information 
obtained in chapter 7 about the density and velocity profiles. The resulting pro-
gressive wave simulations are presented and compared with experimental results 
obtained elsewhere [10]. A brief discussion of the experimental technique is also 
given. 
Chapter 2 
The Boltzmann Equation 
In this chapter the ideas underlying the Boltzmann description of a fluid system 
are described. The classical Boltzmann equation is derived and the macroscopic 
quantities of mass, velocity and energy are defined in terms of the distribution 
function which describes the fluid. It is shown that the Boltzmann description 
of the fluid satisfies the fluid conservation equations. The form of the collision 
function is reviewed for a rare fluid, in which only binary collisions are considered, 
and for a simplified collision operator. An outline of the derivation of the Navier-
Stokes equation and a discussion of the equilibrium distribution are given for the 
binary collision model. 
2.1 The Classical Boltzmann Equation 
A statistical description of a system can be made in terms of the distribution 
function f(r,c,t) [11,12,13] where f(r,c,t) is defined such that f(r,c,t)drdc is 
the number of molecules at time t positioned between r and r + dr which have 
velocities in the range c -~ c + dc. 
Consider a gas in which an external force mF acts and assume initially that 
no collisions take place between the gas molecules. In time dt the velocity c of 
any molecule will change to c + Fdt and its position r will change to r + cdt. 
9 
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Thus the number of molecules f(r, c, t)drdc is equal to the number of molecules 
f(r +cdt,c+ Fdt,t + dt)drde, that is to say, 
f(r + cdt, c + Fdt, t + dt)drdc - f(r, c, t)drdc = 0. 	(2.1) 
If, however, collisions do occur between the molecules there will be a net difference 
between the number of molecules f(r + cdt, c + Fdt, t + dt)drdc and the number 
of molecules f(r,c,t)drdc. This can be written [11] 1(f)drdcdt where l(f) is 
the collision operator. This gives the following equation describing the evolution 
of the distribution function: 
f(r + cdt, c + Fdt, t + dt)drdc - f(r, c, t)drdc = (f)drdcdt. 	(2.2) 
Dividing equation (2.2) by dtdrdc and letting dt -* 0 gives the Boltzmann equa-
tion [11,12] 
where 
af + C,ôa f + Faôc f = (f) 	 (2.3) 
at=, a= ar,
-, 	 (2.4) 
The fluid density p, velocity a and internal energy e can be found from the distri-
bution function f as follows [11]: 
p(r,t) = I rnf (r, c, t)dc 
p(r,i)u(r,t) = j mef (r, c, t)dc 	 (2.5) 
J mf(r,c,t)dc 
where rn is the molecular mass and u0 is the peculiar velocity u0 	c - u, the 
particle velocity with respect to the fluid flow. The internal energy can be shown 
[11] to be 
e = 	—kBT 	 (2.6) 
where T is the temperature and kB is Boltzmann's constant. 
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Any solution of Boltzmann's equation (2.3) requires that an expression is found 
for the collision operator 1(f). Without knowing the form of (f) there are 
however several properties which can be deduced. If the collision is to conserve 
mass, momentum and energy it is required that 
I
[] 	
(f)dc =0. 	 (2.7) 
are frequently called the elementary collision invariants since f b1l(f)dc = 0 [12]. 
Any linear combination of the Oi terms is also a collision invariant. 
2.1.1 The Conservation Equations 
The continuity equations can be derived by multiplying Boltzmann's equation (2.3) 
by 0j, i = 0, ..., 4 and integrating over dc. We note from equation (2.7) that the 
integral of /' j1(f) is zero and that 
f
j




 dc=_J8afdc=__8a, . 	 (2.8) 
ac, 	 rn 
Jc 	- dc = - J ccfdc = -- -ua. 2 in 
The results in equation (2.8) can be seen by integrating by parts and by noting 
that lim,cj  ('if) = 0 since the integrals defined in equation (2.5) must converge 
[12]. We also note that r, c and t are independent variables and so c commutes 
with o9r and at . We are therefor considering 
J ô j fdc + f 5aCaifdC + Fa f ôcajfdC = 0. 	(2.9) 
Consider first the case i = 0. Multiplying by m and using equation (2.5) this gives 
the continuity equation 
a2 p + 9aPU cy = 0. 	 (2.10) 
Chapter 2. The Boltzmann Equation 	 12 
When i = 1, 2, and 3 we get 
+ &H = pFa 	 (2.11) 
where H = f mccfdc. Expressing the molecular velocity c in terms of the 
fluid velocity u and the peculiar velocity u0 we can write 
11c8 = J muupfdc + J muouofdc. 
	 (2.12) 
The first term in equation (2.12) is simply pu,up and the second term is the 
pressure tensor P [13]. Thus we have the Euler equation 
ôt(puf) + öcx(pcxtt + Paj ) = pF. 	 (2.13) 
Similarly, when i = 4, we get the conservation of energy equation [12,13], 
at  
 [	
+ e)] + 	[PU,( 2  + e) + pu + 	= pFtta , 	(2.14) 
where q is the heat flux [12], 
= jc,c2 fdr. 	 (2.15) 
2.1.2 The Collision Function 
The form of the collision function 11(f) can be found [11,12,14] by assuming that 
the gas has a low density so only binary collisions need be considered. It is 
also assumed that the molecules are completely uncorrelated before the collision, 
this assumption is called 'molecular chaos'. With these assumptions the collision 
function is given by [11,12,14] 
11(f) 
= J I (f'f.' - ff)ga(O, g)d11dc 
	
(2.16) 
where c' and c are the velocities of the two particles before a collision, c and c., are 
their velocities after the collision, f = f(r,c',t), f 	f(r,c,t), f = f(r,c,t), 
f = f(r, c,., t), g is the magnitude of the particles relative velocity before the 
collision, d11 is the solid angle the particles are scattered into, 
dQ = sin(0)dOdç, 	 (2.17) 
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where b and 0 are the impact parameter and the scattering angle respectively in 






FIGURE 2-1: Two particles (of equal mass) before and after a collision in the centre of 
mass reference frame. The impact parameter b and the angle 0 are shown. 
2.2 Boltzmann's H-Theorem 
Boltzmann's equation describes the evolution of molecules in a rare gas. If no 
external forces are present (F = 0) then, after a long time, the gas should reach 
an equilibrium state. This can be seen [14,11] by considering the function 
H(t) = I f Infdc. 	 (2.19) 
Differentiating equation (2.19) with respect to time we get 
atH = I(I + lnf)ôfdc. 	 (2.20) 
Substituting 8t f from equation (2.3), with F = 0, and using equation (2.16) we 
get 
aH = - f [(cöf)(ln f + 1)] dc + ffJ(f'f - ff)ga(ln f + 1)ddcdc. 
(2.21) 
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Now, following [14], consider the first term on the right hand side of equation (2.21). 
Since c and r are independent variables we can write cc ôr f as afc, and using 
Gauss's theorem we can write 
J
[côf(ln f + 1)] dc = J(In f + 1)fc . ds 	(2.22) 
where ds is the surface enclosing the volume dc. Now limcoc(f 1) = 0 so the 
first term on the right-hand side of equation (2.21) vanishes. This leaves 
	
atH = I jj — ff)(1n f + 1)ddcdc. 	(2.23) 
Now consider the reverse of the collision: particles with velocity c and c, colliding 
and moving off with velocities c' and c. For this collision we have 
= I j I ga(f'f - ff)(lnf + 1)d1ldcdc 	(2.24) 
since dcdc = dc'dc. Summing equations (2.23) and (2.24) and dividing by two 
gives 
atH = JJJga(f'f — ff)(lnf+lnf +2)ddcdc. 	(2.25) 
Changing the dummy variables c c' and c. -+ c'* we get 
aH = JJJga(f'f - ff)( — lnf' — In f*' — 2)ddcdc. 	(2.26) 
Finally summing equations (2.25) and (2.26) and dividing by two gives 
aH = j I I go, (f'f — ff)ln 9dcd c*dc. 	(2.27) 
Now (f'f — ff4 ln(ff/f'f) < 0 and all the other terms in the integrand of 
equation (2.27) are positive so 
öH0. 	 (2.28) 
This means that H can never increase and is known as Boltzmann's H-theorem. It 
can also be shown that H is bounded below [11]. We know that f fc2d2c converges 
because the total energy of the molecules must converge. Thus either H converges 
or —In f -+ 00 more rapidly than c2 as c —+ oo. In the later case f —* 0 more 
rapidly than exp(—c2) which implies that H converges. Since H can never increase 
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but tends to a finite limit the finite limit must correspond to öH = 0. This is 
only possible, see equation (2.27), if 
ff.' = ff. 	 (2.29) 
This condition is known as detailed balance [11] and can be expressed equivalently 
as 
lnf'+lnf=lnf+1nf. 	 (2.30) 
Thus if f is the equilibrium distribution then lnf is a collision invariant and so 
must be of the form 
1Ilfj2Qj?I) i=0,1,...,4 	 (2.31) 
where 1/'j are the collision invariants defined below equation (2.7) and a, are con-
stants. This can be re-written [11] 
I [
(~~ 
,1 	 \II_\\ 
+1C3 _lnf = ln(a) - a4m Cl- 	T)j + {C2 	 (2.32) 
where a = exp(ao), c 	al/M, c = a2/m, a = a3/m and a = 2a4/m. 
With C = c - a'/a' where a' = (a', 2 a', 	we can write 
I = 	 (2.33) 
This is the Maxwell distribution function for a gas [11,12,14] and it describes the 
equilibrium state of the distribution function f. The form of the constants can be 
found by substituting equation (2.33) into equation (2.5) to give the more common 
form of the Maxwell distribution function [11,12] 
- 	




2kBT j 	(2.34) 
The H-theorem states that the distribution function f must tend towards its 
equilibrium state f. The entropy S(t) of the system (which is a non-decreasing 
function of time) is given by [11,14] 
S(t) = —kBH(t). 	 (2.35) 
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2.3 The Chapman-Enskog Method 
The Navier-Stokes equation can be derived from the Boltzmann equation using 
a Chapman-Enskog expansion. Only a brief outline of the method will be given 
here since the same procedure can be applied, in a much more straightforward 
manner, to the simplified lattice Boltzmann equation in which we are mainly 
interested. A full derivation of the Navier-Stokes equation using the Chapman-
Enskog expansion will be given in section 4.2.3 for the lattice Boltzmann equation. 
Details of the Chapman-Enskog method for the classical Boltzmann equation can 
be found in [11]. The Chapman Enskog expansion parameter is the Knudsen 
number, c, defined as 
(2.36) 
where ) is the mean free path of the molecules and 1 is a typical macroscopic 
length. The derived equations will only be valid if the Knudsen number is small. 
By analysing the time and length scales involved in the Boltzmann equation [13], 
f can be introduced into the Boltzmann equation: 
+ cf + Fa8CJ 	QW. 	 (2.37) 
Setting 
f = 
	nf(n) 	 (2.38) 0  
we look for solutions of equation (2.37) such that 
1 	 p 
J mf 	c dc 	Pu 	for n = 
u3e_kB T 
(2.39) 
J mf ( n ) 
 [
c ] dc = 0 	 for n> 1. 
U 
The zeroth order them f(°) is taken to be the local Maxwell-Boltzmann distribution 
7 and f(n), for n > 1, are chosen so they have no contribution to the moments 
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expressed in equation (2.39). The first-order solution can be found by considering 
0(1/) which gives the Euler equation of section 2.1.1 [11,13]. The second-order 
solution, found by considering O(co), requires a knowledge of the collision operator 
and can be shown [11] to give the Navier-Stokes equation when the binary collision 
function is used. 
2.4 The Single Relaxation Model 
The Boltzmann equation detailed above describes the evolution of the distribution 
function f of a fluid. The fluid density, momentum and energy can then be found 
from the distribution function by considering the appropriate integral. In theory 
this appears straightforward, however in practice it can be difficult because of the 
complicated form of the collision term Q. A large amount of the detail of the 
two-body interaction, which is contained in the Boltzmann collision operator, is 
unlikely to influence significantly the values of the macroscopic quantities. It is 
therefor assumed [12] that 1(f) can be replaced by a simplified collision operator 
which retains only the qualitative and average properties of the actual collision 
operator. Any replacement collision function must satisfy the conservation of mass, 
momentum and energy expressed by equation (2.7). Such an operator is based on 
the idea of a single relaxation time and can be written [6] 





where J(r, e, t) is the local Maxwell-Boltzmann equilibrium distribution, given 
by equation (2.34), and r is the 'relaxation time' which is of the order of the 
time between collisions. This model is frequently called the BGK model after 
Bhatnagar, Gross and Krook [6] who first introduced it. 
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2.5 	The Boltzmann Equation for a High Density 
Fluid 
Some attempts have been made to generalise the Boltzmann equation to incor-
porate fluids with a higher density by writing the collision function as 112(ff) + 
Q3(fff) + fl(ffff) + ... where 112(ff) is the binary collision operator discussed 
above and 113, 114, ... describe triple, quadruple, ... collisions. This was not suc-
cessful since the terms flu, n > 4 were found to diverge [15]. Thus the classical 
Boltzmann equation described here can only be applied to a low density gas. 
2.6 Summary 
We have seen that a fluid can be described in terms of its distribution function 
f(r,c,t), a function of position, molecular velocity and time. The evolution of 
the distribution function is governed by the Boltzmann equation and the macro-
scopic fluid density, velocity and energy can all be found, at any time, from this 
distribution function. If we are dealing with a rare fluid where the number of 
molecular collisions is small, and so the majority of the collisions are binary, an 
expression can be found for the molecular collision function 11(f). Using this ex-
pression the gas can be shown to satisfy the Navier-Stokes equation and explicit 
expressions can be found for the transport coefficients. An H-theorem can also 
be proved, using the binary collision function, which states that the distribution 
function tends towards an equilibrium state which satisfies a Maxwell-Boltzmann 
distribution. We have also seen that the complex form of the collision function 
can be replaced by a BGK function which depends only on a single relaxation 
time. The H-theorem and the derivation of the Navier-Stokes equation and the 
transport coefficients are only valid for a rare gas where the number of non-binary 
collisions is negligible. 
Chapter 3 
The Lattice Gas Model 
In this chapter the lattice gas model is examined. The basic single species models 
are described as are the attempts at multi-fluid simulations. The derivation of the 
lattice gas Navier-Stokes equation [8] is outlined and the differences between it 
and the true Navier-Stokes equation are discussed.. The application of the lattice 
gas model is also considered. 
3.1 Definition of a Lattice Gas Model 
Lattice gas models belong to the class of cellular automata and are used for sim-
ulating fluid systems. A cellular automata consists of a lattice whose sites, the 
intersection points of the lattice, can take a finite number of states. The automa-
ton evolves in discrete time steps; the state of each site at any time is determined 
by its own state and the state of a set of neighbouring sites at the previous time 
step. 
19 
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3.2 	Development of the Lattice Gas Model 
It is assumed that the macroscopic behaviour of a fluid does not depend directly 
on the detailed microscopic behaviour. This is similar to the BGK assumption in 
the classical Boltzmann theory, see section 2.4. Thus in general any system which 
satisfies the continuity equation (1.1) and the Navier-Stokes equation (1.2) can be 
used to model a fluid, the detail of the microscopic behaviour is not important. 
A cellular automata approach to modelling the microscopic behaviour has the 
advantage that it can be implemented efficiently and quickly on a computer. The 
fluid properties are incorporated into the update rules. 
3.2.1 The HPP Model 
The first lattice gas model was introduced by Hardy, Pomeau and de Pazzis (HPP) 
[16,17] . The particles are restricted to travel on the links e, i = 1, ..,4, of a square 
lattice, where e j = sin[(i -1)] i + cos[(i - 1)] j, see figure 3-1. Each particle 
travels at unit speed so it moves from one lattice site to a neighbouring site in 
each time step. An exclusion rule is applied so that only one particle is allowed to 
travel in each direction along a link. This means that a maximum of four particles 
can arrive at any site at any time step. When particles arrive at a site they collide 
according to the collision rules shown in figure 3-2: at any site where there is 
an incoming configuration shown in the left hand column the particles collide to 
give the outgoing configuration shown in the right hand column. If the incoming 
configuration is not shown on the left-hand side of figure 3-2 then the particles 
continue travelling in a straight line. It can easily be seen from these collision rules 
that both the number of particles and the momentum at each site is conserved 
and thus the total particle number and total momentum are also conserved. It has 
been shown [8] that viscous dissipation is anisotropic due to the underlying square 
grid and so it is necessary to use a different underlying grid in any simulation of 
fluid flow. 




e4 	 e2 
e3 
FIGURE 3-1: The square grid used in the HPP model. 
Incomming 	 Outgoing 
=> 	I 
FIGURE 3-2: The collision rules for the HPP model. The left hand column shows the 
incoming configurations and the right hand column shows the corresponding outgoing 
configurations after the collision. 
3.2.2 The FHP Models 
In 1986 Frisch Hasslacher and Pomeau (FHP) [5] introduced a lattice gas model 
based on a hexagonal grid. The six link directions e2 i = 1, .., 6, shown in figure 
3-3, are e, = cos(1 - 11 ) i + sin( - ) j. As with the HPP model each of the 
particles travels with unit speed and an exclusion principle is applied allowing 
only one particle to travel in each direction along a link. Rest particles can also be 
introduced into the model. A rest particle remains at rest at a site, link e0, but is 
able to take part in a collision with particles arriving at the site. A set of collision 
rules on a hexagonal lattice is shown in figure 3-4 where the small filled circles 
represent the lattice site and the large empty circles represent a rest particle at the 
	






FIGURE 3-3: The hexagonal grid used in the FHP model. 
site. The full set of collisions can be obtained by combining the collisions of figure 
3-4 with the collisions found by rotating the particles through multiples of r/3 and 
considering the collision duals, formed by swapping the full and empty links. As 
in figure 3-2 the left hand column represents the possible incoming configurations. 
The right hand column represents the outgoing configurations, however now there 
may be a choice between two different possible outcomes; when this happens one of 
the choices is picked at random. Again, it can be clearly seen that each individual 
rule conserve both particle number and momentum at each site. 
The FHP-1 Model 
The simplest of the FHP models is the FHP-I [8] in which there are no rest 
particles. The particles collide according to rules (a) and (b) in figure 3-4, that is 
3 binary head-on collisions of type (a) and two triple collisions of type (b). That 
gives a total of 5 collisions out of the 64 possible in-states. 
The FHP-II Model 
This model introduces a rest particle and allows the particles to collide according 
to the following rules [8]: the five FHP-1 collisions, type (a) and (b); six rest 
particle creation collisions , type (c); six rest particle destruction collisions, type 
(d) and also the five FHP-1 rules with a spectator rest particle, an example of 
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/OR\ a) —4 • 1— => 
EOM 
=> 
e) -+®+---- => 	 No 
f) —+•1--- => No 
OR 
FIGURE 3-4: A set of collision rules for the FHP model. The sites are represented by 
the small filled circles and rest particles are represented by the large empty circles. 
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which is collision (e). This gives 22 possible interactions out of a possible total of 
128. 
The FHP-III Model 
FHP-III [8] is an extension of FHP-II which allows all collisions which conserve 
mass and momentum at each site. There are 76 possible collisions: 15 two-particle 
collisions of type (a), (c) and (d); 23 three-particle collisions of type (b), (e) and 
(f); 23 four-particle collisions and 15 five-particle collisions. The four- and five-
particle collisions are the dual of the three- and two-particle collisions respectively. 
The dual of a collision is found by adding particles to the empty links and removing 
particles from the links which were originally filled. Example (g) is the dual of 
example (f). There are a total of 18 collisions of type (f) which can be considered 
to be collisions of type (a) or (c) with a spectator particle (a particle which does 
not take part in the collision and which continues travelling in a straight line). 
The two possible outcomes of collision (f) arise from these two different ways of 
viewing the collision. The one restriction which is commonly applied to the FHP-
III model is that collisions (b) and (e) are not interchangeable, that is the (e) 
in-state can not collide to give the (b) out-state even though this conserves mass 
and momentum. This restriction do not affect the properties of the model but 
simplifies its implementation since it restricts the maximum possible number of 
out-states, for each in-state, to two. The FHP-III collision at non boundary sites 
are reproduced in full in appendix B. 
Other FHP Models 
The models described above are the main ones in use, it is, however, possible to 
produce any number of variants. For example the FHP-I rules could be increased 
to include the duals of the existing rules [8]. Any number of rest particles could 
be added [18]. Models have also been used where the two out-states do not occur 
with equal probability [19]. 
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3.2.3 Three-Dimensional Models 
An obvious extension to the lattice gas model is to expand it to three-dimensions. 
However, it has been found that three-dimensional lattices do not have enough 
symmetry to ensure macroscopic isotropy [5,20]. This has been overcome [20] by 
introducing a multi-speed model on a cubic lattice. 
The Multi-Speed Model on a Cubic Lattice 
The Multi-Speed Model was introduced by d'Humires et al. [20]. It uses a regular 
cubic lattice and has particles travelling with three different velocities: zero, unity 
and v'. Such a lattice is shown in figure 3-5. The rest particles remain stationary 
FIGURE 3-5: A cubic lattice. The solid lines show the planes x = 0, y = 0 and z = 0 
through the sites which are represented by solid dots. The central site is connected to 
its six nearest neighbours by the dashed links, and to its twelve next-nearest neighbours 
by the dotted links 
at the sites, the unit velocity particles travel to the nearest neighbours along the 
dashed links and the v"2- velocity particles travel to the next-nearest neighbours 
along the dotted links. The collision rules conserve mass and momentum at each 
site: two particles approaching head on collide and move off at right angles (as in 
the HPP model but here there are two possible outcomes, one of which is picked at 
random), two unit speed particles colliding at right angles produce a rest particle 
and a 	particle travelling so as to conserve momentum. Conversely, when a 
particle and a rest particle collide two unit speed particles are produced. 
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3.3 Boundaries in the Model 
Boundaries can be introduced into the model by initially labelling certain of the 
lattice sites. Different collision rules are then applied at these sites by the collision 
operator. No-slip conditions are introduced at a boundary by forcing any particle 
colliding with the boundary to return along the link on which it approached [21]. 
Figure 3-6 shows the no-slip boundary conditions for the HPP and FHP models 





FIGURE 3-6: No-Slip boundary conditions at a horizontal boundary for the HPP and 
FHP models. 
3.4 Updating the Lattice 
At the start of each time step the particles at each site collide according to the 
particular collision rules for the model being used - the collision stage. After the 
collision stage each particle travels in a straight line along one of the lattice links, 
unless it is a rest particle, until it arrives at the next link - the streaming stage. 
The particles arriving at their new sites then collide at the beginning of the next 
time step. Figure 3-7 shows the evolution of particles colliding and streaming 
on a square lattice according to the HPP collision rules. Note that although 
the exclusion principle allows only one particle to travel along each link direction 
two particles travelling in opposite directions are allowed on the same link, these 
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FIGURE 3-7: The evolution of particles on a portion of a square lattice from time t - 1 
to time t + 1. 
particles pass each other during the streaming stage without colliding. As well as 
considering the discrete space of the lattice sites time is also considered as being 
discrete. Each particle jumps from its position at time t - 1 to its position at time 
t where it collides instantaneously before jumping to its new position at time t + 1. 
3.5 Equations for the Lattice Gas Model 
The derivation of the microscopic and macroscopic equations for a lattice gas model 
which are outlined below were first derived by Frisch et at. [8] where the general 
case of a D-dimensional lattice is considered. Here a brief review of the method 
and the significant results are presented for a two-dimensional lattice. Frisch et at. 
[8] only considers a model without rest particles although results for other models 
are given. 




Consider a two-dimensional regular lattice where r is the position vector of any 
site. The lattice has b distinct links e. Any particle travelling on link e, i = 1, ..., b 
moves from one site to a neighbouring site in unit time and so has velocity e. 
We label the occupation numbers of the links at a site r at time t by n1 (t, r), i = 
I,—, b where 
1 1 	if e is occupied 
	
n(t, r) = 	 (3.1) 
( 0 otherwise. 
The density and velocity, p and u are defined 
P 	ni 
(3.2) 
We also define the collision function 
1 	if a particle added to link e, 
&(n) = 	0 	if there is no change to link e, 	 (3.3) 
—1 if a particle is removed from link e1  
The collision function describes the change in n(t, r) during a collision at time t 
at site r. 
The mass and momentum must be conserved by the collision function at each site. 
This can be expressed 
n(t+1,r+e) =n(t,r), 	 (3.4) 
en2(t + 1, r + e2) = 	e1rt(t, 7'). 	 (3.5) 
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The particles on the lattice are updated according to a time evolution operator 
which can be described as the convolution 
E=SoC 	 (3.6) 
where C describes the collision operator and $ the streaming operator. 
Each collision can be considered to be the transition from an in-state s = Si, S2,..., Sb 
at time t just before the collision to an out-state s' = s', .s, ..., s at t+ just after 
the collision. We can assign a probability A(s —+ s') > 0 to be the probability 
that an in-state s collides to give an out-state .s'. The collision rules are said to 
satisfy detailed balance if 
A(s 	s') = A(s' 	s) 	 (3.7) 
and semi-detailed balance if 
—+ .s') = 1, Vs'. 	 (3.8) 
The FHP models described here satisfy semi-detailed balance but not detailed 
balance. 
3.5.2 Microdynamical Equations 
Frisch et al. [8] use a probabilistic approach which is traditional in statistical 
mechanics. Thus they consider the mean population 
	
Ni (t, r) = (n (t, r)), 	 (3.9) 
the mean density 
p(t,r) = 	N(t,r), 	 (3.10) 
the mean mass current 
J(t,r) = 	e 2 N(t,r) 	 (3.11) 
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and the mean velocity 
u(t,r) = J(t,r)/p(t,r). 	 (3.12) 
Note that the mean density and mass current are defined to be the mean quantities 
per site, and not per unit area as they normally are in the real world. Frisch et al. 
[8] have found a steady state equilibrium solution for the mean population, 
Ni = f(h(p,u) +q(p,u) . ei ), 	 (3.13) 
where f is the Fermi-Dirac function 
def 	1 f(x) = (3.14 \ 	) 1 + er' 
Wi is the equilibrium mean population and h and q are Lagrange multipliers which 
depend on the mean density p and the mean velocity u through equations (3.9) 
- (3.12). Note that although the solution is independent of the transition prob-
abilities A(s - s') Frisch's proof requires that A satisfies semi-detailed balance: 
equation (3.8). The Fermi-Dirac distribution for the equilibrium state of the mean 
population is obtained because there is an exclusion principle applied to the lattice 
gas model: only one particle is allowed on any link at any time-step. 
Explicit solutions for h and q are only known for special cases, such as when u = 0 
where Ni= p76 is clearly a solution. Expressions for h and q can be found in the 
limit of small u by expanding equation (3.13) about the zero velocity case to give 




3 (6 - p) 	
(3.16) 
and 
= e j e - 	 (3.17) 
This restricts us to using speeds u which are small compared to c5, the speed of 
sound in the model. Given a solution for u = 0 it is not possible to use a Galilean 
transformation to find the solution for non-zero u because the solution found here 
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only applies in an inertial frame in which the underlying grid is at rest. This 
lack of Galilean invariance is an important feature of the model and can lead to 
problems when the model is implemented. 
It can also be shown [22] that the lattice gas model obeys an H-theorem. This 
states that the mean population must tend towards the equilibrium mean popu-
lation N. 
3.5.3 Macrodynamical Equations 
We now have equation (3.15) giving an equilibrium solution for the mean occu-
pation numbers of the links. Ensemble averaging the conservation equations (3.4) 
and (3.5) gives the conservation equations for the mean occupation numbers 
	
N1(t + 1, r + e) = 	N(t, 'r), 	 (3.18) 
cN(i + 1,r + e) = 	cN(t, r). 	 (3.19) 
In order to derive the macrodynamical equations it is assumed [8] that the actual 
mean population N(t, r) is close to the equilibrium population, described in equa- 
tion (3.15), which we will now call 	The population is expanded in terms of 
a small parameter c: 
Ni (t, r) = N1° + fN1'(t, r) + c2IV(2)(t, r) + O(€), 	(3.20) 
where we assume that N' and N 2 do not contribute to the mean density or 
momentum. The derivatives are also expanded in terms of the same parameter [8] 




and a Chapman-Enskog expansion performed up to second-order in f and u. To 
first-order in € this gives 
Dtp + ôi(pu) = 0 	 (3.22) 
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and 
ôt(pu) + 0011.0 = 0 	 (3.23) 
where II is the first-order approximation to the momentum flux tensor, and is 
given by 
(3.24) 
= I p8,e + pG(p)T &uu& + 0(u4) 
where 
Ta jy5 = 	 (3.25) 
Expanding to the next order in c and combining the second-order solutions with 
equations (3.22) and (3.23) we get the continuity equation 
8tP + ô(pu) = 0 	 (3.26) 
and 
öt(pu) + öll = 	 (3.27) 
where 
S 	= v(p)[ô(pu) + a(pu) - 8ô(pu)] 	(3.28) 
and the kinematic viscosity v(p) is a function of density. The viscosity has been 
calculated by Frisch [8] using the Boltzmann approximation and also by Hénon 
[23], by considering the particle motion on the grid. The viscosity is found to be 
model dependent as well as density dependent, the values for the FHP-I, FHP-II 
and FHP-III models are 




1 	1 	1 	1 
28d(1—d)31-4d/7 (3.30) 
and 
1 	1 	1 	1 
28d(1—d)1-8d(1—d)/7 8 	
(3.31) 
respectively. Here d is the mean density per link given by p76 for FHP-I and p77 
for FHP-II and FHP-III were rest particles are allowed. 
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3.5.4 Isotropy of the Model 
Equation (3.27) is not fully isotropic, due to the tensor T O-,s = Ej ejaeji(ejej5 - 
Clearly the isotropy of this tensor will depend on the velocity vectors e 2 . 
Frisch et al. [8] show that for the FHP models the velocity vectors are such that 
equation (3.27) is isotropic. This means that the underlying rotation group of the 
hexagonal lattice is sufficiently symmetric to allow us to model an isotropic fluid. 
Hexagonal grids are generally used in lattice gas simulations because they are the 
simplest lattice for which the fluid is isotropic. 
3.6 The Navier-Stokes Equation 
Equation (3.26) is the continuity equation for a real fluid. Equation (3.27) is 
similar to the Navier-Stokes equation for a real fluid. We need to see if a fluid 
satisfying (3.27) satisfies the Navier-Stokes equation. 
The equations for lattice gas hydrodynamics are only valid for a <<c, the speed 
of sound of the model, since we have assumed this in their derivation. In this 
regime we can follow the approach of Frisch et al. [8] and consider the density to 
have a constant value Po.  The density is, however, allowed to fluctuate where it 





atu + g(po)öua = 'ôa ( - pog(po)u2) + v(po)ôpua, 	(3.33) 
PO 
for p = PC 2 , Po = poc and g(p) = 2 b-p 
This equation differs from the standard Navier-Stokes equation in the following 
ways: 
1. the nonlinear term is multiplied by a model and density-dependent function, 
g(po); 
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the viscosity is a function of density; 
the pressure term has an extra term which is dependent on the density and 
the velocity. 
It is possible to re-scale certain variables in equation (3.33) and to redefine the 
pressure in order to produce the Navier-Stokes equation. This can be done in two 
ways: 
Following Frisch et al. [8] define 
= g(PO)t, 	 (334) 





u2  = 	i 
( - Po(Po)). 	 (3.3 6) 
X'00) 
Alternatively, following Wolfram [24], we can set 
ii = g(po)u 	 (3.37) 
and 
\ 
=Y(Po)(P—PoY(Po) U2)- (3.38) 
In both cases equation (3.33) gives the Navier-Stokes equation in the rescaled 
variables 
and 
at -U, + UôUa = _aap* + V*(pO)3Ua 	 (3.39) 
P0 
at ii a + ii 0,9,3Z a = 	ôa 	+ V(Po)aka. 	 (3.40) 
P0 
For both scalings we can define the Reynolds number for lattice gas simulations 
to be 
Re = UL = U L ULg(po) 	
(341) v*(p0) v(p0 ) v(p0 ) 
where U and L are representative velocity and length scales of the flow and v is 
the kinematic viscosity. 
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3.7 	Units of Measurement in a Lattice Gas Model 
When measurements are made from a lattice gas simulation it must be in terms 
of standard units which are fundamental to the lattice gas model. The basic unit 
of time is one time-step, the basic unit of length is a lattice unit (lu) which is the 
distance between two neighbouring sites on the grid. The basic unit of mass is the 
mass of a particle which is taken to be unity. Other quantities, such as velocity, 
are measured in units derived from these basic units, velocity being measured in 
lattice units per time-step. The Reynolds number, which is a dimensionless quan-
tity, can be calculated from equation (3.41) and the simulation compared to a flow 
in the real world with the same Reynolds number. 
As stated above the basic length scale is the lattice unit (lu), the distance between 
two neighbouring sites. It is sometimes convenient when describing the grid to 
refer to the number of sites in each direction. Thus a 512 by 512 grid is a grid 
with 512 sites in each direction, the grid is 512 by 443 lu since the separation 
between rows of sites is //2 lu. 
3.8 Obtaining Macroscopic Quantities 
The density and momentum at each site are defined in equation (3.2) as the 
sum of the occupation numbers at a site and the sum of the occupation number 
multiplied by its velocity. This allows the density and velocity to be calculated at 
each site. The density and velocity found in this way are very noisy and need to 
be averaged. In section 3.5.2 the mean density and velocity are found by taking 
ensemble averages. In practice it is usually more convenient to average over a 
region of the grid. This region must be small compared to the typical length scale 
of the flow being simulated. The larger the region, or averaging cell, the less noisy 
the results will be. The size of a cell is, however, restricted by the limits imposed 
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on the overall grid size by computer memory and time restrictions. Typically a cell 





FIGURE 3-8: An example of averaging on a section of a square lattice with four averaging 
cells, shown by the dashed lines, superimposed over the grid. The individual particles 
are represented by the small arrows and the average velocities by the large arrows. The 
details of the different velocities and densities are shown in table 3-1. 
shown as 6 by 6 sites for convenience) on a portion of a square lattice. Table 3-1 
shows the microscopic details of the total number of particles M2 on each of the 
links ei  in each cell and the total number of particles in each cell, M. Also shown 
in the table are the details of the averaged velocity u and the averaged density p. 
The angle 0 is the angle between the averaged velocity direction and the x-axis 
(the direction of e2). Note that the density is defined to be the mean number of 
particles per site not the mean number of particles per unit volume. Even after 
averaging over a large cell the results can still by noisy. Ensemble averaging is 
often used as well as cell averaging in an attempt to further reduce the noise. 
3.9 Binary Fluid Models 
In this section we examine models which have been proposed to simulate two fluids 
of the same phase within the lattice gas scheme. 
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Cell M1  M2  M3  M4  M p u u,, Jul U 
(lu) (lu) (lu) (lu) (deg) 
A 6 3 4 3 16 16/36 0 2/p 2/p 90 
B 5 3 5 3 16 16/36 0 0 0 
C 4 4 3 3 14 14/36 i/p i/p \//p 45 
D 4 5 3 3 15 15/36 2/p i/p .//p 26.5 
TABLE 3-1: The total number of particles Mi on link e, the x and y components of 
the averaged velocity u, its magnitude and inclination from link €2, 0, the total number 
of particles M and the average density p for the four averaging cells shown in figure 3-8. 
3.9.1 Introduction to Models with Coloured Particles 
When using a lattice gas model it is possible to distinguish between the individual 
'particles' by labelling them. Little can be gained from watching just one tagged 
particle since it will travel at constant speed along the lattice links and may well 
be travelling in a different direction to the mean flow. In lattice gas models it 
is necessary to consider the average behaviour of a number of particles; tagging 
particles can only give useful information about a flow if a significant percentage of 
the particles are tagged. The simplest example of tagged flow is when the particles 
are considered to be of two types or colours. In this case the particles are initially 
labelled either 'red' or 'blue', say, and the evolution of both fluids can be seen, 
along with any interactions between the fluids. The idea of using two different 
particles in a lattice gas model was first introduced by Clavin et at. [25]. The 
model has also been extended to allow three different particle types [26,27]. 
3.9.2 Properties of Colour Models 
It is important that the mass of each fluid should remain constant in such a 
simulation. Thus we must add the conservation of colour equations 
+ e,t + 1) = 	(r)(t) 
 
+e,t+ 1) = n 
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to the conservation of mass and momentum equations (3.4) and (3.5). Here n" 
and n (b)  are the occupation numbers for red and blue particles on link e. We can 
define C(r, t) to be the colour density given by 
C(r,t)=n(r) 	(b) (r,t)—n (r, t). 	 (3.43) 
Equation (3.42) represents the only restriction on the colour of the particles. There 
is no constraint imposed, after a collision, as to which of the particles at any site 
should be of which colour. The available colour is re-assigned arbitrarily amongst 
the particles at each site after a collision. Thus if three particles, one red and two 
blue, arrive at a site and collide then after the collision one particle is randomly 
labelled red and the other two blue. 
3.9.3 Surface Tension in a Binary Fluid Model 
Two methods have been proposed and implemented to produce surface tension 
between the two coloured fluids. 
The Reactive Model 
The reactive surface tension model was proposed by Clavin et al. [25] and it in-
volves particles changing from one particle type to the other if they cross the 
boundary between fluids. This is done by allowing the reactions 
R+R+B—*R-1-R-i-R 	 (3.44) 
and 
R+B+B—B+B-i-B 	 (3.45) 
at every site containing three particles. Here R and B represent a red and a blue 
particle respectively. On average the same number of each interaction should take 
place and so the total number of particles of each colour should be conserved. 
Other than this reaction the particles interact according to the normal FHP rules. 
The coloured particle being assigned randomly amongst the out-state configura-
tion after the collision. 
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The Colour-Field Model 
The colour-field surface tension model was devised by Rothman et at. [28]. Let 
C(r, t), the colour density of link e j at time t and site r on a grid, be given by 
(r) 	(b) C(r,t)=n2 (r,t)—n (r, t), (3.46) 
the difference between the number of red and blue particles on the link. Due to 
the exclusion principle C2 can take the values -1, 0 and 1. The colour density at a 
site, defined by equation (3.43), is given by 
C(r,t) = >C(r,t). 	 (3.47) 
The local colour flux q[s(r)(r,t),s(b)(r,t)] is given by 
q[3(r)(r, t), s(r, t)] = 	C1(r, t)e, 	 (3.48) 
and is the difference between the red momentum and the blue momentum at site 
	
r at time t where the site is in state .s = 	+ (b), the sum of the red and blue 
states. The local colour gradient f(r, t) is given by 
f(r,t) = 	 (3.49) 
which is the microscopic gradient of the colour density C(r, t). The work W(s(r), 3(b)) 
performed by the flux against the gradient is 
T,A/(3(r),3(b)) = -f . q(s(r),s(b)) 	 (3.50) 
The out-state of any FHP interaction (r) 	/(r), 3(b) 	31(b) is then chosen such 
that 
J4/(s1(r) , 31(b)) = 	mm 	J/TyT( s 1(T) Sit(b) ) 	 (3.51) "ft) ,sIF(b) 
where 3 i(t'),  3i(b) are all the possible collision outcomes. 
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3.10 Liquid-Gas Lattice Gas Models 
The following liquid-gas model was first proposed to induce phase separation in 
a lattice gas by Appert and Zaleski [29]. The interaction was further developed 
in reference [30]. The interactions act to separate the fluid into two phases of 
considerably different densities, a liquid phase and a gaseous phase. 
3.10.1 The Interactions 
Figure 3-9 shows the basic interactions acting along the e2 direction on two sites 
a distance R apart. The interaction can take place only if there are particles 
travelling in both the directions indicated by the solid arrows and if there are no 
particles travelling in the direction of either of the dashed arrows. If this is the 
case the particles are flipped from the solid link to the dashed link. These five 
basic interactions are also applied along the e1 and e3 directions. 
3.10.2 Implementation of the Interactions 
Let 	x E {a, b, c, d, e}, i E {1, 2, 31 be the operator which implements interac- 
tion x, from figure 3-9, along direction e. If the interaction cannot take place the 
operator 	defaults to the identity operator I leaving the particles unchanged. 
If we define the operators 
j(x) def j (x) 	cr(s) 	cr(S) = 	 ° .-i , x E {a, b, c, d, e}, 	 (3.52) 
where j,k,l are a random ordering or 1,2,3, then we can define an overall interaction 
operator 
j 	
f j(a) 0 j(b) o ...... j(e) 	 (3.53) 
The evolution operator, first introduced in section 3.5.1, can now be re-written 
E=SoJoC. 	 (3.54) 
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FIGURE 3-9: The basic long-range interactions acting in the direction of e2. Particles 
at sites R lattice units apart are flipped from the solid link directions to the dashed 
directions provided there is initially a particle in both the solid links and no particles in 
either of the dashed links. 
3.11 Lattice Gas Simulations 
All the lattice gas models have been used to simulate many different flow situa-
tions. These include single fluid simulation such as Poiseuille flow in a pipe [31]; 
Von Karman street formation behind a flat plate [32,33,19]; flow over a step [34]; 
vortex shedding behind various objects inserted in a steady flow [35]; jet simula-
tion [35]; injected flow from a pipe into a transverse flow [36] and multiple fluid 
simulations such as the Kelvin-Helmholtz instability [25]. 
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3.11.1 Drawbacks of the Lattice Gas Approach 
There are a number of problems with the lattice gas technique. 
Lack of Galilean Invariance 
The most significant problem is the lack of Galilean invariance. This appears in the 
equations of motion as the non-unity density dependent term g(p). The correct 
Navier-Stokes equation can be recovered using a scaling technique, see section 
3.6, for a single fluid simulation, however for a multi-fluid simulation the scaling 
procedure will introduce a g factor into the diffusion equation [37,19]. Thus two 
fluids can not be correctly modelled in a Galilean invariant system. Some attempts 
have been made to devise collision rules which achieve g(p) = 1 [19,18] however 
g remains a function of the density and so the model is only Galilean invariant 
at one density and can not be used if there is any density variation involved 
in the simulation. In a single species model the scaling techniques can be used 
to overcome the lack of Galilean invariance but even here the density must be 
constant because the viscosity and the pressure are both functions of the density. 
This severely limits the application of the lattice gas model. 
Noisy Results 
The lattice gas simulations tend to be very noisy. This is overcome, to some extent, 
by averaging the density and velocity over a cell, typically containing at least 16 by 
16 sites. The results of such averaging are still significantly noisy and frequently 
much larger cells are used and ensemble averaging is also employed. The cellular 
automaton structure of the lattice gas model makes it suitable for parallel com-
puter implementation. If, however, a significant amount of averaging is required 
before acceptable results are obtained this can more than outweigh any advantages 
the model has when computer resources are considered. For example consider a 
simulation which requires cell averaging in 32 by 32 cells and ensemble averaging 
over 10 simulations. This evolves using a grid with 1024 times larger than the 
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resolution required and running the same simulation, with different random seeds, 
10 times. This is clearly wasteful of computer resources. 
Large Collision Matrices 
The number of possible collisions which must be considered at each time-step can 
also prove computationally restrictive. When a three-dimensional model is being 
used there are 224  possible in-states and out-states which need to be considered. 
Non-Physical Phase Separation 
The binary fluid and liquid-gas models suffer from the lack of Galilean invari-
ance discussed earlier. They have the further drawback that the surface tension 
and phase separation are produced in an arbitrary manner. The rules appear to 
produce the desired effect but they have no underlying physical basis. 
3.12 Summary 
We have examined the lattice gas model. There are a number of different variants 
but they all consider the evolution of fluid particles on a regular lattice. The 
particle distribution tends to an equilibrium which is described by the Fermi-Dirac 
distribution. The model has been seen to satisfy the continuity equation and an 
equation similar to the Navier-Stokes equation. The lattice gas Navier-Stokes 
equation differs from the standard Navier-Stokes equation through the inclusion 
of a density dependent function g(p) and an additional term, added to the pressure 
term, which is a function of density and velocity. The viscosity of a lattice gas fluid 
is also a function of density. The g(p) term, which represents the lack of Galilean 
invariance, can be removed from the lattice gas Navier-Stokes equation using a 
scaling technique, however the density dependence remains. Multi-fluid models 
have also been discussed. It has been seen that the lattice gas model is capable of 
simulating a binary fluid mixture and a liquid-gas. The lack of Galilean invariance 
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can not be overcome by the scaling technique for such a model and the unphysical 
density dependence can cause problems, particularly in a liquid-gas model where 
there is a large density difference across the simulation. Listed below are some of 
the main features of the models. 
Exclusion Principle 
An exclusion principle is applied to each of the links, allowing only one particle 
to travel in each direction along any of the links. The number of rest particles, 
when they are allowed, is also limited to one in most models. This leads to the 
Fermi-Dirac distribution of the equilibrium population. 
Galilean Invariance 
The lack of Galilean invariance appears in the equations of motion through the 
factor g(p). There are Galilean invariant models in which g(p) = 1. This is 
achieved in the FHP model by changing the probability with which a rest particle 
is created and destroyed [19] or by adding a large number of extra rest particles [18]. 
Scaling techniques can also be used to eliminate the lack of Galilean invariance, 
see section 3.6, for a single species model. Whichever method is used to restore 
Galilean invariance the model must be run at a constant density. Galilean invariant 
models have the disadvantage that they achieve g = 1 by relaxing semi-detailed 
balance which is assumed in the derivation of the equilibrium distribution function. 
Conservables 
All the models conserve the density IIJ  n and momentum >I eini during the 
collision stage at each site, where b is the number of links in the model and no = 0 
for a model with no rest particles. 




All the FHP models exhibit isotropy. This is clearly crucial since any dependence 
on the orientation of the underlying grid would render the model unusable. 
Results for the FHP Models 
There are several model-dependent quantities involved in lattice gas modelling. 
They were found by Frisch et al. [8] and are reproduces in table 3-2 for the most 
common FHP models. Table 3-2 gives the mean density, po;  the speed of sound, 
C5; the 'g-factor' which re-scales the nonlinear term in the Navier-Stokes equation, 
FHP-I FHP-II FHP-III 




1 1-2d 7 1-2d 7 1-2d 
2 1—d 12 1—d 12 1—d 
j 	1 1 	1 	1 1 	1 	1 
12 d(1—d)3 	8 28 d(1—d)3 1-4d/7 8 28 d(1—d) 1-8d(1—d)/7 	8 
t 0 1 	1 1 1 - 98d(1—d)4 	28 - 98d(1—d) 1-2d(1—d) 	28 
TABLE 3-2: Results for the FHP models 
g; the kinematic shear viscosity, v; and the kinematic bulk viscosity, C; as functions 
of the mean density per site, d. 
Chapter 4 
The Lattice Boltzmann Model 
The lattice Boltzmann model has evolved from the lattice gas model. In this 
chapter we outline the changes which have been made to the lattice gas formula-
tion in order to overcome the problems associated with it. The accumulation of 
these alterations has resulted in the lattice Boltzmann model. This is described in 
detail for a single species fluid and it is shown that the correct form of the equi-
librium distribution will ensure that the model is isotropic and Galilean invariant. 
Multi-fluid models are also considered with particular attention to the immiscible, 
binary fluid model of Orlandini et al. [9]. At the end of the chapter a number 
of simulation results using the Orlandini model are shown. These repeat results 
already presented [9,38] and act to demonstrate some important features of the 
model and to test the model implementation. 
4.1 	Development of the Lattice Boltzmann Model 
While lattice gas models have had some success in simulating fluid behaviour they 
have a number of draw backs. One of these is the noise which is inherent in a 
lattice gas model. This is due to the limited number of sites over which the aver-
aging takes placer to find the macroscopic variables p and pu. Another problem is 
the number of states which need to be considered during the collision stage. For a 
two-dimensional model such as the FHP-III this is fairly small since each in-state 
46 
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has a maximum of two possible outcomes and a look-up table with 2 x 2 entries is 
required. For a three-dimensional simulation a table as large as 224  x 224  may be 
required. The Galilean invariance problem is a major draw back of the lattice gas 
scheme. It can be overcome using a scaling technique for single fluid flows with 
a slowly varying density. This is not possible for multi-phase simulations. The 
density-dependence of the transport coefficients is another feature of the lattice 
gas models which restricts their use to constant density situations. 
4.1.1 Lattice Boltzmann Model for the Ensemble Aver-
aged Distribution Function 
The problem with the noise in the lattice gas model has been overcome by the 
development of the first Lattice Boltzmann model [39] which replaces the Boolean 
lattice variables n(r, t) with there ensemble averaged quantities f1(r, t) where 
f(r,t) = (n(r,t)). The averaged quantities f(r,t) are now real functions in 
the range 0 < f, < 1 and the average mass and momentum are given (see equa-
tions (3.9)—(3.12)) by 
p(r,i) = 	f(r,t) 	 (4.1) 
and 
p(r,t)u(r,t) = >f1(r,t)e 	 (4.2) 
The evolution of f, the distribution function, is found by ensemble averaging the 
lattice gas collision function, 
f(r + r, t + 1) - f(r, t) = (Q (n)). 	 (4.3) 
4.1.2 The Linear Collision Operator 
The use of the above lattice Boltzmann equation removes the statistical noise 
from the lattice simulations. The collision operator 1l(f) = (Il(n)) still depends 
on the 2m  Boolean input and output states, where rn = b for a model with b 
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links and no 'rest-particles' and m = b + 1 for a model with rest-particles. For 
a Boltzmann simulation based on the two-dimensional FHP-III model l j(f) is 
a 2 x 2 matrix, for a face-centred-hypercubic (FCHC) model, used in three-
dimensional simulations, j(f) is a 224  x 224  matrix. Clearly the computational 
requirements for handling such a matrix can be limiting. The size of the matrix 
can be greatly reduced [40] by expanding the distribution function 
= j- + f 
	
(4.4) 
where f, is the equilibrium value of the distribution function and f, << J'j is 
the non-equilibrium part. Expanding the collision operator about the equilibrium 
distribution gives 
+ 	+ O((f 2' 
	




= 	 (4.6) _fJ 3  
Thus, since ft(f1) = 0, the lattice Boltzmann equation can be written [40] 
f 2(r +r,t+ 1)— f(r,t) = 	-7) 	 (4.7) 
Here Qij is the linearised collision matrix and is an m x rn matrix, a considerable 
reduction from the 2 x 2 matrix 1l,(f). The value of the individual elements of 
Iljj still depends on the form of the lattice gas collision rules. 
4.1.3 The Enhanced Collision Rules 
The form of the collision operator can be further simplified by considering the 
form of Qjj to depend not on a set of collisions but on the isotropy of the model 
and the conservation constraints [41]. Consider first the elements Qjj i,j = 1, .., b 
which describe the change in the distribution function f, which is induced by a 
unit change in f during the collision. Due to the isotropy of the model Qjj must 
depend only on the angle between e j and e j which, for a hexagonal grid, must be 
one of four angle: 00, 600, 1200  and  1800.  Thus there are only four independent 
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elements in Qjj. If 'rest-particles' are also allowed two new independent variables 
must also be included in Qjj i, j = 0, .., b, one to account for the influence of 
'rest particles' on themselves 	and one to account for the influence of 'rest 
particles' on moving 'particles' 	and Q jo i :~ 0) [41]. Thus for a hexagonal 
lattice with 'rest particles' 
c b b b b b b 
b a0 a60 a120 a180 a120 a60 
b a60 a0 a60 a120 a180 a120 
b a120 a60 a0 a60 a120 a180 
b a180 a120 a60 a0 a60 a120 
b a120 a180 a120 a60 a0 a60 
b a60 a120 a180 a120 a60 a0 
where a0 are the matrix elements linking directions which intersect at an angle 0 
and b and c are elements linking 'rest particles' to moving 'particles' and to them-
selves respectively. The number of independent variables can be further reduced 
by considering the conservation of mass (the sum of each column of the matrix 
equation (4.8) = 0) and the conservation of momentum [41] 
6b + c = 0 
a0 + 2a60 + 2a120 + a180 + b = 0 	 (4.9) 
ao+a60 — a120 — a180=0. 
The collision rules described by this greatly reduced collision matrix are referred to 
as the enhanced collision rules. The eigenvectors for the matrix Ijj i,j = 0, ..., b 
can be calculated. For a two-dimensional hexagonal grid with b = 6 there are 
three distinct non-zero eigenvalues 
= 6(ao + a60) + 2b 
or = —6(ao + 2a60) - 3b 	 (4.10) 
T = —7b. 
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where —2 < ). < 0. Such a model can be shown [41,42] to satisfy the Navier-
Stokes equation with the additional g(p) factor and with the viscosity given by 
equation (4.11). 
4.1.4 The Single Relaxation Time Lattice Boltzmann Model 
The collision operator Qjj can be further simplified [43] by assuming that the 
particle distribution function relaxes to its equilibrium state at a constant rate 
aq j 1 
= _ij 	 (4.12) 
which gives a collision term 
Qj = i(f. 	 (4.13) 
A lattice Boltzmann equation with this collision operator is called a lattice BGK 
equation because of its similarity to the classical BGK Boltzmann operator [6]. 
With the introduction of this single relaxation parameter and the comparison with 
the classical Boltzmann equation the form of the equilibrium distribution was 
also compared. In the classic model the equilibrium distribution is a Maxwell-
Boltzmann distribution [11], while in the earlier lattice Boltzmann models, which 
have been considered to be an evolution of the lattice gas models, a Fermi-Dirac 
distribution is used. This originates in the constraint that only one particle is 
allowed on each of the lattice links. This constraint was applied to simplify the 
computation, it allowed the state of each link to be described by a Boolean variable 
and limited the number of collisions which could take place. There is no physical 
requirement for such a constraint. The single relaxation time model described here 
is inspired by the classical Boltzmann BGK model described in section 2.4. Using 
the lattice BGK approach and selecting an equilibrium distribution such that 
the correct macroscopic equations are satisfied, rather than adopting the lattice 
gas equilibrium distribution, the lattice Boltzmann model is found to satisfy (to 
second-order in the velocity and the Knudsen number) the continuity equation 
and the exact Navier-Stokes equation without the g(p) term [44,45,46]. This will 
be shown in section 4.2. 
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4.2 	An Isotropic, Galilean Invariant BGK Model 
Here we derive an equilibrium distribution which is intrinsically isotropic and 
Galilean invariant. The continuity equation and the Navier-Stokes equation are 
then derived from the single relaxation time lattice Boltzmann equation by per-
forming a Chapman-Enskog expansion and considering the conservation of mass 
and momentum. The method followed will be the same as in reference [47], how-
ever here we consider a hexagonal lattice rather than a square one. 
4.2.1 The Equilibrium Distribution 
First we expand the equilibrium distribution J up to second-order in the velocity 
0(u2 ):  
J(u) = J(0) (1 + Aue + Buua  + 	 (4.14) 
where 
i=O 
i= 1, 2,..., 6. 
(4.15) 
—o 	-* 
The coefficients A, B, C, f and  f need to be found, subject to isotropy and 
Galilean invariance, in order to obtain the required equilibrium distribution (to 
accuracy 0(u2)). The isotropy conditions required on the second- and fourth-order 
tensors [47,48] can be explicitly introduced by defining n2 and n4: 
7 j(0)ejae = n28 	 (4.16) 
and 
= n4(8',' 6 + 86 + s6 ). 	(4.17) 
The sum of the equilibrium distribution multiplied by an odd number of es 's is 
zero. Considering a = = x in equation (4.16) and a = = = S = x in 
equation (4.17) gives 
= 37* 	
(4.18) 
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and 
n4 	 (4.19) 
Combining these we see that 
= 4n4. 	 (4.20) 
We now consider the Galilean invariance requirement. If M3 is the jth moment, 
M3(u) 	 - e2 )272(u), 	 (4.21) 
then we require [47,48] 
M(u)=M3(0), 1=0,11 2,3. 	 (4.22) 
The zeroth moment is 
Mo(u) = 	f(0) (1 + Aue ja  + Buaua + Cuauej e j ). 	(4.23) 
Considering terms 0(u2 ) and using the isotropy condition, equation (4.16), we get 
pB + n2C = 0. 	 (4.24) 
The first moment is 
Mi(u) = 	(u - e2)7(0) (1 + Aue jc, + Bucua + Cuau je jae j ). 	(4.25) 
Considering terms 0(u) and using the isotropy condition, equation (4.16), gives 
p - n2 A = 0. 	 (4.26) 
The second moment is 
M2(u) 5 = >(u - e)(u - e)87(0) (1 + Auae ja + Buu0  + Cuauejaej). 
(4.27) 
Collecting terms of second-order in u gives 
uuSp - An2u.u8 - An2uu5  + Bn285uaua + n4Cuc ua + n4Cuu5  + n4 Cuu5 = 0. 
(4.28) 
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Considering separately the terms O(utt& ) and O(u28 & ) we get 
	
p - 2An2  + 2n4C = 0 	 (4.29) 
and 
Bn2 + Cn4 = 0. 	 (4.30) 
The third moment is 
M3(u)8E = >(u —e) (u—e)s(u--e) j(0) (1 + Auaetc. + Buaua  + Cuauaejaejp). 
(4.31) 
Collecting terms O(u) gives 
(u7 	+ uc58 + uESy8)(n2 - An4) = 0. 	 (4.32) 
This gives the final condition 
- An4 = 0. 	 (4.33) 
Solving equations (4.20), (4.24), (4.26), (4.29), (4.30) and (4.33) gives n2 = 
p14, n4 = p/16,A = 4,B = —2 and C = 8. The value of T = p/12 is found 
from equation (4.18) and f° = p/2 is obtained by considering the sum of the 
distribution functions 
p=f=f ° +6j. 	 (4.34) 
Thus we have the following equilibrium distribution for a two-dimensional lattice 
Boltzmann model which, by construction, must be isotropic and Galilean invariant. 
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4.2.2 The Conservation Equations 
The derivation of the continuity equation and the Navier-Stokes equation from 
the equilibrium distribution is normally carried out using a Chapman-Enskog ex-
pansion, following the lattice gas derivation of Frisch [8]. This is shown below for 
a model, first used by Chen et al. [45], which is for a D-dimensional grid with b 
links where the particle speed is leil = c. 
Useful Relations 
Before considering the model we note some useful relations [24,38]. 
= 0 	 (4.37) 
c2 b 
= 	 (4.38) 
ejaejcj = 0 	 (4.39) 
c 4  b 
eeeefi = 	(&p8 ys + Sa y8 + 6cryS08) 	(4.40) D(D+2) 
= 0 	 (4.41) 
Basic Model 
Consider the following model: 
f(r +e,t+ 1)— f(r,t) = l(r,t) 	 (4.42) 
where the collisions are performed by a single relaxation time BGK operator 
1 	- = --- [f1(r,t) - f(r,t)]. 	 (4.43) 
T 
The equilibrium distribution function is 
J(r,t) = E(p,u) 	 (4.44) 




(l—d0 D 	D(D+2) 	2 Du2\ 
b 	
+ --e U + 	
2c4b 
(e, u) - --) , z = 1, .., b 
c2b
E(p,u) = 
P (d" U2) 
i=O, 
(4.45) 
d0 is a constant, p = E j  f2 and pua = > 	This reduces to the isotropic, 
Galilean invariant, two-dimensional equilibrium distribution derived in section 
4.2.1 when D = 2,b = 6 and d0 = 1/2. Using this equilibrium distribution 




f jeja = pU, 	 (4.47) 
p(l - do )C2 
fee 	
= 	D 	




= D + 2 8 
 + U13Sa y + uS4. 	(4.49) 
4.2.3 Chapman-Enskog Expansion 
To perform the Chapman-Enskog expansion we must first Taylor expand equa-
tion (4.42): 
f(r + e,t + 1)— f(r,t) 
(4.50) 
+ eiaa + eiaôa(ei3 + ô) + ôt(e8 + as)] Mr, t). 
Expanding the population functions and the time and space derivatives in terms 
of the Knudsen number, 
fi = f) + f(l)  + E2f  + 
at 
= Eôit + 6 2'92t + ... 	 (4.51) 
or = 
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and using equation (4.50) we can perform an Chapman-Eriskog expansion. Sub-
stituting equation (4.51) into equations (4.42), (4.43) and (4.50) gives 
{ (a + E2a2t)  + eicôia + ejôia [e€ôip + (fôii + C 2ô2)] 





	+ f) + f2f(2)) = _I (f.(0) + 
.(i) 
 + 2f(2) - Tp  
The notation (öir)cx = ôla has been used. The zeroth-order approximation, f(°), 
(o) - is taken to be the equilibrium distribution: f = f. The conservation of mass 
and momentum require that . fa) = >. fa). = 0 a = 1, 2. To first-order in 







Summing equation (4.53), using equations (4.46) and (4.47), gives 
81tp + aic puc, = 0. 	 (4.54) 





0 f3eia fi = ---f1 e. 	 (4.55) T 
Summing this, using equations (4.47) and (4.48), gives 
[ 	2 ôitpu 	 p(l 
- d0) 
+ ôlaPUaU = 8ia 
D 	
c 8]. 	 (4.56) 
To second-order in c we get 
(0) 








) 	 ) = 1 - 	iteiafj (0 +aie1ej1 (0) 	f t
(2) 
 T 
Summing equation (4.57) over i, we see that terms two and three are zero due 
to the conservation of mass and momentum and terms four and five are zero by 
equations (4.54) and (4.56). This leaves 
= 0. 	 (4.58) 
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Multiplying equation (4.57) by e j and summing over i gives 
{ateijj(o) + 









= l f(2)} 
(4.59) 
The second term is zero by the definition of fl)  while the fourth term is zero 
by equations (4.56). The fifth term is given by equations (4.48) and (4.49). The 
third term can be found by considering equations (4.53) multiplied by öi e2 pe 
and summed over i giving, to order 0(u), 
1(1 —do )C2 	 __PC 2 ___ 
= 	
D ö1tÔ1aPS + ö1aô1D 2 	+ US
a + 
(4.60) 
So we get, using equation (4.54) to convert time derivatives into spatial derivatives, 
022 pu = vol ia pu + O1.y(81apua) 	 (4.61) 
where v = c2(r-1/2)/(D+2) and ( =(T —1/2)[2c'/(D+2) _ C2 (1 —do)ID]  are the 
kinematic shear and bulk viscosities. Summing the first- and second-order density 
and momentum equations and recombining the derivatives gives the continuity 
equation, 
0tP + Oa pua  = 0 	 (4.62) 
and the Navier-Stokes equation 
I 
p(1—do) 2Otpua + Oapuf3u = 
	D 	I 
+ vODpua  + Oa(9f3PU,3. 	(4.63) 
Chapter 4. The Lattice Boltzmann Model 	 58 
4.3 Boundaries in a Lattice Boltzmann Model 
As with the lattice gas model, see section 3.3, a boundary can be introduced to 
a lattice Boltzmann model by selecting the grid sites where the boundary is to 
be set and evolving the fluid in a different manner at these sites. The effect the 
boundary has on the fluid depends on how the distribution functions are treated 
at these sites. 
4.3.1 Bounce Back Boundary Conditions 
The initial approach to simulating a boundary was to follow the FHP method and 
reflect all distribution functions, at the boundary sites, back along the links they 
arrived on. Averaging the velocity at the boundary, before and after a collision, 
gives the required boundary condition (u) = 0. Further consideration of this 
method [21] has shown that sites adjacent to the boundary sites 'see' a flow at the 
boundary with the same magnitude but opposite direction. It is pointed out by 
Cornubert et al. [21] that this form of boundary collision can better simulates a 
no-slip boundary at the centre of the links, half way between a boundary site and 
an adjacent non-boundary site. The bounce back boundary collisions were further 
modified by Ziegler [49] who considered the boundary to be coincident with the 
boundary sites. At these boundary sites, after the propagation, the distribution 
functions on the links interior to the boundary are set equal to the distribution 
functions on the 'opposite' exterior links. The 'opposite' link being the link in the 
opposite direction. Thus at a wall parallel to the direction e2, as in figure 3-6, the 
distribution function approaching the boundary on link e4 (interior to the wall) 
is set equal to the distribution function e1 (exterior to the wall). These modified 
boundary conditions are seen to simulate a no-slip boundary more accurately than 
the standard bounce back rules when applied to Poiseuille flow [49]. Bounce back 
boundary conditions only give first-order accuracy [21,50] and it can be shown 
[51] that the standard bounce back conditions produce a wall velocity which is a 
function of the relaxation parameter T and is only zero for 7 = 1. 
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4.3.2 Higher-Order Boundary Conditions 
A Finite Difference Method 
A second-order boundary condition has been proposed by Skordos [52]. This 
involves a finite-difference scheme which requires the velocity gradient to be known 
or calculated at the boundary. If the velocity gradient is known at the boundary 
the boundary conditions produce good accuracy, however this method can only be 
applied if the velocity distribution is already known. When the velocity gradient is 
not know it can be calculated using first- or second-order asymmetric differences. 
Both methods produce good accuracy but neither are as accurate as the exact 
gradient method [52]. As expected the second-order scheme is more accurate than 
the first-order, however both of the difference methods are unstable at high values 
of the 'computational Mach number', At/Lr, the second-order method being less 
stable than the first-order. This method has the disadvantage that it rejects the 
simplicity of the lattice Boltzmann method at the boundaries and instead requires 
a finite-difference approach. 
Dirichiet Boundary Conditions 
The boundary conditions in any fluid simulation are expressed either in terms of 
the fluid velocity at the boundary or the velocity gradient at the boundary. These 
are called Dirichiet and Neumann boundary conditions. A method for imposing a 
Dirichiet boundary condition, for a fixed boundary, to a lattice Boltzmann fluid is 
devised by Noble et al. [51,50] for a hexagonal and a square grid. The boundary 
conditions developed by Noble et al. [51] are for a general velocity applied at a 
boundary parallel to e2. The same approach can be applied to any boundary 
but the details have still to be worked out [51]. Here we consider the simplified 
situation of a non-slip boundary parallel to e2. The velocity at the boundary is 
to be zero. Consider a site at the 'boundary' which has fluid above it and a solid 
wall below it. This is shown in figure 4-1 where the sites are labelled 'fluid sites' 
is they are in the body of the fluid, 'boundary sites' if they are at the boundary 
and 'wall sites' if they are in the body of the boundary. The distribution functions 




FIGURE 4-1: A site on a boundary with the fluid above and the solid wall below and 
its six nearest neighbours. The six distribution functions approaching the site during 
the propagation stage are shown as is fo  the 'rest-particle' distribution function. 
approaching the boundary site during the propagation stage are shown. These 
are the distribution functions of the neighbouring sites at the previous time-step 
= 	- e, t - 1). Fluid is allowed within the boundary sites but not the wall 
sites so the distribution functions fo, f2, f, f 4 and f 5 are non-zero. Functions fj 
and f6 are zero and need to be specified so that the boundary condition can be 
applied at the site [51]. The boundary condition is u = 	0: 
fl -1-2f2+f3-f4 -2f5 -f6=O 
(4.64) 
fi - f2 - f + f€ = 0. 
These can be solved for fi  and  f6,  which become f4 and f3 respectively at the 
next time step. These are required in calculating the new equilibrium distribution 
at the site. 
Defining f and f6 in this way means that the density, the sum of all the distri-
bution functions, is also a calculated quantity. This is different from the standard 
bounce back boundary conditions where the density is a conserved quantity. Here 
the density, and hence the pressure, at the boundary is calculated by the algorithm 
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to be correct for the desired boundary condition. This is an important feature of 
the model as it is a necessary feature of the boundary conditions [51,52]. 
Other schemes have also been considered [53,54,55]. These are concerned with 
modelling particle suspensions where the boundary is frequently moving. Here we 
are only concerned with a stationary boundary. 
4.4 Binary-Fluid and Liquid-Gas Lattice Boltz- 
mann Models 
A number of different approaches have been considered for modelling two similar 
binary fluids or a liquid-gas combination using the lattice Boltzmann technique. 
These methods are described below along with their strengths and weaknesses. 
4.4.1 Colour Model 
The first model proposed for simulating immiscible, binary fluids [56] is based on 
the colour lattice gas model of Rothman and Keller [28]. As in the lattice gas 
model a colour gradient f(r) is defined 
I 
f(r) = IIei {f (r) (r + e) - f (6 )( + ei )] 	 ( 4.65) 
i 	3 
where f and  fi(b)  are the distribution functions of the red and blue fluids respec-
tively on link i. The distribution function of the whole fluid on link i, f, is the 
sum of the two colour distribution functions 
	
A = f(r) + f1. 	 (4.66) 
An angle O f is also defined 
Of 	1 
(f\ 
= tan 	. 	 (4.67) 
The fluid is then evolved in the following manner. 
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The total fluid distribution function fi is collided, but not propagated, ac-
cording to the lattice Boltzmann equation 
	
f2'('r,t) - f1(r,t) = 	 ( 4.68) 
to give the new fluid distribution function f'. 
At all sites were Ifj > c, where c is a small number, the distribution function 
is perturbed to an alternative value f"(r, t) such that 
f"(r, t) = f'(r, t) + A Ifl cos [2(O - Os)] 	 (4.69) 
where Oi is the angle e j makes with the x-axis and A is a constant which sets 
the strength of the surface tension. If Ifl < c then f /I = f1 . 
The new distribution functions for the red and blue fluid, f and  f are 
then found by solving the maximisation problem 
4/(f(r) f (b) 




w(f 1(r), f,1/(b) ) = [ (f /(r) 	f'11(b) )e.] . f 	(4.71) 
and f2 	and 
fit/ (b) 
are  all possible functions which satisfy the conservation 
of mass 
f,11(r) + f' = 
if 	 (4.72) 
and the conservation of colour 
(4.73) 
The red and blue distribution functions are then propagated along the lattice 
f (r) (r+e,t+1)=f1
1(r)
(r,t) 	 (4.74) 
and 
(b) 
fi (r+e,t+1)=f(r,t). 	 (4.75) 
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The collision term Q in equation (4.68) will depend on the lattice Boltzmann model 
being used. In reference [56] a collision term similar to the linearised collision 
operator [40,41] is employed. A single relaxation time lattice Boltzmann model 
has also be used [57,58]. The surface tension produced in this manner can be 
shown [56] to satisfy Laplace's equation. 
4.4.2 Miscible Binary Fluid 
Another model was proposed by Flekkøy [59]. This model simulates two miscible 
fluids moving on the same grid. There is no interaction between the two fluids 
and so there is no state in which the fluids are immiscible. A brief description of 
the model is given for completeness. In this model the total density P Pr + Pb 
and the difference in densities, L\p = Pr - Pb are used. Two lattice Boltzmann 
equations are defined 
f(r + e,t + 1)— f(r,t) = - [f(r,t) _J(r,t)] 
TV 
(4.76) 
(r + e, t + 1) - A(r, ) = - 	[(r, t) - A(r, t)], 
where r  and 7-D are relaxation parameters which determine the viscosity xi and 
the diffusion coefficient D. For a hexagonal lattice the equilibrium distributions 
are defined 
= 	(1 + uaeia  + GQu) 	 (4.77) 
and 
= 	(i + uaeia), 	 (4.78) 
where the density p, the momentum pua and the density difference Ap are defined 
P = 	PUc, = 	f je ja, L\p = > L. 	 (4.79) 
The tensor 	is defined 
Qi = ejaej - 	 (4.80) 
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where c8 = i// is the FHP speed of sound and C = 4.5 is a non-Galilean 
invariant factor. With these definitions the model can be shown [59] to satisfy the 
convection-diffusion equation 
(O + uae j )p = 	- uauaaopp) 	(4.81) 
and the Navier-Stokes equation 
+ UôUa = -ôp + vaaua, 	 (4.82) 
P 
where the diffusion coefficient, the viscosity and the pressure are given by 




11=-- (r,4 	+ 2) 	 (4.84) 
and 
p 	p(1 - u2). 	 (4.85) 
4.4.3 The Local Interaction Model 
Shan et al. [60,61,62] consider a fluid with S different components on a regular 
lattice with b links in D-dimensional space. The direction of the b links are given 
by the vectors e, i = 1,...b and each link has length unity. The distribution 
functions of the S components on link e j at site r at time I is given by fa (r, t), 
i 	0, ..., b, a = 1, ..., S and is described by the Boltzmann equations 
j7(r+ej,t+l)—f(r,t)— Qa (r,t); a=1,..,S. 	(4.86) 
The collision term 1' has the form 
1 1(r,  t) = -- [ fia 	_J'(r,t)] 	 (4.87) 
Ta 
where each component has a single relaxation time Ta. Here J(r, I) is the equilib-
rium distribution of the ath component on link e j  at site r at time t and is given 
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by f'(r, t) = E(pa, u) where Pa = > f and u is the 'equilibrium' velocity of 
the ath component which has still to be defined, 
(1—d0 D 	D(D+2) 	2 Du2\ 
b +C2beiu+ 2c4b (e•u) 	 b 
Ej (p, u) 	




and d0 is a positive constant. If we set u to a common value u' for each compo-
nent, 
FPa'La/>Pa 	 (4.89) 
then the equilibrium distribution in equation (4.88) is simply that of S ideal gases, 
see equation (4.45). To incorporate inter-component interactions Shan et al. [60] 
introduce a nonlocal interaction with potential 
V(r, r') = 	> Ga (7', r')ba(r)?b(r'), 	 (4.90) 
where G(r, r') is a Green's function and /-a the 'effective mass', is a function 
of the density of the ath component, Pa. C is restricted to act only on nearest 
neighbours and so can be simplified to 
{ 
Ca 	
0, 	r — r'j>l ij (r,r') = 	 (4.91) 
ca, Jr - r'J = 1. 
The force acting on the ath component can be found, by summing over all the 
components and all the neighbouring sites, and is 
Pa = —Oa (r)ga (r,r')(r + e2 )eZ . 	 (4.92) 
The rate of change of momentum of the ath component induced at each site by 
the additional interactions is given by 
dPa 
(r) = Fa(r) 
dt (4.93) 
This momentum change can be combined with the momentum change of each 
component due to the collisions at each site. This gives the equilibrium velocity 
= PaU' + Ta Fa. 	 (4.94) 
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Combining equations (4.86) and (4.87) and summing over all directions gives 
[f(r + e, t +1) - f(r, t)] = E - 	[ f(r, t) - 7(r, t)]. 	(4.95) 
Substituting the expression for J = Ej(pa,U) given in equation (4.88) we see 
that 
I2[fir + e,t  + 1)— fja(r ,  t)] = 0. 
	 (4.96) 
The change in momentum at each site is found by combining equations (4.86) and 
(4.87), multiplying by e j and summing over all components and all directions, 
[fia +e,t+1) _fa(r,t)]ej  =AP(r) 	 (4.97) 
where LIP is given by 
LIP =
I 	I - > pu' + 	pu = Fa 	 (4.98) 
The conservation of mass, equation (4.96), and the momentum equation, 
>2Fa, 	 (4.99) 
can be Taylor expanded and a Chapman-Enskog expansion performed. This gives 
the 'diffusion' equation [62] 







Pa  E Ta Faa + a P E TaPa + 
I  E Faa - (1 —d0 ) TOaPa 
P I 	Pa 	2 a 	D 	a 
and the Navier-Stokes equation [62,60,44] 
öt(pUa + 1Y3(puau) = —& p + e[vo(puc)]  + a[Caa(pua)] 	(4.101) 
where the kinematic shear viscosity is v =(>a T. - 1/2)/(D+2), the bulk viscosity 
	
is ( = d0(>1a Ta - 1/2)/D, the pressure is p = [(1 - do)p + 	ca/'aI'ab/2]/D and 
u is defined by 
pU 	 + > Fa, 	 (4.102) 
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and is the average of the fluid velocity before and after the inter-particle force 
acts. Summing equation (4.100) over a gives the usual continuity equation for the 
whole fluid 
	
atp + ôc PU cx = 0 	 (4.103) 
as expected. It can also be shown [62] that for a two component system with 
7-1 = T2 the following diffusion equation is satisfied, 
- 1 - d0 
( - 
	
V2 , 	 (4.104) Dt 	D 2) 
where is a function of the deviation of the density from its equilibrium value. A 
binary fluid can be simulated using this model when S = 2. If the effective mass 
b(p) and the strength of the inter-component interaction 9 are suitably chosen 
the two components are observed to separate [60]. One component forms circular 
drops inside the other component and the density difference across the boundary 
of the drops is seen to obey Laplace's Law. When S = 1 a single component fluid 
is modelled. This fluid is seen to phase separate into a liquid and gaseous phase 
with surface tension between the two phases, again for a suitable choice of b and 
g [61]. Full details of the properties of the binary fluid model and the liquid-gas 
model are given in references [60,62] and [60,61] respectively. 
4.4.4 The Free Energy Model 
The models proposed by Orlandini et al. and Swift et al. [9,63,38] for simulating 
binary fluids and liquid-gas fluids are described here. The binary fluid model will 
be described in detail while the similar liquid-gas model will only be mentioned 
briefly since it is based on similar principles. 
Binary Fluid Model 
Rather than considering the densities of the two fluids, Pr  and Pb,  the total density, 
P = Pr + Pb, and the density difference or order parameter, Lp = p,. - Pb, are 
considered. Two distribution functions fi and Ai are then used to describe the 
population of p and Ap respectively on each of the i links. The evolution of 
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both distribution functions are governed by the single relaxation time Boltzmann 
equations: 
f(r + e, t + t) - f(r, t) = 	- TO 	(4.105) 
TP 
and 
z1(r + e,t + At) - L\1(r,t) = -----(z -). 	(4.106) 
The equilibrium distributions f, and 2i-i take the general form 
- 	
A + Be,,,u + Cu2 + Duuejaej + Fae j. + Gaejacj, i = 1, 2, ..., 6 




a + bejua + cu2 + duaupe jaeip + feia + ge j e j , j = 1, 2, ..., 6 
- 	a0  + c0u2, i = 0. 
(4.108) 
The coefficients A, A0, ..., G,,O and a, a0, ..., gco are chosen to satisfy the following 
equations. The equilibrium distribution must satisfy the conservation of mass and 
momentum equations: 
= PUcy, 	 (4.109) 
while the higher moments of fi and Aj are defined 
Jejej1 = P + pu0u13, 
= Apu, 	 (4.110) 
= Ft6a + LPUaU 
so that the resulting continuum equations have the correct form for a binary fluid 
[9,64]. Here F is the mobility and tj is the chemical-potential difference between 
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the two components. The pressure tensor P,0 and the chemical potential L\a 
determine the thermodynamical properties of the model and are determined by 
the free energy [9,38,14,65]. Orlandini et al. [9] choose the free energy describing 
the simplest possible binary fluid; two ideal gases with a repulsive interaction 
energy. This corresponds to a free energy [9,38] 
	
W = Id 2  r {(Ap,p,T) + (VP)2  + (VP)2} 	(4.111) 
where T is the temperature, 
p, T) 
= 	(i + 	-Tp + (p + 
AP) log (P +P) +(P - 
AP) log (P _P) 
(4.112) 
r, is the interfacial energy and A measures the strength of the interaction. For 
T < A/2 the mixture separates into two phases. With this definition of the free 
energy the chemical potential and the pressure tensor are given by [9,38,14,65] 
L(p,p,T) = —A 
AP + 
Tlog (1 + 
p/p\ 
P 	 1 - L,/p) - 
iV2(Lp), 	(4.113) 
Po8a0 + k 0a0P + ôc LpöAp 	 (4.114) 
P0 = pT - (pV2p + pV2Lp) - 	Vp2 + Vzp2).2 	 2 
	(4.115) 
Liquid-Gas Model 
A similar approach was also employed in the development of a liquid-gas model 
[63,38]. Only one component is present in the model and the free energy is chosen 
to be the free energy of a Van-der-Walls fluid [63,65]. 
= Id 




(T, p) = pTln ( 1 
_bp) - ap
2 	 (4.117) 
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and a and b are constants determining the strength of the interaction. With this 
definition of the free energy and the same definitions for the moments of f, see 
equations (4.109) and (4.110), an equilibrium distribution function, with the same 
form as equation (4.107), can be found [63,38]. 
4.4.5 The Distribution Functions and the Equations of Mo-
tion for a Binary Fluid 
Solving for the Distribution Functions 
Substituting the distribution functions, equations (4.107) and (4.108) into the con-
straint equations (4.109) and (4.110) and using equations (4.37) - (4.41) we can 
find the coefficients. 
The conservation of mass, Ei fi  = p, gives 
A0  + C0n2 + 6A + 6Cu2 + 3Du2 + 3Ga8ap = p. 	(4.118) 
Considering the coefficients of u°and u2 separately we see 
A0  + 6A + 3G 	 (4.119) 
and 
C0 +6C+3D=0. 	 (4.120) 
The conservation of momentum, E j fe j . = pua, gives 
3BUa + 3Fa  = PUa. 	 (4.121) 
Considering the coefficients of uO and u1 we find 
Fc, 0 	 (4.122) 
and 
B = . 	 (4.123) 
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The constraint Ej fee = P.,e + pu,uo gives 






ôzp\2 /ap\21pT - (pV2p +LpV2zp) ++2 	 2 












D+D=p 	 (4.125) 
and 
3C + 3 = 0 	 (4.126) 
respectively which can be solved to find 
C = - 	 (4.127) 
and 
D = 	 (4.128) 3 
Considering the coefficient of u° for the two cases a = 0 = x and a = ,3 = y gives 
3A+ 
3 
Gxx + Gyy + 
3 
Gxx = pT - (pV2p + ApV2Lp) 
2 r 2 (ô\ 
[(8)2 
(p__)2 	 2 ( 	
+ ( + 







Gxx + Gyy + 
3 
Gyy = pT - (pV2p + zpV2 p) 




2 Ox 	L) + ay 	aj 	 L °Y) 
(4.130) 
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which have solution 
2 	2  (,,Ap)2 (öAp)2l 
Gs=_Gv[() - ( P
) +-- - 	
(4.131) 
3 Ox ay 	Ox 	09Y 
and 
A = 	[PT - (pV2p + APV2L\P)]. 	 (4.132) 
The coefficient of u0 with a = x, 3 = y gives directly 
- 2K(8p9p (9/Xpz.p OAP 
. 	 (4.133)  3 \ôX(9 	ox ay 
The values of A0 and CO can now be found from equations (4.119) and (4.120) to 
be 
A0 = p - 2 [PT - (pV2p + APV2Ap)] 	 (4.134) 
and 
CO = — P. 	 (4.135) 
The constraints > 	= Lp and > lucia = Au j give 
a0 + 6a + 3gc,13 S j3 = /.p, 	 (4.136) 
co +6c+3d= 0, 	 (4.137) 
	
fa = 0 	 (4.138) 
and 
b = -c 	 (4.139) 
in the same way as equations (4.119), (4.120), (4.122) and (4.123). 
The constraint Ei zAiei,eio = F/It8a + /-\puau,i gives 
= F 	afi+puau. (4.140) 
The coefficient of u0 with a = /3 = x and a = = y gives 
3a + (gx + gyy) + 	= 	 (4.141) 




3a + (gxx + gyy) + gyy = FAt. 	 (4.142) 
These have solution 
	
gxr = gyy = 0 	 (4.143) 
and 
a — (4.144) 
Setting c = x and /3 = y gives 
gxy = 0. 	 (4.145) 
The coefficient of uu j gives 
d =AP 	 (4.146) 
when o = x and /3 = y. Setting a = x and /3 = x and substituting the expression 
found for d in equation (4.146) gives 
c = _Lp. 	 (4.147) 
Finally we find the value of a0 and c0 from equations (4.136) and (4.137): 
a0 = L\p - 21PA. 	 (4.148) 
and 
CO = -AP. 	 (4.149) 
This gives all the coefficients in equations (4.107) and (4.108). 
The Equations of Motion for a Binary Fluid 
It now must be shown that any binary mixture with these equilibrium distribu-
tions satisfies the correct hydrodynamic equations. This is done here using the 
standard Chapman-Enskog method. A similar expansion approach is employed 
in reference [38] using a perturbation parameter At, the time between collisions. 
Equations (4.105) and (4.106) can be Taylor expanded: 
f(r + e, t + 1) - f(r, t) 
(4.150) 
[a + eô + 	 + ö) + at(eiaa + at)] ffr,t). 
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and 
L\ (r + e1,t -- i) - L(r,t) 
(4.151) 
[a,+ Cio", + ejaa(eja+at)+ öt(eiaD+ôt)] 	(r, t). 
Expanding the distribution functions and the time and space derivatives: 





 + 	+ 	+ 	
(4.152) 
at = thu + 32t + 
or = Cal  
and using equations (4.150) and (4.151) we can perform a Chapman-Enskog ex-
pansion. Substituting equation (4.152) into equations (4.150) and (4.151) gives 
{ (Colt + €2a2) + ej01a + eia cala [ethi  + (thu + C 2a2)] 
+ 	(Colt + E202) {ei€aia + (Colt+ 	 (4.153) 
(.(0) 
+ 	+ 	= _I (f1(0) + 	+ f2f(2) 
TP 
and 
{ (a1 + 2a)  + e1 6a1 + ejathi a [eCal 0 + (Colt fa1 + €2a2)] 
+ 1 (Colt + E2a2 ) [e,"' iaia + (fa1 + f2a)]} 	 (4.154) 




It is still require that the total mass and momentum and the mass of each com-
ponent are conserved at each site. This is achieved, to second-order, if the zeroth- 
order expansion of the distribution functions are equal to their equilibrium values 
and if 
>f.(a)  = 0, >fjeja = 0, 
	,A (a) = 
0, 	a = 1,2. 	(4.155) 
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To first-order in € equation (4.153) is 
aitfim 
	
+ eô1j (0) 	lf(1) 	 (4.156) 
T 
Summing equation (4.156) over i gives the first-order continuity equation for the 
total population: 
'9itP + aia puc, = 0. 
	 (4.157) 
Multiplying equation (4.156) by ei,3 and summing over i gives the first-order con-
tinuity equation for the fluid momentum: 
aitpup + ölO P/3a + 091opuaui3 = 0. 	 (4.158) 
Similarly equation (4.154) to first-order in € is 
+ 	 (4.159) 
TIA 
Summing over i gives the first-order convection-diffusion equation 
91 L\p + O'LPUa = 0. 	 (4.160) 
To second-order in € equation (4.153) is 
aitf




+81 (a1 + eia8ia)fj° + eiaia(ait + e a1)f° 
= _ f 2) • 
'i-p 
The first and third terms sum to zero by equation (4.155) and the fourth and 
fifth terms also sum to zero as in equations (4.157) and (4.158) respectively. Thus 
summing equation (4.161) we obtain the second-order continuity equation for the 
whole fluid: 
= 0- 	 (4.162) 
Combining this with the first-order equation (4.157) and recombining the deriva-
tives we get the continuity equation for the whole fluid 
'9tP + 9aPU. = 0. 	 (4.163) 
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Multiplying equation (4.161) by e j and summing over i gives 
+ 	ei iaôiaf' + öitôia(P + puu) + 	 = 0. 
(4.164) 
To find expressions for the two summations in equation (4.164) consider first 
= aiaaiejaejej (A + Be 8u8  + Cu  + Du5ufeeE + Gs€ ei&ei ) 
(4.165) 
With B = p/3 and the sum of all terms containing an odd number of es being 
zero this gives 
ôj f ° = 	+ aiaaipu. 	(4.166) 
Next consider equation (4.156) multiplied by ei ciflalo and summed over i: 
= 	 + puu) + ôi öi pu + ai ai pu] 
(4.167) 
Substituting equations (4.166) and (4.167) into equation (4.164) gives 
= 	
- 	) 
{ai ai u + ô1aô1 u fl  + [a1 a1 (P + puu)]}. (4.168) 
We are dealing here with terms 0(€2)  so, since u is also small, we can neglect 
terms 0(u2). From the definition of P, equations (4.114) and (4.115), we also 
see that, neglecting higher-order derivatives, we can write P,3 = Po [38]. We can 
now re-write the term in square brackets in equation (4.168) 
8itöi(Pa + puau) D 491t81i3Po = ôl ôPo —8ltp. 	(4.169) 
Using the expression for'91tp  from equation (4.157) we can combine equations (4.158) 
and (4.168) to obtain the Navier-Stokes equation 





2r-1 	/ 	1\ /1 	9po\ 
8' 
(4.171) 
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To second-order in f equation (4.154) is 
+ ô2 ° + 	+ 	+ eja8ia) ° ejaaia(ait + ejaôi)4° 
= 	1(2) 
(4.172) 
Summing over i and noting that the first and fourth terms are zero we can write 
+ej,+ aiaaitp + 	
+ 49
1Qa1 pu1 u1 = 0. 
2 	
(4.173) 
Multiplying equation (4.159) by ejaic, and summing over i we find the term 
eöi /X' = 	 + OöFzth + aiaai zpuau). (4.174) 





 (&ôi FAp + öitöipu) 	(4.175) 
where as before we have neglected terms smaller than 0( 2u). Finally we can 
express ôltLPUa as ö1[(p/p) x (pu)] [38] and perform the differentiation on 
both the terms in brackets: 
aiaoit zpu 	öla PUc ôlt 	+ôlc 
I 
APa] 	(4.176) 1 (APP) I P 
Replacing the time derivatives with spatial derivatives using equations (4.157), 




for the final term in equation (4.175). Combining equation (4.175) with equa-
tion (4.160) and neglecting terms of order O(E2u2) we obtain the convection-
diffusion equation 
where 
Dt/Xp + ö4pu = 	- Oöa AP (49OP"'O) 	 (4.178) 
0 
	 (4.179) 
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The Navier-Stokes equation for the liquid-gas model follows [63,38] in the same 
manner as the Navier-Stokes equation for the binary fluid. The kinematic and 
bulk viscosities have the same 7- dependence as equation (4.171). 
4.4.6 Model Selection 
The miscible binary fluid proposed by Flekkøy [59] is not suited to our aim of 
applying the lattice Boltzmann model to interfacial waves since we require two 
immiscible fluids. It also has a non-Galilean invariant factor associated with it. 
The colour model [56] and the local interaction model [60] both simulate immisci-
ble fluids. In the colour model the fluid separation is driven by the local 'colour' 
differences between the fluids. The method used involves maximising the scalar 
product of the colour gradient and the colour flux. This does indeed produce an 
interface between the two fluids and Laplace's law is seen to be obeyed. This 
colour based scheme does not directly mimic the physics of phase separation since 
there is no consideration of the thermodynamics of the process. This means that 
although the fluids separate there is no guarantee that they separate an a manner 
akin to a real fluid. The approach of Shan et al. [60] is based on the assumption 
that phase separation is produced by microscopic interactions on the scale of the 
lattice sites. This interaction introduces a momentum change into the Boltzmann 
equation. This model has also been shown to facilitate phase separation, however, 
like the colour model there is no certainty that the microscopic interactions are 
in fact mimicking real phase separation. The free energy model [9,63,38] does 
consider the thermodynamics of the problem. The approach to equilibrium is 
governed by the free energy which enters the model through the equilibrium dis-
tribution function. The model therefore simulates the phase separation of a real 
fluid mixture. Unfortunately the liquid-gas model is not Galilean invariant so its 
application is limited. The binary fluid model, on the other hand, does not suffer 
from a lack of Galilean invariance and is isotropic [38]. This makes it a suitable 
choice for the interfacial wave simulations considered in chapters 7 and 8. 
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4.5 Implementation of the Free Energy Binary 
Model 
The binary fluid model of Orlandini et al. [9] was implemented on the Connection 
Machine CM-200 at Edinburgh University. To illustrate some of the important 
features of the model and to test the implementation a number of simulations, 
previously presented in references [9,38], were performed. The parameters A and 
F where set to A = 1.1 and F = 0.1 throughout. These are the values which were 
used in references [9,38]. 
Fluid Separation 
For temperatures T < A/2 the fluid was seen to separate into two immiscible 
fluids as described in [9,38]. This is illustrated in figure 4-2 which shows the 
value of the order parameter Lp for K = 0.1 and T = 0.4 011 a 128 by 128 site 
grid. The shading is proportional to Ap with black represents L\p < — 0.4 and 
light grey represents Lp > 0.4. Initially the fluid is completely mixed with p = 1 
everywhere and /p set randomly to a value in the range (-1/70 < Lp < 1/70). 
After 1,000 time-steps the fluid has begun to separate into small regions of each 
fluid although the value of kI is smaller than its final value in each fluid. After 
2,000 time-steps the fluid has separated into many small areas of one fluid within 
the other. At this stage jApj has almost reached its final value although there 
is some variation within each fluid. By 4,000 time steps kJ is constant in each 
fluid. For times greater than 2,000 time-steps the small areas of fluid move around 
slowly and collide with each other to produce larger areas. The size of the interface 
is about ten lattice steps but can be altered by changing the interfacial energy tc [9]. 
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Figure 4-2—a: t=1,000 
	
Figure 4-2—b: t=2,000 
Figure 4-2—c: t=3,000 
	
Figure 4-2—d: t=4,000 
Figure 4-2—e: t=5,000 	 Figure 4-2—f: t=6,000 
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Figure 4-2—g: t=7,000 
	
Figure 4-2—h: t=13,000 
Figure 4-2—i: t=z25,000 	 Figure 4-2—j: t=44,000 
FIGURE 4-2: The separation of the two immiscible fluids for a temperature T = 0.4. 
The value of zp is shown where black represents L\p < —0.4, light grey represents 
zp> 0.4 and intermediate shades of grey represent areas where IL\pI <0.4 and there is 
a mixture of the two fluids. 
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Bubble Equilibrium 
A 'circular' bubble, of radius 32 grid points, was initialised at the centre of a 128 
by 128 grid. The fluid density was set at p = 1 everywhere with /Xp = -0.42 inside 
the bubble and Lp = 0.42 elsewhere. The fluids were then allowed to evolve for 
10,000 time-steps. The density and the order parameter were measured along a 
line through the centre of the inner fluid parallel to the y-axis (perpendicular to e 2 ) 
and are shown in figures 4-3 and 4-4 respectively at selected times. The relaxation 
times used were Tp = 1.0 and T A = T. The relaxation time T is 7-,A = 0.789 which 
is the value at which the model is Galilean invariant [9,38]. This initialisation 
differs from the final state in four ways. The order parameter has changed from 
its initial value of Lp = +0.42 to its expected value of 0.50. The initially interface 
width of one lattice unit has increased to about ten lattice units. The shape of the 
inner fluid has changed from an ellipse with semi-major and semi-minor axis of 32 
lu and 32 x 	/2 lu to a circle with radius 	30 lu. The final density is slightly 
larger in the inner fluid than the outer fluid. The small change in the density 
occurs everywhere within the first 1,000 time-steps with only a small change in 
the shape of the interface occurring at subsequent times. The larger change in 
the order parameter takes 10,000 time-steps to reach the areas furthest from the 
interface. The movement of the inner fluid from an ellipse to a circle is achieved 
within the 10,000 time steps. 
The Density and Order Parameter at the Interface 
A bubble with radius 20 lu was initialised at the centre of a 64 by 64 site grid and 
allowed to reach equilibrium. The fluid density and the order parameter are plotted 
in figures 4-5 and 4-6 respectively for K = 0.1, 0.01 and 0.001. Figure 4-5 shows a 
small decrease, of less than 1%, in the fluid density across the interface. The width 
of this decrease is about 10 lu when K = 0.1, 5 lu when r, = 0.01 and 3 lu when 
= 0.001. There is also a small difference between the fluid density inside and 
outside the bubble. The difference is about 0.2% when r. = 0.1 and much smaller 
for the smaller values of ic The change in Ap, the order parameter, across the 
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FIGURE 4-3: The density p as a function of r the distance from the edge of the grid. 
The density is plotted along a line through the centre of the inner fluid parallel to the 
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FIGURE 4-4: The order parameter ZXp plotted against r the distance from the edge of 
the grid. The order parameter is plotted along a line through the centre of the inner 
fluid parallel to the y-axis (perpendicular to e2)- 
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FIGURE 4-5: The density, along a line through the centre of a bubble, as a function of 
r The centre of the bubble is at r = 32. The density profile across the interface can be 
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r 
FIGURE 4-6: The order parameter, along a line through the centre of a bubble, as a 
function of r. The centre of the bubble is at r = 32. The change in the order parameter 
across the interface can be seen for three values of the interfacial energy K. 
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interface shows a gradual smooth change when K = 0.1 with an interface width of 
about 10 lu. The lower values of ic show a much sharper change occurring over a 
few lattice units. The results displayed in figures 4-5 and 4-6 are consistent with 
the similar results in [9,38]. 
Isotropy 
To investigate the isotropy of the model a bubble of fluid with Ap = —0.5 was 
initialised inside a fluid with zp = 0.5. The fluid density was p = 1.0. This was 
done on a 64 by 64 grid and the radius of the circle was 13 lu. The lattice was 
then allowed to evolved for 10,000 time-steps and the centre of mass TCM  of the 
bubble found. Figure 4-7 shows the value of /p of each point on the grid plotted 
I rCM - r I (IC = 0.2 ) 










-0.5 - 	 - 
0 5 10 15 20 25 30 35 
rCM - r I (ic = 0.1 ) 
FIGURE 4-7: The value of tp at all points on the grid as a function of the points 
distance from the centre of mass of the bubble IrcM - ri. Results are shown for K = 0.1 
and 0.2, the results for K = 0.2 are displaced by ten lu with respect to the results for 
K = 0.1 
against the distance of the point from the centre of mass. The results lie on, or 
very close to, a single curve for each value of K showing that the model is, at 
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worst, very close in isotropic. These results agree with similar results obtained 
elsewhere for the model [38]. It can also be seen from figure 4-7 that the interface 












FIGURE 4-8: Contour plot of /Xp when c = 0.1 
isotropy of the model when ic = 0.1. A contour plot of i.\p shows contours which 
are very close to circular. There is no evidence of a departure from isotropy or of 
the underlying hexagonal grid. 
Galilean Invariance 
This model can be shown to be Galilean invariant [38]. This will be shown in 
section 5.3 for the binary fluid model with a gravitational interaction present. 
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4.6 Summary 
The lattice Boltzmann model has been reviewed: from its initial use to overcome 
some of the difficulties with the lattice gas model, to the latest state of the art 
multi-fluid models. It has been seen that the lattice Boltzmann model has over-
come the problems associated with the lattice gas model. The immiscible binary 
fluid model of Orlandini et al. [9] has been described in detail and some features 
of the model have been demonstrated by simulation. 
Chapter 5 
Gravity in a Lattice Boltzmann Model 
In this chapter different methods are considered for introducing a body force, in 
this case gravity, into a lattice Boltzmann model. A new method is proposed which 
introduces the body force directly into the lattice Boltzmann equation. This is 
compared with the method of Martys et al. [66]. It is shown that when the new 
body force rules are incorporated into an isotropic model the body force acts 
independently of the grid orientation. It is also shown that when the body force 
is introduced into the Galilean invariant, binary model of Orlandini et al. [9] the 
resulting model is also Galilean invariant. 
5.1 Introducing Gravity 
In many fluid simulations gravity plays an important role. Here we consider five 
methods for introducing a body force into the lattice Boltzmann model. 
5.1.1 The Classic Boltzmann Equation 
The Boltzmann equation for a fluid with a body force F is 
af + Caarf + Föcaf = Q(f) 	 (5.1) 
where f(c, r, t)dcdr is the number of molecules at time t with velocities in the 
range c -+ c + dc and position in the range r —* r + dr. The difference between 
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the Boltzmann equation when there is no body force present and when there is a 
body force is an extra term: Faöca f. In the lattice Boltzmann equation we are 
looking to add a similar term to incorporate a body force. Since, however, the 
velocity of all the 'particles' is constant in the lattice Boltzmann model we can not 
simply introduce a term with exactly the same form but must instead introduce a 
term which will modify the fluid momentum. 
5.1.2 Combining the Gravity Term and the Pressure Ten-
sor 
The Navier-Stokes equation 
Du 1 
vp+vv2u+v(v.u)+ 	 (5.2) 
can be written 
Du— --VP + vV 2u + V(V u) + —g 	 (5.3) Dt 	P0 	 po 
where P = p + po, F = pg, g = — V and p = p0 + Sp. If Sp = 0 then equa-
tion (5.3) is the same as equation (5.2) without a body force but with a modified 
pressure. Following this approach we can re-define the equ I iium distribution: 
(1 -do 	D D 	D(D + 2) 	2 Dt 2 \ 
b 2C4 
(e. .u) 	 = 
E(p,u) = 
P (do _ OD _ U2) 
i=O. 
(5.4) 
Using this expression for the equilibrium distribution and performing the Chapman-
Enskog expansion, as in section 4.2.3, equations (4.46), (4.47) and (4.49) remain 
unchanged and equation (4.48) becomes 
p(l - do)c2 
jejaej 
= 	D 	
6a/3 + ptLfl f3  + PJ?Sc3. 	 (5.5) 
Equations (4.54) and (4.58), the first- and second-order density equations, will 
therefore remain unchanged. Equation (4.56), the first-order momentum eoua- 
tion, has the same form except the pressure term on the right hand side, p(l - 
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do)c2&p/D, has an additional term, +P5,,  which can remain where it is to give a 
modified pressure or be separated from the pressure term to give a separate force 
term, —Vp. Equation (4.61), the second-order momentum equation, has the 
same form as before except now = (r - 1/2)[2c2 /(D + 2) - c2 (1 - do ) /D - 
giving an altered bulk viscosity. This method has the disadvantage that it requires 
the density to be constant, that is Sp = 0. Thus it could only be applied if 0 is 
small enough that there is only a negligible change in p with depth. 
5.1.3 Adding a Force Term to Equation (4.47) 
In reference [63] Swift et at. suggested that a force, which changes the momentum, 
can be introduced by changing equation (4.47) to 
>fjeja = pua - 	 (5.6) 
If this approach is taken, then the extra term must be included in the equations 
of motion. For example, the first-order density equation, equation (4.54), will 
become 
ôitp+ôia(pUa +F) =0. 	 (5.7) 
Thus again this method can only be used if the term Fc, is negligible small. The 
form of the terms >, f(a)eja a = 0, 11  2 would also need to be considered. 
5.1.4 Calculating the Equilibrium Distribution with an Al-
tered Velocity 
Gravity can be introduced into the model following a method similar to the local 
interaction method of section 4.4.3 but considering the momentum change to be 
caused by a body force rather than an inter-particle force [66]. If a gravitational 
force F is acting then at every time-step there is a change of momentum AP = F. 
To incorporate this into the model we let the equilibrium distribution be given by 
J(r,t) = E(p,u*) 	 (5.8) 
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where 
	
PU* = Pu + TF. 	 (5.9) 
Here u is defined, as before, by pu = E j f(r, t)e, the sum of the product of 
the distribution function before a collision and the lattice vector. Combining 
equations (4.42) and (4.43) and summing over i gives 
{f(r +e,t+ 1) —f(r,t)} = — 
1 
— [p — p] = 0. 	(5.10) T 
Multiplying by ejo before summing gives 
1 
e{f(r + e, t + 1) - f(r, t)} = --[ptz13 - pu] = F,3 	(5.11) 
T 
as in equation (4.99). Finally we define the fluid momentum pv to be the average 
of the momentum before the collision, pu, and the momentum after the collision, 
pu+F: 
PVC, = Puce + Fa. 
	 (5.12) 
Now we can perform a Chapman-Enskog expansion of the left-hand sides of equa-
tions (5.10) and (5.11) using E(p, v) as the first-order approximation f(°). Now 
Tj f°) = 0 and > 	= pva so we require 
f(l) = 0 	 (5.13) 
and 
= 	Fa. 	 (5.14) 
This gives the left hand sides of equations (4.53), (4.55), (4.57) and (4.59) as before. 
The right hand sides are 0, F, 0 and 0 respectively. Summing these equations 
(where now f(°) = E(p, v)) we get 
'9itP + 091c2PVa = 0. 	 (5.15) 
and 
Ip(1—do) 2 	1 altPv/3 + aiapvav13 = ôla 
L 	D 	
c 8j + FO. 	(5.16) 
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for the first two equations. Summing the left hand side of equation (4.57) we see 
that the second and fourth terms are zero as before, the third term is —a1 F/2 
by equation (5.14) and the fifth term is 01 Fc /2 by equation (5.16). This gives 
	
'92tP = 0- 
	 (5.17) 
Summing the left hand side of equation (4.59) we similarly see that the second 
and fourth terms cancel and the remaining terms give equation (4.61), the second-
order momentum equation, with u replaced by v. Note that the third term of 
equation (4.59) is still given by equation (4.60) with u replaced by v. Consider 
the first-order expansion of equations (4.42) and (4.43): 
1 	(0) 	(1) 
+ falpe13f = -- [f i + fi - 71, 	(5.18) 
T 
0) where f ( = E(p, v) and fi = E(p, u*) . Multiplying equation (5.18) by Di e jae j  
and summing over i and noting that to first-order in the velocity 
= eiaeiji 	 (5.19) 




1(1 - do)c2 	 PC  
= 	T 	
D 
aitaia psc , + 	
D + 
2 [8' + 	+ vS] 
as before. Combining the first- and second-order equations we get the continuity 
equation (4.62) in terms of the fluid velocity v and the Navier-Stokes equation 
+ ôpvva = _ 
	
do) c2jao] + V8ôPVa + Dpv + Fa . (5.21) 
This is the same as equation (4.63) in terms of the fluid velocity v with the 
additional force term Fa which comes from equation (5.16). 
5.1.5 Adding an Additional Term to the Boltzmann Equa-
tion 
Consider the Boltzmann equation, 
f1(r+e2,t+1) —f 2(r,t) =l(r,t), 	 (5.22) 
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where 
1l(r, t) = _1 {f (r, t) - 7i (r, t)] + 	Faej, 	 (5.23) 
and u and 7i are defined in the usual way: PUc. = Ej fe j . and 7i = E(p, u). 
Summing equation (5.23) over i gives 
1 
{f(r +e,t+ 1) -f2(r,t)} = --  [p — p] = 0. 	(5.24) 
T 
Multiplying by Cj before summing gives 
	
>{fj(r + e, t + 1) - f(r, t)} = — 
1 
—[pua - PUc.] + Fc. F. 	(5.25) T 
Defining, as before, the fluid momentum through pvc. = pu + 	we get the 
same equations as in section 5.1.4. 
The equation equivalent to equation (4.60) has an additional term how-
ever, when this is multiplied by ôic.c2c.ej and summed over i it sums to zero by 
equation (4.39). We therefore obtain the same expression for Ej ö1 f (1) 	as 
we did in section 5.1.4. Thus we again obtain the continuity equation (4.62) in 
terms of the fluid velocity v and the Navier-Stokes equation (5.21). 
5.1.6 Review of Methods 
The first two methods can only be used if the body force is so small that its 
effect is negligible, so neither is suited to modelling a phenomena where gravity 
is important. The two methods described in sections 5.1.4 and 5.1.5 give the 
same equations of motion, however they are different. The method described in 
section 5.1.4 shall be called method (1) and the method described in section 5.1.5 
method (2). The difference between the lattice Boltzmann operators Q1 
- 
Q2 for 
models 1 and 2, acting on the same distribution function f j is 
p J ~ 2u,TFO+ r2Fc.F, D(D + 2)e c.e i 	D 2urF 	r2FF 	
- 1 b 
T 	 p2 	2C4 	- 2c2b 	+ 2 5 - 
p (2rFu 	T 2FF\ 
22 ) 	
Z = 0. 
(5.26) 
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The difference contains terms O(uF/p) and 0 ((F/p)2). During the implementa-
tion u << c3, the speed of sound and F/p = g << 1. Thus, in general, the difference 
expressed in equation (5.26) will be small. Although F/p is small it can still pro-
duce a significant effect. The difference expressed in equation (5.26) being small 
does not imply that Sp  is negligible in equation (5.3) or that Fa in equation (5.7) 
is negligible. 
In section 5.1.4 the additional force affects the updated distribution function, 
f 2 (r + e, t + 1), on each link, i = 0, ..7. In section 5.1.5 the updated distribution 
function is altered, by the additional term, by an amount proportional to Faej. 
This means that fo  is not changed (fo  will, however, be updated according to the 
standard collision operator). If a hexagonal grid, with links 2 and 5 horizontal, 
is used then neither f2  or  f will be changed by the additional term. If the grid 
is orientated so that f2  and f 5  are vertical then the additional term will affect 
fi, ..., f6 and it will have a larger effect on f2  and f5 than it will on the others. A 
change in some of the f1 terms at one time-step will propagate through to all the 
fi terms at the next time-step. 
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5.2 Model Implementation 
The two models described in sections 5.1.4 and 5.1.5 were both implemented so 
that the affect they have on a fluid simulation could be observed and any differ-
ences between the models could be considered. In all the simulations, unless stated 
otherwise, we will use T =0.9 and F = 0.001pe,. This value of F is larger than 
any value used in subsequent wave simulations. A single-species model was imple-
mented using the isotropic, Galilean invariant equilibrium distribution derived in 
section 4.2.1. An immiscible binary fluid was implemented using the free energy 
model described in section 4.4.4. 
5.2.1 Density Gradient 
A world was initialised on a 64 by 64 grid with zero velocity and p = 4. A bound-
ary was placed at the bottom (z = 0) of the grid, which also acted as a boundary 
at the top, continuous boundary conditions were applied at the other two edges. 
Gravity was then applied using method (1) and method (2) and the density mea-
sured every 1,000 time-steps along a vertical line through the middle of the grid. 
The results are shown in figure 5-1 at times 1,000, 2,000, 3,000, 4,000, and 5,000 
time-steps when gravity is applied using method (2). The density profile is seen to 
'oscillate' about its final position for several thousand time-steps before reaching 
its final state. It is clear from figure 5-1 that during this time the distribution is 
not symmetric about the mid-height. After 10,000 time-steps the density at each 
point is within 0.07% of its final value, at this time the density distribution is 
found to lie on the same distribution as that for t = 3, 000 time-steps in figure 5-1 
and so is not included for clarity. 
The two methods, method (1) and method (2), were compared by looking at the 
difference in the density, Sp = 	- p 2 I, at different heights above the bound- 
ary. Here (') and (2)  are the density when method (1) and method (2) are used 
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FIGURE 5-1: Density as a function of height at selected times when gravity is applied 
using method (2). 
respectively. The results are shown in figure 5-2 at times 1,000 4,000 and 10,000 
time-steps. The size of the density difference is small compared to the mean density 
of 4 and is seen to decrease with time. After 1,000 time-steps it has a maximum 
value of 1 x iO, only 0.025% of the mean density, at subsequent times the dif-
ference is always smaller. The shape of the graphs shown in figure 5-2 are typical 
of the shape of all the results obtained. Consider either method applied to an 
infinite fluid with the same initial density at each site. There is no density change 
induced at any of the sites by the gravitational force. On our finite grid a small 
difference will occur at sites adjacent to the boundary and these will propagate 
through the fluid. The difference in the update rules at these sites account for the 
small variations observed here, which are negligibly small, and for the shape of the 
curves in figure 5-2. Thus both method (1) and method (2) are producing the same 
effect. This is to be expected since they both satisfy the same equations of motion. 
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FIGURE 5-2: The difference in density between method (1) and method (2) as a function 
of height at selected times. 
5.2.2 Model Comparison 
Method (1) and method (2) both produce similar results, however method (2) is 
preferred for use in the rest of the simulations. This is because the body force 
appears in a natural manner: as an extra term in the governing equation. In 
method (1) the body force is produced by considering the equilibrium distribution, 
not of the actual fluid but of a fluid with a non-physical 'equilibrium velocity'. 
The model tests described in sections 5.2.3, 5.2.4 and 5.3 and the interfacial wave 
simulations in chapters 7 and 8 will all have gravity implemented using method 
(2). 
5.2.3 Grid Orientation 
It is important to insure that the model is independent of the grid orientation, 
particularly since, as discussed is section 5.1.6, the orientation of the grid can af-
fect the change in each distribution function and whether four or six of the seven 
distribution functions are changed. As noted in section 5.1.6 a change in some of 
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the fi at one time-step will produce a change in all the f, at the next time-step. 
The dependence on the grid orientation was tested using a 64 by 64 grid which 
was set up with the x-axis along the direction of e2. A new set of perpendicular 
axis x' and y' were defined so that the x-axis and the x'-axis intersect at an angle, 
0. A square box 40 lu by 40 lu was then superimposed on the grid, the edges of 
the square being parallel to the directions of the x'- and y'-axis. All points outside 
this square where then defined as boundary sites. This is shown in figure 5-3. 





FIGURE 5-3: A box, at angle 8 to the x-axis, superimposed on the regular grid and the 
co-ordinate systems. The hashed area is filled with boundary sites. 
tides with p = 4 and velocity zero and gravity was applied in the direction of the 
—y'-axis. Thus the vertical direction e is in the direction of the y'-axis. This was 
done for 0 = 00,  18°, 36°, 540,  72° and 90°. The density variation with height was 
then found in the following ways: 
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When 0 = 0° the density was measured in a horizontal line (parallel to the y-axis) 
above the boundary, as was done in the previous section. Density values were 
found at heights with separation \//2 lu. 
When 0 = 90° the density was measure in a horizontal line (parallel to the x-axis). 
Density values were found at heights with separation 1 lu. 
When 0 = 18°, 360, 54° and 72° the horizontal direction (parallel to the y'-axis) 
does not lie along a grid direction. The following method was used to find the 
density at given heights above the boundary. 
Let a be in index labelling the data points. 
Calculate the gradient, m, of a line through the origin 0, see figure 5-3, 
parallel to the y'-axis. 
Start at the origin 0 with co-ordinates (x, y) = (01  0). 
Given a point calculate its distance from the origin, d. 
Calculate the gradient m1 of the line ((0, 0), (x + 1, y)) and gradient in2 of 
the line ((0, 0), (x + 1/2, y + \//2)). 
Move to the point (x + 1, y) if m1 is closer to m or to the point (x + 1/2, y + 
\//2) of in2 is closer to m. 
7. If the density at the point is zero (the point is a boundary site) then let 
D=d. 
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If the density is non-zero (the point is a non-boundary site) retrieve a set of 
values Za = d - D and Pa = p. 
Repeat steps 4 - 8 until there are no points left. 
This gives a set of data Za, Pa for a = 1, 2, ..., N where the value of N depends on 
the angle 0. This is illustrated in figure 5-4 where the thick solid line represents 
FIGURE 5-4: Part of the hexagonal grid is shown. The thick solid line represents the 
line through 0 with gradient m, the thick dashed line represents the 'bottom' boundary 
and the solid dots represent the sites which are considered as lying nearest to the thick 
solid line. Point P is the last of these point which is still within the boundary. 
the line through 0 with gradient m, the thick dashed line represents the 'bottom' 
boundary and the solid dots represent the sites which are considered as lying 
nearest to the thick solid line. Point P is the last of these point which is within 
the boundary so the distance D is the length of OP. For some values of 0 the line 
parallel to the y'-axis, passing through 0', see figure 5-3, also passes through the 
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fluid and the density at various heights above the boundary can be found along 
this line. Similar results were obtained for both methods confirming that the angle 
of the box and the angle at which gravity is acting are consistent. 
Results 
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FIGURE 5-5: The equilibrium density as a function of height when 0 = 0 0  (points) and 
0 = 72° (line). 
for two angles, 0 = 00 and 0 = 72° when gravity is implemented using method 
(2). The results for 0 = 720 are seen to lie on either side of the results for 0 = 00 
The cross over between these lines corresponds to the points, shown in figure 5-4, 
moving from one side of the solid line to the other. This effect was also noticed on 
the other results for smaller 0 but to a lesser extent. There is also a small error 
introduced because the point P is not exactly on the boundary. Clearly these errors 
are relatively small, all the results lie within one lattice unit of each other. A closer 
comparison can be made between the results for 0 = 00 and 0 = 900 because the 
exact height above the boundary is know. To do this the results for 0 = 0° were 
linearly interpolated to find the density at integer lattice-step separations. These 
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were then compared to the results for 0 = 900 and their difference Sp is plotted 










FIGURE 5-6: The equilibrium density difference 8p  between the results for 0 = 00 and 
0 = 90° as a function of height. 
difference depending on the height above the boundary. This is probably due to 
the box not being exactly square, its dimensions are 40 by 46 x \// 2 lu which is 
40 by 39.8 lu, a difference of 0.5%. 
5.2.4 Gravitational Strength 
Single Species Model 
Gravity was imposed on a single-species fluid using method (2). The initial density 
of the fluid was po = 1.0 and the fluid was evolved for 10,000 time-steps with 
= 200.0 to ensure that the fluid reaches its equilibrium state. Figure 5-7 shows 
the density variation with depth when g = 0.001. The density gradient is slowly 
increasing with depth. The shape of the curve shown in figure 5-7 is consistent 
with the expected exponential variation of the density with depth. The variation 
of the density gradient with depth is a function of the gravitational strength, when 









0 11 	 I 	 I 	 I 
0.6 	0.8 1.0 1.2 1.4 
P 
FIGURE 5-7: Density as a function of depth for a fluid with P0 = 1.0, r = 200.0 and 









0- 	 I 	I 	I 	I  
X g=0.00001 









- - g=0.0005 
0.8 	0.9 1.0 1.1 1.2 
P 
FIGURE 5-8: The density as a function of depth for a fluid with Po = 1.0 and T = 200.0 
after 10,000 time-steps when g = 0.00001, 0.0001, 0.0002, 0.0003, 0.0004 and 0.0005. 
The markers show the results of the simulations and the lines are the best-fit straight 
lines through the points. 
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the gravitational strength is less than 0.005 the density gradient can be considered 
as being constant over the range of depths we are considering. Figure 5-8 shows 
the density variation with depth for a range of gravitational strengths and the 
best-fit straight line through the points. Even for the largest value of g = 0.0005 
the linear approximation appears to fit well. The linear density gradient is shown 
in figure 5-9 for a range of values of g less than 0.0005. Clearly the density gra-
dient is proportional to the gravitational strength g. It is important to remember 
that these results show that the density gradient is approximately linear over the 
depths we are considering. The actual form of the density gradient is an expo-
nential, as suggested by figure 5-7. This can be seen in figure 5-10 which shown 
the linear density gradients plotted against g, as in figure 5-9, but for an initial 
uniform density of 4.0. The density gradients shown in figure 5-10 are four times 
the gradients shown in figure 5-9. 
We have seen that, provided the gravitational strength and the fluid depth are 
small, the density gradient is approximately linear and is proportional to g. For 
larger values of g, where the gradient can no-longer be considered linear, we would 
still expect the density gradient to be proportional to the gravitational strength. 
Immiscible Binary Fluid 
An immiscible binary fluid was initialised with the two fluids separated by a hor-
izontal interface. The upper fluid has zp negative. Gravity was applied to both 
fluids with strength pg ((.sgi(p - Lp) + .5g2(p + zp))/2 using method (2), where 
<8g2. At temperature T = 0.5 we have seen that 1plAp 	2 in the absence 
of gravity. Figure 5-11 shows the value of the modulus of the ratio p/Ap at dif-
ferent depths for the immiscible fluid when sgi = 0.0001 and 592 = 0.0002. At the 
interface the value of 1plApl is different from 2.0 by no more than 4%, away from 
the interface the ratio appears constant with depth, and hence also with density. 
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FIGURE 5-9: The linear density gradient as a function of the gravitational strength g 
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FIGURE 5-10: The linear density gradient as a function of the gravitational strength g 
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FIGURE 5-11: The modulus of the ratio p/L\p as a function of depth when gravity is 
applied to a binary fluid with a horizontal interface between the fluids. Gravity was 
applied with sg1 = 0.0001 and s92 = 0.0002. 
Thus the value of g in both fluids is given by 
gi = 891(1 + 1/2) + 8g2(1 - 1/2))/2 
(5.27) 
= s91(1 - 1/2) + s92(1 + 1/2))/2. 
Figures 5-12 and 5-13 show the variation in density with depth for a immiscible 
fluid for two different sets of values sg1 and 892. The values are shown in table 
5-1 as are the values of g, 92 and the expected gradients m1 and M2 = dp/dz 
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TABLE 5-1: The values of sg1 and .s92 used in case (a) and (b) in figure 5-12. Also 
shown is the expected gradient m1 and m2 across the two fluids. This is found by 
calculating g1 and 92, the values of the acceleration due to gravity in the two fluids, 
using equation (5.27) and then finding the expected density gradients m1 and m2 from 
the results obtained for the single species fluid which are displayed in figure 5-9. 
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FIGURE 5-12: The density as a function of depth for case (a) (x) and case (b) (+) 
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FIGURE 5-13: The density as a function of depth close to the interface for case (a) 
(dashed lines) and case (b) (dotted lines) for K = 0.1 and 0.001. 
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in the upper and lower fluids respectively. Straight lines with these gradients are 
also shown in figure 5-12. The agreement between the actual gradients and the 
predicted gradients is good and reinforces the use of equation (5.27) is calculating 
g1 and g.  The details of the density close to the interface are shown in figure 5-13 
for two different values of k. The results for case (a) are shown by the dashed lines 
and the results for case (b) are shown by the dotted lines. It can be seen that, as 
before, the density is reduced slightly across the interface and that the interface is 
larger for ic = 0.1. Away from the interface the results for K = 0.001 and K = 0.1 
are virtually indistinguishable. 
5.3 	Galilean Invariance 
To test the Galilean invariance of the model a drop of radius 	60 lattice units 
was initialised at the centre of a 128 by 128 grid with the whole fluid moving 
with speed u in the x-direction and with gravity acting in the z-direction with 
strength g = 0.0005. The bubble was then allowed to equilibrate for a number 
of different values of the relaxation time associated with the order parameter, r. 
The fluid relaxation parameter y was set to 1.1 throughout. The ratio of a, the 
drop diameter in the z-direction, to a, the diameter in the x-direction, is shown 
in figure 5-14. When 7,6 = 7-, the radio is independent of n as observed elsewhere 
[38] in the absence of gravity. For other values of 7.6 the ratio is dependent on u 
and the model is not Galilean invariant, the further 7,A is from r the worse the 
lack of Galilean invariance is. The ratio of the two diameters appears independent 
of the velocity when Td = r and is slightly smaller than unity. The difference 
from unity is due to the density gradient across the drop. This does not affect the 
Galilean invariance because the free energy binary-fluid model is Galilean invariant 
[38] for all densities and the transport coefficients are independent of density. The 
constant value of a,lax shows that this model, incorporating the gravitational 
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FIGURE 5-14: Equilibrium shape of a fluid drop in a system moving with constant 
speed u along the xdirection when gravity is applied with strength g = 0.0005 in the 
z-direction. Results are shown for a number of different values of the relaxation time 
-rA of the order parameter. The ratio of the diameters in the z- and x-direction a,/a., is 
plotted. 
5.4 Summary 
We have seen that a body force, such as gravity, can be incorporated into the 
lattice Boltzmann model. A method has been proposed which incorporates the 
body force into the lattice Boltzmann equation. This method is seen to produce 
very similar results to the method proposed by Martys ci al. [66]. The new method 
is preferred because it introduces the gravitational term directly into the governing 
equation in a straight forward manner. The implementation of the new method 
is also shown to be independent of the underlying grid. When the body force is 
applied to the binary fluid model [9] the resulting model has been shown to be, 
at worst, very close to Galilean invariant for the correct choice of the relaxation 
parameter T. 
Chapter 6 
The Equations of Internal Wave Motion 
In this chapter a summary of the equations governing internal wave motion is pre-
sented. Initially wave propagation at a sharp interface, between two non-viscous 
fluids, will be considered and the equations describing the wave motion derived. 
Two fluids with a finite smooth interface will also be considered and the effect of 
the finite interface on the equations of motion discussed. The fluid viscosity will 
also be examined and its effect on the frequency, the damping of interfacial waves 
and the velocity profile will be found. Finally the equations for standing waves 
will be found from the progressive wave solutions. 
6.1 The Potential Density 
The density of a fluid is a function of the pressure p, temperature T and, for 
a liquid, the salinity x, defined as the proportion by mass of the dissolved salts 
[67]. Consider a particle at height z, where the density is p(z), in a fluid with 
no temperature or salinity variation. The pressure at height z is given by the 
hydrostatic pressure equation [67] 
dp(z) - 
dz 
- —p(z)g. 	 (6.1) 
If the particle moves slightly to height z + then the pressure acting on the 
particle and the fluid density will change to p(z + ) and p(z + ) respectively and 
110 
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the particle will remain in equilibrium. When we are considering internal waves we 
are concerned, not with the actual density, but with the excess or potential density 
defined [68,69] as the density the fluid would have if compressed adiabatically, with 
constant salinity, to a reference pressure po.  This can be expressed [69] 
Ppot = P 
-
jP 	dp 	 (6.2) 
0 \öP XS 
where S is the entropy. This means that a fluid which has a density gradient 
produced solely by gravity has Ppot  constant and no internal wave motion will 
occur. In practice internal waves only occur when there is a change in temperature 
or a change in salinity with depth. 
6.2 Inviscid Wave Equations 
Before considering the effects of viscosity we review the interfacial wave equations 
for an inviscid fluid. 
6.2.1 The Two-Layer Model 
Gravity wave motion between immiscible, homogeneous, incompressible fluids can, 
provided any disturbances are small, be described by linear wave theory an a 
manner analogous to linear surface waves [67,70,71]. Consider two fluids of depth 
h1 and h2 with densities p'  and P2, Pi <P2, separated by a sharp interface. Let the 
origin be at the interface with the x-coordinate horizontal and the z-coordinate 
vertically upwards. If the fluids are irrotational then they can be described in 
terms of a velocity potential çf such that the velocity u0 = (u0, wo) is given by 
u0= 
00 	ao 
—, w0=az —. 	 (6.3) 
Let the velocity potential be 01 for 0 < z <h1 and 02  for 0 > z > —h2. Now, the 
fluid velocity must satisfy the continuity equation so the velocity potential must 
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We now consider the interface to be perturbed by a small amount z = i(x, t) where 
the perturbation is assumed to be a plane monochromatic wave with frequency 
wo, wavenumber k and amplitude a: 
17 = aei_t) 
	
(6.5) 
where a is the deformation amplitude and where it is understood that it is the 
real part of 71 which is of interest. The following boundary conditions apply to the 
fluids. 
1. The is no vertical motion at the bed, 
= 	 (6.6) 
Any surface motion produced by the internal waves is negligible and the 
surface can be considered as a solid boundary, 
001 = 
Lhl (6.7) 
At the interface the horizontal velocity in both fluids must be the same as 
the 077/ôt. Using the linear approximation that all disturbances are small 
this can be applied at z = 0, 
- 
at oz LO 
(6.8) 
077 - 1902 
Tt — az LO 
At the interface the Bernoulli equation must be satisfied. If we assume that 
the waves are being driven solely by gravity and that the pressure difference 
across the interface is negligible then this can be expressed, 
) 
Pi 	 +g17 	P2 ( 	+17). 	 (6.9) 
\ !z=O 	 \ Iz=O 
To solve the Laplace equation we look for wave solutions of the form 
= AjZj(z)ei(I_w0t), 	i = 1,2 	 (6.10) 
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where A is an amplitude term and Z(z) describes the z-dependence of the solution. 





which has solution, subject to the boundary conditions equations (6.6) and (6.7), 
Z1 = cosh[k(z - h1 )] 
= cosh[k(z + h2)}. 	 (6.12) 
Substituting equations (6.10) into the boundary conditions (6.8) and using the 







2 = 	ksinh(kh2) 
Substituting equations (6.10) into equation (6.9) and using the expressions for A, 
and Zi gives the dispersion relation 
2 	 2 wo p1 w0P2 	
(P2 — pi)g = ktanh(khi) + ktanh(kh2) -  
If the interface is far from the bed and the free surface so that tanh(/vhi) 1 and 
tanh(kh2) 	1 this can be written in a form analogous to the dispersion relation 




where g' is the reduced gravity and is defined by 
g' 	f (P2 - P1)g 	 (6.16) 
(p2+pl) 




h1)] cos(kx - wot), 0 < z - 	sinh(khi ) 
U0 + 
w0a cosh[k(z + 




woa sinh[k(z - 
h1)] sin(kx - wot), 0 < z < h1  = - 	sinh(kh1) 
W0 
woasinh[k(z + h2)] sin(kx 
- wot), 0> z > —h2. = 	sinh(kh2) 
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6.2.2 Continuous Density Variation 
The equations in the preceding section describe interfacial waves at a sharp inter-
face between two immiscible fluids. The density has a discontinuity at the interface 
taking a value P1  at z = 0+ and P2  at z = 0-. In many situations this model may 
have some shortcomings since there will normally be a small, but finite, region 
around the interface where the density changes smoothly from p1  to p2.  To in-
vestigate this phenomenon we will look at the theory for internal waves in a fluid 
with a continuously varying density and then find the solutions for our desired den-
sity distribution. Following references [69,71] the Sturm-Liouville equation will be 
derived which can then be solved numerically for the required density distribution. 
Here we assume, as in the two-fluid case, that the fluid is incompressible, irro-
tational and homogeneous. We also make the Boussinesq approximation. This 
assumes that density variations are small and can be neglected in so far as they 
affect inertia, but retained in the buoyancy terms where they appear in combi-
nation with gravity. The density is given by p = 75 + p' where 75(z) is the mean 
density and p'(x, z )  t) is the density fluctuation due to waves motion. Now the 
continuity and Navier-Stokes equations are 
Op 8(pu) ô(pw) 
at Ox Oz 
8u 8U 8u lap 
- + U-  + w— —__
I 
(6.18) at 8x ôz p8x 
Ow Ow Ow lap 
at 	Ox 	Oz 	P 19 
Since the fluid is assumed to be incompressible we can also write 
OuOw 
+ 	= 0. 	 (6.19) 
Substituting p(x,z,t) = 75(z) + p'(x,z,t) into equation (6.18) and assuming, as 
before, that the velocities are small and that p' is also small so we can neglect 
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second-order terms in p', u, w and their derivatives, we get 







Differentiating the second of these equations with respect to z and the third with 
respect to x and noting that 3/3x = 0 we get 
32 
OxOz - at 3z) at Oz' 
(6.21) 
02p 	_O (O  w'\ 	Op' 
	
- 	=p(--j+g---. axoz at axj ax 
Equating the two terms for 02p/SxOz and differentiating with respect to t and x 
yields 
52  (52u 	32w \ 	
32  3,1 	33u 
P 3t 2  3xOz - OxOx) 
— gaX 2 at  = SzSt2Ox 	
(6.22) 
Finally we can apply the Boussinesq approximation and set the right hand side 
of equation (6.22) to zero since variations in the density are only important when 
they occur in combination with gravity. Now from equations (6.20) and (6.19) 
we have Su/Ox = —Ow/Oz and Sp'/St = —w875/Sz. Thus equation (6.22) can be 
re-written in terms of the mean density 7i and the z-component of velocity w as 
52 (32w 	32w\ 	32w O 
--- ( , + , , J - g------- =  0. 	 (6.23) at \CJXUZ uxoxj aX2 az 
We look for solutions of equation (6.23) of the form 
= W(z)ei_wt 	 (6.24) 
which when substituted into equation (6.23) gives 
[P(z)dl(z)
] + [Q(z) + ER(z)] W(z) =0, 	(6.25) 
where P(z) = 1, Q(z) = —k2, E = 1/c2 where c = w/k is the wave celerity 
and R(z) = N2(z) where N(z) is the Brunt-Vãis1ã frequency, 
N2(z) - — g 	 (6.26) 
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Equation (6.25) is the Sturm-Liouville equation and it can not, in general, be 
solved analytically. It is however known [72] that, provided P(z) > 0, Q(z) < 
o and R(z) > 0, the Sturm-Liouville equation has an infinite number of real, 
positive eigen-value solutions E = E0, E1, E2, ... each with eigen-functions W, n 
0, 1, 2, ... Each of the eigen-functions W(z) having n+1 extremes in the z-range 
in which p is defined. For each mode (n=O, 1, ...) there is a unique relationship 
between the celerity, c = V11E. and the wave number k, this relationship is 
referred to as the dispersion relation of that mode. If we now write the x-velocity 
in the same form 
= Ue2_t) 	 (6.27) 




— —ikU(z). 	 (6.28) 




(p2 -pi)x(-z) 	1 
p='pl+ 	
1 	 2 — 2 — 







-- z < - 
1 	2 
— 	 (6.30) 
0 	otherwise. 
This density distribution is similar to that of the two-layer model except now the 
interface is no longer sharp but has a finite size 1. The density changes linearly from 
P1 to P2  across the interface. The lowest mode (n = 0) gives a similar motion to the 
two-layer model while the higher modes give perturbations to the motion within 
the interfacial region 1. To demon straight the difference between the two models 
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the Sturm-Liouville equation was solved [73] for A = 512, P2 = 2pi, g = 0.00015, 
a = 20//2, h1 = h2 = 108 and 1 = 5. These are of a similar order to the values 
used later in the lattice Boltzmann simulations. The velocities and wave frequency 
were also calculated from equations (6.15) - (6.17) for the two-layer model. The 
z-velocity was found to be virtually the same at all depths for the two models. The 
x-velocity was also almost identical except in the interface region. The difference 
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FIGURE 6-1: The x-velocity predicted by the two-layer model and the continuous model 
in the region of the interface. 
values of the frequency w0, calculated for the two-layer model and the continuous 
model were 1.108 x iO and 1.081 x 10 respectively, a difference of about 2.5%. 
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6.3 Waves in a Viscous Fluids 
We now turn our attention to wave motion in a viscous fluid. 
6.3.1 Frequency and Damping Parameter 
Consider internal wave motion between two viscous fluids separated by a sharp 
interface. This can be considered [74] in a manner similar to the treatment of 
surface waves [75,76]. If the fluids are viscous then the equations of motion can 
be written: 
	
= 	+ vV 2u, at pox 
aw  - 	+ vVw, 	 (6.31) at - P az 
Ou Ow 
Ox Oz 
For the two-fluid system these have solutions [75,74] 
- a 	a 




U2 - -;z;-- - 
ox oz 
where 
ci = Ale— e_0t) 	02 = 
= Hiem1zei(_t) 	2 = H2em2zei(t) 	
(6.33) 
and 
m 	07 = k2  + 	 (6.34) 
'ii 
where v, is the viscosity of fluid i, i = 1, 2. The boundary conditions at the interface 
are: 
1. The continuity of the velocities across the interface 
UlIz=O = U2o, wd=o = w2Zo; 	 (6.35) 
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where p is given by the Bernoulli equation 
P 
= -00- gri. 	 (6.38) 
P 	at 
For an infinite fluid A j and H2 can be eliminated by the interface boundary con-
ditions to give the 'frequency' equation [74] 
1 	 1 
[gk(P2 
—P1)P [gk(P
2 —p1)1 	vkp2 pi JiI 
(p2+pl) i -  (p2+pl) ] (p2+P1)(P2+p1)} 
f gk(p2 - p1) 	 + 2k2 	up + vp 
(p+p) 	 PlVIVI 	(p2+p1)(p2+p1)2 
(6.39) 
For a single fluid (p2 = 0, u2 = 0) this reduces to 
a = +\/+2iulk2 	 (6.40) 
which is the expression for the frequency and the proportional damping of a surface 
wave [67]. Expressing a in the form a = +(w0 —w') - ia, where w0 is the frequency 
of an inviscid wave, and considering two fluids with the same viscosity 
V1 = V2 = II 	 (6.41) 
and with densities given by 
P1 = P, P2 = fp, 	 (6.42) 
a series expansion, in terms of 	can be made for a [74]. To order 0(u) the 
solution is [74] 
WI = (WO ) 1/2 
(1+f)2 	
(6.43) 
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and 
2k 2(1 + f 3)v 
(WO ) ( I +  (1 + f)2 + ( 1 + f)3 	
(6.44) 
The interfacial disturbance is now given by 
77 = ae_ate_wt) 	 (6.45) 
where w = wo - w'. Thus the frequency (and hence also the celerity c = w/k) is 
reduced by an amount w' from the inviscid solution and the wave amplitude a is 
replaced by a decaying exponential: a exp(—at). In many situations w' and ü are 
small and of a similar size. In such situations the frequency is only altered slightly 
from its inviscid value however the damping term exp(—at) can produce a large 
effect when accumulated over large times. As noted by Harrison [74] his solution is 
an expansion in 	correct to order 0(v) and also a series expansion in k correct 
to order 0(0). This solution is in agreement with the solution of Johns [77] which 
was found by considering separate solutions inside and outside the boundary layer, 
in a manner akin to the treatment of the velocities in section 6.3.2, and matching 
the two solutions. The solution of Johns [77] is only to first-order in s/i. 
6.3.2 Wave Velocities 
The linearised Navier-Stokes equation permits the velocity to be split into a po-
tential part, u0 = Vq, and a rotational part, U = (U, W) [78,79,77,80,81]. The 
solution for u0 is simply the inviscid solution which has already been given in 






q = - 
is small in both fluids; the motion is essentially irrotational except near viscous 
boundary layers which are of thickness (v/w)1/2 and which occur at solid bound-
aries and at the interface. Thus we look for solutions for U which satisfy the 
Navier-Stokes equation for the rotational part of the velocity, 
Oui 2 
-;- 
= vV Ui, 	 (6.47) 
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and the appropriate boundary conditions. We only consider solutions which have a 
significant value in the boundary layer and a negligible value outside the boundary 
layer. Since we expect [79,80] that W1 will be an order of magnitude smaller then 
Ui we will solve for U, the component in the direction of wave propagation. The 
solution for Wi can then be found by integrating U [80]. Looking first at the area 
of the interface we consider solutions of the form [78,80] 
-









U2 = C2 exp [(1 + i) 	zie - ) 
] 
Now consider the boundary conditions at the interface 
The conservation of horizontal velocity at the interface requires 
(ô1
09X
+Uöc2+U) 	 (6.49) 
LO - 
Conservation of the stress Pxz  across the interface requires 
(P11/i 	
= 
P22-  (6.50) Z 9ZJ 
 
Substituting the velocities, equation (6.48), into the boundary conditions, equa-
tions (6.49) and (6.50) gives 




C2= ik(AiZ - A2Z) 
1 + f' 
where Z° = Z(z)t=o and  f = (p2/p1)(v2/vi)1 2 
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Next consider the fluid adjacent to the solid boundaries. We look for solutions, 
for the rotational velocity close to the boundary layer, of the form [78,80] 
1 
U = C exp [(1 + i)
(2v, 
(z - hi)] e_t), 
(6.52) 
(o\ 1/2 	 1 
U = Cexp [_(i + i) 	(z + h2 )] ei_t) 
Substituting these into the no-slip boundary condition 
 
=0, 





gives the constants 
Cl' = ikA1Z1h, 	C = _ikA2 Z 2 (6.54) 
The final solution for u can be found by summing all the horizontal velocity 
terms. In doing this we neglect a in terms (w - ia) except where it appears in an 
exponential multiplied by t, which can be large. This gives 
U1 = aw 
 sinh(kh) e{_ cosh[k(z - h)] cos(kx - wt) 









j ii  
+ cos[ kx - wt + (2v 	 2v ) 








aw sinh(kh)e {cosh[k(z + h)] cos(kx - wt) 
] 





(1+f) zI 	(6.56) 2vj 	 \2i 	j 
-COS 
I 
kx - wi 
- () 
2 (z + h)} exp 
[- 
( 	(z + h)] 
} \ 2vj 
where we have set h1 = h2 = h and v1 = v2 = ii. Note that the total velocity 
can be taken as the sum of the three velocity terms, equations (6.17), (6.48) and 
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(6.52) since the rotational velocities must be negligible far from their respective 
boundary layers. The first term in both equation (6.55) and equation (6.56) is the 
inviscid solution and the second and third terms are the rotational corrections at 
the interface and the solid boundaries respectively. The vertical velocity can be 
found from the continuity equation and is 
1Z öu1 
W1 = - I —dz - I h ox 	o Ox 
—dz 	 (6.57) 
J- 	J  
and 
W2 = - /—dz. 	 (6.58) 
J-h Ox 
It can easily be seen that integrating the first term in equations (6.55) and (6.56) 
gives the inviscid solution w0. The integral of the second and third terms are 
smaller than the original terms by a factor k/(2v/w) and so give only a very 
small correction term. Figures 6-2 and 6-3 show the different components of the 
horizontal and vertical velocities for a wave with amplitude 20\//2, w = 1 x iO, 
f = 1.4, A = 256 and h1 = h2 = 128"/2. The solid line in figure 6-2 shows the 
irrotational velocity which has a discontinuity at z = 0 and is symmetric under 
a rotation of iv about (z = 0, u = 0). The magnitude of the irrotational velocity 
is maximum at z = 0. The dashed line is the sum of the irrotational velocity 
and the rotational component at the interface. This velocity distribution changes 
continuously from its smallest value slightly below z = 0 to its maximum value 
slightly above z = 0. In most of the boundary layer the rotational velocity has the 
opposite sign to the irrotational velocity and a smaller magnitude. Thus it has 
the effect of reducing the velocity from its inviscid value. At the outer region of 
the boundary layer, where the rotational component is small but not negligible, 
the sign of the rotational component is the same as the irrotational component 
and so the combined velocity is larger than the inviscid velocity. Further from the 
interface the rotational component becomes negligible and the solid and dashed 
lines appear to merge. The velocity represented by the dashed line is not symmetric 
about (z = 0, u = 0). This is due to the ratio C1 /C2 being f and not unity. The 
dotted line represents the final solution for the velocity incorporating the rotational 
components at the interface and the solid boundaries. It is coincidental with the 
dashed line except close to the solid boundaries at the top and bottom of the 
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FIGURE 6-2: The irrotational horizontal velocity, U0; the sum of the irrotational veloc-
ity and the rotational velocity from the interfacial boundary layer, uo + U; and the 
full solution for the horizontal velocity including the irrotational component at the 
solid boundary, U. The velocities are calculate for an interfacial wave with amplitude 
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FIGURE 6-3: The irrotational vertical velocity w0 and the full viscous so- 
lution. 	The velocities are calculate for an interfacial wave with amplitude 
20'/2,w = 1 x iO, f = 1.4, ) = 256 and h1 = h2 = 128v'ä/2. 
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wave. Here, as with the rotational velocity at the interface, the sign of U' is 
opposite to the sign of u close to the boundary, where its magnitude is largest. 
In this region the rotational component acts to reduce the magnitude of the total 
velocity, reducing it to zero on the boundary where the two components have the 
same magnitude. Further from the boundary there is a region where the signs are 
the same and the rotational component adds to the magnitude of the horizontal 
velocity. The magnitude of the rotational component is small here and the effect 
is not as obvious in figure 6-2 as it is near the interface. This is because luol 
is increasing away from the solid boundary but it is decreasing away from the 
interface. There is much less difference between the inviscid vertical velocity and 
the viscous vertical velocity shown in figure 6-3. The main difference is near the 
interface where the magnitude of the velocity is maximum. The magnitude of the 
viscous solution is slightly smaller and slightly more rounded at z = 0. 
6.4 Standing Waves 
All the expressions above are for progressive waves travelling, with celerity c = 
w/k, in the positive x-direction. For each situation considered the real part of the 
interface has the form 
71 = .4(t) cos(kx - wt) 	 (6.59) 
and the velocity has the form (where we are now considering only the real part) 
u = A(t)B(z) cos(kx - wt + 'Dz) 
(6.60) 
w = A(t)C(z) sin(kx - wt) 
where .4, B and C are also functions of the frequency and wavenumber and V 
may be zero. The corresponding expressions for a standing wave can be found by 
considering the superposition of two waves travelling in opposite directions with 
the same frequency and with half the amplitude (A(t)/2). These two waves have 
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interfaces and velocities given by 
.A(t) 	 A(t) 
= 	2 
cos(kx - wt) 	17b = --- cos(kx + wt) 
Ua 
 A(t)13(z) 	 A(t)13(z) 
= 	2 
cos(kx - wt + Vz) Ub = 
- 	2 	
cos(kx + wt + Vz) (6.61) 
A(t)C(z) 	 A(t)C(z) sin(kx - wt) 	Wb sin(kx + wt). Wa— 2 2 
The interface r and the velocities u3 and w3 of the corresponding standing wave 
are the sum of the two progressive waves: 
= A cos (kx)cos(wt) 
	
= A13 sin(kx + V) sin(wt) 	 (6.62) 
w3 = AC cos(kx) sin(wt). 
Thus if a progressive wave is damped at a rate c: A = ae_t then a standing 
wave will be damped at the same rate. The ratio of the interface amplitude to 
the amplitudes of the horizontal and vertical velocities, 13 and C respectively, are 
the same for progressive and standing waves as is the frequency. The x and t 
dependence are different. 
6.5 Summary 
The theoretical expressions describing the velocity, frequency and damping pa-
rameter in terms of the wavelength, the interface width and the fluid depths have 
been presented. This has been done for an inviscid two-layer fluid, an inviscid 
fluid with a constantly changing density and a viscous two-layer fluid. 
Chapter 7 
Interfacial Standing Wave Simulations 
It has been seen in chapters 4 and 5 that a lattice Boltzmann model can be used 
to simulate two immiscible binary fluids and that a gravitational interaction can 
be introduced into the lattice Boltzmann scheme. It has been shown that the 
immiscible, binary fluid model of Orlandini et al. [9] is isotropic and that the 
gravitational interactions are independent of the grid orientation. The combina-
tion of the two is, at worst, very close to Galilean invariant for the correct choice 
of r. This model is therefore suitable for modelling interfacial waves. 
7.1 The density Gradient, the Potential Density, 
the Relative Density and the Gravitational 
Strength 
In chapter 4 the fluid density was defined p = > f. In chapter 5 gravity was 
applied and the density became a function of depth, The gradient ôp/öz was 
found to be proportional to the gravitational strength gi in fluid i. This density 
gradient it produced solely by gravity so the potential density Ppot  is constant 
in each fluid. In chapter 6 the equations describing interfacial wave motion were 
in terms of f, the ratio of the potential densities. If we consider two fluids with 
127 
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the same density, P1 = P2 = p, and apply gravity to fluid 1 with strength g and 
to fluid 2 with strength g, then the ratio of the body forces, pigi/p292, is 91/92-
This is the same as the ratio for two fluids with densities P'  and P2 = (92/91)pi 
when gravity act equally, with strength g, in each. Thus when we apply gravity 
with strength g1 in fluid 1 and 92 in fluid 2 it is equivalent to simulating two fluids 
with relative densities g/gi in a constant gravitational field. When the interface 
occurs close to the centre of the grid g is taken to be (gi + 92)/2. 
7.2 Standing Wave Initialisation 
The ability of the model to simulate interfacial waves was investigated using stand-
ing waves. These were initialised on grids with the same number of grid points in 
the horizontal and vertical directions, the grid being orientated as shown in figure 
3-3. The grid was initialised with p = 1.0 and divided into two by a horizontal 
line near the centre. The line was either taken to be at the centre of the grid 
or, when a large gravitational force was being applied, near the centre with the 
bottom section slightly larger than the top. The order parameter /p was set to 
+0.5 above the line and to -0.5 below the line. A solid boundary was set at the 
bottom and top of the fluid and continuous boundary conditions applied at the 
other edges. The boundary conditions were applied at the solid boundary using 
the boundary conditions of Noble et at. [51] discussed in section 4.3.2. The fluid 
was then allowed to evolve with r,, = 200.0 for 8,000 time-steps. This allows the 
fluids to reach an equilibrium state where the density gradient in each fluid is 
established. The height of the interface between the two fluids was then found, 
this is the mean water level (mwl). A sinusoidal interface was enforced between 
the fluids about the previous interface, as shown in figure 7-1, and the sign of Lp 
was switched in regions A and B. The coordinate system is also shown in figure 
7-1. The sinusoidal interface has a wavelength equal to the length of the grid and 
an amplitude of 20 \//2. Using this initialisation method the density gradients are 
set correctly and any initial y-velocity, produced by the creation of these gradients, 
has been damped, by the high viscosity, to a negligible magnitude. The shape of 
Chapter 7. Interfacial Standing Wave Simulations 	 129 
z 
Ef 
	x 	 mwl 
FIGURE 7-1: The Initialisation of a Standing Wave 
the interface in the horizontal direction is sharp with width one grid space. The 
form of the interface changes to the expected shape, shown in figures 4-5 and 4-6, 
within a few time steps. There is also a slight reduction in the density around 
the wml mark of less than 1% which is only detectable for the first few time-steps 
after initialisation. For a square I by 1 grid with the mwl directly in the middle 
= 1 and h1 =h2= /1/4. Thus tanh(khi ) = tanh(kh2) = 0.99 and so the wave 
can be considered as being in deep water [67]. 
7.3 Standing Wave Simulations 
A velocity map and the position of the interface, seen through the value of the order 
parameter, is shown at times t 	iT/8, i = 1, 2,..., 7 in figures 7-2 - 7-15 for a 
typical interfacial wave on a 256 by 256 grid with g1 = 2.5 x iO, 92 = 3.5 x iO, 
Ic = 0.0011  A = 256 and v = 0.05. The interface is seen to be sharp since the 
interfacial energy ic is set to 0.001. Comparing, for example, the velocity and 
interface at t 	T/8, figures 7-2 and 7-3, with those at t 	7T/8, figures 7-14 
and 7-15, it is obvious that the wave is being damped at a considerable rate. The 
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FIGURE  7-2: Velocity vector plot at t T/8 of an interfacial standing wave on a 256 
by 256 grid with g 	2.5 x iO, 92 = 3.5 x iO, ,c = 0.001, A = 256 and v = 0.05. 
FIGURE 7-3: The order parameter at t T/8 of an interfacial standing wave on a 256 
by 256 grid with gi = 2.5 x 10 4, 92 = 3.5 x iO, K = 0.001, A = 256 and ii = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-4: Velocity vector plot at t 2T/8 of an interfacial standing wave on a 256 
by 256 grid with g = 2.5 x 10, 92 = 3.5 x 	ic= 0.001, A = 256 and v = 0.05. 
FIGURE 7-5: The order parameter at t 2T/8 of an interfacial standing wave on a 256 
by 256 grid with gi = 2.5 x 104, 92 = 3.5 x 10 4, ic = 0.001, A = 256 and ii = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-6: Velocity vector plot at t 3T/8 of an interfacial standing wave on a 256 
by 256 grid with g1 = 2.5 x 10,  92 = 3.5 x i0 1, ,c = 0.001, A = 256 and ii = 0.05. 
FIGURE 7-7: The order parameter at t 3T/8 of an interfacial standing wave on a 256 
by 256 grid with gi = 2.5 x 10, 92 = 3.5 x 10, it = 0.001, A = 256 and xi = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-8: Velocity vector plot at t 4T/8 of an interfacial standing wave on a 256 
by 256 grid with gi = 2.5 x 10 4, 92 = 3.5 x 10, ,c = 0.001, A = 256 and u = 0.05. 
FIGURE 7-9: The order parameter at t 4T/8 of an interfacial standing wave on a 256 
by 256 grid with g1 = 2.5 x 10, g = 3.5 x iO 4, c = 0.001, A = 256 and ii = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-10: Velocity vector plot at t 5T/8 of an interfacial standing wave on a 256 
by 256 grid with g = 2.5 x iO, 92 = 3.5 x 10, ic = 0.001, A = 256 and ji = 0.05. 
FIGURE 7-11: The order parameter at t 5T/8 of an interfacial standing wave on a 
256 by 256 grid with 91 = 2.5 x iO, 92 = 3.5 x 10 4, ,c = 0.001, A = 256 and ii = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-12: Velocity vector plot at t 6T/8 of an interfacial standing wave on a 256 
by 256 grid with g1 = 2.5 x 10 4, 92 = 3.5 x 10, ic = 0.001,,\ = 256 and v = 0.05. 
FIGURE 7-13: The order parameter at t 6T/8 of an interfacial standing wave on a 
256 by 256 grid with gi = 2.5 x 10, 92 = 3.5 x 10 4, ,c = 0.001, A = 256 and ji = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 7-14: Velocity vector plot at t 7T/8 of an interfacial standing wave on a 256 
by 256 grid with gi = 2.5 x 10, 92 = 3.5 x i0, ,c = 0.001, A = 256 and v = 0.05. 
FIGURE 7-15: The order parameter at t 7T/8 of an interfacial standing wave on a 
256 by 256 grid with gi = 2.5 x 10, 92 = 3.5 x 10, ic = 0.001, A 256 and ii = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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wave velocities, the wave frequency and the damping rate will be examined in 
more detail in the rest of this chapter. 
7.4 The Wave Period and the Damping Param- 
In this section we consider the period and damping parameter of the simulated 
waves. Their measurement is considered and they are compared with the theoret-
ical expressions in chapter 6. 
7.4.1 The Curve Fitting Process 
During the simulations the height of the interface, above the bottom boundary, 
was found every forty time-steps at the centre of the wave, x = )/2. The height 
of the wave was taken to be the height of the highest site containing the denser 
fluid. This gives a time series record of the wave height at the centre which was 
then fitted to a curve of the form 
Ae t cos(wt + ') + C. 	 (7.1) 
This was done using a modified Gauss-Newton algorithm [82,83] where the param-
eters A, a, w, ,o and c are the parameters found by the fitting process. The sum of 
the square of the deviation of the data from the fitted curve, e, was also computed 
and this gives a measure of the accuracy of the cure fitting process and the fitted 
parameters. The two parameters in which we are interested are the frequency w 
and the damping parameter a. The fitted parameter c should correspond to the 
mwl h2 which was used in initialising the wave. In practice it is shifted slightly, 
particularly when #c is large and the interface has a significant thickness. The 
curve fitting process was applied using an equation of the form 
Ae t cos(wt + ') + h2. 	 (7.2) 
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where h2 is fixed and the other parameters are found as before. The results 
obtained for w and a were found to be within 1% of their previous values. The 
value of e was increased by -' Nh - c, where N is the number of points. This 
means that e is no longer a good measure of the goodness of fit of the other 
parameters. Thus it was decided to include c in the set of fitted parameters. 
Similarly the value of A should be related to the initial deformation amplitude. It 
is, however, slightly different, again due to the interface thickness. If A is fixed, 
in equation (7.1), to an incorrect value there is little effect on w but a significant 
effect on a. If A is set too large the value found for a can be seen to be too large, 
the values of the fitted curve being greater then the data points for small times 
and smaller than the data points for large times. If A is set too small the value 
of a is correspondingly too small. Thus it is important that A has the correct 
value and this is best achieved by allowing it to be found by the fitting routine. 
A phase difference L' is also included in equation (7.1). This accounts for any 
discrepancy in the initialisation procedure. The main error in the initialisation is 
the profile of the density and the order parameter at the interface. The values 
found for b were no larger then 1% of 27r suggesting that the initialisation method 
is adequate. The average value found for e from over a hundred different waves, 
each with either 1,000 or 900 data points, was found to be 85. This corresponds 
to an RMS difference between the data and the fitted curve of 0.31 lattice units. 
The Contribution to e from the Discrete Lattice 
To asses the size of this error the values of the curve in equation (7.1) were cal-
culated, using the typical parameters: A = 20//2, a = 5 x iO, w = 271/6000, 
= 0 and c = 128, at times ti = 401, i = 1, 21 ..., 1000. The sum of the square of 
the difference between these 1000 values and their nearest integer value was then 
calculated and found to be 60.2. This is the value of e produced solely by the 
spatially discrete nature of the model. The values of e obtained from the curve 
fitting process are not significantly larger suggesting that equation (7.1) correctly 
describes the interface and that the fitted parameters are reasonably accurate. 
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Relating the Error Parameter to an Error in the Fitted Parameters 
To investigate how a small error in w or a will affect the error parameter e, the 
values of the curve at each of the 1000 times calculated above was compared to 
the value calculated when either w or a was varied by a small amount. The sum of 
the square of these differences, e, was calculated and is shown plotted against the 
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FIGURE 7-16: The sum of the square of the deviation between two curves of the form of 
equation (7.1) when the value of either w or a has been varied, in one of the curves, by a 
small percentage from 27r/6000 and 5 x iO respectively. The sum is over 1000 different 
values taken at times t = 402', i = 1, 2,..., 1000. The values of the other parameters used 
are A=20//2,=ir and c=128. 
the average value of e found from curve fitting, 85, and the expected value of 60, 
due to the discrete nature of the grid, corresponds to an error in w of about 0.3% 
or an error in a of about 4%. 
Curve Fitting Results 
A typical set of results is shown in figure 7-17 where only every tenth result has 
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FIGURE 7-17: The wave's height, at x = .X/2, as a function of time for a stand-
ing wave with \ = 256,v = 0.05, gi = 1.25 x 10 4 and 92 = 1.75 x 10* 
Only points every 400 time-steps have been marked. Also shown is the best fit 
curve through all the data points. This has the forms of equation (7.1) with 
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FIGURE 7-18: The wave's height, at its centre, as x = A/2 of time for a stand-
ing wave with A = 512,z' = 0.05,gi = 2.5 x 10 4 and 92 = 3.5 x 10. 
Only points every 400 time-steps have been marked. Also shown is the best fit 
curve through all the data points. This has the forms of equation (7.1) with 
A = 17.6, a = 3.22 x iO, w = 7.23 x i0, ' = 3.07 and c = 237. 
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been plotted. The wave was simulated using gi = 1.25 x 10, 92 = 1.75x i0, ii = 
0.05 and ) = 256. The best fit curve through all the data points is also shown. 
The close agreement between the data points and the fitted curve can clearly 
be seen. A number of longer simulations were also run. These simulations were 
generally performed on a larger grid because of the high rate of damping observed 
when a wavelength of 256 lu is used. A typical example is shown in figure 7-18 
which was simulated on a 512 by 512 grid. Only points every 400 time-steps have 
been marked. The wave was simulated with gi = 2.5 x 10 4,g2 = 3.5 x iO', 1! = 
0.05 and ) = 512. The wave was allowed to evolve for 1 >< 105 time-steps and 
was observed to oscillate for almost twelve periods in this time. The agreement 
between the results and the best fit curve through the points is good although the 
discrepancy becomes larger towards the end of the simulation when the amplitude 
of the waves is only a few lattice sites. The error is slightly larger than that found 
earlier when a shorter time period was considered. Here e = 2531 giving a root 
mean square deviation of 1.0 lu. 
7.4.2 Comparison with Theory 
The results shown in figures 7-19 - 7-28 are all for waves with TA = r, K = 0.001 
and a = 20v"/2. 	The solid lines are the theoretical values calculated from 
equations (6.15), (6.16), (6.43) and (6.44). In figures 7-19 and 7-20 the pa-
rameter sg, was fixed while sg2 was varied to give different values of f. The 
viscosity and the wavelength were fixed at 0.05 and 256 respectively. The re-
sults are for .sgi = 0.0001(x) and sg1 = 0.00005(+). The results in figures 
7-21 and 7-22 are for v = 0.05 and ) = 256 with g = 1.5 x 10 4(x) and 
g = 5 x 10(+) where the density ratio f is varied. Figures 7-23 and 7-24 have 
92-91 = 5 x 10. The viscosity and the wavelength were again fixed at 0.05 and 
256 respectively. Figures 7-25 and 7-26 are for g1 = 2.5 x 10 4,g2 = 3.5 x 10(x) 
and g1 = 1.025 x 10 4 ,g2  = 1.075 x 10(+). The wavelength is ). = 256. 
Figures 7-27 and 7-28 are also for g1 = 2.5 x 10 4,g2 = 3.5 x 10 4(x) and 
= 1.025 x 10 4,g2  = 1.075 x 10(+) when the viscosity is fixed at v = 0.05. 
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FIGURE 7-19: The frequency w as a function of the density ratio f when sg1 is fixed, 
A = 256 and v = 0.05. The solid lines are the theoretical curves. 
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FIGURE 7-20: The damping parameter a as a function of the density ratio f when 8g1  
is fixed, A = 256 and ii = 0.05. The solid lines are the theoretical curves. 
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FIGURE 7-21: The frequency w as a function of the density ratio f when the gravita-
tional acceleration g is fixed, ). = 256 and ii = 0.05. The solid lines are the theoretical 
curves. 
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FIGURE 7-22: The damping parameter a as a function of the density ratio f when 
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FIGURE 7-23: The frequency w as a function of the density ratio f when the density 
difference is fixed by 92 - 91 = 5 x 10, A = 256 and ii = 0.05. The solid line is the 
theoretical curve. 
FIGURE 7-24: The damping parameter c as a function of the density ratio f when 
92 - 91 = 5 x iO, A = 256 and JI = 0.05. The solid line is the theoretical curve. 
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FIGURE 7-25: The frequency 4.' as a function of the viscosity ii. The results are for 
gi = 2.5 x 10 4,g2 = 3.5 x 10 4(x) and g = 1.025 x 10 4,g2 = 1.075 x 10— (+). The 
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FIGURE 7-26: The damping parameter a as a function of the viscosity ii. The results 
are for gi = 2.5 x 10 4,g2 = 3.5 x 10 4(x) and gi = 1.025 x 10,g2 = 1.075 x 10(+). 
The wavelength is A = 256. The solid lines are the theoretical curves. 
a 
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FIGURE 7-27: The frequency w as a function of the wavenumber k. The results are for 
gi = 2.5 x 10,g2 = 3.5 x 10 4(x) and g = 1.025 x 10-4, 92 = 1.075 x 10(+). The 
viscosity is ii = 0.05. The solid lines are the theoretical curves. 
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FIGURE 7-28: The damping parameter a as a function of the the wavenum- 
ber k. 	The results are for g1 = 2.5 x 10 4,g2 = 3.5 x 10(x) and 
gi = 1.025 x 10 4,g2 = 1.075 x 10(+). The viscosity is u = 0.05. The solid lines 
are the theoretical curves. 
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In each case there is reasonable agreement between the results and the theory. 
When v = 0.05 and ..\ > 256 the results found for the frequency are, in general, 
about 1% smaller than the theoretical predictions while the results for a are, on 
average, about 4% smaller. This is particularly noticeable in figures 7-23 and 7-24 
where there is little variation in w and a over the range of results. The results in 
figure 7-26 show a greater departure between the theory and the simulations for 
larger values of the viscosity, this can also be seen to a much lesser extent in figure 
7-25. The results in figures 7-27 and 7-28 also show a larger difference between 
the theory and the simulations when \ = 128 (k = 0.05). As before the difference 
is greater for the damping parameter then it is for the frequency. Thus, for small 
ii and small k, the regime where equations (6.43) and (6.44) can be applied, there 
is good agreement between the results and the theory. For larger values of the 
viscosity and the wavenumber there are larger discrepancies however the theory is 
less accurate for these values since higher-order terms will become significant. The 
difference observed for w and a between the computational results and the theory, 
where v and k are small, was found to be about 1% and 4% respectively. These 
are slightly larger than the 0.3% and 4% errors predicted in section 7.4.1. Here, 
however, the fitted parameters are always smaller then their theoretical values. 
This might suggest that there is some bias in the fitting routine. No evidence of 
this was found when it was tested in section 7.4.1. The differences are nevertheless 
small and the comparison is good. 
7.4.3 Continuously Varying Density at the Interface 
A number of the simulations described above were repeated with the interfacial 
energy K set to 0.1. This gives a much wider interface region in which the order 
parameter Lp varies smoothly indicating that there is a mixture of both fluids in 
the interface region which is about 10 lattice units wide. The damping parameters 
found for the waves when ic = 0.1 were found to vary negligibly from the results 
for a sharp interface. A significant change was found in the wave frequency which 
noticeably increased when the interface was widened. This is shown in figures 
7-29 and 7-30 where the solid lines and the x marks are the theoretical and ex- 
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FIGURE 7-29: The frequency w as a function of f for K = 0.001 and K = 0.1 when 
sg1 = 0.0001, ii = 0.05 and A = 256. Also shown are the theoretical frequencies W2v and 
W, for a viscous two-layer model and an inviscid model with a continuous density change 
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FIGURE 7-30: The frequency w as a function of f for #c = 0.001 and K = 0.1 when 
sg1 = 0.00005, v = 0.05 and A = 256. Also shown are the theoretical frequencies 
and w for a viscous two-layer model and an inviscid model with a continuous density 
change over an interface with width 1 = 10. 
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perimental values which were displayed in figure 7-19. The + marks represent the 
simulation results when it = 0.1 and the dashed lines are the frequency calculated 
from the Sturm-Liouville equation for an interface width I = 10. It should be 
noted here that the solution of the Sturm-Liouville equation is only applicable to 
an inviscid fluid and so a close agreement between the results and the dotted line 
was not expected. In the two-layer problem the viscous frequency was seen to be 
modified only slightly from its inviscid value so in this similar problem it can be 
expected that the inviscid theory should at least give a rough estimate of the fre-
quency in a viscous fluid. These results show that the wave frequency is sensitive 
to the size of the interface. When ic = 0.001 and the interface is no larger than 
1 lu the results agree well with the viscous two-layer theory. When the interface 
has a larger width, 10 lu, there is a significant change in the frequency even when 
the interface is only 4% of the wavelength and 9% of depth of each fluid. 
7.5 Velocities 
The fluid velocity is shown in figures 7-31 - 7-38 at t 	T/4 for the four waves 
shown in table 7-1. All four waves have g in the range 1 x iO —+ 5 x iO. The 
wave A I 	y g 	j_ f ] w (zi/w)V2 
 256 0.05 3 x iO 1.40 1.04 x iO 6.94 
 256 0.05 1.05 x 10-4 1.05 2.19 x iO 15.12 
 256 0.05 5 x iO 1.86 1.82 x iO 5.23 
 256 0.25 3 x iO 1.40 9.59 x iO 16.15 
TABLE 7-1: The four waves in figures 7-31 — 7-38 
value of g affects both the magnitude and the shape of the velocity profile since 
w is a function of g. Wave (1) has a relatively low viscosity and the lower fluid is 
significantly denser than the top fluid. Wave (2) also has a relatively low viscosity 
and the two fluids are of similar densities varying by only 5%. Wave (3) has the 
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FIGURE 7-31: Horizontal velocity contour plot for wave (1) with \ = 256, ii = 0.05, 























FIGURE 7-32: Vertical velocity contour plot for wave (1) with A = 256, v = 0.05, 
g = 3 x 10 and f= 1.4attT/4. 
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FIGURE 7-33: Horizontal velocity contour plot for wave (2) with A = 256, v = 0.05, 
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FIGURE 7-34: Vertical velocity contour plot for wave (2) with A = 256, JI = 0.05, 
g = 1.05 x 10 4 and f = 1.05 at t T/4. 
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FIGURE 7-35: Horizontal velocity contour plot for wave (3) with A = 256, v = 0.05, 
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FIGURE 7-36: Vertical velocity contour plot for wave (3) with A = 256, ii = 0.05, 
g = 5 x 10 and f = 1.86 at t T/4. 






50 	100 	150 	200 	250 
x 
FIGURE 7-37: Horizontal velocity contour plot for wave (4) with ) = 256, JI = 0.25, 
g=3xlO 4 and f= 1.4attT/4. 
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FIGURE 7-38: Vertical velocity contour plot for wave (4) with A = 256, ii = 0.25, 
g = 3 x io and f= 1.4attT/4. 
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same viscosity as the first two waves but the density difference is considerable, the 
ratio of the densities is 1.86. Wave (4) has the same density distribution as wave 
(1) but the viscosity is five times larger. For each wave the velocity is symmetric 
about and x = A/2. The velocities are not symmetric about x = 0, although the 
contour plots are similar in both fluids. The difference is greatest when there is 
a large density difference corresponding to a large value of f. The magnitudes 
of the velocities are different for each wave. Wave (2) has velocities considerable 
smaller than the other waves. These lower velocities are shown in figures 7-33 
and 7-34 where the contour lines are distorted slightly near the interface. This is 
due to small, spurious interface velocities which have been observed for the lattice 
Boltzmann model and which are due to the finite space and time steps [38]. This 
is not observed for the other waves where the velocities are higher. For each wave 
the magnitudes of u and w are similar. The vertical velocity peaks at z = 0 to a 
slightly higher value than the peak horizontal velocity, which occurs slightly above 
and below the interface. In wave (1) and wave (3) u peaks close to the interface, 
the contours for the higher magnitudes have an elliptical appearance, the semi-
major axis parallel to the interface. The contours for the lower magnitudes appear 
more triangular in shape with the base near the interface and the opposite angle 
considerably rounded. Waves (2) and (4), on the other hand, have u peaking fur-
ther from the interface. The high magnitude contours are much more circular and 
the lower magnitude contours are almost rectangular with curved corners. The 
lower magnitude contours for the vertical velocity are elliptical for all the waves, 
the semi-major axis is perpendicular to the interface. The higher magnitude con-
tours for waves (2) and (4) are approximately circular while for waves (1) and (3) 
they are more elliptical in the same sense as the horizontal velocity. 
7.5.1 Velocity Variation Across a Vertical Cross-Section 
The velocities found from the four waves are compared with the theoretical ex-
pressions, equations (6.55), (6.56), (6.57) and (6.58), in figures 7-39 - 7-46 where 
the horizontal velocity is measured at x = )/4, t = T/4 and the vertical velocity 
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FIGURE 7-39: The horizontal velocity u as a function of z for wave (1) with A = 256, 
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FIGURE 7-40: The vertical velocity w as a function of z for wave (1) with A = 256, 
ii = 0.05, g = 3 x 10" and f = 1.4 at x = A/2, t T/4. The solid line is the theoretical 
curve. 
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FIGURE 7-41: The horizontal velocity u as a function of z for wave (2) with A = 256, 
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FIGURE 7-42: The vertical velocity w as a function of z for wave (2) with A = 256, 
ii = 0.05, g = 1.05 x 10 and f = 1.05 at x = A/2,t = r/4. The solid line is the 
theoretical curve. 
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FIGURE 7-43: The horizontal velocity u as a function of z for wave (3) with ) = 256, 
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FIGURE 7-44: The vertical velocity w as a function of z for wave (3) with A = 256, 
ii = 0.05, g = 5 x iO' and f = 1.86 at x = A/2, t T/4. The solid line is the theoretical 
curve. 
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FIGURE 7-45: The horizontal velocity u as a function of z for wave (4) with A = 256, 
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FIGURE 7-46: The vertical velocity w as a function of z for wave (4) with A = 256, 
xi = 0.25, g = 3 x iO and f = 1.4 at x = A/2, t T/4. The solid line is the theoretical 
curve. 
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at x = A/2, t = T/4. This is where the magnitudes of the velocities are maximum. 
The solid lines are the theoretical values and the markers are the simulation re-
sults. For each wave there is a good agreement for both the magnitude and the 
shape of the velocity distributions. The poorest fit is for the horizontal velocity 
in wave (4) where the viscosity is at its largest. Despite the large viscosity 6 in 
equation (6.46) is 0.05 which is still small so the theory should be applicable. The 
fit is good everywhere except outside the viscous interface region in the upper 
fluid. At its worst the discrepancy is about 1 x 10, about 25%, however the 
difference is generally much smaller, only a few percent. As predicted in section 
6.3.2 the viscosity has little affect on the shape of the vertical velocity distribu-
tion, the shape of the graphs in figures 7-40, 7-42, 7-44 and 7-46 all being similar. 
The difference in the velocity magnitude is due mainly to the different values of 
WO x [(f- 1)g/(1  +f)]112  as would be the case for inviscid waves. The effect of the 
viscosity is much more evident in the horizontal velocity profiles shown in figures 
7-391 7-41, 7-43 and 7-45. Waves (1) and (3) both show a definite boundary 
layer, in both fluids, in the region of the solid boundary ( at z 	+110). The 
influence of the boundary layer is only obvious within about 10 lattice units of the 
boundary. Waves (2) and (4) both have very low velocities close to the boundary 
and there is no noticeable change in the velocity profile. At the interface (z = 0) 
the effect of the viscosity can be seen readily in each of the waves. The magni-
tude of the horizontal velocity peaks some distance from the interface and then 
decreases steadily to zero at the interface. The distance of the peak from the 
interface is 10 lu for waves (1) and (3) and 30 lattice units for waves (2) and 
(4). This is consistent with the values of (u/w)'/2:  7, 15, 5 and 16 given in table 
7-1. For waves (1) and (3) (zi/w)h/2  has a similar value, about a third of the value 
for waves (2) and (4). Twice this distance from the boundary the magnitude of 
the irrotational velocity will be reduced a factor of e 2 to about 14% of its value 
at the interface/ boundary and its effect will become negligible at greater distances. 
The results in figures 7-47 and 7-48 show the horizontal and the vertical velocity 
profile respectively at times t 	T/4, 3T/4, 5T/4, 7T/4, 9T/4 and 11T/4 for 
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FIGURE 7-47: The horizontal velocity u as a function of z for wave (1) at x = A/4 and 
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FIGURE 7-48: The vertical velocity w as a function of z for wave (1) at x = A/2 and 
at multiples of T/4. 
Chapter 7. Interfacial Standing Wave Simulations 	 161 
wave (1). The horizontal velocity is shown at x = \/4 and the vertical velocity 
at x = )/2. The decrease in both the horizontal and the vertical velocity with 
time can be seen over the three periods of oscillation. This is expected at the rate 
exp(—at) since this is the rate at which a, the interface amplitude, is decaying 
and the velocities are proportional to a. There is also a lack of symmetry about 
z = 0 which is particularly obvious in the horizontal velocity, see figure 7-47. This 
is expected since the ratio of the irrotational velocities C1/C2 is 1.4 here. 
7.5.2 Velocity Variation Across a Horizontal Cross-Section 
The velocity variation along horizontal cross-sections through the wave were also 
examined. These are shown in figures 7-49 - 7-52 for wave (1) at t T/4. Fig-
ures 7-49 and 7-50 show the horizontal and vertical velocities along cross-sections 
through the inviscid body of the fluid. Figures 7-51 and 7-52 show the horizontal 
velocity along cross-sections through the viscous boundary layers near the solid 
boundaries and the interfacial region respectively. Also plotted in the figures are 
sine and cosine curves with selected amplitudes, these are represented by the solid 
lines. The vertical velocity is very small within the boundary layer at the solid 
boundary. In the interfacial boundary layer the variation in w is the same as that 
shown in figure 7-50. 
The results in figures 7-49 and 7-50 show very good agreement with the sine and 
cosine curves. Thus the wave velocities are seen to be following the expected vari-
ation with horizontal distance. Note that the amplitude of the sine and cosine 
curves in figures 7-49 and 7-50 (and in figures 7-51 and 7-52) have been picked 
arbitrarily to give a good fit to the results and are not the amplitudes predicted 
by theory. This was done because any small deviation of the velocity profile from 
a sinusoidal variation would not be obvious if the simulation results were being 
compared to a sine curve with a different amplitude. The difference between the 
amplitude of the results and the amplitude predicted by equations (6.55) - (6.58) 
is typically small and can be seen in figures 7-39 and 7-40. The results in figures 
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FIGURE 7-49: The horizontal velocity u as a function of x at t T/4. The results are 
for wave (1) at different heights z within the inviscid body of the wave. The solid lines 
are sine curves with an appropriate amplitude. 
FIGURE 7-50: The vertical velocity w as a function of x at t T/4. The results are 
for wave (1) at different heights z within the inviscid body of the wave. The solid lines 
are cosine curves with an appropriate amplitude. 
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FIGURE 7-51: The horizontal velocity u as a function of x at t 	T/4. The results 
are for wave (1) at different heights z within the viscous boundary layer at the solid 
boundaries. The solid lines are sine curves with an appropriate amplitude. 
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FIGURE 7-52: The horizontal velocity u as a function of x at t T/4. The results are 
for wave (1) at different heights z within the viscous boundary layer at the interface. 
The solid lines are sine curves with an appropriate amplitude. 
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7-51 show the comparison inside the boundary layer at the fixed boundaries. The 
fit here is not quite as good, the results vary slightly from the sine curves. Any 
small phase shift introduced by the irrotational part of the velocity will be the 
same at all points and so should not affect the shape of the curves. The results in 
figure 7-52 show a poorer fit close to the interface. This is because the interface is 
not completely fiat, see figures 7-31 and 7-32. For z positive the results are closer 
to the interface, and hence smaller, at x = )t/2 than they are at x = 0 and x 
Conversely when z is negative the results for x = 0 and x = A are closer to the 
interface than the results for x = A/2. This distorts the results from the plotted 
sine curves. 
7.5.3 Boundary Layer at the Solid Boundaries 
Most of the waves simulated have been on a square grid with the interface near the 
centre. This means that the depth of the two fluids h1 and h2 satisfy kh, \/ 7r. 
Thus tanh(kh) 	0.99 and the wave can be considered as being in deep water. 
There can, however, be a finite velocity close to the solid boundaries and a bound-
ary layer is formed, see for example figure 7-39. A wave with the same parameters 
as wave (1), in table 7-1, was initialised on a grid with twice the height and with 
the interface at the centre so that hi = h2 = \/\/2. The wave was allowed to 
evolve and the velocity profiles and the frequency and damping parameter com-
pared to those for wave (1). The fitted values found for the frequency and the 
damping parameter were not found to differ significantly. The velocity profiles 
for wave (1) and for the new wave on the larger grid are shown in figures 7-53 - 
7-55. In the interface region the horizontal velocities, u8 and Ui of the wave on the 
small and large grid respectively, are consistent for the small and large grids. The 
horizontal velocity of the wave on the larger grid has become negligible within 
the inviscid region of the fluid and so there is no evidence of a boundary layer 
at the solid boundary. The boundary layer for the wave on the smaller grid can 
be observed, as before, and the horizontal velocity is zero on the solid boundary, 
as expected. Away from the solid boundary ju,j increases rapidly and becomes 
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FIGURE 7-53: The horizontal velocity n at x = A/4, t T/4 as a function of z for wave 
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FIGURE 7-54: The horizontal velocity u at x = )/4, t 3T/4 as a function of z for 
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FIGURE 7-55: The vertical velocity w at x = A/2, t 3T/4 as a function of z for wave 
(1) using two different grid sizes. 
slightly larger then lul l outside its boundary layer. This is due partly to the sim-
ilar effect observed in figure 6-2 but mainly due to the different values of hi for 
the two waves. This is seen in figures 7-53 and 7-54 at t T/4 and t 	3T/4 
respectively. The results in figure 7-55 show that w8 and WI are very similar every-
where except within the boundary layer of the smaller grid where w, approaches 
zero. The velocity WI 15 also small in this region and reaches zero slightly further 
from the interface and no boundary layer is observed at the solid boundary of the 
larger grid. In the region between Wl approaching zero and z = +512//4 we 
would expect WI to be zero. In fact, there is a small variation observed. This is 
derived from a small vertical velocity which is produced at the interface at the 
beginning of the simulation when the density is very slightly reduced across the 
small interface region. The velocities produced are very small and are generally 
negligible, particularly when ic = 0.001 and the interface is sharp. 
Thus we have seen that increasing the depth of both fluids has a negligible affect 
on the frequency and damping parameter. The velocities are similar near the inter- 
face were they are largest, away from the interface there is only a small difference 
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in the velocities mainly due to a boundary layer forming around the solid boundary. 
7.5.4 Peak Horizontal Velocity 
The results above all show that the magnitude of the horizontal velocity Jul peaks 
above and below the interface within the boundary layer region. The height at 
which the peaks occur has been seen to depend on the (v/w)'/2. Here we look 
more closely at the dependence of d, the vertical distance between the two peeks, 
on the simulation parameters, f, A and ii. The values of d was found from the 
simulations when t = T/4 at x = A/4 and are correct to within one lu. The 
theoretical values were obtained by finding the zeros of dui /dz and du2 /dz [84] 
where u1 and u2 are given in equations (6.55) and (6.56). The results are shown 
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FIGURE 7-56: The vertical separation d of the horizontal velocity peaks as a function of 
f values of f for three cases. Case (1) has sg1 = 0.0001, v = 0.05, A = 256 and 892 varied. 
Case (2) has g = 1.5 x 10, v = 0.05 and A = 256. The values of gi and 92  are varied to 
give different values off while keeping g fixed. Case (3) has g —gi = 5 x 10, v = 0.05 
and A = 256. The marks represent the simulated data and the lines the theoretical 
separation. 
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FIGURE 7-57: The vertical separation d of the horizontal velocity peaks as a function 
of the the viscosity v when gi = 2.5 x iO, 92 = 3.5 x iO, f = 1.4 and A = 256. 
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FIGURE 7-58: The vertical separation d of the horizontal velocity peaks as a function 
of the wavelength A when g1 = 2.5 x iO, 92= 3.5 x iO, f = 1.4 and ii = 0.005. 
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.sgi = 0.0001,v = 0.05, A = 256 and 892  varied. Case (2) has g = 1.5 x iO,ii = 
0.05 and A = 256. The values of gi  and  92  are varied to give different values of f 
while keeping g fixed. Case (3) has g -gi = 5 x iO, v = 0.05 and A = 256. There 
is good agreement with the theory except for the lowest values of f, the density 
ratio, where the theory predicts a value for d which is significantly larger than the 
one measured in the simulations. When the boundary layer is large compared to 
the wavelength the assumptions made in deriving the velocity expressions are no 
longer valid. The results in figure 7-57 show the variation in d for different values 
of the viscosity when gi = 2.5 x iO, 92 = 3.5 x 10, f = 1.4 and A = 256. 
Here the simulation results also show good agreement with the theory except at 
the highest values of the viscosity where, again, the size of the boundary layer is 
becoming significant compared to the wavelength. The results here suggest that, 
provided the size of the boundary layer (taken here to be d/2) is less than A/b, 
there is good agreement between the expressions found from the theory and the 
simulation results. Figure 7-58 shows the value of d for different wavelengths 
when gi = 2.5 x 10 4,g2 	3.5 x 10 4,f = 1.4 and ii = 0.005. A square grid 
was used here so h, = h2= \/ A/2 and d << A for each wavelength. Again a 
good fit is observed between the simulation points and the theory. The size of 
the boundary layer about the interface is seen, in figure 7-58, to increase with the 
wavelength when all other parameters are unchanged. Despite this increase in the 
size of the boundary layer the dimensionless size of the boundary layer d/A, which 
is shown in figure 7-59, decreases with increasing A. This is as expected since as 
A, and hence the Reynolds number of the wave, is increased it is expected that 
the viscous effects become less significant. The profile of the vertical velocity at 
t 	T/4, x = A/2 is also shown in figure 7-60 for the same waves. The viscosity 
has less affect on the vertical velocity and all the profiles have the same shape with 
a different amplitude. There is some small variations in w which can be observed 
near the solid boundaries of the waves with the larger wavelengths. These are 
similar to those observed in figure 7-55 and are also due to the initial separation 
of the interface. If it also possible that there may be a small residual oscillation 
from the initial settling of the density gradient. However, every care was taken to 
ensure this had damped out before the simulations were performed. 
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FIGURE 7-59: The horizontal velocity profile, at x = .\/4, t 	T/4, 
as a function of the dimensionless parameter z/). 	This is for waves with 
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FIGURE 7-60: The vertical velocity profile, at x = .A/2, t 	T/4, as 
a function of the the dimensionless parameter z/.\. 	This is for waves with 
gi = 2.5 x i0,g2 = 2.5 x 10, f = 1.4 and v = 0.005. 
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7.6 Summary 
It has been seen that a standing wave can be initialised at the interface between 
two fluids. This can be done for a chosen wavelength and wave amplitude using 
the natural density gradient, correct for the values of gi being used. This method 
of initialisation does not require that any velocities or a frequency are imposed 
on the wave. This means that any measured quantity has arisen solely from the 
wave motion. Many standing waves have been simulated for different values of 
the wavelength .A, the gravitational strengths g1 and g2, the density ratio f, the 
viscosity 1 and the interface thicknesses 1. The viscosity is varied through the re-
laxation time Tp and the interface thickness is varied through the interfacial energy 
ic. The measured frequencies, damping constants and velocities were compared to 
the theoretical predictions. All the results for the frequency were found to be in 
good agreement with the theory; the damping constant was also seen to be in good 
agreement with the theory over a range of values where the theory is applicable. 
The measured velocities were also seen to agree well with theory. 
Chapter 8 
Interfacial Progressive Wave Simulations 
In many situations it is progressive waves which are of interest, not the standing 
waves which were considered in the chapter 7. In this chapter we describe a 
method for initialising a progressive wave and present some simulation results. 
The progressive wave simulations are compared with the experimental interfacial 
waves of Martin et al. [10]. 
8.1 Progressive Wave Initialisation 
It has been seen in chapter 6 that a progressive wave and a standing wave, with 
the same wavelength and amplitude, have the same z-dependence and a different 
x and t dependence. This means that we can use the results obtained in chap-
ter 7 to initialise a progressive wave. This is done by first initialising a standing 
wave, as described in section 7.2, and allowing it to evolve for a quarter period. 
The magnitude of the horizontal velocity ü(z) is then found at x = \/4 and the 
magnitude of the vertical velocity ü(z) at x = A/2. The density profile p(z) is 
found at any value of x. A progressive wave can then be initialised with density 
p(x,z) = p(z) and velocities u(x,z) = ü(z)sin(kx) and w(x,z) = ü(z)cos(kx). 
The interface i(x) = a cos(kx) is imposed by shifting each column of sites by an 
amount i(x) to produce the interface. Values shifted off the grid are discarded. 
Sites near the boundary which are not assigned a new value retain their original 
value. 
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8.2 Progressive Interfacial Waves 
Progressive waves were simulated for some of the combinations of parameters used 
in chapter 7. Figures 8-1 - 8-10 show a progressive wave on a 256 by 256 site grid. 
The parameters used are g = 1.025 x iO, g = 1.075 x iO, t = 0. 1, A = 256 
and ii = 0.05. The difference between the interface shown here where K 	0.1 
and the interface of the standing waves shown in, for example figure 7-3, where 
= 0.001 can be seen. Here there is a definite region around the interface where 
there is a mixture of the two fluids. This can be see in figures 8-1 - 8-10 as the 
grey region around the interface. This region is not there in figure 7-3 where the 
interface is much sharper. 
8.3 	Experimental Investigations into Progressive 
Interfacial Waves 
The majority of experimental investigations into wave motion have been concerned 
with surface gravity waves rather than internal waves. This is because surface 
waves are easier to produce and measure in a wave tank and easier to measure in 
a field experiment. This is for a number of reasons. 
1. It is easy to fill a tank, with a single fluid, in order to study surface waves 
It is more complicated to produce a desired density distribution in the tank. 
The following methods can be used to produce a density difference. 
(a) Two different liquids can be used. This has the drawback that the sur-
face tension between the two liquids can act to damp the waves. This 
does not happen in the ocean or the atmosphere where the density dif-
ference is produced by a thermocline or a salinity change. 
Chapter 8. Interfacial Progressive Wave Simulations 	 174 
0.01 
I,, --------------------- till, 11ttiiii, ---------------- tsa% gills 
, t,,,,_____ 
 - 
--------* s a a a I I I I I / / / 4jt ----------------a a a a a a a a S S 
-- - - - ---'aa a a a, i • ti/Il 14/ ------- 	 ' .. a a a  I 	
a S Sttt Ill/I 	 -...- 	S a a a a a a,,, .'Ss  
F,,,, --------------- a 	 / aaaa 	tai 	iiiii- 	
__ 	 \SS\\ at till, 
' 
-- 
lilt/ft liSts..  
-------------------------------------,,r.t//f//ll/ltf - ------ -- 
a 	•. a 	 / / / / I 	 a a a - S :2::::: - - .- / .- ' / , ft I I I 1 I 
/ , Ii 'r I I I I I I %I 
a 	 iiia a asass 	 ! S taa 
'as ---------------StiltS ,  S tt 	a S a 
I I I*S*S SS t''1 Ii Itataaaas 
ass%SS,  
FIGURE 8-1: Velocity, vector plot at t T/5 of an interfacial progressive wave on a 256 
by 256 grid with flu = 1.025 x 10 4, 92 = 1.075 x i0, ,c = 0.1, A = 256 and ii = 0.05. 
FIGURE 8-2: The order parameter at t T/5 of an interfacial progressive wave on a 
256 by 256 grid with g1 = 1.025 x 10 4, 92 = 1.075 x 10 4, # = 0.1, A = 256 and 1 = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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FIGURE 8-3: Velocity vector plot at t 2T/5 of an interfacial progressive on a 256 by 
256 grid with g1 = 1.025 x iO, 92 = 1.075 x iO, #c = 0.1, A = 256 and ii = 0.05. 
FIGURE 8-4: The order parameter at t 2T/5 of an interfacial progressive wave on 
a 256 by 256 grid with g1 = 1.025 x 10, 92 = 1.075 x 10, e'c = 0. 1, A = 256 and 
v = 0.05. Only halve the grid, centred on the interface, is shown. 
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FIGURE 8-5: Velocity vector plot at t 3T/5 of an interfacial progressive wave on a 
256 by 256 grid with g' = 1.025 x 10,  92 = 1.075 x 10 4, i = 0.1, A = 256 and ji = 0.05. 
FIGURE 8-6: The order parameter at t 3T/5 of an interfacial progressive wave on 
a 256 by 256 grid with 91 = 1.025 x 10, 92 = 1.075 x 10, ic = 0.1, A = 256 and 
ii = 0.05. Only halve the grid, centred on the interface, is shown. 
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FIGURE 8-7: Velocity vector plot at t 4T/5 of an interfacial progressive wave on a 
256 by 256 grid with g1  = 1.025 x iO', 92 = 1.075 x 10 4, uc = 0.1, A = 256 and ii = 0.05. 
FIGURE 8-8: The order parameter at t 4T/5 of an interfacial progressive wave on 
a 256 by 256 grid with gi = 1.025 x iO, 92 = 1.075 x 10, #c = 0. 1, A = 256 and 
1-' = 0.05. Only halve the grid, centred on the interface, is shown. 
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FIGURE 8-9: Velocity vector plot at t T of an interfacial progressive wave on a 256 
by 256 grid with 91 = 1.025 x 10, g = 1.075 x 10 4, ic = 0.1, A = 256 and ii = 0.05. 
FIGURE 8-10: The order parameter at t T of an interfacial progressive wave on a 256 
by 256 grid with g' = 1.025 x 10, 92 	1.075 x i0, K = 0.1, A = 256 and i-' = 0.05. 
Only halve the grid, centred on the interface, is shown. 
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(b) A change in the density can be introduced by using a saline solution 
for the denser fluid and pure water for the less-dense fluid. Such a con-
figuration is stable but the tank will need to be emptied and refilled at 
regular intervals. This can be very time consuming particularly if more 
than two layers are being used. Each layer, with its own salinity, must 
be allowed to settle before the next layer is added. The fluid must en-
ter the tank at a slow speed so that it does not mix with the other layers. 
Surface waves can be produced in the laboratory using a paddle system at 
one end of the tank, the movement of the paddle initialising the wave mo-
tion, which then propagates along the tank. If interfacial waves are to be 
produced the wavemaker normally moves in a vertical plane and the mean 
position of the wavemaker is matched to the interface height. 
The high rate of damping observed in interfacial waves means that the mea-
surement area must be close to the production area to prevent the wave 
being excessively damped. This is not a problem with surface waves. 
Measurements of the wave amplitude can be made, in a laboratory or in a 
field experiment, either using a floating buoy or using a wave gauge which 
measures the resistance, or capacitance, between two metal probes and re-
lates it to the immersed length of the probes. More complex methods need 
to be used for internal waves. 
Early investigations were carried out [85,86] by dying one of the fluids and mak-
ing photographic records of the waves in the tank. This allows the shape of the 
interface to be measured. The movement of the wave down the tank can also be 
found. To obtain information about the wave velocities it is preferable to use a 
non-intrusive measuring technique. Until relatively recently the main technique 
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for measuring the velocity in a multi-layer fluid has been laser Doppler anemome-
try (LDA) [87,88]. LDA can be used to measure the velocity of a fluid at a single 
point were two laser beams intersect. The main drawback of the LDA technique 
is that it can only make a measurement at one position in space. To record ve-
locities at different positions the apparatus must be realigned to each position. 
The flow must be repeatable since each measurement is being taken at a different 
time. There are additional problems associated with LDA applied to a multi-layer 
systems because of the change in the refractive index within the flow [89]. This 
can be overcome, to some extent, if the density difference is small. Hannoun et at. 
[90,91] suggest that, provided a suitable solvent is used, the refractive indices can 
be matched between the layers of a two layer system for density differences of up 
to 2%. The matching technique allows LDA measurements to be made. 
A recent development in measurement technology was the development of particle 
image velocimetry (PIV) [92]. This uses a pulsed bean laser or a continuous 
laser beam which is scanned across the fluid, illuminating a vertical plane. Small, 
neutrally buoyant particles are suspended in the fluid. The laser light reflected 
from the particles is recorded on film, each frame containing several images of each 
particle from successive pulses or scans of the laser. This information can then 
be analysed to produce a two-dimensional velocity map in the plane which was 
illuminated by the laser. PIV has been applied widely to surface gravity waves 
[93] but has only recently been applied to internal waves. One of the difficulties 
encountered in applying PIV to internal waves is the presence of zero and low 
velocities where the suspended particles move an insignificant distance, relative to 
their size, between exposures. This is overcome using an image shifting technique 
[94], this also eliminates any directional ambiguity in the velocity. Such a Ply 
system was employed at Edinburgh University to produce the experimental results 
[10] which will be compared with the simulations in the rest of this chapter. 
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8.4 Comparison Between Interfacial Wave Sim- 
ulations and Experimental Results 
The following comparison is between two interfacial waves: wave (a) which was 
generated in a wave tank [10] and wave (b) which was simulated using the lattice 
Boltzmann model described above. 
8.4.1 Wave Parameters 
Density Profile 
Wave (a) has a density profile 
P=[1_atanh(1)] 	 (8.1) 
where 7i = 1044 kgm 3, c = 0.044061 and 1, the interface thickness, is 0.0192m. 
Away from the interface the asymptotical densities are p' = 998 kgm 3 and P2 = 
1090 kgm 3. The potential density can be considered as being the same as the 
fluid density here. Wave (b) has n = 0.1 which gives an interface width of I 
101u. In the upper fluid the density is proportional to gi  and in the lower fluid 
it is proportional to g. In the interface region we expect the density to vary in 
a smooth manner, similar to that shown in figure 4-6 for the order parameter. 
Away from the interface the ratio of the potential densities is P2/P1 = 1.118. 
Dimensional Parameters 
The wave parameters for the two waves and the units they are measured in are 
shown in table 8-1. 
Dimensionless Parameters 
There are a number of dimensionless parameters which can be derived from ta- 
ble 8-1. These are shown in table 8-2 and are an exhaustive set. Any other 
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wave (a) wave (b) 
parameter value unit value unit 
hi 0.245 m 414 lu 
0.254 m 610 lu 
A 0.740 m 1024 lu 
k 8.49 m 1  6.14 x 10 lu 
1.88 s_i 1.73 x 10 (time-steps)-' 
ii 1.0 x 10_6 m28 1  0.05 1u2(time-steps) 1  
8 7.28 x 10" in 5.37 lu 
g 9.80 ms 1  9.0 x 10 lu (time-steps)-' 
a 0.0148 m 17.3 lu 
c 0.222 ms-1  0.282 in (time-steps)' 
1 0.0881 in 10 lu 
TABLE 8-1: The value of the parameters describing waves (a) and (b) and the units 
in which they are measured. The depth of the upper and lower fluids are h1 and h2  
respectively, A is the wavelength, k is the wavenumber, w the frequency, ii the viscosity, 
8 is the boundary layer thickness (,j/w)1/2, g is the acceleration due to gravity, a is the 
wave amplitude, c is the wave celerity w/k, and I is the interface thickness. 
name parameter Fwave (a) I wave (b) ratio a/b 
I/A 0.119 9.77 x 10 12.2 
a/A 0.0200 0.0169 1.183 
kh, 2.08 2.54 0.819 
kh2  2.15 3.75 0.349 
f 1.09 1.12 0.977 
Froude number (F) 0.989 0.988 1.00 
Reynolds number (Re) c/(kv) 2.61 x 10 9.20 x 102 28.4 
TABLE 8-2: The dimensionless parameters, derivable from the quantities in table 8-1, 
for the two waves being considered. 
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dimensionless parameter can be expressed in terms of these in table 8-2. 
Comparison of Dimensionless Parameters 
When comparing two waves, whether they are simulated results, experimental re-
sults from a wave tank, experimental results from a field experiment or theoretical 
predictions, the dimensionless parameters need to be matched. In practice it is not 
possible to have all the dimensionless parameters the same for both waves but they 
must be of a similar order. The ratios 1/A are not particularly well matched. The 
relative interface thickness is about twelve times larger for wave (a). This should 
affect the velocities near the interface, see figure 6-1. The different interface thick-
nesses should have little effect on the comparison since the experimental results 
are measured every 0.0125 in which is approximately 1/7. The ratios a/A are both 
small and of a similar size. This means that both waves can be considered to be 
linear waves. The values of khi are somewhat different for the two waves, however 
we are interested in tanh(kh2 ). For both waves this is never smaller than 0.97 in 
either fluid so both waves can be considered as deep water waves. The values of 
f, the density ratio, are similar for both waves giving a density difference of about 
10%. The internal Froude number [68] F is approximately unity for both waves. 
This is expected for deep waves through the dispersion relation. The Reynolds 
number Re, which can be taken to be c/(kv), is different for both waves. The 
Reynolds number of wave (a), the experimental wave, is almost thirty times the 
Reynolds number of wave (b), the simulated wave. Both Reynolds numbers are 
however large. The Reynolds number appears in the Navier-Stokes equation as a 
measure of the balance between inertial and viscous terms. Since Re is large for 
both waves we expect viscous effects to be small in both waves but slightly larger 
in the simulated wave. The affect of the different Reynolds number on the two 
waves can most easily be seen through the ratio of the boundary layer thickness to 
the wavelength S/A = JRe/(27r). Wave (a) and wave (b) have S/A = 9.84 x iO 
and 5.24>< iO respectively. Both are small, however the relative boundary layer 
thickness of the simulated waves is about five times larger. The boundary layer 
thickness is considerably smaller than the spacing of the experimental results. 
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8.4.2 Numerical Comparisons 
The experimental results [10] are shown in figures 8-11 and 8-13 at two different 
times. The simulated results are shown in figures 8-12 and 8-14 for areas with 
the same dimensionless size. The separation between the simulated results plot-
ted is 161u. The results plotted are the dimensionless velocities, u/c. The axis 
have been picked so that z = 0 is the mwl, as before, and x = 0 is at a trough. 
When comparing the simulation results and the experimental results it should be 
realised that the spacing between the vectors is different. The separation between 
the experimental results is 0.0125m, giving about 59 points per wavelength in 
both directions. The simulation results are plotted every 16 sites. That gives 64 
vectors per wavelength in the s-direction and 74 vectors per wavelength in the 
z-direction. Thus, since the dimensionless areas are the same in both plots, the 
simulated results have slightly more vectors in the horizontal direction and con-
siderably more in the vertical direction. This means that the length of the vectors 
should be compared and not the closeness of packing. 
The velocity profile was found for the experimental and the simulation results. 
The horizontal profile is shown in figure 8-15 for the results at the wave trough 
and in figure 8-16 at the wave crest. The vertical velocity profile at x = A/4, the 
midpoint between the crest and the trough, is shown in figure 8-17. The vertical 
velocities, displayed in figure 8-17, show good agreement between the simulation 
results and the experimental results. There is clearly some degree of uncertainty in 
the experimental results. The horizontal results, shown in figures 8-15 and 8-16, 
are qualitatively similar, however quantitatively there are some discrepancies. In 
each of the three sets of measurements the horizontal velocities in one of the fluids 
agree well, while in the other fluid the magnitude of the experimental results are 
somewhat smaller than the simulation results. As figure 8-15 demonstrates it is 
not always the same fluid which contains the discrepancy. This effect can also 
be seen in figures 8-11 and 8-13 where the magnitude of the horizontal velocity 
above and below the troughs and crest are different. The difference between the 
two sets of experimental results in figure 8-15 and the fact that theory predicts 
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FIGURE 8-15: The horizontal component of the dimensionless velocity zi' = 'u/c as a 
function of the dimensionless length z/\ for the two troughs shown in figure 8-11 (x) 
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FIGURE 8-16: The horizontal component of the dimensionless velocity u' = u/c as a 
function of the dimensionless length z/A for the crest shown in figure 8-13 (+). The 
solid line represents the simulation results. 
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FIGURE 8-17: The vertical component of the dimensionless velocity w' = w/c as a 
function of the dimensionless length z/A at x = /4 shown in figure 8-11 (x) and figure 
8-13 (+). The solid line represents the simulation results. 
only a small difference close to the interface, suggest that the discrepancy is due 
to some problem with the experimental results rather than the simulations. There 
are a number of sources which can introduce errors into the experimental results. 
The most likely cause is the image shifting system which is imposing a horizontal 
shift velocity onto the flow [94]. This velocity is considerably larger than the flow 
velocity and may be slightly irregular. Despite these errors the vertical profile is 
seen to fit well with the experimental results. The horizontal velocity shows the 
same qualitative features and the comparison is as good as can be expected, given 
the uncertainties in the experimental results. It is interesting to note that despite 
the difference in the Reynolds number there is little difference is the shape of the 
horizontal velocity close to the interface. This could be partly due to the difference 
in the interface thicknesses. 
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8.5 Summary 
We have considered the initialisation of a progressive wave using the results which 
has previously been obtained from the standing wave simulations. Some results 
have been presented for the progressive waves. A comparison has been made 
between the simulated waves and experimental waves [10]. The results were seen 
to be in qualitative agreement. A quantitative comparison was less convincing, 
due to the large variation in some of the experimental horizontal velocities. The 
velocities were of a similar order. 
Chapter 9 
Conclusion 
The relatively new numerical technique of lattice Boltzmann modelling has been 
applied to simulate interfacial internal waves. The model simulates two immiscible 
fluids, with the correct thermodynamical properties, separated by an interface. 
A body force can be incorporated in such a way that it can act with different 
strengths in the two fluids. The model is, at worst, very close to Galilean invariant 
and exhibits no dependence on the orientation of the lattice on which the model 
evolves. There are free parameters which allow the interface thickness, the fluid 
viscosity, the relative gravitational density of the two fluids and the strength of the 
gravitational body force to be altered. The technique has been used to simulate 
both standing and progressive interfacial waves for a range of the model parameters 
and also for different wavelengths. The main features of the work are discussed 
below. 
Body Forces 
The introduction of a body force into the lattice Boltzmann scheme has been 
studied. A number of techniques have been examined and a new method proposed 
which introduces a body force directly into the Boltzmann equation. The new 
method has been shown to act in a very similar way to an existing method and 
has been seen to have the expected effect on the fluid. The new method has 
been seen to be equally applicable to a single species and a two species fluid. The 
introduction of the body force has been shown to be independent of the orientation 
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of the lattice and has been shown to preserve the Galilean invariance of the lattice 
Boltzmann model. 
Interfacial Wave Modelling 
The body force was incorporated into the immiscible, binary fluid model of Or-
landini et al. [9] and the combined model was used to simulate interfacial waves. 
The gravitational density of the two fluids can be changed by applying the body 
force with different strengths to each fluid. Standing waves were initialised at the 
fluid interface, with a given wavelength and amplitude, without any prior knowl-
edge of the other properties of the wave. This means that measurements taken 
from the standing waves, at a later time, are in no way influenced by any velocity 
or oscillation imposed on the wave during the initialisation procedure. A large 
number of standing waves were simulated for a range of the available model and 
wave parameters. The frequency of the waves, the rate at which they are damped 
and the velocities produced by the wave motion were all recorded at selected times 
for each of the waves studied. Progressive waves were also simulated. These were 
initialised using the results obtain for standing waves under the same conditions. 
The frequency, damping parameter and velocities were measured for the progres-
sive waves and found to be in agreement with those obtained for the standing wave 
simulations. 
Comparison of Results with Theory and Experiment 
The results obtained for the standing waves were compared with the theoretical 
values. Good agreement was found in all cases where the theory was applicable. 
The frequency results were found to be typically within 1% of the predicted values 
while the damping parameter was found to be about 4% different. The veloci-
ties were found to be in good agreement with the theoretical predictions, differing 
typically by only a few percent. The progressive waves were also compared with 
experimental results. Qualitatively the results matched well. The vertical veloci- 
ties were found to compare well quantitatively; a quantitative comparison of the 
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horizontal velocities was not possible due to variations in the experimental results; 
the horizontal velocities were of a similar magnitude. 
Model Strengths 
The application of the lattice Boltzmann model to wave simulation has been suc-
cessfully implemented. The algorithm, although complicated by the introduction 
of density and order parameter gradients needed to simulate the immiscible fluids, 
still has the underlying simplicity which allows it to be run efficiently on a parallel 
computer. This gives a high degree of performance. One of the main strengths of 
the model is that the boundary between the fluids appears naturally within the 
model. There is no need to keep track of the interface or to treat sites at the 
interface differently from the other fluid sites. 
In summary, the application of the lattice Boltzmann technique to interfacial wave 
modelling has proved very successful. Interfacial internal waves have been simu-
lated for a range of the model parameters and the measurements made from the 
simulations have been shown to agree well with the available wave theory. The 
waves have also been compared with experimental results and have shown good 
agreement within the limitations of the measurements. 
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Appendix A 
Notation 
a 	damping parameter 
a 	half of the ratio density difference/ mean density 
a, 	constants in a linear sum of the collision invariants 
F 	fluid mobility 
Lp 	density difference between two fluids, also known as the order parameter 
distribution function for Ap 
zi 	equilibrium distribution function for zp 
(a) 
ath order approximation to /Ai  
Aj 	collision function for link i 
Ap 	chemical potential 
/P 	change in momentum 
SP 	density relative to a constant density 
SP 	density difference between simulations performed using different models 
Knudsen number 
small number 
function of the deviation of the density from its equilibrium value 
small displacement 
77 	displacement at interface 
scattering angle 
angle between velocity and x-axis 
0 	angle between x-axis and x'-axis 
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O f 	angle of the colour gradient 
Oj 	angle between e j and x-axis 
interfacial energy 
A 	strength of free energy, binary fluid interaction 
A 	wavelength 
A 	mean free path 
A 	eigenvalue of the enhanced collision matrix 
kinematic shear viscosity 
kinematic bulk viscosity 
ll 	momentum flux tensor 
P 	density 
mean density 
P' 	density fluctuation about mean 
Ppot 	potential density 
PU 	 initial density 
P0 	constant density 
a 	complex time scale of a wave in a viscous fluid 
a 	differential cross section 
a 	eigenvalue of the enhanced collision matrix 
T 	 relaxation time 
value of the order parameter relaxation time which gives Galilean 
invariance 
r eigenvalue of the enhanced collision matrix 
gravitational potential 
irrotational velocity potential 
azimuthal angle 
X salinity 
IF free energy 
bulk free energy 
iba effective mass of ath component 
Oi collision invariant 
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rotational part of velocity solution 
phase factor 
Il 	collision function 
df 	solid angle 
W 	 wave frequency 
WO 	wave frequency in an inviscid fluid 
viscous correction to the inviscid frequency 
frequency of a wave in an inviscid fluid at a continuous density change 
W2v 	 frequency of a wave in a viscous fluid at a sharp interface 
A 	initial amplitude of wave 
A 	constant determining strength of surface tension 
A 	coefficient of the equilibrium distribution function 
A 	amplitude term of the velocity potential 
A0 	coefficient of the equilibrium distribution function 
A(s -+ .s') probability of .s -+ .s' in a collision 
A 	amplitude term 
A 	constant 
a 	amplitude of inviscid interfacial perturbation 
a 	coefficient of the equilibrium distribution function 
a0 	coefficient of the equilibrium distribution function 
a9 	component of the enhanced collision function Qjj 
a 	constant determining strength of free energy liquid-gas interaction 
a, 	bubble diameter in direction i 
B 	blue particle 
B 	coefficient of the equilibrium distribution function 
B 	amplitude term 
b 	number of links 
b 	component of the enhanced collision function Qjj  
b 	impact parameter 
b 	coefficient of the equilibrium distribution function 
b 	constant determining strength of free energy liquid-gas interaction 
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C 	collision operator 
C(r, t) 	colour density 
C 	coefficient of the equilibrium distribution function 
Co 	coefficient of the equilibrium distribution function 
C2 	constant 
C' 	constant 
C 	amplitude term 
C 	 particle velocity 
C 	 wave celerity 
C 	 mean depth of lower fluid, found from curve fitting 
C, 	speed of sound 
C 	 coefficient of the equilibrium distribution function 
co 	coefficient of the equilibrium distribution function 
c 	component of the enhanced collision function Qjj 
D 	dimension of space 
D 	diffusion coefficient 
D 	coefficient of the equilibrium distribution function 
V 	phase term 
D 	distance OP 
d 	mean density per link 
d 	vertical distance between the peaks of Jul 
d0 	constant 
d 	coefficient of the equilibrium distribution function 
d 	distance of a point from the origin 
E 	equilibrium distribution 
E 	evolution operator 
E 	1/0 in the Strum-Liouville equation 
C 2 	unit vector in the direction of link i 
e2 	unit vector in the vertical direction 
e 	internal energy 
e 	sum of the squares of the deviation between the data points and the 
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fitted curve, also known as the error parameter 
F(r,t) 	body force per unit mass 
Fa 	force on ath component in local interaction model 
F 	Froude number 
F 	coefficient of the equilibrium distribution function 
f(r, c, t) distribution function 
f 	equilibrium distribution function 
non-equilibrium component of the distribution function 
f(a) 	ath order approximation to f 
f(r) 	distribution function for 'red' fluid 
f(b) 	distribution function for 'blue' fluid 
J(0) 	distribution function of link i when u = 0 
7(0) 	distribution function of link 1 - 6 when u = 0 
—o 
f2 (0) 	distribution function of link 0 when u = 0 
f 	ratio of fluid densities, p2/p1 
f' 	above ratio multiplied by \/v2 /111  
f 	colour gradient 
f 	coefficient of the equilibrium distribution function 
f 	Fermi-Dirac function 
G 	Galilean invariance factor 
Ga 	Greens function 
local component of Greens function 
G 	coefficient of the equilibrium distribution function 
g 	acceleration due to gravity 
reduced gravity 
strength of gravity in fluid i 
g(p) 	Galilean invariance term 
g 	magnitude of particles relative velocity before a binary collision 
g 	coefficient of the equilibrium distribution function 
H 	function of the distribution function 
H 	amplitude term 
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H 	constant 
hi 	depth of fluid i 
h(p, u) 	Lagrange multiplier 
I 	identity operator 
J 	mean mass current 
J 	implementation operator for the long range interaction 
k 	wavenumber 
kB 	Boltzmann's constant 
L 	representative length scale 
I 	interface thickness 
1 	typical microscopic length 
I 	size of the grid 
M 	the ith moment of the equilibrium distribution 
M 	number of particles in an averaging cell 
M1 	number of particles on link i in an averaging cell 
rn 	particle mass 
Tni 	exponential vertical decay factor for the viscous part of the fluid velocity 
rn 	number of links including rest links 
M 	gradient of line 
Ni mean population of link i 
Ni 	equilibrium mean population of link i 
ath order approximation to N 
N(z) 	Brunt-Väisãlã frequency 
N 	total number of points considered 
N 	number of points considered in curve fitting 




P 	function in the Strum-Liouville equation 
P 	point just within the boundary 
Appendix A. Notation 
P 	pressure incorporating a gravitational potential 
P 	pressure 
PO 	isotropic part of P 
P0 	reference pressure 
Pao 	stress tensor 
tensor 
Q 	function in the Strum-Liouville equation 
q 	heat flux 
q 	concentration of particles 
q 	local colour flux 
q(p, u) 	Lagrange multiplier 
Re 	Reynolds number 
B 	red particle 
R 	function in the Strum-Liouville equation 
B 	separation of sites participating in the long range interaction 
r 	position vector 
S 	streaming operator 
Sp 	tensor containing the viscous terms in the lattice gas Navier-Stokes 
equation 
S 	number of fluid components 
S 	entropy 
sgj 	gravitational strength parameter in fluid i 
S 	 in-state of a collision 
out-state of a collision 
Si 	ith component of in-state 
ith component of out-state 
ds 	infinitesimal surface 
T 	wave period 
T 	temperature 
Ticy ys 	four-dimensional tensor 
t 	time 
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U 	rotational velocity 
U 	horizontal component of U 
U 	amplitude of the horizontal velocity for a wave on a continuous density 
gradient 
U 	representative velocity scale 
U 	 fluid velocity 
U 	 horizontal component of u 
UO 	inviscid velocity 
no 	horizontal component of u0 
U0 	 peculiar velocity 
ü 	horizontal velocity magnitude 
U/ 	 dimensionless horizontal velocity, u/c 
dimensionless horizontal velocity, u/c 
U* 	 equilibrium velocity 
U/ 	 common equilibrium velocity 
U 	 mean velocity 
U, 	 velocity component parallel to x-axis 
u 	velocity component parallel to y-axis 
UI 	 horizontal velocity for a wave on a large grid 
U, 	 horizontal velocity for a wave on a small grid 
V 	interaction potential 
V 	 fluid velocity when the introduction of a body force is being considered 
W 	vertical component of U 
W 	amplitude of the vertical velocity for a wave on a continuous density 
gradient 
W 	work done by colour flux on colour gradient 
W 	 vertical component of u 
WO 	vertical component of uo 
Zb 	 vertical velocity magnitude 
W/ 	 dimensionless vertical velocity, w/c 
vertical velocity for a wave on a large grid 
Appendix A. Notation 
W, vertical velocity for a wave on a small grid 
X coordinate of the lattice 
X horizontal coordinate 
coordinate at an angle to the standard x axis 
Y coordinate of the lattice 
coordinate at an angle to the standard y axis 
Z(z) z-dependence of the velocity potential 
Z vertical coordinate 




The FHP-III collisions can be computed either using Boolean algebra [96], or using 
a lookup table. The Boolean equations used to calculate the new out-state and 
the lookup tables used are shown below. 
B.1 Boolean Equations 
If a, i = {O, ..., 61 are boolean variables representing the presence or absence of 
particles in the links e j then we can define: 
def 
t j = a a+i  
def 
Ui = t2 .t 3 i={1,2,3}, 
def 
= u.(a +i a +3) i={1,2,3}, 	 (B.1) 
s def  
del 
C = 	tj 5  (ao(Dai+i)  
where a b, a + b, a b and correspond to the and, or, exclusive-or and not 
operators respectively. Then c, the boolean variables representing the out-state, 
are given by [96] 
Co = 
8 + ZO .  (i + i+2 	i+1) + co (q+5 ED Ci 	+ €i+1 E3) i = {1, 2, 31, 
Ci+3 = 6+ 	+j+2 7+1)+co (+2 €i+3 i+5 +i+4 	i = {1,2,3} 
(B.2) 
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or 
C, 	= 8+ (y + ( 2 	)) (y + ( 	6)) (y + (Ei ED4)), 
ci 	= 8 + ZO (yi+2 + 7 + Co - (+i 	€i4 + €j5 i+3) i = {i, 2, 31, 
Cj3 	 i={1,2,3}. 
(B.3) 
B.2 Lookup Tables 
Table B—i shows the lookup tables used to calculate the collisions. Both the 
integer representation of the state and the particles present are shown. The first 
out-state is the one found from equation B.2 and the second from equation B.3. 
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in-state out-state in-state out-state 
0 0 0 32 32 32 
1 	/ 1 	/ 1 	/ 33V  33 33 
2-. 2-' 2-- 34\. 651 651 
31. 31. 31. 35\a 35 V. 35\. 
4 4 4 36\ 18.— 9/ 
5 	( 66 	. 66 	-. 37 19 .-& 98 	'h.. 
6 6 6 38\.. 69< ii/.. 
7f 7f 7f 39 39 39 
8 	
/ 8 	/ 8 	/ 40) 80. 8044 
9 / 36 18 41 81 .1 50 .L. 
10 	,-' 68 68 42 	)-. 21 	..i-( 21 
11 	/.. 38 69 < 43 )& 83 4. 101 
12 A 12 A 12 A 44 > 26 84 
13 X 74 p- 22 '-ç' 45 X 54 A. 27 
14 14 	ç' 14 46 )ç' 77 86 
15 A' 15 	'f 15 k 47 87 ..4 87 4 
16"- 16- 16— 48..' 48u 48's 
17 '-' 96 	h 96 	h 49 'V 49 'V  49 X 
18 — 9 / 36 50 --. 41 	)F 81 	-1 
19 98 37 51 51 'V. 51 
20 '-. 72 p 72 p 52 ..\ 104 > 25 
21 	.-( 42 )— 42 )-. 53 105 )' 114-!6- 
22 13 74 54 27 45 X 
23 ..-f 102 75 A 55 .f 107 107 
247 247 247 56.3 56.3 56.3 
25 ./ 52 .\ 104 > 57 ..) 57  .3's 57 3/ 
26 'a 84 .. 44 > 58 3- 116 89 
27 71& 45X 54'c' 3/ 117 'i( 117 
28 28 28 60 60 60 
29 ..( 90 108 X 61 .3( 122 ..)i-.. 122 
30 	'ç' 30 'iç' 30 '' 62 .3ç' 93 '< 93 
31 .f 110 110 63 63 .f 63 9E' 
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in-state out-state in-state out-state 
64 	• 64 	• 64 	S 96 17 .s—' 17 ./ 
65 34 34 97 V 97 V 97 V 
66 	1. 5 	( 5 	( 98 37 19 
67 	1. 67 1 67 99V. 99 99V 
68 	04 10 10 100 82 ss 73 
69 < 11 38 101 43 )L.834. 
70 t 70 70 102 75 23 s—f 
71 	if 71 	if 71 	if 103 	h(. 103 	if 103 
72 p 20 s— 20 104 > 25 5/ 52 
73 / 100 82 s+. 105 y 114 53 
74 p 22 '—cs 13 106 85 '1< 85 
75 /.. 23 s—f 102 V 107 )s. 55 .sf 55 
76  A 76  A 76  A 108 29 90 
77 	i( 86 46 109 X 118s 91 
78 78 78 110 >Ir 31 sif 31 
79 If 79 	if 79 	if ill )f 111 	)if ill 	)if. 
80 ' 40 ) 40 112' 112. 1124  
81 4 50 41 	)/ 113'V 113..'V 113.V 
82 '*.. 73 / 100 1144' 53 ..!( 105 
83 .1 101 43 115 V.. 115 .V.. 115 V. 
84 s 44 26 ,-. 116 89 ..1i 58 
85 106 106 117-X 59 59 
86 46 77 118 .. 91 109 X 
87 	if 47 f 47 )f 119* 119 .!if 119 
88 88 88 1203 1203 1203 
89 58 3.- 116 121 121 .$)I( 121 3' 
90 '? 108 X 29 122 61 61 
91 .,L 109 X 118 123)6 123 '> 123 
92 ' 92 -A 92 -A 124' 124. 124 
93 ..i( 62 3ç 62 125.s 125.s 125 
94 s.. 94 	.s. 94 126 3s 126 126 
95 95 .ss. 95 s/f _F_ 127..'. 127 .s.. 127s 




The following paper [7] has been published in the International Journal for Nu-
merical Methods in Fluids and is reproduced below. 
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SIMULATION OF WAVE MOTION USING A LATTICE GAS 
MODEL 
J. BUICK. W EASSON AND C. GREATED 
Dcvarrment of Physics and .4srronomv. Deparrment of Mechanical Engineering. The Universiri of Edinburgh. James Clerk 
Maxwell Building. The Kings Buildings, Ma'.field Road. Edinburgh El-f9 3JZ, UK. 
SUMMARY 
The lattice gas model for simulating two-phase flow, proposed by Appert and Zaleski, has been modified by the 
introduction of gravitational interactions and the new, model has been used to simulate standing wave patterns on 
the free surface of a fluid. The results compare well with linear theory. 
KEY isoRDs lanice gas; cellular automata, wave modelling; standing waves 
1. INTRODUCTION 
1.1. Lattice gas modelling 
In recent years lattice gas models have been used to model a variety of fluid phenomena such as flow 
round plates' and also more complicated simulations involving two or more fluids such as the Kelvin—
Helmholtz instability2 and the combustion of two gases to produce a third. 
Although less well developed than techniques such as finite difference and finite element solutions 
of the Xavier—Stokes equation, the lattice gas approach has inherent advantages in the solution of 
complex phenomena such as wave motion through media with density gradients and in simulations 
where mixing or phase changes may occur. 
The lattice gas model was first introduced by Frisch, Hasslacher and Pomeau (FHP)." Their 
formulation is the basis for the model used in our simulations and is described below. The FHP model 
consists of an ensemble of fluid 'particles' which move on an underlying hexagonal grid. Each particle 
moves along one of the six link directions d (a= 1,.... 6). where the direction d is given by 
cos(—a/3 - 7r '6)i ± sin(/3 - /6)j, as shown in Figure 1. The particles travel at unit speed, moving 
from one intersection point or site to a neighbouring site in each time step. Only one particle can travel 
along any one link at any time. At the end of each time step all the particles coming into a particular 
site are allowed to collide in such a way that the momentum and number of particles at that site are 
conserved. Particles then move off in their new directions at the beginning of the next time step. The 
general lattice gas model can be expanded to allow any number of rest particles to be present at each of 
the sites (d0). In the following simulations the FHPIII model is used, which allows a maximum of one 
rest particle at each site. 
The basic FHP collisions  are shown in Figure 2, where the left-hand column shows the incoming 
configurations and the ngh-hand column shows the possible outcomes. Rest particles are represented 
by a solid sphere. When there is more than one possible outcome, one of these is selected at random. 
CCC 0271-2091 ,96'0403 1 3,49 	 Received September 1993 
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Figure 1. The six directions of the hexagonal lattice 
The FHPIII collision rules are formed from the basic collisions, the basic collisions with a spectator 
particle (moving or at rest) and the dual of these collisions formed by swapping particles and empty 
links. Free slip conditions can be produced at a solid boundary by flipping all incoming particles in 
such a way that the particle momentum parallel to the boundary is conserved and the particle 
momentum perpendicular to the boundary is reversed.6 Thus a particle approaching a horizontal free 
slip boundary along link d6, see Figure 1 (travelling towards the site), will leave the site travelling 
along link d1 . Macroscopic fluid quantities such as velocity and density can be found by averaging the 
microscopic quantities over a cell typically no smaller than 16 sites by 16 sites.5 
It can be shown 4.5  that for the FHPIII model the macroscopic collision rules satisfy the equations 
dp + 	(pu5) = 0, 
a(pu) + 	8[pg(d)uu] = —d.P + 
H 	
=> / OR 
=> 
=> 
Figure 2. The basic FHP collision rules 
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where p is the density, P is the pressure, d is the density per link, d=p/7, v is the bulk viscosity and 
g(d)= 7(1 - 2d)/12(l - d). These are the continuity equation and the Navier—Stokes equation with 
an extra factor g. The Navier—Stokes equation can be recovered by rescaling time, pressure and 
viscosity by g: t' -+ tg, P -* P/g, V t -+ v/g. 
1.2. Gravitational interactions 
Gravitational interactions can be simulated by flipping a small number of particles after the collision 
from link d1 to d3 and from link d6 to d4, provided that there is not already a particle travelling in that 
direction. This interaction was introduced into the FHP model by allowing particles to be flipped every 
time step. The gravitational interaction is performed after the particles have collided and has the effect 
of decreasing the momentum in the y-direction while leaving the momentum in the x-direction 
unchanged. This interaction produces a density gradient across the fluid; however, this will not be 
particularly large provided that the number of gravitational interactions is small.6 Here we restrict the 
number of such flips to be 0.5% of the total number of flips. This gives an average of 2.5 x 10-3flips 
per site per time step. This is significantly smaller than the number of FHP collisions taking place: in a 
25,000-time-step simulation there will only be on average 62.5 gravity flips perfomed at each site 
compared with an average of 15,000 FHP collisions. t 
1.3 Liquid—gas model 
A liquid—gas (LG) model is a lattice gas model which undergoes a phase separation producing 
separate light and dense phases. This phase separation is produced using interaction rules which were 
first introduced by Appert and Zaleski7'8 and are shown in Figure 3. The interaction operates on two 
Sites a distance IL apart in one of the directions d, d2 or d3 (Figure 3 shows the interaction rules acting 
in the direction d2). Particles travelling along the links represented by the full arrows are flipped into 
the directions shown by the broken arrows provided that there are particles in both the initial links and 
no particles in either of the destination links. These interaction rules clearly conserve overall 
4 	





IL V  
Figure 3. The long-range interaction 
Appendix C. Publications 	 219 
316 	 1 BUICK, W. EASSON AND C. GREATED 
momentum, although they do not conserve the momentum at each site. The value of IL used in the 
following simulations was three lattice units. 
14. Implementation of the model 
The model was implemented on the Connection Machine (CM) 200 at The University of Edinburgh, 
the different interactions described above being implemented in the following order: 
FHIPIII collision rules 
gravitational interactions 
interaction (a) in direction (i), direction (ii), then direction (iii) 
interaction (b) in direction (i), direction (ii), then direction (iii) 
interaction (c) in direction (i), direction (ii), then direction (iii) 
interactions (d) and (e) combined in direction (i), direction (ii), then direction (iii). 
where directions (i), (ii) and (iii) are a random ordering of d,, d2 and d3, the ordering being different for 
each of the four implementations (3)-(6) above. Interactions (d) and (e) are combined to prevent a net 
clockwise or anticlockwise rotation being imposed on the fluid. 
1.5. Numerical modelling 
One of the main advantages of the FHP model is its simplicity. 
The state of the particles on the lattice need only be known at discrete time intervals. There is no 
need to track the particles when they are moving from one site to a neighbouring site. 
The state of each site at any time step can be expressed as a 7 bit integer, one bit for each link 
taking the value I or 0 in the presence or absence of a particle on the link. 
The FHP collisions can be implemented using a look-up table taking the initial particle 
configuration at the site (an integer in the range 0-127) and returning the new configuration after 
the collision. This removes the need to calculate the outcome of each collision. 
Updating the lattice between time steps requires only a knowledge of the particle states at each of 
the six neighbouring sites. This is done by shifting the lattice in each of the six link directions. 
When introducing the new interactions, it is important to try and keep the underlying simplicity of 
the FHP model. The gravitational interaction is perfomed by first selecting all the sites where the 
interaction can take place and then selecting a percentage (we used 0.5%) of these at which the 
interaction is allowed to take place. The interaction can be modelled using simple addition and 
subtraction: a particle being flipped from link 1 (integer value 21) to link 3 (integer value 2) results in 
2 3 - 2' being added to the integer representing the particles at the site. In practice it was found best to 
consider the two possible gravity flips (d, -+ d3 and d6  -* d4) separately. 
In principle the Appert and Zaleski interactions can be implemented simply by first shifting the 
world IL units in the chosen direction and comparing the shifted configuration with the original 
configuration to see whether an interaction can take place. If an interaction can take place, this is done 
again using simple arithmetic, to the shifted lattice. Finally the grid is shifted back to its original 
position and the inverse arithmetic operation applied. Thus, for example, if interaction (a) of Figure 3 
is to be applied to the sites (1, 1) and (1, 4), then site (1, 1) is first shifted three units to the right to 
position (1, 4). The two grids are then considered at the point (1, 4) to see whether the interaction can 
take place. This can only happen if bit5 = I and bit2 = 0 on the shifted grid and bitS = 0 and bit2 = 
on the original grid. The integer 2 - 22 is then subtracted from the integer representation at the point 
(1, 4) on the shifted grid. The altered point (1, 4) is then shifted back to its original position (1, 1) and 
finally 2 - 22 must be added to the integer representing the point (1, 4). This is done in parallel to all 
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points on the grid at the same time. If no interaction can take place, the integers at the points (1, 1) and 
(1. 4) remain unchanged. They may, however, be changed by one of the subsequent interactions. 
The implementation of this interaction is complicated slightly by the need to randomize the order in 
which the interactions (a)—(e) are performed and also the order in which each interaction is perfomed 
along the three possible directions. 
2. STANDING WAVE SIMULATIONS 
The modified LG model was used to simulate standing waves on a 4096 x 256 grid. Continuous 
boundary conditions were used, with a solid free slip boundary placed at the bottom of the grid. 
Initially a standing wave was set up with wavelength 4096 units and depth 180 units. This was done by 
first allowing the fluid to settle, with a horizontal interface between the two phases at the mean water 
level (MWL). Area A shown in Figure 4 was then filled with stationary fluid of the same density as the 
fluid just below the MWL, while areas B were filled with stationary fluid of the same density as the 
fluid just above the MWL. The standing wave was then allowed to oscillate under the effect of the 
gravitational interactions. This was repeated six times, starting from the same initial conditions but 
using a different set of random numbers during the simulations. The velocity results shown below are 
averaged over the six simulations. 
3. RESULTS AND DISCUSSION 
The wave height at its centre was measured every 40 time steps; this is shown in Figure 5 for one of the 
six simulations along with the best-fit curve of the form Ae' cos(2irt/z + ') + h, where A = 15.0, 
=5.l6 x 10, r= 10,100,1= - 0.139 and h= 165, all in units of time steps and lattice lengths. 
Although it is possible to initialize a wave with a density gradient which is a good approximation to its 
natural gradient, there will always be a short initial period during which the wave readjusts itself. The 
variable il' is added to account for this and to allow for the wave not starting to oscillate at t = 0 from 
exactly the start of a period. It can be seen from the best-fit data that cli is equivalent to approximately 
200 time steps. The velocity field under the standing wave at t = 3000 time steps is shown in Figure 
6(a). This can be compared with Figure 6(b) which shows the corresponding velocities computed for a 
wave with the same depth-to-wavelength ratio at time t = t/4 using the linear wave theory equations9 
—a__________ 	 aoi sinh(y + h) 
vx= 	
w cosh + h) 
sin(a)t), 	= 	 cos() sin(wt), sin sinh(kh) 	 sinh(kh) 
where h is the mean water depth andy is measured vertically upwards from the mean free surface. The 
plots in Figure 6(a) are in lattice units; the plots in Figure 6(b) have been normalized so that the peak x-
velocity at the surface corresponds in magnitude to that found from the model. The linear theory y-
velocities were normalized by the same factor. Figure 6 shows a vector plot of the velocities, Figure 7 
mwl 
Figure 4. The construction of a standing wave from a flat surface. Note that this figure is not drawn to scale. The wave is in fact 
very shallow, with an amplitude of about 15 units and a wavelength of 4096 units 
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Figure 5. The height of the wave centre for one of the six runs plotted against time and the best-fit curve 
(a) 	 (b) 
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Figure 7. (a) x-Velocity profile. (b) x-Velocity profile from linear wave theory 
- 
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Figure 8. (a) x-Velocity contour plot. (b) x-Velocity contour map from linear wave theory 
(a) 	 (b) 
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Figure 9. (a) y-Velocity profile. (b) y-Velocity profile from linear wave theory 
shows the x-velocity profile across the phase of the wave at different heights (y), Figure 8 shows a 
contour plot of the x-velocity and Figure 9 shows the y-velocity profile. In Figures 7(a) and 9(a) the 
symbols are the experimental data points and the full curves are produced by filtering out the noise 
with a Fourier filter. It can be seen from Figures 7(a) and 9(a) that the y-velocities are significantly 
smaller than the x-velocities and the signal-to-noise ratio for the v-velocity is small. This causes a 
contour plot of the .y-velocities to be particularly noisy and of little interest. 
The results obtained compare well with the linear theory, except for two obvious differences. Firstly, 
the x-velocity decreases with the distance below the surface faster than predicted by the theory; this can 
be seen best when comparing figures 7(a) and 7(b). Secondly, the ratio of x-velocity to y-velocity is 
slightly larger than predicted by linear theory. The x-velocities from linear theory were scaled so that 
their magnitude would be as close as possible to the computed x-velocities; when the y-velocities are 
scaled by the same factor, the computed y-velocities are found to be smaller by a factor of about 0-8. 
Both differences are consistent with the simulated wave having an altered depth-to-wavelength ratio. 
The main cause of this effect is found to be the density gradient which is produced across the fluid by 
the gravitational interactions. This change in density with depth, which is not present in the linear 
theory, is seen to have the effect of changing the apparent depth of the fluid. The ratio of the real depth 
to the apparent depth can be accounted for in any simulation, since it is found to depend solely on the 
strength of the gravitational interaction. The strength of the gravitational interaction used here has the 
effect of causing the fluid to appear approximately twice its actual depth. Another factor which changes 
the depth of the fluid is the fact that the long-range interactions do not act at the bottom boundary. This 
affects the density of the fluid at the bottom three or four sites, which will change the effective depth 
only slightly, but significantly since we are dealing with shallow water waves. It is necessary that the 
long-range interaction does not act at the boundary to prevent particles becoming trapped in the 
boundary. 
319 
Appendix C. Publications 	 22:3 
320 	 J. BUICK, W. EASSON AND C. GREATED 
To investigate the effect of grid size on the model, another wave was initialized on a 2048 x 128 
grid with a wavelength of 2048 lattice units and an MWL of 91 lattice units. The period of this wave 
was found to be 7423 time steps. This wave has half the wavelength and approximately half the depth 
of the wave already discussed. We can now compare the Reynolds numbers of the two waves: the 
Reynolds number is given by 
Re = LUg(d) 
where L and U are characteristic lengths and velocities respectively of the simulation and v/g(d) is the 
scaled viscosity (see Section 1. 1), which will be the same for both waves since the density is the same. 
In this comparison we will use a subscript '1' for the shorter wave and subscript '2' for the longer 
wave. For surface waves, Froude scaling applies with r2/r1 = /(;2/;  1); in this case r2 = 
Comparing the ratio of the periods of the two waves, we see that t1/t2 = 1.46 ,/2 to within 3%. 
The characteristic velocity is taken to be the peak x-velocity of an undamped wave. This is given by 
U = v, (x = )./4,y = 0, t = t/4)exp(r/4). 
The factor exp(r/4) compensates for the damping which occurs during the first quarter-period and is 
required because the velocity is damped at different rates for different waves. Using this characteristic 
velocity, we get U1 /U2 = 0•75 	to within 6%, which is as expected since U c t[1 . Thus, 
comparing Reynolds numbers Re1 = Re2, we see that doubling the size of the wave has reduced the 
effective viscosity by a factor of ./2. 
A calculation of the Reynolds number requires the values of the scaling constant g(d) and the 
viscosity v. These have been found experimentally, but their measurement is beyond the scope of this 
paper. The values obtained for g(d) and v are 0.6 and 20 respectively, where both values are in lattice 
units. This gives a Reynolds number of about 10. The high viscosity present in the model is the main 
restraint on the Reynolds number which can be achieved. This is a common feature of lattice gas 
simulations which is increased in this model by the introduction of the additional interactions. 
CONCLUSIONS 
The close comparison between the results obtained and the linear theory suggests that an LG model is 
suitable for modelling surface waves. The waves produced are clearly highly viscous, which is one of 
the features of a lattice gas model. The viscous effect can be reduced by using a larger grid and 
increasing the wavelength of the wave. It may also be possible to alter the fluid density by changing the 
long-range interaction rules, which would change the viscosity of the model. 
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