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1. Introduction
In this paper we consider optimal interior partial regularity for weak solutions of nonlinear sub-elliptic systems of the
following type:
−
n∑
i=1
Xi A
α
i (x,u, Xu) = Bα(x,u, Xu) x ∈ Ω, u ∈ RN , Xu ∈ RnN (1.1)
where Ω is a bounded domain in a Carnot group G with general step and 1 i  n, 1 α  N with sub-quadratic growth
condition 1 <m < 2. That is for the case of 1<m < 2:
(E1) Aαi (x,u, p) are differentiable functions in p and there exists L > 0 such that∣∣∣∣∂ Aαi (x,u, p)
∂p jβ
∣∣∣∣ L(1+ |p|2)m−22 , for all (x,u, p) ∈ Ω × RN × RnN .
(E2) Aαi (x,u, p) is uniformly strongly elliptic, that is, for some λ > 0 we have
∂ Aαi (x,u, p)
∂p jβ
ξαi ξ
β
j  λ
(
1+ |p|2)m−22 |ξ |2, for all x ∈ Ω, u ∈ RN , and p, ξ ∈ RnN .
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∣∣Aαi (x,u, p) − Aαi (x˜, u˜, p)∣∣ K (|u|)(∣∣x˜−1 · x∣∣m + |u − u˜|m) βm (1+ |p|)m2
for all x, x˜ ∈ Ω , u, u˜ ∈ RN , and p ∈ RnN ; without loss of generality we take K  1.
Further (E1) allows us to deduce the existence of a function ω(t, s) : [0,∞)×[0,∞) → [0,∞) with ω(t,0) = 0 for all t such
that t → ω(t, s) is monotone nondecreasing for ﬁxed s, s → ω(t, s) is concave and monotone nondecreasing for ﬁxed t , and
such that for all (x,u) ∈ Ω × RN and p,q ∈ RnN , we have∣∣Aα
ip jβ
(x,u, p) − Aα
ip jβ
(x,u,q)
∣∣ C(1+ |p|2 + |q|2)m−22 ω(|p|, |p − q|). (1.2)
(E4) For |u| M = supΩ |u|, there exist constants a (possibly depending on M > 0) and b, such that∣∣Bα(x,u, p)∣∣ a|p|m + b,
or
(E4′)
∣∣Bα(x,u, p)∣∣ C(|p|m−ε + b), ε > 0.
Deﬁnition 1.1. By a weak solution of (1.1) with structure assumptions (E1)–(E4) (or (E4′)), we mean a vector valued function
u ∈ HW 1,m(Ω, RN ) ∩ L∞(Ω, RN ) such that∫
Ω
Aαi (x,u, Xu)Xiϕ
α dx =
∫
Ω
Bα(x,u, Xu)ϕα dx, (1.3)
for all ϕ ∈ C∞0 (Ω, RN ).
Even under reasonable assumptions on Aαi and B
α , in the case of systems (i.e. N > 1) one cannot, in general, expect that
weak solutions of (1.1) will be classical, i.e. C2-solutions. This was ﬁrst shown by De Giorgi [19,20]. The goal, then, is to
establish partial regularity theory. The work starts with the paper of Giaquinta and Modica [17]. The treated the problem in
the interior in quadratic case m = 2, see also Ivert [21]. The super-quadratic case was later on dealt by Hamburger [18], and
the sub-quadratic case goes back to Beck [3]. All these papers treat the case of coeﬃcients A being Hölder continuous with
respect to (x,u).
In this paper, we deal with the case of coeﬃcients A being Hölder continuous with respect to (x,u, Xu) by the method of
A-harmonic approximation. The technique of harmonic approximation has its origins in Simon’s proof [24] of the regularity
theorem of Allad [2]. Which also be used in [25] to ﬁnd a so-called ε-regularity theorem for energy minimizing harmonic
maps. The technique of harmonic approximation allows the author to simplify the original ε-regularity theorem due to
Schoen and Uhlenbeck [26]. The idea was generalized to more general linear operators by Duzaar and Steffen in [12] in
order to deal with the regularity of almost minimizers to elliptic variational integrals in the setting of geometric measure
theory. As a by-product Duzaar and Grotowski in [13] were able to use the idea of A-harmonic approximation to deal
with elliptic systems in the quadratic case. Moreover, the technique of A-harmonic approximation was developed further, in
particular to treat problems with super- and sub-quadratic growth [6–11,14].
The present paper use the technique to Carnot group, where basic vector ﬁelds of Lie algebras corresponding to the
Carnot group are more complicated than gradient vector ﬁelds in the Euclidean space, and obtain the optimal partial regu-
larity theory of (1.1) under sub-quadratic growth conditions. Though, several results were focused on those equations which
have a bearing on basic vector ﬁelds on Carnot group [4]. However, regularities for weak solutions to systems concerning
vector ﬁelds are more complicated. Capogna and Garofalo in [5] showed the partial Hölder regularity for the horizontal
gradient of weak solutions to quasi-linear sub-elliptic systems −∑ki=1Xi(Aαi (x,u)X ju) = f α(x,u, Xu), α = 1, . . . ,N with Xi
(i = 1, . . . ,k) being horizontal vector ﬁelds in Carnot groups of step, where Aαi and f α satisfy the quadratic structure con-
ditions. Shores in [23] considered the following homogeneous quasi-linear system −∑ki=1Xi(Aαi (x,u)X ju) = 0, α = 1, . . . ,N
on the Carnot group with general step, where Aαi also satisﬁes the quadratic growth condition. And later Wang and Niu in
[27] treated the partial regularity theory of nonlinear sub-elliptic system under sup-quadratic structure conditions on Carnot
group.
Since basic vector ﬁelds of Lie algebras corresponding to the Carnot group are more complicated than gradient vector
ﬁelds in the Euclidean space, we have to ﬁnd a different auxiliary function in proving Caccioppoli type inequality. Besides,
the non-horizontal derivatives of weak solutions will happen in the Taylor type formula on the Carnot group and cannot
been effectively controlled in the present hypotheses. So the method employing Taylor’s formula in [10] is not appropriate
in our setting. In order to obtain the desired decay estimate, we use the Poincare type inequality in [22] as a replacement.
And obtain the following main result:
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growth conditions (E1)–(E4) (or (E4′)) and 2aM < λ hold. Then there exists Ω0 is open in Ω and u ∈ Γ 1,β (Ω0, RN ) for β is deﬁned
in (E3). Further,
Ω \ Ω0 = Σ1 ∪ Σ2,
where
Σ1 =
{
x0 ∈ Ω: lim inf
ρ→0+
∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣Xu − (Xu)x0,ρ ∣∣m dx > 0
}
,
and
Σ2 =
{
x0 ∈ Ω: limsup
ρ→0+
(∣∣(Xu)x0,ρ ∣∣)= ∞}.
In particular, Haar meas(Ω \ Ω0) = 0.
2. TheA-harmonic approximation technique and preliminary lemmas
In this section, we present the A-harmonic approximation lemma – the key ingredient in proving our regularity result,
and some useful preliminaries will be need in later. Before then, we recalled the basic facts and notations of Carnot group.
A Carnot group G of step r is a simply connected, nilpotent Lie group whose Lie algebra g˜ admits a stratiﬁcation, i.e.
g˜ = V 1 ⊕ V 2 ⊕ · · · ⊕ V r , such that[
V 1, V j
]= V j+1, j = 1, . . . , r − 1 and [V 1, V r]= {0}.
Let Xli denote a left-invariant basis vector ﬁeld of V
l with 1 l r and 1 i ml , where ml is the dimension of V l . For
the sake of simplicity, we let Xi = X1i , n = m1, and X = {X1, . . . , Xn} be the basis of left-invariant vector ﬁelds of V 1. We
will say that Xi (i = 1, . . . ,k) are the horizontal vector ﬁelds with the form
Xi = ∂i +
n∑
j=i+1
aij(x)∂ j, Xi(0) = ∂i, (2.1)
where aij(x) is a polynomial. For a vector valued function u = (u1, . . . ,uN ) : G → RN , we let Xiuα (i = 1, . . . ,k, α = 1, . . . ,N)
be a horizontal direction derivative, and say that Xu is the horizontal Jacobian with elements Xiuα .
Denoting
x = (x1, x2, . . . , xr)= (ξ11 , ξ12 , . . . , ξ1m1; ξ21 , ξ22 , . . . , ξ2m2; . . . ; ξ r1, ξ r2, . . . , ξ rmr ) ∈ G,
the distance from origin deﬁned by
d(x) =
[
r∑
l=1
( ml∑
i=1
∣∣xli∣∣2
) r!
l
] 1
2r!
. (2.2)
For any x, y ∈ G , we set d(x, y) = d(y−1 ·x), where y−1 = −y = (−y1, . . . ,−yr) is the reverse of y, and · is the multiplication
rule in G deﬁned by x · x˜ = x+ x˜+ P (x, x˜), x, x˜ ∈ G, where P : G × G → G is a polynomial.
Following [16], we introduce the gauge ball and sphere Br(x) = B(x, r) = {y ∈ G, d(x, y) < r}, ∂Br(x) = ∂B(x, r) = {y ∈ G,
d(x, y) = r}, in G , respectively.
In the sequel, we denote by ωG = |B(e,1)|G the volume of unit ball, where e is the group identity. Then |B(x, r)|G =
ωGrQ , where Q =∑rl=1ml is the homogeneous dimension of G .
Deﬁnition 2.1. Let Ω ⊂ G be an open set and denote by
HW 1,m(Ω) = {u ∈ Lm(Ω), Xiu ∈ Lm(Ω), i = 1, . . . ,k}
the horizontal Sobolev space. Then HW 1,m(Ω) is a Banach space under the norm
‖u‖HW 1,m(Ω) = ‖u‖Lm(Ω) +
k∑
i=1
‖Xiu‖Lm(Ω), (2.3)
and HW 1,m(Ω) is the completion of C∞(Ω) under the norm (2.3).0 0
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mander’s condition, the inequality is naturally true. We list it here:∫
Bρ(x0)
∣∣u(x) − ux0,ρ ∣∣q dx CPρq
∫
Bρ(x0)
|Xu|q dx, u ∈ HW 1,q(Bρ(x0), RN), (2.4)
where ux0,ρ = |Bρ(x0)|−1G
∫
Bρ (x0)
u(x)dx,CP depends only on q(q  1) and Q . Without loss of generality, we may assume
CP > 1.
Deﬁnition 2.2. Let Ω ⊂ G , γ ∈ (0,1), and denote
Γ 1,γ (Ω) = {u ∈ L∞(Ω), Xiu ∈ Γ γ (Ω), i = 1, . . . ,k},
where Γ γ (Ω) = {u ∈ L∞(Ω)| supx,x˜∈Ω, x=x˜ |u(x)−u(x˜)d(x,x˜)γ < ∞}. We call that Γ 1,γ (Ω) is a Folland–Stein space with the norm
‖u‖Γ 1,γ (Ω) = ‖u‖L∞(Ω) + ‖Xu‖L∞(Ω) + sup
x,x˜∈Ω,x=x˜
|u(x) − u(x˜)|
d(x, x˜)γ
+ sup
x,x˜∈Ω,x=x˜
|Xu(x) − Xu(x˜)|
d(x, x˜)γ
. (2.5)
Deﬁnition 2.3. Let Ω ⊂ G , 1m < ∞, μ 0, and denote
Lm,μ(Ω) =
{
sup
x∈Ω,ρ<diamΩ
ρ−μ
∫
Bρ(x)∩Ω
∣∣u(x) − ux0,ρ ∣∣m dx < ∞
}
.
Then L is said a Campanato space with the norm
‖u‖L = ‖u‖Lm(Ω) +
(
sup
x∈Ω,ρ<diamΩ
ρ−μ
∫
Bρ(x)∩Ω
∣∣u(x) − ux0,ρ ∣∣m dx
) 1
m
.
We recall that an open set Ω ⊂ G has A-property if and only if there exists A > 0 such that for every x ∈ Ω and ρ > 0,
|Bρ(x) ∩ Ω|G  A|Bρ(x)|G . Capogna in [4] showed that any gauge ball Br(x) in Carnot groups ﬁts A-property and proved a
Campanato type lemma.
Lemma 2.1. Let x ∈ Ω ⊂ G, m > 1, r > 0 and Q < μ Q +m, then
Lm,μ(Bρ(x))⊂ Γ γ (Bρ(x)), γ = μ − Q
m
.
Otherwise, throughout the paper we shall use the functions V = V p : Rn → Rn and W = Wp : Rn → Rn deﬁned by
V (ξ) = ξ
(1+ |ξ |2) 2−m4
, W (ξ) = ξ√
1+ |ξ |2−m , (2.6)
for each ξ ∈ Rn and for any m > 1. From the elementary inequality ‖x‖ 2
2−m
 ‖x‖1  21− 2−m2 ‖x‖ 2
2−m
, applied to the vector
x = (1, |ξ |2−m) ∈ R2 we deduce that (1+ |ξ |2) 2−m2  1+ |ξ |2−m  2m2 (1+ |ξ |2) 2−m2 , which immediately yields∣∣W (ξ)∣∣ ∣∣V (ξ)∣∣ C(m)∣∣W (ξ)∣∣. (2.7)
The purpose of introducing W is the fact that in contrast to |V |2/m , the function |W |2/m is a convex function on Rk . This
can easily be shown as follows: ﬁrstly a direct computation yields that t → W 2/m(t) = t2/m(1 + t2−m)−1/m is convex and
monotone increasing on [0,∞) with W 2/m(0) = 0; secondly we have
∣∣∣∣W
(
ξ + η
2
)∣∣∣∣
2
m
= W
( |ξ + η|
2
)2/m
W
( |ξ | + |η|
2
)2/m
 W (|ξ |)
2/m + W (|η|)2/m
2
= |W (ξ)|
2/m + |W (η)|2/m
2
,
for any ξ,η ∈ Rn .
170 S. Chen, Z. Tan / J. Math. Anal. Appl. 387 (2012) 166–180And the function V = V p has the following properties [1]:
Lemma 2.2. Let m ∈ (1,2) and V ,W : Rn → Rn be the functions deﬁned in (2.6). Then for any ξ,η ∈ Rn and t > 0 there holds:
(i) 1/
√
2min
(|ξ |, |ξ |m/2) ∣∣V (ξ)∣∣min(|ξ |, |ξ |m/2);
(ii)
∣∣V (tξ)∣∣max(t, tm/2)∣∣V (ξ)∣∣;
(iii)
∣∣V (ξ + η)∣∣ c(m)(∣∣V (ξ)∣∣+ ∣∣V (η)∣∣);
(iv)
m
2
|ξ − η| |V (ξ) − V (η)|
(1+ |ξ |2 + |η|2)m−24
 C(k,m)|ξ − η|;
(v)
∣∣V (ξ) − V (η)∣∣ c(k,m)∣∣V (ξ − η)∣∣;
(vi)
∣∣V (ξ − η)∣∣ C(m,M)∣∣V (ξ) − V (η)∣∣; for all η with |η| M.
The inequalities (i)–(iii) also hold if we replace V by W .
For later purposes we state the following two simple estimates which can easily be deduced from Lemma 2.2(i) and (vi).
For ξ,η ∈ Rn with |η| M we have for |ξ − η| 1 the estimate
|ξ − η|2  C(m,M)∣∣V (ξ) − V (η)∣∣2, (2.8)
which for |ξ − η| > 1 we have
|ξ − η|m  C(m,M)∣∣V (ξ) − V (η)∣∣2. (2.9)
The next result we would state is the A-harmonic approximation lemma in Carnot groups [14].
Lemma 2.3 (A-harmonic approximation lemma). Let κ, K be positive constants. Then for any ε > 0 there exist δ = δ(n,N, κ, K , ε) ∈
(0,1] with the following property: for any bilinear form A on RnN which is elliptic in the sense of Legendre–Hadamard with ellipticity
constant κ and upper bound K , for any v ∈ HW 1,m(Bρ(x0), RN ) satisfying
∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣W (Xv)∣∣2 dx γ 2  1,
and ∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
A(Xv, Xϕ)dx γ δ sup
Bρ(x0)
|Xϕ|,
for all ϕ ∈ C10(Bρ(x0), RN ), there exists an A-harmonic function h satisfying:
∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣W (Xh)∣∣2 dx 1 and ∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣∣∣W
(
v − γ h
ρ
)∣∣∣∣
2
dx γ 2ε.
We point out that Föglein in [15] gave another version of A-harmonic approximation lemma. The following lemma is a
development of the result to constant coeﬃcients systems in Carnot groups by Shores in [23].
Lemma 2.4. Let h ∈ HW 1,m(Bρ(x0), RN ) be any A-harmonic function deﬁned in Bρ(x0). Then there exists Ca  1 such that
ρ sup
B ρ
2
(x0)
∣∣X2h∣∣+ sup
B ρ
2
(x0)
|Xh| Ca
∣∣Bρ(x0)∣∣−1G
∫
Bρ
|Xh|dx. (2.10)
Then we conclude the section with an algebraic fact can be retrieved again from [1].
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1
∫ 1
0 (μ
2 + |A + s( A˜ − A)|2)t ds
(μ2 + |A|2 + | A˜|2)t 
8
2t + 1 ,
for any A, A˜ ∈ RnN , not both zero if μ = 0.
3. A Caccioppoli second inequality
In order to prove the main result, our ﬁrst aim is to establish a suitable Caccioppoli inequality. That is:
Lemma 3.1 (Caccioppoli Second Inequality). Let u ∈ HW 1,m(Ω, RN ) ∩ L∞(Ω, RN )(1 < m < 2) be a weak solution of (1.1) with
supΩ |u| = M and 2aM < λ hold under natural growth conditions (E1)–(E4) (or (E4′)). Then for every x0 = (x10, . . . , xr0) ∈ Ω , u0 ∈
RN , p0 ∈ RnN , and arbitrary ρ with 0< ρ < min{1,dist(x0, ∂Ω)}, we have∫
Bρ/2(x0)
∣∣V (Xu − p0)∣∣2 dx Cc
[ ∫
Bρ(x0)
∣∣∣∣V
(
u − u0 − p0(x1 − x10)
ρ
)∣∣∣∣
2
dx+ G
]
,
for
G = ∣∣Bρ(x0)∣∣G[K (|u0| + |p0|)(1+ |p0|)m2 ]σ ρ2β + ∣∣Bρ(x0)∣∣G max{[a|p0|m + b]2, [a|p0|m + b] mm−1 }ρ2,
where σ = max{ 2mm−2β , m+2βm−1 } > 2 and the constant Cc = Cc(n,N,m, L, λ,M).
Proof. Let Bρ(x0) ⊂ Ω . Choose ρ/2 t < s ρ and a standard cut off function η ∈ C10(Bρ(x0), [0,1]) with η ≡ 1 on Bt(x0),
and which satisﬁes |∇η| 1s−t . For u0 ∈ RN and p0 ∈ RnN , let v = u−u0 − p0(x1 − x10) and deﬁne ϕ = ηv , and ψ = (1−η)v .
Then
Xϕ + Xψ = Xv = Xu − p0, (3.1)
and further there holds
|Xϕ|m  C(m)
(
|Xv|m +
∣∣∣∣ vs − t
∣∣∣∣
m)
; |Xψ |m  C(m)
(
|Xv|m +
∣∣∣∣ vs − t
∣∣∣∣
m)
. (3.2)
Using hypothesis (E2), from Lemma 2.5, and as the elementary inequality
1
3
(
1+ |b|2 + |a|2) 1+ |a|2 + |b − a|2  3(1+ |a|2 + |b|2), (3.3)
we can get
∫
Bs(x0)
[
Aαi (x,u, p0 + Xϕ) − Aαi (x,u, p0)
]
Xiϕ
α dx =
∫
Bs(x0)
1∫
0
∂ Aαi (x,u, p0 + θ Xϕ)
∂ P jβ
dθ X jϕ
β Xiϕ
α dx
 3m−22 λ
∫
Bs(x0)
(
1+ |p0|2 + |Xϕ|2
)m−2
2 |Xϕ|2 dx. (3.4)
A simple calculation yields
3
m−2
2 λ
∫
Bs(x0)
(
1+ |p0|2 + |Xϕ|2
)m−2
2 |Xϕ|2 dx
−
∫
Bs(x0)
1∫
0
∂ Aαi (x,u, Xu − θ Xψ)
∂ P jβ
dθ Xβψ
j Xiϕ
α dx
−
∫ [
Aαi (x,u, p0) − Aαi
(
x,u0 + p0
(
x1 − x10
)
, p0
)]
Xiϕ
α dxBs(x0)
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∫
Bs(x0)
[
Aαi
(
x,u0 + p0
(
x1 − x10
)
, p0
)− Aαi (x0,u0, p0)]Xiϕα dx+
∫
Bs(x0)
Bα(x,u, Xu)ϕα dx
 I + II + III + IV. (3.5)
By (E1), Lemma 2.5 and (3.3), there holds
I  C
∫
Bs(x0)
(
1+ |Xu|2 + |Xu − Xψ |2)m−22 |Xψ ||Xϕ|dx.
Noting that suppXψ ⊂ Bt\Bs and − 12 < m−22 < 0. One can take the domain Bs(x0) into Bs(x0) ∩ {|Xψ | > 1} ∩ {|Xϕ| > 1},
Bs(x0)∩ {|Xψ | > 1} ∩ {|Xϕ| 1}, Bs(x0)∩ {|Xψ | 1} ∩ {|Xϕ| > 1} and Bs(x0)∩ {|Xψ | 1} ∩ {|Xϕ| 1}, four parts, and then
by Young inequality and the estimations (2.8) and (2.9), thus there have
I  C1
( ∫
Bs(x0)\Bt (x0)
∣∣V (Xu − p0)∣∣2 dx+
∫
Bs(x0)
∣∣∣∣V
(
v
ρ
)∣∣∣∣
2
dx
)
. (3.6)
From the structure condition (E3) yields
II
∫
Bs(x0)
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 |v|β |Xϕ|dx.
Similarly as I , we split the domain of integration into four parts as following. And on the part Bs(x0) ∩ {|v/s| > 1} ∩
{|Xϕ| 1}, we see
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 |v|β |Xϕ|
 ε|Xϕ|2 + C(ε)|v/s|m + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 sβ] 2mm−2β
 εC
∣∣V (Xv)∣∣2 + C(ε)∣∣V (v/s)∣∣2 + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ] 2mm−2β s2β,
which on the set Bs(x0) ∩ {|v/s| 1} ∩ {|Xϕ| > 1}, there have
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 |v|β |Xϕ|
 ε|Xϕ|m + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 sβ] mm−1
 εC
∣∣V (Xv)∣∣2 + C(ε)∣∣V (v/s)∣∣2 + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ] mm−1 s2β,
and on the case Bs(x0) ∩ {|v/s| 1} ∩ {|Xϕ| 1}, one can get
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 |v|β |Xϕ|
 ε|Xϕ|2 + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 sβ]2
 εC
∣∣V (Xv)∣∣2 + C(ε)∣∣V (v/s)∣∣2 + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ]2s2β .
Finally, noting that supΩ |u| = M , then for the case Bs(x0) ∩ {|v/s| > 1} ∩ {|Xϕ| > 1}, there exists a constant 0 < 2(m−1)m+2β < 1
such that
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 |v|β |Xϕ|
 K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 (|v|β) 2(m−1)m+2β (2M + p0s) 2−m+2βm+2β |Xϕ|
 ε|Xϕ|m + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ] mm−1 |v| 2mβm+2β (2M + p0s) 2−m+2βm+2β · mm−1
 ε|Xϕ|m + C(ε)|v/s|m + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ]m+2βm−1 s2β(2M + p0s) 2−m+2βm−1
 ε
∣∣V (Xv)∣∣2 + C(ε)∣∣V (v/s)∣∣2 + C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ]m+2βm−1 (2M + p0s) 2−m+2βm−1 s2β .
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II Cε
∫
Bs(x0)
∣∣V (Xv)∣∣2 dx+ C(ε) ∫
Bs(x0)
∣∣V (v/s)∣∣2 dx
+ C(ε)[1+ (2M + p0s) 2−m+2βm−1 ][K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ]σ αnsn+2β,
for σ = max{2, mm−1 , m+2βm−1 , 2mm−2β }.
And noting that K  1, and that mm−1  2, and similarly as II, we see
III Cε
∫
Bs(x0)
∣∣V (Xv)∣∣2 dx+ C(ε) ∫
Bs(x0)
∣∣V (v/s)∣∣2 dx+ C(ε)[K (|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 +β] mm−1 αnsn+2β,
and for μ positive to be ﬁxed later we have,
IV =
∫
Bs(x0)
a|Xu|m∣∣u − u0 − p0(x1 − x10)∣∣ηdx+
∫
Bs(x0)
|v/s|(bsη)dx.
On the part {Bs(x0)} ∩ {|Xu − p0| 1} ∩ {|v/s| 1}, argue analogous as II and III, by Young’s inequality and (2.8) and (2.9),
we have
a|Xu|m∣∣u − u0 − p0(x1 − x10)∣∣η + |v/s|(bsη)
 a
[
(1+ μ)|Xu − p0|m +
(
1+ 1
μ
)
|p0|m
]∣∣u − u0 − p0(x1 − x10)∣∣η + εb2s2η2 + C(ε)|v/s|2
 a(1+ μ)(2M + |p0|s)∣∣V (Xv)∣∣2 + εa2
(
1+ 1
μ
)2
|p0|2ms2η2 + εb2s2η2 + C(ε)
∣∣V (v/s)∣∣2.
Similarly, on the part {Bs(x0)} ∩ {|Xu − p0| 1} ∩ {|v/s| 1}, we see
a|Xu|m∣∣u − u0 − p0(x1 − x10)∣∣η + |v/s|(bsη)
 a(1+ μ)(2M + |p0|s)∣∣V (Xv)∣∣2 + εs mm−1 η mm−1
[
b
m
m−1 + a mm−1
(
1+ 1
μ
) m
m−1
|p0| m
2
m−1
]
+ C(ε)∣∣V (v/s)∣∣2,
and on the part {Bs(x0)} ∩ {|Xu − p0| 1} ∩ {|v/s| 1},
a|Xu|m∣∣u − u0 − p0(x1 − x10)∣∣η + |v/s|(bsη)
 a(1+ μ)|Xu − p0|m|v|η +
[
a
(
1+ 1
μ
)
|p0|m + b
]
|v|η
 ε
∣∣V (Xv)∣∣2 + C(ε)(2M + |p0|s) 2(m−1)2−m (a(1+ μ)) 22−m ∣∣V (v/s)∣∣2 + ε
[
a
(
1+ 1
μ
)
|p0|m + b
]2
s2η2
+ C(ε)∣∣V (v/s)∣∣2,
and on the part {Bs(x0)} ∩ {|Xu − p0| 1} ∩ {|v/s| 1},
a|Xu|m∣∣u − u0 − p0(x1 − x10)∣∣η + |v/s|(bsη)
 ε
∣∣V (Xv)∣∣2 + C(ε)(2M + |p0|s) 2−2m+m22−m (a(1+ μ)) 22−m ∣∣V (v/s)∣∣2 + ε
[
a
(
1+ 1
μ
)
|p0|m + b
] m
m−1
s
m
m−1 η
m
m−1
+ C(ε)∣∣V (v/s)∣∣2.
Combining these estimates in IV , and noting that mm−1 > 2 and s 1, η 1, we have
IV  C(ε,M,a)
∫
Bs(x0)
∣∣V (Xv)∣∣2 dx+ C(ε,M,m,a) ∫
Bs(x0)
∣∣V (v/s)∣∣2 dx
+max
{[
a
(
1+ 1
)
|p0|m + b
]2
,
[
a
(
1+ 1
)
|p0|m + b
] m
m−1}
αns
n+2.μ μ
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λ
(
1+ |p0|2 + |Xϕ|2
)m−2
2 |Xϕ|2 = λ(1+ |p0|2 + |Xv|2)m−22 |Xv|2
 C(m)λ
(
1+ |p0|2 + |Xu|2
)m−2
2 |Xu − p0|2
 C(n,N,m, λ)
∣∣V (Xu) − V (p0)∣∣2
 C(n,N,m, λ,M)
∣∣V (Xv)∣∣2.
Using this in (3.5) together with the estimates I , II, III and IV we ﬁnally arrive at
C1
∫
Bt (x0)
∣∣V (Xv)∣∣2 dx C2
∫
Bs(x0)\Bt (x0)
(∣∣V (Xv)∣∣2 + ∣∣∣∣V
(
v
s − t
)∣∣∣∣
2)
dx+ C3
∫
Bs(x0)
∣∣∣∣V
(
v
s − t
)∣∣∣∣
2
dx
+ C4
[
K
(|u0| + ∣∣x1 − x10∣∣|p0|)(1+ |p0|)m2 ]σ αnsn+2β
+ C5 max
{[
a
(
1+ 1
μ
)
|p0|m + b
]2
,
[
a
(
1+ 1
μ
)
|p0|m + b
] m
m−1}
αns
n+2.
This completes the proof of Lemma 3.1. 
4. The proof of the Main Theorem
In this section we proceed to the proof of the partial regularity result, and hence consider u ∈ HW 1,m(Ω, RN ) ∩
L∞(Ω, RN ) (1 <m < 2) to be a weak solution of (1.1). Then we have
Lemma 4.1. Consider ρ < 1 and ϕ ∈ C∞0 (Bρ(x0), RN ) with supBρ (x0) |Xϕ|  1. Further ﬁxed p0 in RnN and set u0 = ux0,ρ =
|Bρ(x0)|−1G
∫
Bρ(x0)
u dx and Φ(x0,ρ, p0)  1. Then for the weak solution u ∈ HW 1,m(Ω, RN ) ∩ L∞(Ω, RN ) (1 < m < 2) to the
systems (1.1) with supΩ |u| = M and 2aM < λ hold, there holds∫
Bρ(x0)
[
∂ Aαi
∂p jβ
(x0,u0, p0)(Xu − p0)
]
· Xiϕα dx
 Ce
∣∣Bρ(x0)∣∣G[ω 12 (|p0|,Φ 12 (x0,ρ, p0))Φ 12 (x0,ρ, p0) + Φ(x0,ρ, p0) + ρβH(|p0|)] sup
Bρ(x0)
|Xϕ|,
for Ce = Ce(Cp,N,n, L) and where we deﬁne
Φ(x0,ρ, p0) = |Bρ(x0)|−1G
∫
Bρ(x0)
∣∣V (Xu) − V (p0)∣∣2 dx,
H(t) = [K˜ (M + t)(1+ M + t)m2 ]σ˜ ,
for σ˜ = max
{
σ ,
2m
m − 1
}
and K˜ (M + t) = max{K (M + t),a,b,a2,b2,a mm−1 ,b mm−1 }.
Proof. We assume initially that supBρ(x0) |Xϕ| 1. Applying the deﬁnition of the weak solution of (1.1), for 0  t  1, we
deduce
∫
Bρ(x0)
[ 1∫
0
∂ Aαi
∂p jβ
(
x0,u0, p0 + t(Xu − p0)
)
dt(Xu − p0)
]
· Xiϕα dx
=
∫
Bρ(x0)
(
Aαi (x0,u0, Xu) − Aαi (x0,u0, p0)
) · Xiϕα dx
=
∫
B (x )
(
Aαi (x0,u0, Xu) − Aαi (x,u, Xu)
) · Xiϕα dx+
∫
B (x )
Bα(x,u, Xu) · ϕα dx. (4.1)
ρ 0 ρ 0
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Bρ(x0)
[
∂ Aαi
∂p jβ
(x0,u0, p0)(Xu − p0)
]
· Xiϕα dx
=
∫
Bρ(x0)
[ 1∫
0
∂ Aαi
∂p jβ
(x0,u0, p0)dt(Xu − p0)
]
· Xαϕ idx
=
∫
Bρ(x0)
[ 1∫
0
(
∂ Aαi
∂p jβ
(x0,u0, p0) − ∂ A
α
i
∂p jβ
(
x0,u0, p0 + t(Xu − p0)
))
dt(Xu − p0)
]
· Xiϕα dx
+
∫
Bρ(x0)
[
Aαi (x0,u0, Xu) − Aαi
(
x,u0 + p0
(
x1 − x10
)
, Xu
)] · Xiϕα dx
+
∫
Bρ(x0)
[
Aαi
(
x,u0 + p0
(
x1 − x10
)
, Xu
)− Aαi (x,u, Xu)] · Xiϕα dx
+
∫
Bρ(x0)
Bi(x,u, Xu) · ϕα dx
= I + II + III + IV. (4.2)
Using (E1) and (1.2) and let s1 = Bρ(x0) ∩ {|Xu − p0| 1}, s2 = Bρ(x0) ∩ {|Xu − p0| > 1}, we can derive
I 
∫
Bρ(x0)
1∫
0
[
L
(
1+ |p0|2
)m−2
2 + L(1+ ∣∣p0 + t(Xu − p0)∣∣2)m−22 ] 12
· [L(1+ |p0|2 + ∣∣p0 + t(Xu − p0)∣∣2)m−22 ω(|p0|, ∣∣t(Xu − p0)∣∣)] 12 dt |Xu − p0| sup
Bρ(x0)
|Xϕ|dx
 C
∫
s1
ω
1
2
(|p0|, |Xu − p0|)|Xu − p0| sup
Bρ(x0)
|Xϕ|dx
+ C
∫
s2
ω
1
2
(|p0|, |Xu − p0|)|Xu − p0|m2 sup
Bρ(x0)
|Xϕ|dx.
Noting that the estimates (2.8) and (2.9), using ﬁrst Hölder’s inequality and then Jensen’s inequality:
I  C
∣∣Bρ(x0)∣∣GΦ 12 (x0,ρ, p0)ω 12 (|p0|,Φ 12 (x0,ρ, p0)), (4.3)
here we have used Φ
1
m (x0,ρ, p0)Φ
1
2 (x0,ρ, p0) for Φ(x0,ρ, p0) 1.
By (E3), Young inequality, (2.8), (2.9), and noting that the function K monotone nondecreasing and K (M + |p0|) 1 and
that ρ  1, we can estimate II as following
II
∣∣Bρ(x0)∣∣G K (M + |p0|)ρβ(1+ |p0|)β+m2 ρβ sup
Bρ(x0)
|Xϕ| + ∣∣Bρ(x0)∣∣G[K (M + |p0|)(1+ |p0|)β]2ρ2β sup
Bρ(x0)
|Xϕ|
+ ∣∣Bρ(x0)∣∣GΦ(x0,ρ, p0) sup
Bρ(x0)
|Xϕ| + ∣∣Bρ(x0)∣∣G[K (M + |p0|)(1+ |p0|)β] 44−m ρ 4β4−m sup
Bρ(x0)
|Xϕ|

∣∣Bρ(x0)∣∣GΦ(x0,ρ, p0) sup
Bρ(x0)
|Xϕ| + 2∣∣Bρ(x0)∣∣G[K (M + |p0|)(1+ |p0|)β+m2 ]σ ρβ sup
Bρ(x0)
|Xϕ|, (4.4)
for 1 < 44−m  2 < σ .
Similarly as (3.6), to estimate III, one can divide the domain Bρ(x0) as previous. On the set Bρ(x0)∩{|v/ρ| > 1}∩ {|Xu−
p0| 1}, by (2.4) with q = 2, we get for 2  σ , that2−β
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(|u0| + |p0|)(1+ |Xu|)m2 |v|β
 2εC |Xu − p0|2 + C(ε)
[
K
(
M + |p0|
)(
1+ |p0|
)m
2
] 2
2−β ρ
2β
2−β + C(ε)[K (M + |p0|)] 22−β ρ 2β2−β
 2εC
∣∣V (Xu − p0)∣∣2 + 2C(ε)[K (M + |p0|)(1+ |p0|)m2 ]σ ρβ,
while on the part Bρ(x0) ∩ {|v/ρ| 1} ∩ {|Xu − p0| > 1} and noting that 1 < 22−β < 2 < σ ,
K
(|u0| + |p0|)(1+ |Xu|)m2 |v|β  K (M + |p0|)(1+ |p0|)m2 ρβ + ε|Xu − p0|m + C(ε)[K (M + |p0|)]2ρ2β
 εC
∣∣V (Xu − p0)∣∣2 + C(ε)[K (M + |p0|)(1+ |p0|)m2 ]σ ρβ.
On Bρ(x0) ∩ {|v/ρ| 1} ∩ {|Xu − p0| 1},
K
(|u0| + |p0|)(1+ |Xu|)m2 |v|β  2K (M + |p0|)(1+ |p0|)m2 ρβ.
Finally, on the case Bρ(x0)∩ {|v/ρ| > 1} ∩ {|Xu− p0| > 1}, by (2.4) with q =m, there exists a constant 0 < mm+β < 1 such
that
K
(|u0| + |p0|)(1+ |Xu|)m2 |v|β
 C(ε)|Xu − p0|m + C(ε)
[
K
(
M + |p0|
)(
1+ |p0|
)m
2
]m+β
m
(
2M + |p0|ρ
) β2
m ρβ
+ C(ε)[K (M + |p0|)] 2(m+β)m−β (2M + |p0|ρ) β2m−β ρ 2mβm−β
 C(ε)
∣∣V (Xu − p0)∣∣2 + C(ε,n,N)[K (M + |p0|)(1+ M + |p0|)m2 ]σ ρβ,
for 1 < 2(m+β)m−β + β
2
m−β <
2m
m−2β  σ .
Whereas, by Lemma 2.2 yields,
III C(ε)
∫
Bρ(x0)
∣∣V (Xu) − V (p0)∣∣2 sup
Bρ(x0)
|Xϕ|dx
+ C(ε,n,N)∣∣Bρ(x0)∣∣G[K (M + |p0|)(1+ M + |p0|)m2 ]σ ρβ sup
Bρ(x0)
|Xϕ|, (4.5)
where σ is deﬁned in Lemma 3.1.
Noting that supBρ (x0) |ϕ| ρ  1, and by Young’s inequality, we see
IV  C
∫
Bρ(x0)
(
a|Xu|m + b)|ϕ|dx
 C
∫
Bρ(x0)
a|Xu − p0|m|ϕ|dx+ C
∫
Bρ(x0)
(
b + |p0|m
)
ρdx. (4.6)
On D1 = {Bρ(x0) ∩ {|Xu − p0| > 1}}, by (2.9) and Young’s inequality
(4.6) C
∫
D1
a
∣∣V (Xu) − V (p0)∣∣2 dx+ C ∣∣Bρ(x0)∣∣G(b + |p0|m)ρ.
On the other hand, on D2 = {Bρ(x0) ∩ {|Xu − p0| 1}}, using (2.8) and Young’s inequality, we have |Xu − p0|m  |Xu −
p0|2 + 1 |V (Xu) − V (p0)|2 + 1. Thus
(4.6) C
∫
D2
a
∣∣V (Xu) − V (p0)∣∣2 dx+ C ∣∣Bρ(x0)∣∣G(a + b + |p0|m)ρ.
Combining these estimates and noting that the deﬁnition of H(t), we derive
IV  C
∫
B (x )
∣∣V (Xu) − V (p0)∣∣2 dx+ C ∣∣Bρ(x0)∣∣G H(|p0|)ρ. (4.7)
ρ 0
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ately. 
We next establish an initial excess-improvement estimate, assuming that the excess Φ(ρ) is initially suﬃcient small. We
also deﬁne Γ (ρ) =√Φ(ρ) + 4δ−2H2ρ2β , w(x) = u(x) − (ux0,ρ − γ h(x0)) − (Xu)x0,ρ(x1 − x10) and γ = C6CeΓ (ρ), where C6
stands for the constants C(m,M) form Lemma 2.2(vi). The precise statement is:
Lemma 4.2. (Excess-improvement) Consider weak solution u ∈ HW 1,m(Ω, RN ) ∩ L∞(Ω, RN ) (1 <m < 2) satisfying the conditions
of Theorem 1.1 and β ﬁxed in (E3). Then we can ﬁnd positive constants Ci , Ck and δ, and θ ∈ (0, 14 ] (with Ci depends only on n, N, m,
λ and L and with Ck, δ and θ depending only on these quantities as well as β) such that the smallness condition ρ ∈ (0,ρ]:
2
√
2Caγ  1,
ω
1
2
(∣∣(Xu)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 ,∣∣(Xu)x0,ρ ∣∣ M1, for given constant 0 M1 < ∞,
2Ciρ
βH
(
1+ ∣∣(Xu)x0,ρ ∣∣) δ2 ,
CeCaΦ(ρ) 1,
together imply the growth condition
Φ(θρ) θ2β
[
Φ(ρ) + Ckρ2βH2
(
1+ ∣∣(Xu)x0,ρ ∣∣)].
Here we use the abbreviate: Φ(ρ) = Φ(x0,ρ, (Xu)x0,ρ).
Proof. For ε > 0 to be determined later, we take δ = δ(n,N, λ,Λ,ε) ∈ (0,1) to be corresponding constant from the A-
harmonic approximation lemma and set
w(x) = u(x) − (ux0,ρ − γ h(x0))− (Xu)x0,ρ(x1 − x10),
Γ (ρ) =
√
Φ(ρ) + 4δ−2H2ρ2β, γ = C6CeΓ (ρ).
Where C6 stands for the constant C(m,M) from Lemma 2.2(vi).
Then, from (2.7) and Lemma 2.2(vi):∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣W (Xw)∣∣2 dx ∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣V (Xw)∣∣2 dx C6Φ(ρ) γ 2. (4.8)
And by Lemma 4.1 and the smallness condition
ω
1
2
(∣∣(Xu)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) δ2 .
We can deduce:∣∣∣∣∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
[
∂ Aαi
∂p jβ
(
x0,ux0,ρ , (Xu)x0,ρ
)
Xw
]
· Xiϕα dx
∣∣∣∣
 γ ω
1
2 (|(Xu)x0,ρ |,Φ
1
2 (ρ))Φ
1
2 (ρ) + Φ(ρ) + ρβH(|(Xu)x0,ρ |)
C1Γ (ρ)
sup
Bρ(x0)
|Xϕ|
 γ
[
ω
1
2
(∣∣(Xu)x0,ρ ∣∣,Φ 12 (ρ))+ Φ 12 (ρ) + δ2
]
sup
Bρ(x0)
|Xϕ|
 γ δ sup
Bρ(x0)
|Xϕ|. (4.9)
Inequality (4.8) and (4.9) fulﬁll with the condition of A-harmonic approximation lemma, which allow us to apply
Lemma 2.3. Therefore we can ﬁnd a function h ∈ HW 1,m(Bρ(x0), RN ) which is ∂ A
α
i
∂p jβ
(x0,ux0,ρ , (Xu)x0,ρ)-harmonic such that
∣∣Bρ(x0)∣∣−1G
∫
B (x )
∣∣W (Xh)∣∣2 dx 1 and ∣∣Bρ(x0)∣∣−1G
∫
B (x )
∣∣∣∣W
(
w − γ h
ρ
)∣∣∣∣
2
dx γ 2ε. (4.10)
ρ 0 ρ 0
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Φ(θρ) C
∣∣Bθρ(x0)∣∣−1G
∫
Bθρ (x0)
∣∣V (Xu − (Xu)x0,θρ)∣∣2 dx
 C
∣∣Bθρ(x0)∣∣−1G
∫
Bθρ (x0)
∣∣V (Xu − (Xu)x0,ρ − γ Xh(x0))∣∣2 dx
+ C ∣∣V ((Xu)x0,θρ − (Xu)x0,ρ − γ Xh(x0))∣∣2, (4.11)
where the constant C depends only on n,N and m.
We proceed to estimate the right-hand side of (4.11). Decomposing Bθρ(x0) into the set with |Xu − (Xu)x0,ρ −
γ Xh(x0)| 1 and that with |Xu − (Xu)x0,ρ − γ Xh(x0)| > 1, that using Lemma 2.2(i) and Hölder inequality we obtain:
∣∣(Xu)x0,θρ − (Xu)x0,ρ − γ Xh(x0)∣∣ ∣∣Bθρ(x0)∣∣−1G
∫
Bθρ (x0)
∣∣Xu − (Xu)x0,ρ − γ Xh(x0)∣∣dx = √2(I 12 + I 1m ), (4.12)
where we have abbreviated:
I = ∣∣Bθρ(x0)∣∣−1G
∫
Bθρ (x0)
∣∣V (Xu − (Xu)x0,ρ − γ Xh(x0))∣∣2 dx.
Now, since |V (A)| = V (|A|) and t → V (t) is monotone increasing, we deduce from (4.11), also using Lemma 2.2(i) and
(ii), that there holds:
Φ(θρ) C
(
I + V 2(I 12 + I 1m )) C(I + I 2m ), (4.13)
where C depends only on n,N and m. Therefore it remains for us to estimate the quantity I . By considering the cases
|Xh| 1 and |Xh| > 1 separate and keeping in mind (4.10), we have (using Lemma 2.2(i)):
∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
|Xh|dx 2√2. (4.14)
Using the assumption |(Xu)x0,ρ | M1 and Lemma 2.4, this shows:
∣∣(Xu)x0,ρ ∣∣+ γ ∣∣Xh(x0)∣∣ M1 + γ ∣∣Xh(x0)∣∣ M1 + γ Ca∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
|Xh|dx
 M1 + 2
√
2γ Ca  M1 + 1. (4.15)
Lemma 3.1 applied on Bθρ(x0) with ux0,ρ , respectively (Xu)x0,ρ + γ Xh(x0), instead of u0, respectively p0; note that the
constant Cc depends only on n,N,m, L, λ,M:
I  Cc
[∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣∣∣V
(
u − ux0,ρ − ((Xu)x0,ρ + γ Xh(x0))(x1 − x10)
2θρ
)∣∣∣∣
2
dx+ G
]
, (4.16)
for
G = [K (|ux0,ρ | + ∣∣(Xu)x0,ρ + γ Xh(x0)∣∣)(1+ ∣∣(Xu)x0,ρ + γ Xh(x0)∣∣)m2 ]σ (2θρ)2β
+max{[a∣∣(Xu)x0,ρ + γ Xh(x0)∣∣m + b]2, [a∣∣(Xu)x0,ρ + γ Xh(x0)∣∣m + b] mm−1 }(2θρ)2. (4.17)
By Lemma 2.2(iii), yield
∣∣B2θρ(x0)∣∣−1G
∫
B (x )
∣∣∣∣V
(
u − ux0,ρ − ((Xu)x0,ρ + γ Xh(x0))(x1 − x10)
2θρ
)∣∣∣∣
2
dx2θρ 0
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∣∣B2θρ(x0)∣∣−1G
×
∫
B2θρ (x0)
∣∣∣∣V
(
u − (ux0,ρ − γ h(x0)) − (Xu)x0,ρ(x1 − x10) − γ h(x) + γ h(x) − γ h(x0) − γ Xh(x0)(x1 − x10)
2θρ
)∣∣∣∣
2
dx
 C
[∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
(∣∣∣∣V
(
w − γ h(x)
2θρ
)∣∣∣∣
2
+
∣∣∣∣V
(
γ
h − h0 − Xh(x0)(x1 − x10)
2θρ
)∣∣∣∣
2)
dx
]
, (4.18)
where the constant C is given by C(m)Cc . To estimate the right-hand side of (4.16) we use (2.7), Lemma 2.2(ii) (note that
1
2θ  1) and (4.10) to infer:
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣∣∣V
(
w − γ h
2θρ
)∣∣∣∣
2
dx C(m)
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣∣∣W
(
w − γ h
2θρ
)∣∣∣∣
2
dx
 C(m)(2θ)−n−2
∣∣Bρ(x0)∣∣−1G
∫
Bρ(x0)
∣∣∣∣W
(
w − γ h
ρ
)∣∣∣∣
2
dx
 C(m)2−n−2θ−n−2γ 2ε. (4.19)
Using Lemma 2.2(i) and (2.4) to h on B2θρ(x0), Lemma 2.4 and (4.14), we obtain
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣∣∣V
(
γ
h − h0 − Xh(x0)(x1 − x10)
2θρ
)∣∣∣∣
2
dx
 γ 2
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣∣∣h − h0 − Xh(x0)(x1 − x10)2θρ
∣∣∣∣
2
dx
 γ 2CP
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣Xh(x) − Xh(x0)∣∣2 dx
 γ 2(2θρ)2C2P
∣∣B2θρ(x0)∣∣−1G
∫
B2θρ (x0)
∣∣X2h(x)∣∣2 dx
 8C2a θ2γ 2. (4.20)
By the smallness condition 2
√
2Caγ  1 and (4.15) together with the deﬁnition of H yield[
K
(|ux0,ρ | + ∣∣(Xu)x0,ρ + γ Xh(x0)∣∣)(1+ ∣∣(Xu)x0,ρ + γ Xh(x0)∣∣)m2 ]σ (2θρ)2β
 H
(
1+ ∣∣(Xu)x0,ρ ∣∣)(2θρ)2β, (4.21)
and
max
{[
a
∣∣(Xu)x0,ρ + γ Xh(x0)∣∣m + b]2, [a∣∣(Xu)x0,ρ + γ Xh(x0)∣∣m + b] mm−1 }(2θρ)2
 H
(
1+ ∣∣(Xu)x0,ρ ∣∣)(2θρ)2β . (4.22)
Combining all the above estimates with (4.16), and let ε = θn+4 for θ ∈ (0, 14 ], we get
I  Ci
[
θ2γ 2 + H(1+ ∣∣(Xu)x0,ρ ∣∣)(2θρ)2β], (4.23)
where the constant Ci depends only on n,N, L,m, λ,M and θ (the dependency from θ occurs due to the fact that δ depends
on θ ). Choose θ ∈ (0, 14 ) suitable such that Ciθ2  θ2β , and inserting this into (4.13) we easily ﬁnd (recalling also that
Φ(ρ) 1):
Φ(θρ) θ2β
[
Φ(ρ) + CkH2
(
1+ ∣∣(Xu)x0,ρ ∣∣)ρ2β],
where the constant Ck have the same dependencies as Ci .
The regularity result then follows from the fact that this excess-decay estimate for any x in a neighborhood of x0. From
this estimate we conclude by Lemma 2.1 that V (Xu) has the modulus of continuity ρ → Φ(x0,ρ) by a constant times ρ2β .
By Lemma 2.2(iv) this modulus of continuity carries over to Xu. 
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