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Résumé
Afin de réduire leur impact écologique et permettre leur construction dans des zones ayant
un réseau électrique peu fiable, la conception de centres de données alimentés par des sources
d’énergies renouvelables (EnR) sur site est étudiée depuis quelques années. Le principal obs-
tacle est lié au caractère intermittent des EnR, nécessitant le stockage de l’excès de production
et la planification de la consommation pour optimiser l’utilisation de cette énergie. Nous pro-
posons l’abstraction d’un tel centre de données en deux systèmes indépendants : un produc-
teur gère l’infrastructure électrique et un consommateur est lié à l’utilisation des serveurs. Un
module de négociation coordonne ces deux systèmes. Les objectifs de chaque système étant dif-
férents, nous proposons une approche multiobjectif, basée sur l’algorithme génétique SPEA2.
Les calculs de planification des infrastructures électriques et informatiques étant coûteux, nous
avons mis en place et évalué un système d’estimation de la qualité des planifications.
Mots-clés : centre de données, négociation, multiobjectif, énergies renouvelables
1. Introduction
L’impact écologique est au cœur des préoccupations actuelles concernant les technologies in-
formatiques. Les centres de données prenant de l’ampleur via l’utilisation toujours plus im-
portante de plateformes en ligne et l’usage croissant du cloud computing font l’objet depuis
plusieurs années de travaux visant à réduire leur consommation énergétique. Le risque d’aug-
mentation du prix des énergies fossiles et la réduction du coût des sources d’énergies renouve-
lables (EnR) ces dernières années [9] participent également à l’intérêt scientifique et industriel
de l’utilisation d’EnR dans les infrastructures informatiques [13, 18].
Tous les travaux étudiant l’intégration d’EnR dans les centres de données cherchent à répondre
au caractère intermittent des EnR. Une partie exploite l’idée de distribution géographique de
centres de données, afin de faire varier la charge de chaque emplacement suivant la produc-
tion locale [15, 17]. D’autres approches, se focalisant sur un seul centre de données disposant
d’EnR sur site, cherchent à rapprocher la consommation au cours du temps de la production
renouvelable [11, 19, 20].
Dans la continuité de nos travaux précédents [12], l’approche proposée correspond à la se-
conde catégorie et se distingue des approches existantes en séparant la gestion de l’infrastruc-
ture électrique de celle des ressources informatiques, chacune étant perçue comme une boîte
noire. Le but est d’obtenir, avec un minimum de sollicitations des systèmes de décision des in-
frastructures électrique et informatique, un ensemble de solutions représentant les meilleurs
compromis entre la qualité de service et l’impact environnemental au cours d’une période de
temps à venir.
Une description de l’infrastructure considérée et du problème sont présentés en section 2. Le
cœur de notre approche est décrit en section 3, la méthodologie utilisée pour valider notre ap-
proche en section 4, les résultats en section 5. Enfin, conclusion et perspectives sont en section 6.
2. Négociation de profils de puissance
Le modèle de centre de données considéré au long article est composé de trois entités :
— PDM (Power Decision Module) : la boîte noire de gestion de l’infrastructure électrique
(sources renouvelables, éléments de stockage, connexion au réseau électrique)
— ITDM (IT Decision Module) : la boîte noire de gestion de l’infrastructure informatique
(contrôle de l’état d’alimentation des serveurs, placement des tâches)
— le module de négociation, servant d’intermédiaire entre les deux modules de décision en
cherchant des compromis de production et de consommation
À partir de ses informations internes (prévision météorologiques ou état des batteries pour le
PDM), le module est capable d’évaluer des scénarios de production (PDM) ou de consomma-
tion (ITDM) d’électricité au cours d’une prochaine fenêtre temporelle. Ces scénarios sont repré-
sentés sous forme de profils de puissance (série temporelle représentant la puissance électrique
moyenne à chaque pas de temps). Un module de décision est modélisé comme une fonction
associant une utilité à un profil de puissance, f : RT → R, avec T le nombre de pas de temps de
la fenêtre.
L’évaluation d’un profil de puissance par un module de décision permet à ce dernier d’y asso-
cier une valeur d’utilité représentant son intérêt propre pour le profil donné indépendamment
des considérations de l’autre module de décision. La méthode de calcul de cette valeur d’utilité
est inconnue pour les autres entités. La complexité des infrastructures électriques et informa-
tiques, ainsi que des techniques d’optimisations telles que l’ordonnancement de tâches rend
cependant coûteux en temps et en puissance de calcul l’évaluation de l’utilité d’un profil par
les modules de décision. Le problème du choix d’un profil de puissance à suivre durant la
prochaine fenêtre temporelle est un problème multiobjectif. La plupart des travaux étudient sa
réduction en un problème mono-objectif (somme pondérée d’objectifs, optimisation d’un ob-
jectif sous contrainte...). Au contraire, l’approche présentée ici se focalise sur l’obtention d’un
ensemble de compromis possibles, au sens d’approximation du front de Pareto et conserve ainsi
la dimension multiobjectif.
Le module de négotiation fait le lien entre les deux boîtes noires (ITDM et PDM) pour trouver
des profils de puissance électrique ayant de bonnes utilités des deux cotés. Son but est d’être
en mesure d’obtenir une approximation du front de Pareto de bonne qualité en limitant les
évaluations coûteuses. SPEA2 [25], un algorithme génétique multiobjectif connu de la littéra-
ture [8, 24] a été choisi comme base du module de négociation. L’obtention des objectifs d’un
individu est effectuée en demandant aux modules de décision d’évaluer l’utilité du profil de
puissance qu’il encode.
3. Approximation des fonctions d’utilité
3.1. Approximation par transformée de Haar multirésolution
L’évaluation coûteuse des individus est un problème commun des algorithmes évolutionnistes
appliqués à des problèmes réels. L’une des stratégies étudiées pour réduire le coût total est
l’utilisation d’une approximation rapide [4, 16] de la fonction objectif cible, qui peut être obte-
nue via une régression de la fonction réelle par exemple. Cette dernière n’est alors utilisée que
lorsque l’approximation d’un individu permet d’espérer un bon résultat.
Dans le cadre du problème présenté ici, on cherche une approximation d’une fonction boîte
noire inconnue à priori. L’approximation doit donc être faite en ligne, au fur et à mesure que
des profils de puissance sont évalués. Un profil de puissance est défini dans un espace à grande
dimension (RT ), mais est aussi une série temporelle. Bien que certains travaux se concentrent sur
l’approximation de fonctions définies dans des espaces à grande dimensions [21], aucun à notre
connaissance n’adresse le cas particulier de fonctions définies pour des séries temporelles.
Nous proposons une nouvelle méthode d’approximation adaptée au cas de l’évaluation de
série temporelles, basée sur la transformation en ondelettes de Haar [22]. Les transformations
en ondelettes sont utilisées dans l’analyse de séries temporelles, pour du calcul de similarité,
de partitionnement ou d’indexation [2, 5].
La transformation d’une série de N = 2k valeurs en ondelettes de Haar permet d’obtenir une
nouvelle série de même taille représentant les coefficients de l’ondelette pour différentes fré-
quences et décalages. Ces coefficients peuvent également être groupés par séquence [22], chaque
séquence contenant les coefficients pour une fréquence donnée. On obtient alors k+ 1 groupes
H0, . . . , Hk. Le premier, H0, contient un seul élément donnant une information sur la moyenne
de la série d’origine. La taille des autres séquencesHi (avec i ∈ [1, k]) est donnée par |Hi| = 2i−1.
Chaque séquenceHi contient des informations sur la série d’origine avec une précision tempo-
relle deux fois plus importante que la séquence Hi−1.
SoitX, Y deux profils de tailleN = 2k. On note HCi(X) la concaténation des séquencesH0, . . . , Hi
de la transformée de Haar de X et hdisti(X, Y) la distance euclidienne entre HCi(X) et HCi(Y).
La transformation conserve les distances euclidiennes (dist(X, Y) = hdistk(X, Y)) [6], et une dis-
tance partielle donne une borne inférieure de la distance réelle (dist(X, Y) ≥ hdisti(X, Y)).
L’approche que nous proposons utilise ces propriétés pour approximer l’utilité d’un nouveau
profil à partir des profils les plus proches dont l’utilité est connue (l’ensemble des solutions
évaluées via les modules de décision depuis le début de l’optimisation). Les profils connus sont
progressivement filtrés en fonction de leur distance hdisti avec le profil cible, en incrémentant
i. Seuls ceux dont la distance est inférieure à une valeur r fixée sont conservés pour l’itération
suivante. Le processus s’arrête pour la dernière valeur de i pour laquelle plus de θ profils sont
conservés. L’utilité du profil cible est approximée via la moyenne des utilités associées aux
profils proches, pondérée par leur proximité avec la cible (r − hdisti(target, p)). Si aucun profil
n’est proche, l’approximation est considérée comme impossible à effectuer avec les données
connues et aucune valeur n’est retournée.
Le raffinement de l’ensemble des profils connus pris en compte est effectué d’abord à partir
des caractéristiques liées aux fréquences les plus basses, avant de considérer les variations de
fréquences de plus en plus élevées. Ainsi, cette approche fournit une approximation grossière
avec très peu de profils connus et améliore la précision des approximations avec de nombreux
profils similaires connus.
3.2. Adaptation de SPEA2 pour l’approximation
L’intégration initiale de l’approximation d’utilité dans l’algorithme génétique SPEA2 a été réa-
lisée de manière naïve, en utilisant une notion de durée de vie d’une approximation. Lorsqu’un
nouvel individu doit être évalué pour chacun des objectifs, l’évaluation est substituée par la
fonction d’approximation. Dans ce cas, la durée de vie de l’approximation est fixée à une valeur
initiale lfinit. Si la fonction d’approximation échoue, la valeur réelle est obtenue par interroga-
tion directe du module de décision (évaluation). À chaque fois qu’une évaluation est effectuée,
le profil évalué est ajouté aux solutions connues de la fonction d’approximation, associé à sa va-
leur d’utilité réelle. Au début de chaque génération, la durée de vie est décrémentée pour tous
les individus. Si cette dernière atteint 0, les valeurs des objectifs sont évaluées par les modules
de décision.
Bien que fonctionnelle, cette intégration initiale introduit deux nouvelles faiblesses dans SPEA2
tel que présenté par Zitzler et al. [25] : 1)certaines solutions de bonnes qualités et dont les utili-
tés ont été évaluées peuvent être éliminées par des solutions approximées semblant meilleures
mais en réalité mauvaises ; 2)lorsque la condition d’arrêt est atteinte, l’algorithme ne peut pas
garantir le nombre de solutions obtenues après retrait des solutions approximées Ainsi, nous
proposons une version modifiée de l’algorithme génétique nommée USPEA2 (pour Uncertain
Strengh Pareto Evolutionary Algorithm) utilisant une seconde archive d’individus, de taille iden-
tique à celle de l’algorithme original. Cette archive certaine ne peut contenir que des solutions
évaluées. À la fin de chaque génération, les solutions certaines de la nouvelle descendance et
des deux archives sont évalués par l’algorithme de sélection de SPEA2 et le résultat est assigné
à l’archive certaine pour la prochaine génération. Les individus des deux archives sont utilisées
à la fois dans le processus de sélection de l’archive standard et dans le processus de création de
la descendance (après suppression d’éventuels individus dupliqués).
4. Méthodologie et validation
4.1. Modèle simplifié
La validation de la méthode d’approximation et les modifications apportées à SPEA2 est réali-
sée grâce à unmodèle simplifié de centre de données alimenté avec des EnR visant à reproduire
les caractéristiques principales d’un modèle plus complexe de centre de données et permettre
le calcul des solutions optimales en un temps raisonnable afin de s’y comparer.
L’ensemble dumodèle décrit le centre de données et ses sources électriques pour une fenêtre de
T pas de temps d’une durée δ chacun. Les modules de décision sont implémentés en calculant,
pour un profil de puissance donné, une répartition des ressources informatiques (ITDM) ou
électriques (PDM) respectant ce profil et maximisant leurs utilités respectives.
L’infrastructure informatique estmodélisée par un ensemble deMmachines identiques, consom-
mant pmachine chacune en activité et considérées éteintes si inutilisées. La charge de travail est
une charge fluide, pouvant être répartie au long de la fenêtre temporelle. L’unité minimale
d’exécution consiste en une machine entière durant un pas de temps. Sa masse totaleW est ex-
primée en temps nécessaire pour son exécution sur une unique machine. En plus de ces tâches,
un nombre arbitraire de tâches supplémentaires de faible priorité peuvent être exécutées sans
bénéfice, afin d’absorber un pic de production.
Pour un placement de tâches donné, l’utilité, correspondant à une mesure de qualité de ser-
vice, dépend principalement de la masse de la charge principale exécutée dans la fenêtre. Un
supplément est attribué pour l’exécution précoce de tâches. En notant wt le nombre de tâches
exécutées durant le pas t, l’utilité de l’ITDM est donnée par : uitdm =
∑T−1




L’infrastructure électrique est composée de sources renouvelables, de batteries et d’une connexion
au réseau électrique permettant l’achat et la vente d’énergie. L’utilité de la partie électrique cor-
respond à l’émission de gaz à effet de serre (GES) nécessaire pour fournir un profil de puissance
donné, calculée en équivalent CO2. La prédiction de production de l’ensemble des sources re-
nouvelables pour un moment t dans la fenêtre est donnée par rt. L’infrastructure étant suppo-
sée déjà construite, l’utilisation de tout ou partie de l’énergie renouvelable disponible ne cause
pas l’émission supplémentaire de GES et n’impacte donc pas l’utilité d’un profil.
Les batteries sont caractérisées par une capacité maximale batmax et une charge initiale batinit.
Leur charge, à tout temps t est donné par ct. L’utilisation des batteries provoque un vieillis-
sement prématuré, nécessitant un remplacement à terme et donc une émission de GES pour
la fabrication de nouvelles batteries. Un coût de vieillissement, ghgaging, est pris en compte à
chaque utilisation (charge ou décharge). Au contraire, toute énergie stockée dans la batterie en
fin de fenêtre est considérée comme un gain potentiel, correspondant à l’émission de GES qui
résulterait de son achat une fois le vieillissement lié à la décharge nécessaire pris en compte.
L’utilisation du réseau électrique à chaque pas de temps est noté gst pour la vente et gbt pour
l’achat. L’achat d’énergie sur le réseau engendre également une émission de GES dépendant de
l’origine de l’énergie. Dans cemodèle, seul unemoyenne d’émission de GES par kilowatt-heure
est considérée, notée ghgbuy. La revente sur le réseau permet, à condition d’être consommée par
un autre acteur, de réduire d’autant l’émission de GES. Afin de prendre en compte les pertes
et l’éventuelle non-consommation de l’énergie vendue, un gain moindre sera considéré par
rapport à l’achat, et noté ghgsell.
Pour une utilisation des sources d’énergie données, l’utilité du PDM est finalement donnée
par : updm =
∑T−1
t=0 δ(ghgsell · gst − ghgbuy · gbt) − ghgaging|ct+1 − ct|+ (ghgbuy − ghgaging)cT
4.2. Protocole expérimental
L’approche est évaluée avec 3 scénarios différents, chacun couvrant une fenêtre de 72 heures
commençant à minuit. Chaque scénario correspond à une production renouvelable et un ni-
veau de batterie initial différent. Plusieurs nombres de pas de temps (T ), ont été étudiés. La
durée d’un pas de temps est δ = 72/T . La production renouvelable est issue des données four-
nies par le NREL pour des panneaux photovoltaïques installés en Californie, dimensionnés
pour fournir en moyenne sur l’année 75% de la puissance maximale du centre de données. Le
premier scénario, ExcessRenew, correspond à la production pour 3 jours de beau temps en Juin,
avec des batteries chargées initialement à 50% de leur capacité maximale. Le second, Normal,
correspond à des jours de mi-Juin moins favorables et le même niveau de batteries. Le dernier,
FewRenew couvre 2 jours de quasi-absence de soleil suivis d’un jour nuageux de Janvier, avec
des batteries chargées seulement à 25% de leur capacité.
Quelque soit le scénario, la charge de travail nécessite 75% de la capacité de calcul dans la fe-
nêtre. La capacité maximale de la batterie batmax permet l’alimentation complète des machines
pendant 12 heures. Le calcul de l’émission de GES pour la consommation sur le réseau élec-
trique se base sur les chiffres fournis par l’agence de protection de l’environnement de Cali-
fornie pour l’année 2014 [1], soit ghgbuy = 0.3 kg CO2 -eq /kWh. Le gain de revente est fixé à la
moitié, ghgsell = 0.15 kg CO2 -eq /kWh. Le coût de vieillissement des batteries est obtenu en se
basant sur l’étude de Hao et al. [14] pour une technologie LMO. Avec une durée de vie de 1000
cycles charge/décharge [7, 10, 23], on obtient un coût de ghgaging = 0.0483 kg CO2 -eq /kWh.
L’infrastructure informatique est composée deM = 6machines, consommant pmachine = 1 kWh.
La mesure de qualité de service est paramétrée par qosdone = 1 et qosearly = 0.2.
La méthode d’approximation décrite en section 3.1 est paramétrée avec une valeur de proxi-
mité r = 1 et un nombre minimal de solutions proches θ = 4. L’algorithme USPEA2 est confi-
guré pour utiliser une durée de vie des approximations lf init = 4. Pour SPEA2 et USPEA2, la
taille des archives est fixée à 20 individus et la probabilité de mutation à 50%. Les algorithmes
génétiques ont pour condition d’arrêt l’atteinte d’un nombre neval fixé d’évaluation de profils
cumulé par les modules de décision. Enfin, la population est initialisée avec un profil maximi-
sant l’utilité de chaque module de décision, complétée par 18 individus aléatoires (distribution
uniforme pour chaque pas de temps).
Pour chacun des scénarios, les algorithmes SPEA2 et USPEA2 ont été évalués, soit sans ap-
proximation (variantes None) soit avec la méthode par transformée de Haar multirésolution
(variante MHT). Trois valeurs de T sont étudiées : 20, 80 et 320 pas de temps. Le nombre d’éva-
luations à atteindre est fixé successivement à 50, 100, 200, 400, 800 et 1600 évaluations. Chaque
valeur produite dans la section 5 est la moyenne de 10 exécutions.
MILP SPEA2-MHT USPEA2-MHT SPEA2-None USPEA2-None
(a) Hypervolume normalisé. (b) Distance moyenne au front de Pareto.
FIGURE 1 – Résultats des heuristiques en fonction du nombre d’évaluations autorisées.
En plus des différentes heuristiques, une formulation MILP de l’ensemble du modèle est utili-
sée pour obtenir une construction précise du front de Pareto réel.
La comparaison des différentes méthodes est effectuée via deux métriques : l’hypervolume et
la distance moyenne des solutions au front de Pareto obtenu par MILP. L’hypervolume repré-
sente, dans le cas d’un problème de maximisation à 2 dimensions, la surface entre les solutions
Pareto-optimales obtenues et un point de référence arbitraire considéré comme une borne infé-
rieure [3]. Le point de référence utilisé ici consiste, pour chaque objectif, en la valeur minimale
obtenue par l’ensemble des méthodes pour un scénario et un nombre de pas de temps donnés.
Enfin, pour faciliter la comparaison de différents scénarios, l’hypervolume et la distance au
front de Pareto sont calculés après normalisation de chaque objectif entre 0 (point de référence)
et 1 (valeur maximale obtenue).
5. Résultats
Les résultats obtenus par les différentes méthodes, pour 80 pas de temps et avec le scénario
Normal sont donnés dans la figure 1. La variante USPEA2-MHT donne de bons résultats en
terme d’hypervolume pour un nombre faible d’évaluations (moins de 400) comparé à SPEA2
ouUSPEA2 sans approximation. On constate que, à l’exception de SPEA2-None, toutes les heu-
ristiques convergent rapidement vers une même valeur d’hypervolume, sensiblement distante
de l’optimal. La variante SPEA2-MHT subit les problèmes indiqués en section 3.2, engendrant
un hypervolume dégradé à partir de 200 évaluations, probablement à cause de la perte de
bonnes solutions. Au contraire, la distance au front de Pareto, détaillée par la figure 1b, est
nettement meilleure. Une explication possible est que les solutions perdues de cette manière
tendent à être dans des espaces plus difficiles à améliorer, tendant donc à conserver unique-
ment quelques très bonnes solutions évaluées. Les autres heuristiques donnent des résultats
SPEA2-MHT USPEA2-MHT SPEA2-None USPEA2-None MILP
(a) T = 20 pas de temps (b) T = 80 pas de temps. (c) T = 320 pas de temps.
FIGURE 2 – Comparaison de l’hypervolume obtenu après 100 évaluations.
sensiblement identiques, s’améliorant lentement avec le nombre d’évaluations.
Les résultats présentés en figure 2 se focalisent sur un faible nombre d’évaluations (100) afin
d’évaluer les performances des heuristiques suivant le scénario utilisé et la valeur de T (nombre
de pas de temps dans la fenêtre). Le nombre de pas de temps semble impacter directement la
difficulté des heuristiques à obtenir une bonne approximation du front de Pareto. Cependant,
l’utilisation de l’approche d’approximation proposée permet d’atténuer cet effet, et d’obtenir
rapidement de meilleures solutions malgré l’explosion de l’espace de recherche. On remarque
également via les écart-types que, pour un faible nombre d’évaluations, notre approche donne
des résultats plus stables qu’en l’absence de fonction d’approximation.
6. Conclusion
Dans cet article, nous avons présenté une nouvelle méthode pour l’optimisation multiobjec-
tif de la planification d’utilisation de la puissance électrique, adaptée à un centre de données
équipé de sources renouvelables. Une méthode d’approximation de fonctions boîtes noires ap-
pliquées à des séries temporelle a été détaillée, utilisant une transformation en ondelettes de
Haar. Une variante de l’algorithme génétique SPEA2, nommée USPEA2, a été proposé afin
d’exploiter efficacement l’approximation des objectifs. Les résultats montrent une approxima-
tion du front de Pareto du problème plus stable et de meilleure qualité avec un nombre limité
d’évaluations de solutions. Dans un tel problème multiobjectif, une approximation rapide du
front de Pareto est indispensable pour choisir, parmi les solutions possibles, un compromis
souhaitable. Nous souhaitons, dans de futurs travaux, étudier les méthodes possibles pour ef-
fectuer le choix de ce compromis parmi les solutions finales.
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