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Abstract 
Investigations of the interaction between climate and ice sheets were originally 
based on the orbital theory of the ice ages, and arose through a desire to under-
stand the glacial cycles. More recently, interest has been stimulated in this field, 
with concern of global warming and the role of ice sheets with respect to future 
climatic change. The work of glaciologists shows that ice sheet models are very 
sensitive to the climate of the ablation zone. Studies by climatologists tend to 
look at the larger scale climate, concentrating on accumulation, rather than ab-
lation patterns. This work looks at the way in which climate models can be used 
to simulate the climate over an ice sheet, in order to assess the climatic variables 
most sensitive to ice sheet evolution. 
Data of the climate over the present day ice sheets in Antarctica and Greenland 
have been compiled and presented in a form suitable for comparison with 0CM 
data. The work shows that GCM's cannot reproduce the temperature field, and 
boundary layer structure sufficiently accurately to provide boundary conditions 
for an ice sheet model. 
A slab model is developed and used over the glacial slopes to investigate the way 
in which the boundary layer may affect the ablation of the ice. Over the glacial 
slopes, the boundary layer flow is turbulent and characterised by entrainment of 
warm air from above. The rate of entrainment governs the depth, temperature 
and wind regime of the boundary layer. Two new types of entrainment param-
eterisation are investigated, and compared to the laboratory derived formulation 
of Ellison & Turner (1959). Experiments show that the method of parameteri-
sation of entrainment is not important, although the coefficients derived in the 
laboratory tend to be too high; this suggests that there is more loss of TKE from 
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the boundary layer on the glacial slopes, than empirical data from the laboratory 
suggests. 
The model is run using surface profiles from present ice sheets, as well as recon-
structed profiles from the Laurentide ice sheet at the last glacial maximum. The 
model is used to look at the climatic parameters which influence the ablation of 
ice, as well as the way in which the ice sheet itself may influence the climate of the 
boundary layer. Conclusions show that the evolution of ice depends on a balance 
between the upper geostrophic wind, the boundary layer development, ice sheet 
shape and surface radiation budget. If an ice sheet steepens as it retreats, the 
air accelerates, producing a warmer boundary layer via entrainment. This will 
enhance the steepening process, and increase the rate of retreat of the ice. 
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Chapter 1 
Introduction and Background 
The coupling between climate and ice sheets is a long established area of study. 
Over 100 years ago, Croll looked at the relationship betweeen the Earths orbit and 
the geological climate record. In 1941, Milankovitch proposed his orbital theory, 
which for many years was supported only by simple energy balance climate models. 
More recently, interest has been stimulated in this field with concern of global 
warming and the role of ice sheets with respect to future climate change. This 
requires an understanding of the way in which ice sheets have evolved in the past. 
Advances in numerical techniques and increased computer resources, endorsed by 
more accurate knowledge of the geochronological record, have lead to a greater 
understanding of the way in which ice sheets and climate have interacted in the 
past, and the way in which they may behave in the future. However, the large 
discrepancy in the timescales between the atmosphere and the cryosphere means 
that fully coupled models cannot be achieved, and the mechanisms of interaction 
are still poorly understood. The inaccessibility of present day ice sheets, means 
that ice sheet climates are not well documented, which is an added restriction 
when trying to understand the climates of the past. This thesis will look at the 
climate over present day ice sheets; in particular it will investigate the nature of 
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the atmospheric boundary layer in order to understand the way in which it may 
influence the evolution of ice. Due to the interdisciplinary nature of this work a 
glossary of terms has been included in appendix 5.4.1. Terms which are included 
in the glossary will be marked by a ' 'the first time they are used in each chapter. 
Appendix 2 gives a key to mathematical symbols used in the text. 
1.1 Mechanisms of Ice-Atmosphere Interaction 
The Milankovitch theory argues that ice ages are a response to orbital variations 
of the Earth around the sun, caused by changes in eccentricity, obliquity and 
precessional index. Support for the theory has been found in the palaeoclimatic 
record. Hays et al (1976) considered the Earth as a system which receives a 
forcing signal, the Milankovitch radiation variations (SQ), and produces an output 
signal, the geological climate record. There is much discussion as to the specific 
radiation parameters which characterise the input signal. Milankovitch considered 
the amount of summer insolation at 65°N to be critical for ice growth and this was 
used by Hays et al (1976) as their input signal, shown in fig. 1.1a. The output 
signal was provided from analysis of 3 palaeoclimatic indicators, one of which was 
the 8180  record in deep sea sediment cores. The 5 180 record represents the ratio 
between the concentration of the heavy oxygen isotope 180  to that of the lighter 
160 .  This is considered to represent the changes in volume of ice as preferential 
evaporation of 160  from the oceans becomes locked in the ice sheets, leaving the 
ocean anomalously rich in 18 0 during an ice age. Since the investigations by Hays 
et al, Imbrie et al (1984) have constructed a more complete time series of the 6 180 
spectrum, as part of the SPECMAP project, shown in fig. 1.1b. Regular cycles 
can clearly be seen in the climate signal. However whereas the dominant power of 
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Figure 1.1: (a)The forcing function of the climate system; Milankovitch summer 
insolation anomalies at 65°N results in the climatic signal given in (b); the 518Q 
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Figure 1.2: The power spectra of the climate (output) signal and the orbital 
(input) signal (Hyde & Peltier 1985). 
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powers at 41ky, 23ky and 19ky with a very weak signal at lOOky (fig. 1.2a). This 
has lead to discussions of non-linearity within the climate system and suggestions 
of other mechanisms which may be responsible for the lOOky signal. The existence 
of additional feedbacks within the climate system is made more apparent by the 
palaeoclimatic record, which suggests that the fall in temperature associated with 
an ice age is much greater than that produced by the orbital variations alone. The 
growth and decay of ice sheets is not symmetrical in time. The 8180 series shows 
the 'sawtooth' nature of the evolution. This slow steady build up of ice followed 
by a rapid decay, although not apparent in every cycle, is present in the 2 most 
recent, and to a lesser extent between 300 and 500 kya. The variable nature of 
the evolution suggests that there is more than one mechanism, responsible for the 
observed pattern, producing more than one response time. 
Ice sheet models have been shown to be extremely sensitive to climate parame-
terisation, particularly in the ablation zone.t Ablationt is primarily determined 
by boundary layer characteristics and the main area of interest for this work is 
therefore the boundary layer of the ablation zone. The boundary layer over ice 
sheets tend to be well defined, characterised by a strong inversion which, over the 
glacial slopes produces a buoyancy force to drive the strong winds which drain 
downslope and over the ice margin.t  The flux of cold air from Antarctica is of the 
order of 2.2 x 10 10m3 s, such a large flux of cold air is an important component of 
the glacial climate. It removes the cold air from the interior of the ice influencing 
not only the climate of the glacial slopes but also that at, and beyond the margin 
where it mixes with relatively warm air. 
The following section aims to review the main feedback mechanisms that have been 
suggested as being responsible for the advance and retreat of ice sheets. Some of 
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Figure 1.3: The variation of surface temperature with solar constant for a linear 
model and for the ice albedo feedback model of North et al (1983) showing the 
hysteresis effect. 
forcing, while others are said to occur in direct response to the orbital variations, 
enhancing the response of the climate system. The final section of the chapter will 
look at the approaches which climatologists and glaciologists have taken in order 
to understand the interaction further, and the way in which this understanding 
can be used as a way forward in this study. 
1.1.1 Ice-Albedo Feedback 
The ice-albedo feedback has been investigated using climate models. When the 
surface temperature falls below freezing, precipitation falls as snow, which even-
tually forms land ice, and the ocean surface begins to freeze forming sea ice. This 
state persists while the temperatures remain low, leading to much higher albedos, 
so less solar radiation is absorbed, and the temperature falls further. The precise 
nature of this feedback within the atmosphere- cryosphere system is poorly under-
stood. Experiments with energy balance climate models show a hysteresis effect 
(eg. North .et al 1983), shown in fig. 1.3. When the solar constant is decreased, 
the temperature falls, and the ice slowly advances until the solar constant reaches 
0.985 its present value. At this point the higher albedo produces a further drop in 
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Figure 1.4: The accumulation profile for Antarctica, (Oerlemans & Van der Veen 
1984): Ice elevation (- -): accumulation( 	) 
the temperature and the climate undergoes an abrupt transition to a lower state. 
Having reduced the solar constant to this extent, in order for the climate to return 
to the initial curve, the solar constant must be increased beyond 0.985 to 0.99 of 
its present value. Without the ice-albedo feedback the 0°C isotherm remains too 
far north compared to the palaeoclimatic evidence. 
1.1.2 Height-Mass Balance Feedback 
The interaction between height and mass balancet appears to be important in the 
early stages of growth of an ice sheet (Oerlemans 1980). Once the ice sheet begins 
to grow, enforced uplift of air increases precipitation and encourages growth into 
the prevailing winds (Oerlemans 1980, Oerlemans & Van der Veen 1984). The 
accumulationt profile for Antarctica shown in fig. 1.4 has a maximum at around 
100km from the margin of the ice, falling rapidly inland, the profile for Greenland 
is similar, although the decrease in the centre of the ice sheet is less severe. This 
increased continentality of the climate in the interior is known as the 'elevation 
desert' effect,t and is an important negative feedback on ice sheet growth. (Budd 
& Smith 1979, Sugden 1977). 
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1.1.3 Interaction with Mean Zonal Flow 
Continental ice sheets extend sufficiently high in the atmosphere that they are 
able to influence the upper atmospheric waves in a similar manner to the major 
mountain ranges of the present day climate. The results of experiments with 
climate models suggest that there is a strong atmospheric feedback initiated by 
the growth of large ice sheets (eg. Manabe & Brocolli 1985, Kutzbach & Guetter 
1986), which may either enhance, or restrict further ice sheet growth. Lindemans 
& Oerlemans (1987) used the CLIMAP dataset as boundary conditions in a 2-layer 
steady state primitive equation model, and estimated that the waves produced in 
the atmosphere by the ice age topography would produce a lowering of the ELAt 
of between 400m and 500m. This is of the same order of magnitude required to 
initiate the large northern hemisphere ice sheets. 
It is not only the generation of waves which is important, but also the location 
of the jet stream; GCM's show a split in the jet stream around major ice sheets 
(Kutzbach & Guetter 1986, Manabe & Brocolli 1985). The strong temperature 
gradient at the southern margin of the ice sheet and at the edge of the sea ice over 
the ocean, encourages a strengthening and equatorward displacement of the jet 
as the ice sheet advances, (Oerlemans & Vernaker 1981). This produces a zone of 
enhanced precipitation at the edge of the ice which encourages further advance of 
the ice sheet. Oerlemans & Vernaker (1981) found this positive feedback continued 
in their model until the margin reached 50°N. At this point the average mass 
balance over the whole ice sheet is reduced by the elevation desert effect to the 
extent that it causes retreat; 50°N corresponds to the latitude of maximum extent 
of the Laurentide ice sheet. 
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1.1.4 Bedrock Adjustment 
Model experiments suggest that once ice sheets reach continental sizes the mass 
balance tends to dominate over ice dynamics, making it difficult to cause retreat 
of the ice in the time required by the paleoclimatic record (Budd & Smith 1979). 
A large continental ice sheet will tend to depress the bedrock on which it is lying. 
This isostatict  adjustment of the bed tends to lag the initiation of ice advance; if 
it is permitted to occur immediately in the model, the ice sheet remains below the 
snowline preventing ice growth, and if the lag is too great the ice sheet becomes 
too large. The change in elevation produced by isostatic adjustment, is of the 
same order of magnitude as the change in ELA responsible for the initial growth 
of the ice sheet (Budd & Smith 1979). In this manner bedrock adjustment is able 
to reproduce the rapid retreat of ice seen in the 6180  record. Hyde & Peltier 
(1985) use a model of the atmosphere-cryosphere-lithosphere system to simulate 
ice age climate and demonstrate the important interactions between elevation 
desert, mass balance feedback, and bedrock adjustment. In the retreat of ice they 
found that the residual crustal depression to the south of the ice sheet encourages 
the ice to flow into this lower and warmer zone where ablation is high. The mass 
balance for the ice sheet becomes strongly negative and total collapse occurs before 
isostatic rebound is able to lift the ice sheet into colder air at greater elevations. 
1.1.5 Carbon Dioxide and Ocean Circulation 
The feedbacks mentioned above do not fully explain why the summer insolation 
at 650 N and the growth of ice sheets in the northern hemisphere appears to affect 
the global climate simultaneously, overriding the opposing effect of increased radi-
ation in the southern hemisphere. It has been suggested that the radiational 
1E] 
changes which affect the atmospheric circulation are translated to large scale 
changes in the oceans. During the reorganisation of the ocean circulation the 
interaction of physical with biological and chemical processes produce a reduc-
tion in atmospheric carbon dioxide during a glacial period and an increase during 
the interglacial (Watson et al 1990). The actual mechanism by which the signal 
is translated to the oceans is still largely unknown. Broecker & Denton (1990), 
discuss the absence of North Atlantic Deep Water formation, which reduces the 
mixing of deep and surface waters, allowing greater depletion of carbon dioxide in 
the upper ocean by the photosynthesis of plant life. This in turn allows the ocean 
to absorb more carbon dioxide from the atmosphere. Thus, the initial reduction 
in summer radiation at 65°N peturbs the atmosphere, and is translated into a 
global reduction in atmospheric carbon dioxide via the oceans. Lower concentra-
tions of atmospheric carbon dioxide lead to cooling of the atmosphere, through a 
reduction in the greenhouse effect, initiating a positive feedback. However, the re-
duction in carbon dioxide during the glacial period is not sufficient to account for 
the fall in temperature observed in the geological record. Palaeoclimatic evidence 
suggests a similar reduction in methane, also a greenhouse gas, and an increase in 
atmospheric dust particles, which would increase the amount of radiation reflected 
from the Earth. Both of these characteristics would increase the global cooling 
but not by the required amount. An additional problem is that the carbon dioxide 
curve appears to follow the 00 and therefore another forcing function is required 
which the carbon dioxide feedback may accentuate. 
It is unclear how these effects and others, such as the cloud distributions, either 
individually or in combination produce the lOOky cycle of glaciations. The com-
monly held view is that the climate system 'flips' between modes of operation, in 
a similar way to the hysteresis described in section 1.1.1. Whether there are 2 
or more states is not known, and whether a global warming in the future could 
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force a 'new' state is also a topic of discussion (Broecker & Denton 1990), but it 
appears that the interaction of the climate with ice sheets is a fundamental part 
of the system. 
1.2 How Can We Find Out More? 
Knowledge of the climate system has been increased by both glaciologists and 
climatologists. The different timescales of operation of the atmosphere and cryo-
sphere are a barrier to fully coupled models and one of two approaches is generally 
taken. Glaciologists tend to have active ice sheets and a prescribed climate, while 
climatologists tend to look at a 'snap-shot' for the steady state climate over a fixed 
ice sheet. These two approaches are quite different, each has its own advantages 
and disadvantages and I will discuss each in turn below. 
1.2.1 A Climatologists Perspective 
The first verifications of the Milankovitch theory were carried out using energy 
balance climate models, which became more sophisticated as computer power 
increased. These models are useful for investigating the albedo feedback (eg. 
North et al 1981, 1984). At their most simple level they describe the rate of 
change of temperature T, in time t, for an air column of unit cross sectional area 
and mass m, using an energy balance equation of the form (Henderson-Sellers & 
McGuffie 1987), 




where R = (1 - a) and R 1 = fcTT4Ta 4 
c, is the specific heat capacity, R 1 is the incoming shortwave radiation, and R1 is 
the outgoing longwave radiation, e the emissivity of the surface, Ta the transmis-
sivity of the atmosphere, a the albedo and S the solar constant. So that 
AT I  
At 	M1 
-;;;; [ (1 - a) - Tc7T4] 
	
(1.3) 
The equation can also be used over latitude zones, or for individual grid points in 
a model, in which case a diffusion and transport term must be introduced, and if 
the model is seasonal, a storage term. Over the range of temperatures experienced 





A and B are empirical constants which account for radiative properties of the 
atmosphere, cloud cover and the carbon dioxide and water vapour content etc. 
Incorporating these effects into the energy balance equation 1.3 gives an equation 
of the form (North et al 1981, 1984); 
C(Tt) - 	 t)] + A + BT(, t) = Sa( 3 ,T)Sd( 3 ,T) (1.5) at 
heating 	Advection & 	longwave 	shortwave inward 
at the 	Diffusion of 	flux 	 and storage 
ground 	Heat 
i is a unit vector position on the Earths' surface, ) is the sine of the latitude, 
t the time of the year, T the surface temperature, C the effective heat capacity 
dependent on the type of surface, D the diffusion coefficient for heat transport, 
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A and B empirical constants (see equation 1.4), S is the solar constant, a is 
(1 - a) where a is the albedo, and Sd the solar insolation distribution function. 
This model was used by North et a! (1983) to investigate the albedo feedback (see 
section 1.1.1). The land-sea distribution was prescribed and the heat capacity 
specified according to the surface (either land, ice or sea), in order to incorporate 
the ice albedo feedback, the albedo is prescribed according to latitude, but once the 
surface temperature falls below 0°C in the model, the albedo is given a fixed value 
for ice. The model is also useful for investigating the importance of the land sea 
distribution. For example the sea channels to the west of Greenland in the model, 
were critical for the maintainance of the present ice sheet. If the sea channel was 
removed, the continentality of the land mass was such that summer temperatures 
became too large and the ice retreated. These models have limitations; beyond 
the temperature of the surface, they do not give a great deal of insight into the 
climate evolution. There is no cloud variability, which is recognised as a strong 
influence of the surface energy balance, and in the case of the model of North et 
al there is no vertical variation in temperature. 
General circulation models allow a much more comprehensive investigation of the 
climate to be carried out. However, because of the demands they make on com-
puter time they are only able to look at the steady state conditions over fixed ice 
sheets (eg. Kutzbach & Guetter 1986, Manahe & Brocolli 1985, Mitchell et a! 
1988). These models are based on the primitive equations governing the fluxes of 
momentum, heat, mass and moisture. They have several layers within the atmo-
sphere and grid points covering the whole globe. The NCAR Community Climate 
Model for example, has 9 sigma layers and a grid spacing of 4.4° latitude x 7.5° 
longitude (Kutzbach & Guetter 1986). The additional complexity of these models 
means they are able to give more information on the 3 dimensional structure of the 
atmosphere, in particular the topographic effect of ice sheets, and the influence 
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they have on planetary waves, discussed in section 1.1.3. The boundary conditions 
are prescribed for a specific climatic scenario, for which the GCM produces the 
steady state as output. The nature of these boundary conditions varies between 
models; the NCAR Community Climate Model has prescribed solar radiation, 
atmospheric composition, the location of ice sheets, land albedo, sea level, sea 
ice, and sea surface temperature (Kutzbach & Guetter 1986); other models have 
an interactive upper ocean eg. Manabe & Brocolli (1985), which allows sea ice 
locations and sea surface temperature to be determined within the model. The 
reliability of these steady state simulations of a transient climate system is debat-
able, but simulations of the present day climate illustrate the main features of the 
atmospheric circulation, and it seems that they are able to do the same for cli-
mates other than those of the present day, although the local variations in climate 
cannot be reliably predicted. Their main use is in investigating the influence of a 
large continental ice sheet on mean zonal flow and the splitting of the jet stream 
around large ice sheets, shown in fig. 1.5. The potential effect on precipitation 
and mass balance patterns has been discussed in section 1.1.3, but because the 
ice sheets of GCMs are fixed, due to limitations of computer power, the precise 
effect of the mass balance peturbations on the ice sheet evolution is difficult to 
determine. 
1.2.2 Glaciologists Perspective 
Models which incorporate an evolving ice sheet generally have a highly prescribed 
climate, and vary in complexity. The most simple follow a flow law, based on a 
perfectly plastic ice sheet. The work of Nye (1959) replaces the assumption of 
perfect plasticity with basal sliding at the bed, and a flow law acting within the 
main body of the ice. This gives a parabolic profile for the steady state ice sheet, 
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Figure 1.5: The split in the jet stream around the Laurentide ice sheet as predicted 
by the model of Manabe & Brocolli (1985) (Dec, Jan, Feb mean). 
of the form: 
n g 
!.2± 1 1 2n9+1 
Hi = hd 	- (\ 
flg 	
(1.6) 
XP S ) 	
] 
n9 is Glens' index, a constant with a value between 1.5 and 4.5. Stresses and 
strains and the temperature evolution of the ice are included in more complicated 
models. 
The climate of an ice sheet model is present as an upper boundary condition 
and is conceptualised by the climate surface,t  shown in fig. 1.6. This is an 
imaginary line sloping downwards to the pole, along which the mass balance is 
assumed to be zero. The point at which the line intersects the ground is the 
climate point,t and the point at which it intersects the ice sheet surface is the 
equilibrium line altitude. Above the equilibrium line altitude (ELA) there is 
a net accumulation on the surface of the ice and below the ELA there is net 
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Figure 1.6: The parameterisation of climate in an ice sheet model. 
over the ice sheet above the ELA and an average ablation below. However such 
models do not incorporate the elevation desert effect so it is difficult to cause 
the ice sheet to retreat. The observed accumulation profiles over Antarctica and 
Greenland, show a maximum accumulation about 100km from the margin, beyond 
which accumulation decreases to almost zero in the centre of Antarctica and is 
considerably reduced over Greenland. In order to account for the continentality 
of the climate in the centre of the ice sheet, the mass balance is parameterised as 
a function of distance above or below the ELA. For example Oerlemans (1981) 
prescribed mass balance (G) as a function of the distance from the ELA shown in 
fig. 1.7a and given by the following equation: 
C = a(H* - ELA) - b(H* - ELA) 2 	 (1.7) 
where a and b are constants, h is the thickness of the ice and H the elevation of the 
bedrock and H* = H + h. Hindmarsh et al (1989) incorporate a larger elevation 
desert effect by allowing the mass balance to decrease with distance above the 
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Figure 1.7: The mass balance function used by Oerlemans (1981) and Hindmarsh 
to incorporate the elevation desert effect. 
function (Q(H)), according to the following equations: 
ÔQ ( H) 
Q(0) = 0 	and 	al le 	for H<0 e
Q(0.25) = 0.5 and 
aQ(He) 
= 0 for He > 0.25 	(1.8) 
ÔH,, 
= h - ELA where h is the height of the ice. Between He = 0 and He = 0.25 
Q(He ) is given by cubic interpolation of the points and slopes given in equation 1.8, 
as shown in fig. 1.7b. This is a thermomechanically coupled model which has been 
used to investigate the temperature evolution within the ice, and the sensitivity 
to the atmospheric temperature. It therefore has a temperature dependent rate 
factor in the flow law and a diffusion- advection-dissipation equation governs the 
temperature of the ice. The upper temperature is prescribed at the margin of 
the ice sheet (C1) and a temperature gradient with altitude (s), imposed along 
the surface of the ice.' Experiments with these boundary conditions suggest that 
'This is often referred to as lapse rate in the glaciological literature, but will be referred to as 
surface temperature gradient in this text, to avoid confusion with the more usual meterological 
definition of lapse rate, which is the rate of decrease of temperature with height at a particular 
location in the atmosphere. 
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the surface temperature gradientt is important in determining the shape of the 
ice sheet. When the ice sheet grows, the temperature just inside the margin rises 
rapidly, producing a warm based ice sheet. As the ice advances, cold ice is advected 
downwards reducing basal temperatures, particularly in the region at the base of 
the ice divide.t The result is that the warm patch appears to move outwards to the 
margin. The temperature gradient along the surface is important in determining 
the size of the warm patch at the base, which affects the shape of the ice sheet as 
shown in fig. 1.8; for a lower surface temperature gradient there is less downward 
advection of cold ice and the warm patch may extend inward as far as the divide 
producing a slightly lower and broader ice sheet. For the growth of a continental 
sized ice sheet a very stiff bed is required and a surface temperature gradient of 
at least -1°C/100m. This supports earlier work investigating the way in which 
air temperature affects the flow and shape of the ice sheet (eg. Paterson 1981). 
It is worth noting however, that the nature of the bed itself is also important in 
determining the flow regime and ice sheet shape. Ice flowing over a deformable 
bed, such as till, will tend to produce an ice sheet which is broader and flatter 
than ice flowing over non-deformable solid bedrock. 
Models of ice sheets can be used to investigate the ice age cycles more closely, 
by including a climatic forcing function which causes the ice sheet to grow and 
retreat in the same run. This can be achieved by assuming that the climate surface 
has a constant gradient, and the climate point is moved in order to mirror the 
variations in summer insolation at 65°N. Hyde & Peltier (1985) determined the 
slope according to the gradient of the 0°C isotherm in a standard atmosphere, as 
4000m.rad 1 , and initiated glacial cycles according to some change in position of 
the climate point Sx(t), as caused by some insolation anomaly SQ(t), incorporating 
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Figure 1.8: The effect of the surface temperature gradient on the profile of the 
ice sheet Hindmarsh et al (1989) (C1 is the temperature at the margin of the ice 
sheet). 
a meteorological feedback parameter oh,-, so that, 




This is translated to a forcing function which follows the precessional component 
of the Milankovitch forcing. They take the calculated average position of the 
climate point over the last million years as 140km north of its present location, 
and the amplitude of oscillation as 490km, so the distance of the climate point 
north of the Arctic coast at time t is 





Thus as the climate point moves southward, more of the ice sheet moves into the 
accumulation zonet  and the ice sheet grows; the reverse is true of a northerly 
displacement of the climate point. 
The model of Hyde & Peltier is a zonal, annually averaged model of the northern 





discussed in section 1.1.4. Hyde & Peltier also use their model to investigate more 
closely the sensitivity of the ice sheet model to climatic parameters. Their modcl 
is very sensitive to the values they assume for both ablation and accumulation, but 
particularly ablation; an increase in sea level accumulation of 5% causes a reduced 
period of oscillation from lOOky to 80ky, and a decrease of 5% results in a period of 
160ky, both of the changes are accompanied by large changes in ice volume. The 
extreme sensitivity of the model to the prescribed climate suggests that the nature 
of the climate surface is fundamental to ice sheet growth, and that it is likely to 
change in response to the evolution of the ice sheet. In order to understand how 
this may occur it is necessary to understand more about the climate over present 
ice sheets, particularly the boundary layer towards the margins of the ice, which 
will affect the amount and extent of ablation. Only if we understand the extent to 
which this boundary layer is a response to changes in the ice sheet, as opposed to 
variations in the larger scale climate will it be possible to investigate the apparent 
sensitivity of ice sheets to the ablation regime more closely. 
1.3 The Aims of the Thesis 
1.3.1 What Does an Ice Sheet Need? 
If climate and ice sheet models are ever to be coupled, we must be able to un-
derstand and simulate the climate above ice sheets of the present day, and in 
particular the components of the climate to which ice sheets are most sensitive. 
The needs of an ice sheet are 
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A mass balance field determining the pattern of accumulation and ablation 
over the ice sheet. As explained in the work above it seems that ice sheets 
are more sensitive to ablation rather than accumulation. 
A temperature field which influences the flow characteristics of the ice and 
therefore the ice sheet shape. This has been shown to be important on a 
long timescale (Hindmarsh et al 1989, Paterson 1981); a time lag of at least 
50years is required before ice at the surface is advected into the main body 
of the glacier, in order that the atmospheric temperature may influence the 
flow regime and thus the shape of the ice sheet. 
This work aims to concentrate on the first point concerning the mass balance 
field. This requires identifying the components of the climate which have most 
influence on ablation, and therefore are important for the ice sheet. They can be 
summarised as follows: 
Surface radiation balance. 
Air temperature. 
Wind speed. 
1.3.2 How these Needs will be Investigated. 
Many glaciologists have looked at the surface energy balance of ice sheets and 
the way in which it can be used to predict ablation. The climate of the ablation 
zone however is dependent on more than the radiation regime. The development 
of a stronj boundary layer and consistent downslope winds has important conse-
quences for ablation, through its influence on the temperature field, as well as the 
increase in evaporation caused by higher wind speeds. Temperature is therefore 
critical to th i':e sheet growth, not, only through its influence on mass balance, 
but also through its influence on ice sheet dynamics. This thesis aims to increase 
understanding of the boundary layer climate over ice sheets and the way in which 
this may influence the evolution of the ice. This will be achieved as follows; 
• The real climate over Antarctica and Greenland, will be investigated in 
chapter 2. This will draw on data from many sources in order to provide a 
reference for the remainder of the thesis. 
• The climate simulated by CCM's will be compared to the real climatology 
in chapter 3. This will be used to assess the realism of the climate simulated 
by GCM's over ice sheets, and whether the models are capable of providing 
the parameters required by an ice sheet model. Data from two GCM's will 
be used the Meterological Office General Circulation Model (Met.O GCM) 
and the NCAR Community Climate Model (NCAR CCM). 
• Chapters 4 and 5 will describe investigations of the boundary layer over the 
glacial slopes using a slab model. The model will be used to look at the way 
in which the boundary layer may affect ablation of ice, and the way in which 
the b.1 itself responds to changes in the ice sheet. The results will be used 




The real climate over ice sheets 
In order to understand the way in which climates and ice sheets interact, it is 
important to first review the nature of the climate over an ice sheet, while at 
the same time remembering the evolution of an ice sheet has the potential to 
affect the climate on a global scale. This chapter will provide a basis for the 
analysis of the GCM simulations of the climate over ice sheets in chapter 3. It 
will describe the climate over the two main ice sheets present on the Earth today, 
the Antarctic ice sheet and the Greenland ice sheet. Ideally it would be possible 
to assess the simulations of past climates over ice sheets, but limitations of the 
paláeo-evidence would compound uncertainties in the model, rather than acting as 
a reliable comparison. Therefore it seems reasonable to concentrate the discussion 
on the ice sheets for which there are most observational data available, those of 
the present day. 
There is no one data source which provides all the information required for an 
analysis of the GCM model climate. This work requires data on temperature, 
radiation, wind speed, boundary layer characteristics which have been attained 
by researching and collating data from many sources. Over Antarctica, a large 
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source of information is provided by Schwerdfeger (1970, 1984) in Volume 14 of 
the World Survey of Climatology and in 'The Climate of the Antarctic.' The work 
of Mather & Miller (1967) provides a detailed investigation of the wind regime 
over Antarctica. The work of Rusin (1964) presents a large amount of data on 
the radiational regime of Antarctica, but where cross checking of data and calcu-
lations were possible, it was frequently found to contain errors. The data from 
this source has therefore been used with caution. Other smaller texts have also 
been used and are referred to where appropriate. Over Greenland the work of 
Putnins (1970) in the World Survey of Climatology provides much of the back-
ground information, and Radok et a! (1982) provides a more recent assessment of 
some climatic parameters. The mass balancet of Greenland is continuously being 
reassessed and therefore required an assessment of several works; the most recent 
is the study by Ohmura & Reeh (1991) and has been considered the most reliable, 
drawing on the findings of earlier work. The radiation regime is much harder to 
assess over Greenland and data more sparse, information has been obtained from 
abl ationt studies of the ice sheet. 
The data have been put into a form in which they can be used for comparison 
with the GCM data, as well to provide the boundary conditions of the slab model 
in chapter 4. This sometimes involved changing the units of contours which has 
lead to inconvenient contour spacing, which is particularly noticeable for the mass 
accumulationt data in sections 2.1.2 and 2.2.2. The data is only available as annual 
accumulation figures, whereas data from GCM's was available only for the months 
of January and July in units of mm water equivalent per day. Without the data 
for the remaining months of the year, this cannot be converted to annual figures. 
The maps of accumulation therefore show patterns rather than actual amounts 
that are directly comparible. 
gill 
The Antarctic continent extends over an area of 14 x 10 6 km 2 , over 97% of which 
is ice or snow covered. The continent is generally divided into the East Antarcitic 
Plateau in which the ice reaches elevations over 4000m, and the West Antarctic 
ice sheet that is dominated by the Ronne-Filchner Ice Shelf and the Ross Ice 
Shelf which float on the surface of the deep ocean (see fig. 2.1). East and West 
Antarctica are separated by the Trans Antarctic Mountains which protrude above 
the ice and reach over 5000m above sea level, and play an important role in the 
zonal atmospheric circulation of the southern polar latitudes. Surface slopes over 
the ice sheet are generally small, between 0.001 and 0.002, increasing rapidly 
towards the coast of the East Antarctic Ice Sheet where they may exceed 0.05. It 
will be seen in the following chapters, that the surface slope plays an important 
role in the climate of the continent. 
The Greenland ice sheet is much smaller than that of the Antarctic, about of 
the continent is ice covered, an area of 1.726 x 10 6 km2 . The highest elevation 
of the ice cap is over 3000m above sea level and forms an elongated dome in the 
northern sector of the continent. A secondary dome to the south reaches just over 
2500m. 
Observatiops of the climate over ice sheets are still very limited due to the inac-
cessibility and the adverse weather of these regions. The Antarctic climate has 
been more consistently studied than that of Greenland, with several permanent 
stations in operation in the East Antarctic. Over Greenland, most observations 
are from expeditions and therefore last from several months to a few years. The 
map of Antarctica in fig. 2.1, illustrates the extent of the problem, and although 
the figure shows the best available coverage of ice sheet climate, it is still very 
sparse, particularly in the interior. The problems arising due to the wide scatter 
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Figure 2.1: The distribution of observational stations over Antarctica 
and do not always coincide, making comparisons of data between stations difficult. 
The following discussion will concentrate on the characteristics of the climate in 
winter and summer taking July and January as typically representative of each 
season. The data are used in chapter 3 as a comparison for the model simulations 
of the climate from the Meterological Office CCM and the NCAR Community 
Climate. Data specifically relevant to the boundary layer are summarised at the 
end of the chapter, and will be used in a modified form in chapter 4, to constrain 
a slab model. 
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2.1 The Climate of Antarctica 
The climate over Antarctica is in may ways unique, its isolated location at ex-
tremesouthern latitudes means that fora large part of the year the climate is 
dominated by the polar night and remains fairly stable; t even so it bears many of 
the characteristics observed in the climate over other ice sheets, such as a strong 
temperature inversion and strong katabatic winds. This makes it an ideal location 
in which to study the inversion and boundary layer structure which elsewhere, (eg 
Greenland or possibly past ice sheets) is interrupted, and destroyed periodically 
by synoptic disturbances. The Antarctic climate may be easily divided into 3 
zones, shown in fig. 2.1; the interior, the glacial slope and the coastal zone. The 
classification is based on the nature of the winds and boundary layer in each zone, 
which will be discussed in section 2.1.3. First of all there will be an overview of 
the climatic data, particularly those relevent to ice sheet evolution. 
As explained in chapter 1, the main link between the climate and an ice sheet 
is through the mass balance. The ablation requires a knowledge of the heat 
and radiation budget of the surface. Accumulation requires a knowledge of the 
moisture content of the atmosphere, and the large scale dynamics which result 
in precipitation on the ice sheet. The boundary layer is important, particularly 
over the glacial slopes and coastal zone, which constitute the ablation zonet over 
most ice sheets, Antarctica is the exception with no ablation zone. The work of 
Hyde & Peltier (1985) refered to in chapter 1, identified the ablation of ice to be 
the component of the ice mass budget to which the ice sheet is most sensitive. In 
this zone, high wind speeds develop in a distinct boundary layer, entraining warm 
air through the upper interface. The wind speed, or more specifically the rate of 
entrai nmentt of warm air, determines the temperature of the boundary layer, as 
well as the rate of removal of cold air from the interior, and therefore the flux of 
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cold air at the edge of the ice. The temperature of the boundary layer is important 
because of its influence on ablation; the flux of cold air is important because it 
may influence the large scale circulation, undercutting relatively warm air at the 
coast, encouraging the development of cyclones, which may ultimately feed into 
the accumulation over the ice sheet. Katabatic winds occur over most ice sheets, 
but over the Antarctic ice sheet, flow is relatively uninterrupted during the long 
winter, and it is therefore a useful location in which to understand the nature 
of the boundary layer producing the flow, which will be investigated further in 
chapters 4 and 5. 
2.1.1 Radiation and Temperature 
Radiation 
The radiation regime of Antarctica is the dominant influence on the climate, re-
sponsible for the surface inversion and the long stable winter of 6 months, followed 
by the short summer, known as the coreless winter and peaked summer (Schw-
erdfeger 1970). Radiation is strongly influenced by cloud cover. Generally cloud 
tends to be high level and in thin semi-transparent layers, although they may be 
opaque at the coast where the fraction of cover increases, as shown in table 2.1. At 
Mirny and Lazareff (for locations see fig. 2.1), the respective mean cloud amounts 
are 6.6 and 7.9 tenths, compared to 4.6 and 4.2 at Komsomolskaya and Vostokil 
in the interior; the lower ranges of cloud cover are more likely to be associated 
with low level cloud, 87% and 73% of the low cloud appears in the 0-2 tenths range 
at Komsomolskya. and Mirny respectively. The low temperatures of the interior 
mean that when low cloud does form, it is often present as thin ice cloud in layers, 
rather than more dense water vapour cloud as is typical at lower latitudes. Table 
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Coastal Stations of East Antarctica 




frequency of each range of cover (%) Total 
Cover 
tenths 
frequency of each range of cover(%) 
0-2 3-7 8-10 0-2 3-7 8-10  
Tot Low I Tot I Low I Tot I Low I Tot Low I Tot iLow 
Mirny 6.6 27 73 10 3 63 24 7.0 26 61 10 3 64 36 
Port Martin 4 18 78 46 25 29 
Oasis 7.0 23 61 13 13 64 26 7.2 23 60 10 10 77 30 
Lazareff 7.9 7.1 19 74 19 3 62 23 
Glacial Slope Stations 
Pionerskaya 6.5 31 73 10 7 59 30 6.2 32 81 13 0 55 19 
Vostokl 3.9 60 94 7 0 33 6 
Interior Stations 





3.5 53 100 24 0 
1 
23 0 
Table 2.1: Total mean cloud cover and % frequency of total and low level of cloud 




Station & Sc St Fs Ns Ac As Ci Cs Cc 0 known 
Cb 
Mirny <1 14 <1 <1 9 16 12 12 7 3 19 7 
Oasis 5 22 3 1 6 18 12 9 6 3 10 5 
Lazareff <1 13 1 0 2 4 20 11 14 <1 18 17 
Glacial Slope 
Pion'ya <1 1 0 <1 0 2 14 12 16 1 27 27 
Vostokl - - - 0 0 5 15 22 19 3 30 6 
Interior Stations 
Koms'ya <1 2 1 0 0 2 2 28 20 <1 45 1 
Vostokll <1 2 1 <1 0 30 9 16 26 6 8 2 
Sov'ya 0 0 0 0 0 5 12 24 17 3 30 9 
Cloud Types: 
Low Level 
Cu - Cumulus 
Cb - 	Curnuloiiimbus 
Sc - Stratocumulus 
St - 	Stratus 
Fc - 	Fractostratus 
Medium Level 
Ns - Nimbostratus 
Ac - Altocumulus 
As - Altostratus 
High Level 
Ci - Cirrus 
Cs - Cirrostratus 
Cc - Cirrocumulus 
Table 2.2: Frequency of occurrence of cloud types at Antarctic stations (%) 
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2.2 shows the incidence of each cloud type over Antarctica. It can be seen that 
in the interior low level precipitation clouds are rare; most common are cirrus, 
cirrostratus and occasionally altostratus or altocumulus. At the coast, low level 
clouds become more common. This is particularly evident where there is a large 
influence from the sea. The occurrence of strong katabatic winds tends to lessen 
the influence of the sea so that at coastal stations such as Mirny and Mawson, 
which frequently experience katabatic flow, low level clouds once again become 
less common, compared to other coastal stations. However, at these sites, blowing 
snow may often obscure the sky producing white out conditions, which reduce the 
amount of radiation reaching the surface. 
Shortwave Radiation Table 2.3 shows the fluxes of shortwave and longwave 
radiation at the surface of the ice, in January and July for several stations on the 
East Antarctic ice sheet. The downward shortwave fluxes, albedo, net shortwave 
and longwave balance have been taken from Schwerdfeger (1984), the upward 
longwave flux was calculated using Stefans law (Er = a3bT 4 )', and the remain-
ing components calculated from the balance. The monthly mean values given for 
Plateau Station are taken from the 5 month averages, October to February and 
April to August. The values for Vostokil, Sovietskaya, Komsomolskaya, Pioner-
skaya and South Pole have been taken from downward shortwave fluxes and the 
net total (SW and LW) balance given by Dalrymple (1966), assuming that the 
winter SW flux is zero. By comparing the two values at Vostokil, the estimates 
of the net budget by Dalrymple (1966) are generally higher than those of Schw-
erdfeger (1984). This arises because measurements of radiation vary according to 
the method and equipment used. Despite these discrepancies the table provides 
a general outline of the radiation patterns over the continent. It will be seen in 
chapter 3 that the discrepancies between the data sources are small, compar'ed to 




Shortwave surf longwave net 
Stn Mon alb temp A down up up down SW LW 
I'Vm 2 Wm 2 °C Wm 2 'Vm 2 Wm 2 Wm 2 
Hal Jan 284.5 230.4 .81 -4.8 293.4 253.8 54.1 -39.6 .13 
Jul 0 - - -28.9 201.3 178.9 - -22.4 .11 
Mir Jan 314.7 245.5 .78 -1.6 307.6 269.1 69.1 -38.5 .13 
Jul 3.7 3 .81 -16.6 245.1 213.0 0.7 -32.1 .13 
Mo! Jan 309.5 58.2 .19 -0.5 312.6 220.8 251.3 -91.8 .30 
Jul 1.9 1.2 .63 -18.0 239.7 207.6 0.7 -32.1 .13 
Nov Jan 310.6 61.9 .20 -0.7 311.7 213.1 248.7 -98.6 .32 
Jul - - - -17.7 1 	240.9 195.0 - -45.9 .19 
Glacial Slope  
Miz Jan 336.8 272.6 .81 -18.6 237.5 180.0 64.2 -57.5 .24 




169.7 136.8 <0.03 -32.9 .19 
Interior Stations 
Pla 0-F 312.1 263.6 .84 -33.9 185.3 139.0 48.5 -46.3 .25 
A-A 1.5 1.3 .86 -68.0 100.1 85.2 0.2 -14.9 .15 
VII Jan 405.8 336.7 .83 -32.3 190.3 141.4 69.1 -48.9 .26 
Jul - - - -67.0 102.1 84.9 - -17.2 .17 
(Data from 	 1966)  _Dalrymple 
VII Jan 316.3 237.2 .72 -32.3 190.3 114.7 79.1 -75.6 .4 
Jul - - - -67.0 102.1 87.1 0 -15.1 .15 
Soy 
Jul - - - -69.6 96.5 86.0 0 -10.5 .11 
Korn Jan 362.9 283.1 .78 -32.2 190.6 115.5 79.8 -75.1 .39 
Jul - - - -62.0 112.4 79.8 0 -32.6 .29 
Pio 
Jul - -. - -38.0 172.9 	• 156.6 - -16.3 .09 
S.!? 
Jul - - - 59.9 116.9 89.0 - -27.9 4 
Table 2.3: Radiation budget at several stations in Antarctica. 	Station 
abreviations; Hal-Halley, Mi r-Mirny, Mol- Molodheznaya, Nov-Novolarevskaya, 
Miz-Mizhuo, Pla-Plateau, VII-Vostokil, Sov-Sovietskaya, Kom- Komsomolskaya, 
Pio- Pionerskaya, S. P-South Pole. 
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the difference between the observations and the model predictions 
The most notable feature of the radiation budget is the polar night, affecting 
the pole for 6 months of the year. In the summer, the decreasing amounts of 
cloud with distance from the coast, combined with the shorter atmospheric path 
at high elevations in the interior, allows much more shortwave radiation to reach 
the surface in the interior; this can be seen by comparing a downward flux at 
Mirny of 314.7Wrn 2 with that at Vostokil of 405.8Wm 2 . However, large albedos 
over the whole ice sheet, mean that most radiation is reflected, and the net SW 
fluxes are almost uniform over the ice sheet, and much smaller than the individual 
components. It can be seen from table 2.3 that the net fluxes at most stations 
are less than 100Wm 2 , whereas the upward and downward components range 
from the 230.4 Wm 2 outgoing flux from Mirny to the 405.8Wm 2 incoming flux 
at Vostokil. The exceptions are Molodezhnaya and Novolazarevskaya, both of 
which are located where bedrock protrudes from the snow and ice cover, lowering 
the albedo, so the surface absorbs much more radiation. 
Longwave Radiation The longwave fluxes of radiation determine the temper-
ature field and therefore the climate for most of the year. The downward flux 
during the summer exceeds that of the winter. The upward longwave flux reflects 
the pattern of isotherms, being greatest at the coast during the summer; accord-
ing to Stefans law, the upward longwave flux at the surface is proportional to 
V. The effective longwave radation is more conveniently shown by the Angstrom 
ratio (1 = RN/RI)'. This gives an indication of the extent to which the down-
ward atmospheric flux compensates for the loss at the surface. A small value 
indicates that the downward flux compensates for most of the loss. Referring 
back to table 2.3, values tend to be largest in the interior (Schwerdfeger 1984), 
2 R = net Iongwave flux, RT = upward Iongwave radiation 
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and although they may decrease during the winter, they generally remain greater 
than those at the coast. At Komsomolskaya the January A ratio is 0.39, whereas 
in July it is 0.29 for example, compared to 0.13 in both January and July at 
Mirny. A decrease of the A ratio in the winter is the opposite of what might be 
expected, since in winter cloud amounts tend to be less which, acting on its own, 
would reduce the downward LW flux and increase A. However in the interior it is 
not cloud amounts, but the temperature inversion that determines back radiation 
(Schwerdfeger 1984). Large amounts of cooling at the surface result in a strong 
inversion over the continent. Warm air advection between the coast and interior 
means there is a layer of warm, moist air overlying the cold surface, without which 
downward longwave radiation would be considerably reduced. This, coupled with 
low surface temperatures which reduce the upward fluxes, results in small values 
of A. The result is that a balance is struck in the interior between the compo-
nents of the longwave radiation budget and this prevents the continent becoming 
increasingly cold, and the inversion stronger, during the winter. This is known as 
the coreless winter and will be returned to later in this section. 
Sensible Heat Flux The other component of the surface energy budget which 
will be discussed here is the sensible heat flux. Beneath the inversion this is a. 
negative flux, transporting heat downward to the surface at a rate proportional to 
the stability of the layer (inversion strength) and vertical wind shear in the layer. 
The flux may be important in an ablation zone (Braithwaite & Olesen 1990a), but 
in Antarctica it has very little influence on the climate, although it plays a small 
role in maintaining the coreless winter. Dalrymple et al(1966) estimate the flux 
to be 5.3Wm 2 in January and 12.lWm 2 in July at Maudheim on the coast, and 
27Wm 2 in July at the South Pole where the inversion is stronger. 
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Temperature 
Temperatures over the Antarctic continent are consistently the lowest on the 
Earth. The mean January and July surface temperatures are shown in fig. 2.2 
(Schwerdfeger 1970). It can be seen that the temperature remains below zero 
throughout the year apart from a very narrow strip around part of the coast dur-
ing the summer. It is also significant that the isotherms are not symmetrical about 
the pole, but are centred over the very high Eastern Plateau region. Towards the 
coast the surface temperature gradientt increases slightly, the reason for this will 
be discussed later. Since the temperatures are constantly below freezing, exclud-
ing the possibility of extensive ice melt, the temperature is most important for 
the evolution of the ice. If there is a large surface temperature gradient,t and 
the temperatures in the centre of the ice are very cold, as explained in chapter 
1 this will, over time influence the flow regime of the ice and therefore the ice 
sheet shape. Surface temperature gradients have been calculated by various au-
thors (eg Schwerdfeger 1970, Rusin 1964) and are generally found to be more 
than the DALR.t The January and July values have been calculated in table 2.4. 
The table of surface temperature gradients shows the July values to be greatest. 
Some authors subtract a latitudinal temperature gradient from the temperature 
gradient along the surface (eg. Rusin 1964). However as the boundary layer is 
almost completely decoupled from the upper atmosphere this does not seem to be 
necessary. Variations of temperature with latitude occur due to interchange and 
modification of air masses, so that rather than being a gradual gradient between 
the poles and the equator there are large temperature gradients in regions where 
the exchange of air masses is greatest; the air which flows over the Antarctic ice 
sheet originates from the cold interior and under the prevailing wind regime, there 




Figure 2.2: The mean surface temperature in the Antarctic for January and July. 
(Schwerdfeger 1970) 
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Temp AT Height temp grad 
Stations 0C 0 C LXH °C/100m 
(m) (m) Jan Jul Jan Jul Jan Jul 
Mirny -1.6 -16.6 35 
- 21.8 30.7 2665 0.81 1.15 
Pionerskaya -23.4 -47.3 2700 
Pionerskaya -23.4 -47.3 2700 
- 
- 10.7 550 - 1.9 
Vostokl - -58.0 3250 
Pionerskaya -23.4 -47.3 2700 
- 8.8 14.7 800 1.1 1.8 
Komsomolskaya -32.2 -62.0 3500 
Pionerskaya -23.4 -47.3 2700 
- 8.9 19.7 800 1.1 2.5 
Vostokll -32.3 -67.0 3500 
Pionerskaya -23.4 -47.3 2700 
- 22.6 950 - 2.4 
Sovietskaya - -69.9 3650 
Komsomolskaya -32.2 -62.0 3500 
- 
- 7.9 150 - 5.2 
Sovietskaya - -69.9 3650 
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Figure 2.3: The 'coreless winter' in Antarctica: mean monthly variation in surface 
temperature at several Stations on the Eastern Ice Sheet. 
The surface temperature gradient depends on the rate of radiational cooling of 
the air compared to the rate at which warm air from above the boundary layer 
is entrained. Air in the interior is cooled by radiation and then flows away down 
the slopes warming at the DALR. In the winter when winds are stronger there 
is entrainment of air from above the boundary layer, which further increases the 
b.l temperature, and consequently the the surface temperature gradient, although 
at the bottom of the slope the gradient may decrease due to stagnation of air 
Ofl : the ice shelves (Fortuin & Oerlemans 1990). In summer, low wind speeds 
cause the advective timescale to become smaller relative to the radiative timescale, 
consequently there is more radiational cooling of the air before it flows downslope, 
and a reduction in the surface temperature gradient. 
Coreless Winter The radiation budget of Antarctica results in a very long 
winter and short summer. This is most clearly illustrated by the monthly variation 
in surface temperatures at several stations in fig. 2.3. After an initial cooling at 
the start of the winter, low A ratios in the interior, and the downward flux of 
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sensible heat during the winter, prevent the surface becoming progressively colder 
throughout the whole of the winter period. Once the balance is attained at the 
beginning of the winter it is maintained, and temperatures remain steady until the 
sun is sufficiently high above the horizon for the downward solar flux to disturb 
the balance. The nearer the pole, the longer this takes, and hence the longer 
winter experienced by this region. From fig. 2.3 it can be seen that Amundsen-
Scott (South Pole), Plateau and Vostokil located in the interior, experience the 
longest and deepest winters - up to 8 months duration. The winters become 
progressively shorter and more shallow over the glacial slope to the coastal zone, 
at Cape Denison and Mirny. 
Temperature Inversion The other major feature attributable to the radia-
tion balance is the surface temperature inversion. Again, once established at the 
beginning of the winter this tends to remain fairly constant, maintained by the 
radiative processes, advection and adiabatic sinking of warm moist air from low 
latitudes (Schwerdfeger 1984). Fig. 2.4 shows the isolines of inversion strength 
after Phillpot and Zillman (1970). The strength of the inversion was measured 
by soundings recording the maximum temperature in the radiosonde ascent. The 
depth of the inversion varies from 100-200m at the coast, to between 500 and 
1000m in the interior (Phillpot & Zillman 1969). Fig. 2.5 shows a typical inver-
sion structure at Vostokil in the interior (Schwerdfeger 1970); the inversion can 
be seen to be strongest in the layer nearest to the ground, and topped by a layer 
1000-2000m deep in which temperature changes little with height, even so the 
temperature at 7km is still greater than that at the surface. The figure clearly 
shows that the temperature change is very gradual, so that exact height of the 
inversion above the interior is difficult to determine. On the glacial slopes and 
coastal strip where the wind speed increases, the boundary layer becomes' more 
well-mixed and more clearly defined. 
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Figure 2.5: The inversion strength at Vostok I: Average winter [April-September] 
(------); Average summer [December- January]() Average for the years 
1958-1960 and 1964-1973. (Schwerdfeger 1984). 
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2.1.2 Mass Balance 
There is much uncertainty surrounding the estimates of the mass balance of 
Antarctica, even so far as to whether the net budget is positive or negative (Schw-
erdfeger 1984). These arise because of problems in determining loss by iceberg 
calving, runoff, sublimation/evaporation and deposition. It is generally taken that 
south of 85 0 S deposition of hoar frost during the winter, is approximately equal 
to the removal of mass by sublimation during the short summer, therefore any 
precipitation at these latitudes adds to the ice mass, replenishing the ice lost at 
the coast by calving (Schwerdfeger 1984). At lower latitudes, deposition is less 
and sublimation is more, so there may be a slight deficit. However, neither of 
these processes has a significant effect on the mass balance of the ice sheet. In 
Antarctica the main loss is through iceberg calving. Gain in ice is by precipitation, 
or more specifically ice-crystal precipitation beneath clear skies. This is primarily 
a winter phenomena, fed by the layer of warm moist air 1000-2000m thick, and 
situated several hundred metres above the surface of the interior in winter. This 
layer of air, advected from lower latitudes, cools and becomes super-saturated with 
respect to ice, but not water. The ice crystals grow by diffusion and fall from a 
clear sky. During the summer, the inversion is considerably weaker and warm air 
advection is less, so that whether or not ice crystals fall from clear skies depends 
on whether the air is ascending or descending. If the air descends then it warms, 
leading to less supersaturation. Fig. 2.6 shows the accumulation over Antarc-
tica, which should be used as an indication of the precipitation patterns rather 
than an absolute representation of the amounts (Schwerdfeger 1984). Notable is 
the greater precipitation in the west compared to the east. On the western ice 
shelf, terrain is much flatter allowing moist air masses to penetrate further inland. 
Particularly noticeable is the maximum to the E of the Ross Ice Shelf, caused by. 
stable air masses approaching the trans-Antarctic Mountain barrier from the east 
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Figure 2.6: The accumulation on the Antarctic Ice Sheet in grams CM-2  year', 
[numbers in square brackets mm water equivalent day - '] 
or south-east. As the air builds up on the windward side of the mountains it is 
forced to rise, cooling as it does so producing orographic precipitation. The result 
is that precipitation increases by more than 1/3 between the centre of the Ross 
ice shelf and the mountains (Schwerdfeger 1984). 
The seasonal distribution of accumulation is less clear. The tables 2.7, 2.8 and 
2.9 at the end of this chapter seem to show a winter maximum of precipitation, 
consistent with the above analysis. However, at the coast there may be a summer 
maximum, where precipitation is more likely to be caused by synoptic distur-
bances, the activity of which is greatest in summer in the region of the ice sheet 
marg i n .t The data presented in the tables do not make any allowances for the 
effects of blowing snow, so estimates in areas of strong winds, towards the coast 
and during the winter, will be subject to large errors. The high values recorded at 
Pionerskaya are a good example, the station experiences consistently high winds 
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Figure 2.7: Wind roses and traverse data for the Antarctic Ice Sheet (Mather & 
Miller 1964). 
2.1.3 Wind 
The temperature structure of the boundary layer is responsible for the generation 
of remarkably constant winds over the ice sheet. Pionerskaya in the interior for 
example reports 85% of the winds between 110°-160°in 1958, with just 0.06% of 
days experiencing calm for the same period. Mirny at the coast receives 88% of 
its winds from the south-east quadrant, and the depth of the flow was observed to 
be 200-500m. Fig. 2.7 (Mather & Miller 1967) shows the wind roses for various 
stations and additional information obtained from traverses across the ice sheet 
where the orientation of sastrugi on the ice show the prevailing wind direction. 
This has been used by Mather and Miller to construct the pattern of streamlines 
shown in fig. 2.8. The figure shows that on the East Antarctic Ice Sheet the 
0, 
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Figure 2.8: The pattern of streamlines for the surface winds in Antarctica (Mather 
& Miller 1967). This is time-averaged behaviour determined according to the 
predominant wind frequencies at each station. 
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winds blow at approximately 45° to the relief contours in the interior, and become 
perpendicular nearer the coast. These winds are a result of the negative buoyancy 
of the air, the mesoscale pressure gradient force, the coriolis force and friction. The 
relative importance of each term varies over the ice sheet and will be discussed 
separately for the Western ice shelf and the Eastern ice sheet. The winds on the 




The boundary layer over the glacial slope and coastal zone is fed by cool air 
from the interior. The structure of the boundary layer, which is important in 
determining the temperature at the surface of the ice, will be studied using a slab 
model in chapters 4 and 5. The following section will provide a framework for 
the model describing the characteristics of the boundary layer in each zone. A 
summary of data for several stations in each zone can he found at the end of this 
chapter in tables 2.7, 2.8 and 2.9 
The East Antarctic Ice Sheet 
Interior. Slopes in the interior are very small, typically 0.001. The buoyancy 
effect therefore is insufficient to account for the wind speeds of 3-5ms'ohserved 
(table 2.7). These winds are actually the geostrophic windt  modified by friction. 
This was first observed by Dalrymple et al (1966) and Lettau and Schwerdfeger 
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Figure 2.9: The nature of the thermal wind due to the sloped inversion. The 
driving force behind the winds of the interior (Schwerdfeger & Mahrt 1968b). 
stations of the Antarctic interior (eg. Schwerdfeger and Mahrt 1968a, 1968b and 
Lettau et at 1977). Fig. 2.9 shows how the sloped inversion produces a horizontal 
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temperature gradient implying a thermal wind parallel to the contours. Subtract-
ing this from the geostrophic wind at the top cf the b.l., gives the geostrophic 
surface wind, which is considerably larger than the upper geostrophic flow. Fric-
tional deviation at the ground causes the resultant wind to blow at between 300 
to 600  to the fall line. The net effect is an anticlockwise rotation of wind direction 
accompanied by a decrease, or at least no significant increase in wind velocity with 
height. Above the b.l, the actual wind approximates the geostrophic flow and is 
almost parallel to the contours of surface relief. Under lapse conditions (during 
the daytime in summer), the effect of the thermal wind is removed and there is 
an increase of wind velocity with height in the lower atmosphere. 
Glacial Slope The glacial slope is a broad band extending from approximately 
700km inland to between 100 and 200km from the coast. Slopes tend to be 
greater than in the interior plateau region, and are around 0.0025 (table 2.8). 
Here the buoyancy force is more significant and the corresponding wind speeds 
greater, between 5-10ms 1 , and directed closer to the fall line. Profiles taken in 
the nighttime during the summer under inversion conditions in fig. 2.10 (Kodama 
et al 1989), show very strong winds in the b.l, decreasing rapidly to the top, and 
driven primarily by the buoyancy of the air, modified by the coriolis force. This 
low level jet does not disappear under lapse conditions, eg. at 1500 hours, as might 
be expected. Observations taken during the daytime in the summer (Kodama et al 
1989) suggest that a geostrophic wind is set up, similar to that of the interior, only 
now the baroclinicityt  originates from the strong ice-ocean temperature gradient, 
rather than the sloped inversion. 
Coastal Zone At the coast the ice sheet falls away rapidly and slopes may be 
as large as 0.05 (table 2.9). This enhances the buoyancy force and frequently 
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Figure 2.10: The measured profiles of wind speed in Adelie Land, Antarctica 
(Kodama et al 1989). 
produces wind velocities up to 20ms_'. Here the winds are trudy katabatic, 
which means they may be more sporadic in nature compared to elsewhere on the 
ice sheet. Upslope topography is also important, particularly where it leads to 
confluence, and thus acceleration of the air flow as the slopes increase, as may 
be seen in fig. 2.11, (Parish 1984); air flow over Adelie Land converges at Port 
Martin and Cape Denison producing very high wind speeds. 
The West Antarctic Ice Shelf 
The winds in the West Antarctic Ice shelf bear many of the characteristics of 
the winds of the interior region of the eastern ice sheet. Quasi-geostrophic flow 
has been observed at Byrd station for example (Schwerdfeger & Mahrt 1968a,b). 
However the other type of winds prevalent on the ice shelf are the barrier winds 
of the Ross ice shelf and the Antarctic Peninsula. These arise when a stable 
flow approaches a mountain barrier. In this situation the stable flow is unable to 
cross the barrier and results in a build up of stable air on the windward side of 
the mountain range, this then creates a horizontal temperature gradient, shown 
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Figure 2.11: The flow lines based on model wind calculations over Adelie Land by 
Parish (1984). 
in fig. 2.12, and an associated thermal wind, which when subtracted from the 
geostrophic wind above the stable layer produces a surface wind parallel to the 
mountain range. Over the Antarctic continent this is the southerly flow over the 
Ross ice shelf, which arises from stable air masses approaching the Trans Antarctic 
Mountains from the east. There is a similar phenomena to the east of the Antarctic 
Peninsula caused by easterly flow over the Filchner and Ronne Ice Shelves, but 
which is not shown on fig. 2.8. 
2.2 The Climate of Greenland 
Greenland is located in the zone of maximum westerly flow and therefore its 
climate is much less isolated than that of Antarctica. The climate of Greenland 





(a)The build up of cold stable air on the windward side of the mountain range 
and the associated thermal wind. 
' 
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(b) The geostrophic wind above the inversion (V), the thermal wind due to the 
temperature gradient A-B in (a) (VT), and the resultant surface wind (V3 ). 
Figure 2.12: The formation of barrier winds in the East Antarctic. 
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way than that of Antarctica. The ice sheet, at over 3000m, is a barrier to the 
mean zonal flow, and along with the Rocky mountains and the Urals, generates 
waves and pressure disturbances in the flow, increasing the meridional exchange 
of air masses. The main centres of exchange are the warm air flowing northwards 
on the west of the continent in the Davis Strait, and cold air travelling south on 
the east coast, the Denmark Strait (for locations see fig. 2.13). In addition to 
this, the strong winds that are deflected to the right as they flow off the ice sheet 
generate ideal conditions for cyclogenesis in both the Davis Strait-Baffin Bay area, 
and the Denmark Strait-Iceland area, when the cold polar southeasterly flow at 
the west coast, or the northwesterly flow on the east coast meets the relatively 
warm ocean water (Radok et al 1982). The distribution of sea ice, complicates 
the climate yet further; in particular, from December to March, when the Davis 
Straits are almost completely iced over, the Smith Sound is ice-free. This large 
area of open sea to the north-west of the Thule Peninsula destabalises the air, 
increasing the activity of cyclogenesis to the west (Putnins 1970). 
Despite the differences of the Greenland climate in its role in the global dynamics, 
the climate of the ice cap itself is very similar to that of the Antarctic; it is domi-
nated by the surface inversion. However, cyclonic influences are generally greater, 
and lows approaching the southern tip of Greenland may split, with one low mov-
ing north into Baffin Bay and the other half travelling in a north-easterly direction 
across the ice sheet to the Greenland Sea in the west. Sometimes a low pressure 
centre may cross the ice sheet as an upper level wave disturbance, disrupting the 
inversion and boundary layer structure, before undergoing regeneration at the east 
coast. Complete low centres rarely penetrate into the interior and cross the ice 
sheet, unless there is strong zonal flow and conditions for regeneration at the coast 







Figure 2.13: The observation sites and the elevation of the Greenland Ice Sheet, 
compiled from information from Radok et al (1982) and Ohmura & Reeh (1991). 
There are very few observations available for Greenland, particularly inland from 
the coast where only a few permanent stations have been set up; Eismitte or 
Station Centrale and Northice in the centre of the ice sheet, offer most information 
about the interior. Other information is available from expedition traverses and, 
for mean annual temperature and accumulation, pit sites.t Fig. 2.13 shows the 
main sites of observations, traverses and elevation of the ice sheet. 
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2.2.1 Temperature and Radiation 
Radiation 
Measurements of radiation are rare in Greenland, most have been obtained during 
ablation studies and therefore concentrate on the coastal ablation zone. Estimates 
that have been made of the radiation budget at the surface are shown in table 
2.5. The estimates suggest a net loss of radiation from the surface of the ice in 
the interior; as in the Antarctic, high albedos mean that the ice reflects most of 
the incoming solar radiation, and longwave cooling of the surface is the dominant 
radiational component. In contrast to Antarctica, Greenland has an ablation zone, 
and once ice begins to melt, the albedo decreases, from about 0.8 to 0.6 in the 
example in the table. This initiates a positive feedback in the ablation process, 
since as the albedo decreases, more solar radiation is absorbed, and more ice melts 
which decreases the albedo yet further. The short wave balance is much greater 
therefore in the summer than during the winter. 
Fig 2.14 (Radok et al 1982) shows the mean surface temperature of the Greenland 
ice sheet, constructed from the lOm depth measurements in pits. It has been 
consistently shown that the temperature of the ice lOm below the surface approx-
imates the mean annual surface temperature (Benson 1962, Radok et al 1982). 
The lack of stations makes it difficult to construct mean monthly isotherm maps 
since data from pit sites are useless in this instance. Fig. 2.15 shows the mean 
air temperature of Greenland after Prik (1959) (Vowinckel & Orvig 1970). The 
pattern common to all 3 maps is the low temperatures over the Plateau, -50°C in 
January and -10°C in July. In contrast to Antarctica temperatures at the coast 
are above freezing in the summer, as would be expected in the region where the 
net surface radiation exceeds zero, the ablation zone. 
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(annual) (summer) 
Flux Loewe(1964)a Ambach 1979 Braithwaite 
Olesen (1990b) 
interior margin Ac Zone Ab. Zone Ablation Zone 
Nordbog- QamanârssiIp Carrefour CampIV 
letscher Sermia 
SW down 72 72 - - - - 
SW up 59 42.5 - - - - 
net SW 13 27.5 51 157 123.3 156.6 Wm 2 
net LW -20 -20 -45 -42 -24.1 -321,Vm 2 
Sen.Heat 26 52Wm 2 
2 22 
Lat.Heat -0.8 -15.9 Wm 2 
Balance -7 7.5 -8 137 114.4 160.7 
°given by Radok et a! (1982) 
Table 2.5: Estimates of the surface radation balance over Greenland (Wm 2 ) 
Nil 
Pu. 
-i!tY 	 11W 
Figure 2.14: The mean annual surface temperature over Greenland constructed 
from snow pit sites (Radok et al 1982). 
Surface Temperature Gradients The surface temperature gradient in Green-
land has been investigated by several authors. Diamond (1960) estimated that the 
mean annual temperature gradient along the surface of the ice is between 0.6 and 
0.8°C/100m. The lower values being found on the Thule Peninsula, which was 
previously mentioned as an area affected by frequent low pressure invasions from 
the ice-free sea to the north-west. Langway (1959) asserts that the temperature 
gradient in Greenland varies according to the orientation of the slope and found 
the low surface temperature gradients on the north-west facing slopes of Nyboes 
Land of 0.6°C/100m to be largely the result of saturated air from the Polar Seas 
rising over the land at the saturated adiabatic lapse rate. 1 Therefore it is impor-
tant to distinguish between the surface temperature gradients near to the coast, 
which may be influenced by advection of moist air from the sea, the gradients of 













Figure 2.15: The mean monthly surface temperature over Greenland (Vowinckel 







the central plateau. Bensons' (1962) analysis confirms this, and cites 3 additional 
reasons for deviations from adiabatic temperature gradients. 
Radiational cooling may be greater at high elevations where the water vapour 
content of the air is less. This may lead to superadiabatic temperature gra-
dients between the interior and the coast. 
Melting at low elevations; in Benson (1962) this is given as a reason for the 
temperature gradient being greater than adiabatic. In fact the process of 
melting takes in latent heat which would have the effect of decreasing the 
temperature gradient. 
As the air becomes warmer downslope it can absorb more moisture from 
the snow which, depending on the wind speed may decrease the surface 
temperature gradient. 
These explanations are supported by observations on the traverse described by 
Benson(1962), east of the Thule Peninsula. The gradient was slightly less than 
adiabatic in the summer (0.91°C/100m) when storm wind penetration over the 
continent is more likely, and in winter when the katabatic flow is strongest, they 
exceeded the DALR (1.05°C/100m). A further process which may increase the 
surface temperature gradient on the slopes was put forward by Fortuin & Oerle-
mans (1990) in relation to the Antarctic, but may also apply over Greenland; this 
was the entrainment of warm air from above the boundary layer, which increases 
as the katabatic wind speed increases. 
Vertical Temperature Structure During the winter an inversion exists al- 
most permanently over the ice sheet. This has been noted as a feature of the 
climate of the north Polar region (Vowinckel & Orvig 1970), but a lack of data 
means it is difficult to assess the temperature structure in detail. Observations 
at Station Centrale indicate a mean January inversion depth betweeen 1949 and 
1951 of 329m with a strength of 9.9°C, and overlain by a thin isothermal layer. 
In the summer the inversion is weakened. At the coast warm air advection may 
mean it is destroyed completely, but in the interior there is generally a weak raised 
inversion. At Station Centrale in July, observations for the same period mentioned 
above, found a mean inversion to extend from 705m to 968m above the surface 
but the temperature increase was just 0.8°C. 
2.2.2 Mass Balance 
Accumulation Many authors have made estimates of accumulation over Green-
land (eg. Bader (1961), Benson (1962), Langway (1959)) Fig. 2.16a shows a recent 
assessment of the accumulation over the Greenland ice sheet by Ohmura & Reeh 
(1991). The sporadic nature of the climatic data over Greenland means that the 
observations aren't all taken from the same year, so the values over the ice sheet 
are not strictly comparable (Radok 1982). However Radok states that the inter-
annual variations are probably small, and the figures give a reasonable overview 
of the accumulation pattern, and Ohmura & Reeh (1991) excluded data from 
stations with short records or those contaminated by melt. Most precipitation 
over Greenland is orographically induced, and may be enhanced by cyclogenesis, 
particularly at the coast. As shown in fig. 2.16, maximum accumulation occurs 
on the south east facing slope of the southern dome, decreasing rapidly eastwards. 
A secondary maximum occurs on the west facing slope and on the south facing 
slopes around Baffin Bay. The smallest accumulation is in the north eastern sector 
of the ice sheet and a small area of the west coast around 66°N., 
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The precipitation pattern may be explained according to the circulation of the air 
over the ice sheet, shown in fig. 2.17 (Ohmura & Reeh 1991). The circulation is 
dominated by the Icelandic low to the south east and the Baffin Bay low in the 
west. During the winter, the easterly flow from the Atlantic is very moist after a 
long ocean trajectory, therefore producing the high precipitation observed on the 
south east of the southern ice dome. Radok et al (1982) suggests the precipitation 
may be enhanced in this region due to cyclogensis encouraged by the cold air 
flowing off the ice cap undercutting the relatively warm air over the ocean. The 
western side of the ice cap is under the influence of modified continental air from 
North America. This air has a much lower water vapour content, hence the lower 
values of precipitation observed in this region compared to the southern dome. 
Most precipitation in the west is caused by cyclones from the Atlantic Ocean 
travelling north into Baffin Bay. During the summer the influence of the Icelandic 
and Baffin Bay lows is weakened and a pressure ridge exists orientated towards 
the centre of the ice sheet from the north east in a south easterly direction. This 
reduces the precipitation in the south east, but the air entering Baffin Bay has a 
slightly greater southerly component, and therefore a longer ocean passage, with 
higher water vapour content than during the winter. Thus, the west coast tends to 
experience a summer maximum of precipitation compared to a winter maximum 
on the south east sector of the southern dome, Radok et al (1982) suggests the 
maximum on the west coast occurs in the autumn rather than the summer. The 
low in the Polar Basin encourages precipitation to fall on the north west facing 
slopes, creating a summer maximum in this region. The north east slopes, however 
remain in the rain shadow throughout the year. 
Ablation and Mass Balance The equilibrium line altitude (ELA)t has been 
estimated to be at around 1390m, and many estimates have been made of the 
total balance for the whole ice sheet, both positive and negative. It is thought 
68 




(b)Net Mass Balance taken from Radok et al (1982). 
Figure 2.16: The accumulation and mass balance of ice over the Greenland ice 
sheet in mmday' water equivalent. •69 
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Figure 2.17: The resultant wind over Greenland at 850mb (Ohmura & Reeh 1991). 
to he approximately zero at present, but the rate of retreat of ice at the margins 
is expected to increase if there is climatic warming (Letregully et al 1991). Fig. 
2.16b shows the mass balance as estimated by Radok et a! (1982); the line of 
zero mass balance is the equilibrium line altitude. The pattern of contours is 
similar to those of accumulation, the large positive mass balance occuring where 
accumulation (fig. 2.16a) is large. The actual amount of ablation is uncertain and 
spatially variable, locally on the coast it may be much higher than the contours 
indicate. Braithwaite & Olesen (1990a,b) used radiation budgets to assess ablation 
at two coastal sites Nordbogletscher and Qamanârssüp Sermia, they give estimates 
of 26.4mm water/day and 33.4mm water/day respectively. They found the budget 
to be dominated by the radiation balance accounting for 2/3 of the mean ablation, 
mainly due to the SW radiation, the turbulent heat fluxes contributed much less 
to melting, of the order of 1/3. 
70 








> 10ms 2 110° 
> 8ms 2 141 0 
> 15ms 2  1080 
> 12ms 2 1520 
Table 2.6: The wind speed and direction at Westation and Eismitte in Greenland 
2.2.3 Wind 
Data for wind speed and direction are limited, but table 2.6 (Putnins 1970) shows 
the January and July wind speeds and the most common wind direction for the 
highest wind speeds at 2 stations, one in the interior (Eismitte) and one at the 
coast (West Station). As may be expected the winds tend to be strongest in 
the winter, and weaker in the central region where the depth of flow may only 
be lOOm. Consistent with the theory of drainage flow and katabatic winds the 
predominant direction is easterly, on the western facing slopes, although with a 
large component parallel to the relief contours (which run approximately north - 
south) in the interior (Putnins 1970). 
2.3 Summary 
This chapter gives a general outline of the characteristics of the climate over the 
Antarctic and Greenland ice sheet. The main findings can be summarised as 
follows: 
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• The climate of ice sheets is dominated by the negative radiation balance 
which produces a temperature inversion over the ice. 
• In Antarctica the temperature structure and surface slope characterise the 
wind regime in 3 zones over the ice sheet, the interior zone, the glacial slopes 
and the coastal zone. 
• In the interior flow is quasi -geostrophic, a result of the thermal wind created 
by the inversion over the shallow slopes. 
On the glacial slopes the increase in buoyancy of the air causes acceleration, 
and the development of a more distinct boundary layer where the flow is 
governed by buoyancy, the geostrophic wind, coriolis force and friction. 
• At the coast flow is more sporadic, driven by the buoyancy force and depen-
dent on the nature of upsiope conditions. 
• There is very little precipitation over Antarctica, ablation is mainly by ice 
calving, the net mass balance is approximately zero. 
• The climate of Greenland is also characterised by a surface temperature 
inversion. 
• Boundary layer winds exist in Greenland in a similar way to those of Antarc-
tica, but the plateau is much smaller and the flow frequently interupted by 
the mean zonal flow. 
• Precipitation over Greenland is greater than Antarctica; it is a result of 
the orography of the ice sheet and general circulation of the region. It is 
enhanced in regions of cyclogenesis at the coast, which may be fed by the 
cold drainage flow from the ice sheet. 
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• The Greenland ice sheet has an ablation zone, where ice is lost due to evap-
oration/melt during the summer months. There is also loss of ice due to ice 
calving. The net mass balance is approximately zero at present, but it is 
thought to be sensitive to climatic warming. 
This information will be used as a comparison for the data from GCM simulations 
in chapter 3. The nature of the boundary layer, as the layer of air adjacent to 
the ice, plays a critical role in determining the temperature at the surface of the 
ice sheet and the rate of removal of cold air from the centre of the ice sheet. If 
climate and ice sheets are to be successfully coupled, accurate representation of 
these processes, which may potentially affect the mass balance of the ice sheet, 
is essential. Boundary layer processes are particularly important because of their 
influence on ablation, which appears to be an important component of ice sheet 
models (Hyde & Peltier 1985). The data specific to the boundary layer, sum-
marised in the following 3 tables and explained in section 2.1.3, will be used in 
chapter 4 to provide constraints on a slab model used to investigate the evolution 
of the atmospheric boundary layer over an ice sheet. 
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INTERIOR 	STATIONS 
Station slope wind deviation wind surface inversion = cloud ppn (mm/day) pressure 
& altitude slope direction direction of wind speed temp ( °C) humidity amount (includes (mb) 
location (m) from slope (ms') (°C)  (tenths) blown snow) __________ Mean 	Jan 	July 
Vostokll 250° Mean5.1 Mean-55.6 15.7 	1.0 	22.6 Mean75% Mean4.2 Mean0.15 Mean624.2 
78.45°S 3500 0.0011 285° range 35° Jan 4.4 Jan -32.3 av. AT to 4km Jan 78% Jan 4.2 Jan 0.02 Jan 632.7 
106.9°E  200-250 Jul 5.3 Jul -67.0 (512m above ground) Jul 73% Jul 3.5 Jul 0.19 Jul 624.4 
Plateau 10° Mean(4.3) Mean-56.4 I 1 
Mean609.2 
79.25°S 3620 no reliable data range n.a Jan 3.0 Jan -33.9 -no data available-- Jan 619.0 
40.5°E  320-040 Jul 5.8 Jul -68.0 1 ______________ Jul 605.3 
South Pole complex Mean6.21 Mean-49.3 13.0 	1.3 	17.4 - Mean0.49 Mean680.9 
90°S 2800 0.00176 110_1500 20° 100° Jan 4.2 Jan -27.9 (14.1) 	(-0.5) 	(20.2] n.a Mean3.7 JanO.07 Jan 687.8 
0.0026  Jul 7.4 Jul -59.9 to 650mb(to 600mb)  JulO.02 Jul 677.4 
Sovietskaya Mean3.6 Mean(-56.0) Mcan(2.5) Mean(0.14) Mean(608.6) 
78.4°S 3650 0.0015 140° 110° 30° Jan 2.5 Jan n.a no data available Jan n.a Jan n.n Jan n.a 
87.6°E  Jul 4.4 Jul -69.9  Jul 1.6 JulyO.21 Jul 610.8 
Komsomolskaya Mean3.75 Mean-52.2 Mean72% Mean3.9 Mean0.13 Mean624.0 
74.1°S 3500 0.0011 210° 110° 50° Jan 5.0 Jan -32.2 no data available Jan 70% Jan 4.6 JanO.03 Jan 632.8 
97.5°E  Jul 4.1 Jul -62.0 Jul 77% Jul 3.4 Jul0.12 
Jul 813.7 
Byrd Mean8.2 Mean-27.7 6.4 	0.4 	9.4 Mean6.6 Mean8O5.8 
80.0°S 1533 0.001- 60° 20° 40° Jan 6.0 Jan -14.7 av. AT to 750mb na Jan 6.9 JanO.48 Jan 813.3 







































Station slope wind deviation wind surface inversion 
cloud ppn (mm/day) 	pressure 
& altitude slope direction direction of wind speed temp ( °C) 	
humidity amount (includes (mb) 
location (m)  ________ from slope (ms 1 ) (°C) Mean 	Jan 	July 
(tenths) blown Snow) 
Pionerskaya 140 Meanl0.6 Mean-38.0 
Mean76% Mean6.0 Mean2.64 	Mean690.0 
69.74°S 2700 0.0025 185° range 45° Jan 10.6 Jan -23.4 no data available 	Jan 76% 
Jan 6.5 Jan 1.45 Jan 698.5 
95.32°S -  110-160°  Jul 10.5 Jul -47.3 
Jul 74% Jul 6.2 Jul 3.32 	Jul 687.4 
Vostoki 
72.15°S 3250 0.0023 2000 range 50° 
Station only operative Apr-Nov 1957 
Jul 5.3 Jul -58.0 I 	Jul 71% Ju13.9 Jul 0.20 	Jut 640.0 96.62°E  140-160° 
Charcot 170° Mean9.61 Mean na 
Mean2.5 
69.03°S 2400 0.0023 210° range 40° Jan n.a Jan n.a 
no data available 
139.02°E 140-190° ___________ Jul 9.3 Jul -48.6  
Eights* 185° Mean5.24 Mean-26.0 
11ean5.9 Mean942.5 
75.23°S 430 0.005 350° 330-360° 10-30° Jan 4.9 Jan -10.0 no data available 
Jan n.a 1 no data I Jan 942.3 77.17°E I  170-200° 165° 1 	Jul 5.4 Jul -33.5 1 Jul n.a Jul 949.0 
°ALuoJ.Iy Ioorod on th. ico .hoIf bt bo..00 many choonoton.tk. of .ttion., on tho .lopo 
'katabatc flow 
, Cyclonic flow 
COASTAL STATIONS 
Station slope wind deviation wind surface inversion ppn (mm/day) pressure 
& altitude slope direction direction of wind speed temp ( °C) 	 humidity amount (includes (rub) location - (m)  ________ from slope (ms') (°C) Mean 	Jan 	July  (tenths) blown snow) 
Cape Deniscn Mean22.1 Mean-12.8 Mean73% Mean5.l 
___ 
Mean988.2 
67.9°S 6 0.067 180° 165° 15° Jan17.8 Jan -0.9 no data available 	Jan 73% Jan 7.4 n.a Jan 988.6 
142.7°E ___________ Ju125.0 Jul -19.6 Jul 75% Jul 3.7 Jul 986.8 
Port Martin Mean18.5 Mean-12.2 hlean64% Mean4.8 Mean988.2 
66.8°S 14 0.065 140° 145° 5° Jan 12.8 Jan -1.6 no data available 	Jan 68% Jan n.a n.a Jan 988.6 
141.4°E Jul 19.5 Jul -19.0 Jul 66% Jul n.a Jul 986.8 
Maudheim 80° Mean7.7 Mean-17.4 Mean5.2 Mean989.9 
71.05°S 38 flat 2°peak Jan n.a Jan -4.0 no data available Jan n.a n.a Jan 989.4 
10.9°W -  180° Jul n.a Jul -27.2 Jul n.a Jul 988.4 
Novolazarevskuya 0.04 Mean 10.3 Mean-10.6 Mcan52% Mean5.9 Mean0.83 Mean976.1 
70.8°S 87 - 190° 135°? 55°? Jan 7.4 Jan .0.7 no data available 	Jan 58% Jan 5.6 Jan 0.42 Jan 978.4 
11.8°E 	- _______ 0.05 __________ ________ Jul 10.7 Jul -17.7 Jul 51% Jul 5.5 Jul 0.94 Jul 978.4 
Roi Baudoir. Mean8.1 Mean-15.2 Mearr4.8 
70.43 ° S 37 flat 165° Jan n.a Jan -4.5 no data available Jan n.a no data available 
24.32°E 
. Jul9.3 Jul -23.1  Julna 
Syowa Base 55° 45°/ Mean5.9 Mean-10.5 Meanl3% Mean6.6 Mean985.5 
69°S 15 0.056 100° 2°peak Jan 4.7 Jan -0.6 no data available Jan 71% Jan 6.5 n.a Jan 987.0 
39.6°S _______ 180° 80° Jul 6.6 Jul -18.0 
I 	
Jul 72% Jul 6.0  Jul 985.1 
Dumont D'Urvile not a large Meanl0.9 Mean-10.7 Mean5.0 Meari988.0 
66.7°S 41 offshore 130° katabatjc Jan 10.2 Jan -0.7 no data available Jan n.a n.a Jan 989.3 
140.0°E island  component Jul 9.7 Jul -16.2 Jul n.a  Jul 992 .6 
Ballet On not Mean3.6 Mean-15.3 Mean4.9 Mean988.2 
72.3°S 5 Peninsula 210° katabatic Jan 3.1 Jan -1.1 no data available Jan n.a n.a Jan 990.0 
170.3°E  _________________ Jul3.4 Jul -26.4 Jul 6.5 Jul 987.4 
McMurdo Mean6.5 Mean-17.4 Mea116.1 Mean987.8 
77.85°S 40 Ice Shelf 90° Jan 5.3 Jan -3.1 no data available Jan 6.4 n.a Jan 990.5 
166.62°W  flat/gentle  Jul 6.5 Jul -25.8 Jul 4.8 Jul 989.2 
Halley Bay 80° Mean4.8 Mean-18.5 Meanl.5mb° Meaii6.6 Mean989.3 
75.52°S 29 Ice Shelf 2°peak Jan 4.5 Jan -4.8 no data available Jan 3.5mb Jan 7.5 n.a Jan 991.2 
26.62°W  flat/gentle 240° Jul 5.1 Jul -28.9 Jul 0.6mb Jul 5.8  Jul 989.7 
Mawson - Meanl0.9 Mean-11.3 Mean-17.5°C 5 Mean7.2 Meanl.44 Mean987.7 
67.6°S 8 	1 0.05 140° 135° 5° Jan 8.8 Jan +0.1 no data available Jan -6.9°C Jan 8.0 Jan 0.32 Jan 989.2 
62.9°E Jul 11.7 Jul -17.8 Jul -24.1°C Jul 7.0 Jul 3.5 Jul 989.1 
Molodezhnaya MeanIO.3 Mean-10.9 Mean66% Mean6.7 Mean983.1 
67.7°S 42. 115° Jan 5.4 Jan -0.5 no data available Jan 65% Jan 7.2 n.a Jan 988.8 
45.9 ° E 	-  Jul 11.1 Jul -18.0 Jul 66% Jul 6.0  Jul 986.5 
Mirny 0.05 Meanll.5 Mean-11.3 -0.3 	-2.2 	-0.1 MeanlO% Meart6.4 Meanl.7 Mean984.0 
66.6°S 35 - 180° 150° 30° Jan 7.9 Jan -1.6 increase in T to Jan 69% Jan 6.6 Jan 0.42 Jan 986.2 
93.0°E 0.06 Jul 13.1 Jul -16.6 470m above ground Jul 73% Jul 6.8 Jul 2.48 Jul 984.3 
Davis at satellite station Mea4.9 Mean-10.3 M ean .16.20b. Mean6.5 Mean985.5 
68.58°S 14 0.04 	1 90° 45° 45°? Jan 4.7 Jan +0.6 no data available Jan -7.1°C Jan 6.2 n.a Jan 987.4 
77.97°E on rocky outcrop  Jul 4.9 Jul -17.3 Jul -21.8°C Jul 6 . 5 Jul 986.9 
Oasis 0 . 05 rocky Mea.n7.2 Mean-9.1 Mean56% Mean7.0 Mean0.59 Mean983.l 
66.27°S 29 - outcrop 90° Jan 6.4 Jan +1.8 no data available Jan 46% Jan 7.0 Jan 0.1 Jan 986.3 
100.75°E  0.08 __________ Jul 7.4 Jul -16.8 Jul 70% Jul 7.2 Jul 0.9 Jul 985.1 
W il kes/Case'; 90° 20° Mean6.9 Mean-9.2 Mean-13.2 5 Mean Mean0.85 MeanOS3.2 
66.25°S 12 0.5 110° & (& Jan 5.1 Jan +0.1 00 data available Jan -4.3 Jan o.a Jan 0.32 Jan 985.7 





















The Climate Over Model Ice Sheets 
In chapter 1, it was stated that this thesis aims to investigate the climate over 
ice sheets, and particularly the way in which models can be used to simulate the 
components of the climate system to which ice sheets are most sensitive. The 
work of Hyde & Peltier (1985), and Oerlemans (1981) showed that evolution of 
ice in models is extremely sensitive to the climatic upper boundary conditions, 
particularly in the ablation zone ,t yet the climate of ice sheet models is generally 
very crudely prescribed. Furthermore there is evidence that the change in mass 
balance produced by an external forcing on the climate, is not independent of 
altitude. Oerlemans & Hoogendoorn (1989) and Braithwaite & Olesen (1990b) 
both found the largest change to occur at the margin, therefore the technique 
outlined in chapter 1, commonly used to drive models of the glacial cycles, by 
moving a theoretical climate pointt north and south but maintaining a constant 
slope of the climate surfacet  (eg. Hyde & Peltier 1985), is not necessarily realistic. 
Introducing a more detailed climate to ice sheet models causes problems, due to 
the disparate timescales between climate and ice sheets and a lack of detailed 
knowledge of the real climate over ice sheets, highlighted in chapter 2. There 
has been very little work which has attempted to assess the model climate over 
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ice sheets. When GCM's have been used to investigate 'snap-shot' pictures of 
ice age climate the accuracy of the model climate over the ice sheet is not always 
considered, (eg. Kutzbach & Guetter 1986), despite model evidence that ice sheets 
are very sensitive to its variation. The models must be able to simulate the climate 
over the ice sheet in order that they can drive a model of an ice sheet, causing it to 
grow and retreat in a manner that is consistent with the palaeoclimatic evidence. 
This chapter is therefore an attempt to address this problem. Based on the de-
scriptions of chapter 2, a comparison will be made between the GCM climates, 
and the observed climate over ice sheets. The two models which have been chosen 
are the Meteorological Office (Met.0) General Circulation Model and the NCAR 
Community Climate Model 1. The Met.O model is a large grid scale model re-
ferred to widely in the climatological literature as a 'state-of-the-art' model. The 
NCAR model on the other hand, is a spectral model, and therefore provides a 
useful comparison to a grid point model. GCM's have limitations in their resolu-
tion, which make it difficult to represent the boundary layer realistically. In the 
ablation zone it is boundary layer processes which largely determine the amount 
of ablation; chapters 4 and 5 will look at a simple way in which the boundary 
layer of the ablation zone can he investigated in more detail. 
3.1 Description of the GCM's. 
A brief description of each of the models taken from the handbooks is given 
below; because this information is repeated in other sources the description does 
not include the details of model equations. For this, the original work should be 
referred to, which for the Met.O model is the Handbook of the Met.O GCM by 
Slingo (1985), and for the NCAR model is the Description of the NCAR CCM1 
by Williamson et al (1985). 
3.1.1 The Met.O GCM 
The Met.O GCM is an 11-layer grid point model with a 2.75° x 3.5° latitude 
longitude grid and a 10 minute timestep. The model has coordinates (x, y, a) 
where a = p is the surface pressure. It is governed by the conservation 
of mass, momentum, heat and moisture, so the variables are surface pressure, 
wind velocity, temperature, and moisture content. The model has an interactive 
radiation scheme and is therefore not constrained by parameters based on present 
day climate (Slingo 1985). Cloud is predicted by the model, allowing random 
overlapping of 3 layers, and 1 convective tower, which may extend through one 
or more layers, depending on the extent of convection. The radiative properties 
of the cloud are prescribed. The radiatively active gases CO2 , 03 ,and 1120(g) are 
prescribed. For the shortwave fluxes, the albedo is prescribed from the global 
dataset for land according to Wilson and Henderson-Sellers (1985) (quoted from 
Slingo 1985); snow covered land albedo is prescribed according to snow depth; 
sea-ice albedo is prescribed as a function of temperature. The albedo of ice sheets 
is held constant at 0.8. Longwave radiation is treated in 6 spectral bands and the 
contributions from each of the bands, are calculated at each layer boundary, with 
emissivities and absorptivities for each layer calculated assuming a constant mass 
mixing ratio of each gas within a layer. Clouds, with the exception of high cloud, 
are treated as black bodies emitting at the temperature of the cloud boundary. 
The boundary layer is the lowest 3 layers of the model with eddy diffusivity rep- 
resenting the turbulent exchanges of momentum, sensible heat and water vapour, 
over a surface of sea, sea-ice, land-ice or land. The sea surface temperature is 
prescribed, and over land-ice, sea-ice and land the temperature is calculated from 
a surface energy balance equation. Sea-ice forms when the temperature falls be-
low 271.2K and land ice at temperatures lower than 273K. Snow depth and soil 
moisture content vary according to the water vapour, snow and heat budgets. 
Precipitation forms in the model when the specific humidity exceeds the saturation 
specific humidity for the layer temperature, and latent heat is released due to 
condensation; if the temperature is less than freezing, latent heat of fusion is 
released as the precipitation is allowed to freeze. The snow is melted if it enters 
a layer greater than 273K. The precipitation is summed through the layers to 
determine the precipitation at the ground. A penetrative convection scheme is 
used; convection is initiated when a parcel of small excess buoyancy becomes 
more buoyant after rising to the layer above. In the convection process, buoyant 
plumes are allowed to rise and entrain environmental air, until they cannot rise 
to the next layer and remain buoyant, at which point detrainment is assumed to 
occur until the residual parcel can rise and remain buoyant at the next level. Once 
the mass of the plume is less than a defined lower limit it is assumed that it will 
be destroyed by entrainment.t 
3.1.2 The NCARCCM 
The NCAR model is a spectral GCM with 9 sigma levels and a timestep of 30 
minutes. It solves the primitive equations conserving mass, momentum, heat and 
moisture in spectral space, but the physical parameterisations are carried out in 
grid point space, with a latitude longitude spacing of 4.4° x 7.5°. As with the 
Met.O model there is an interactive cloud scheme, clouds forming whenever the 
air becomes saturated, with random overlapping of layers, but no cloud in the 
layer near the surface or the top two layers. Multiple reflections of radiation are 
permitted between layers of cloud and between the lowest layer and the ground. 
The shortwave radiation scheme requires prescribed 03 , CO2 and H2 0 mixing 
ratios and prescribed surface albedo. This is constant over land, based on the 
Matthews (1983) (quoted from Williamson et al 1985) dataset, with a dependence 
on solar-zenith angle. The snow albedo is weighted using 50% land albedo and 
50% snow albedo, ice is prescribed an albedo of 0.8 and sea-ice 0.7. The longwave 
radiation is solved using emissivities and absorptivities of each layer; the emissivity 
of convective cloud is given as 1 and that of non-convective cloud (formed under 
stablet conditions) according to moisture content. 
The boundary layer treatment is similar to the Met.O model using a bulk aero-
dynamic parameterisation up to the first model layer, and surface temperature 
is calculated from an energy balance equation. Sea surface temperatures, sea ice 
locations and snow cover are prescribed according to their seasonal variation. 
3.2 The Simulated Climate over Antarctica 
In chapter 2 it was explained that the seasonal evolution of Antarctic climate is 
strongly influenced by the polar night, which produces the characteristic 'coreless 
winter' (eg.Schwerdfeger 1970). This is a useful starting point for any compari-
son of the model climate over the ice sheet to that which is observed. Fig. 3.1 
shows the mean monthly surface temperature for the Met.O model at latitudes 
71.25°S and 81.25 0 S between longitudes 60°W and 120 0 W. Comparing fig. 3.1 to 
the temperature regime of Cape Denison and Vostok II in fig 2.3, it can be seen 
that the coreless winter is reproduced fairly well, with temperatures falling to a 
minimum value by April, and remaining low for 6 months before beginning to rise 
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Figure 3.1: The mean monthly temperature variation of the Met.0 model along 
latitudes 81.25°S (-_--_x_) and 71.25°S (--) between 60°W & 120°W 
again. The model does not appear to reproduce the latitudinal difference in the 
length of the coreless winter. Referring back to chapter 2 it will be remembered 
that closer to the interior a longer winter is observed; temperatures may remain 
consistently low for 8 months of the year. The failure of the model to reproduce 
this, suggests that the balance between the downward atmospheric radiation be-
neath the inversion and the upward flux from the ground, which is responsible for 
the maintenance of the coreless winter, is not accurately reproduced by the model. 
This will be investigated in the following sections. The climate of Antarctica is 
strongly influenced by surface topography. The resolution of both models requires 
that the model topography is smoothed, and this is an important consideration 
to make in any assessment of the model climate. The topography for each of the 
models is shown in fig. 3.2. 
(a) Met.O model 
(b) NCAR model 
Figure 3.2: Surface topography over Antarctica for each of the models. 
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3.2.1 Surface Temperature and Radiation 
A realistic simulation of the temperature and radiation balance for a GCM is crit-
ical if the model is to be able to predict ablation accurately. On the Antarctic 
ice sheet this isn't strictly applicable as the temperature remains below freezing 
throughout the year. However, Antarctica is the largest area of ice with a reason-
ably known radiation and temperature regime and therefore provides an essential 
indicator of the models ability to predict these variables over ice. 
Temperature 
The surface temperature of the models over Antarctica are shown in figures 3.3 
and 3.4. Both models reproduce the assymetry of the contours over the continent, 
shown in fig. 2.2, such that rather than being centred on the pole, the coldest 
region is the East Antarctic Plateau. Neither of the models reproduce the very cold 
core in the centre of the continent in July, where temperatures on the very high 
plateau fall to -70°C. The NCAR model is closest with a similar area of ice enclosed 
by the -60°C isotherm. The Met.O model only reaches -60°C at a location much 
further west than the lowest observed temperatures. Over the central plateau the 
temperature only falls to -55°C. The coastal region on the other hand is too cold, 
the -30°C contour which lies inside the boundary of Antarctica in July is at the 
coast or over the sea-ice in both models. 
The summer (January) simulation is better for the NCAR model, reaching -30°C; 
the Met.O model is reasonable but remains slightly too warm over the central 
Plateau, where the minimum contour is -25°C. Both models produce temperatures 
which are slightly low at the coast. The -2°C contour which follows the coast in 
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(a) July (contours at 5°C intervals). 
(b) January (contours at YC intervals). 
Figure 3.3: Variation in the monthly mean temperatures of the Met.O model 
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(a) July (contours at 5°C intervals). 
(b) January (contours at 5°C intervals). 
Figure 3.4: Variation in the monthly.mean temperatures of the NCAR model 
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Met.O surface temperature gradients. 
July January 
Position iH Temp AT L.R Temp LT L.R 
(m) 00 °C °C/lOOm C 00 °C/100m 
76.875E 222.160 251.153 
76.25S 5uu 4.706 0.94 2.051 0.41 
76.875E 226.866 253104 
73.75S 
140.625E 212.484 250.541 
73.75S 1400 14.874 1.06 6.665 0.48 
136.875E 227.358 257.206 
68.75S 
140.625E 221.515 250.842 
81.25S 500 3.838 0.79 1.406 0.28 
155.625E 225.353 252.248 
81.25S 500 6.406 1.28 4.442 0.89 
159.375E 231.759 256.690 
81.25S 
5.625E 222.337 250.354 
76.25S 1500 7.111 0.47 1.744 0.12 
1.875E 229.448 252.098 
73.75S 
mean 0.91 0.38 
Table 3.1: Temperature gradients along the surface of the ice for the Met.O model. 
fig. 2.2 lies some distance north of the coast in both models. 
Surface Temperature Gradients. 	The temperature pattern observed in 
both winter and summer, of a warm model interior and cold coast has important 
consequences for the temperature gradient along the surface of the ice sheet, shown 
in table 3.1 and 3.2. 
The temperature gradients along the surface of the ice are lower for January than 
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NCAR surface temperature gradients. 
60.OE 209.210 241.418 
77.8S 1000 9.376 0.94 9.16 0.92 
60.OE 218.586 250.578 
73.3S 1000 13.111 1.31 12.55 1.25 
60.OE 231.697 263.123 
68.9S 
15.0E 214.241 244.072 
77.8S 1000 7.988 0.80 8.518 0.85 
15.0E 222.229 252.590 
73.3S 1000 14.138 1.41 11.15 1.11 
15.0E 236.367 263.738 
68.9S 
mean 1.12 1.0 
Table 3.2: Temperature gradients along the surface of the ice for the NCAR model. 
M. 
July, this follows the same trend as the observations, although actual values are less 
than observed. For the Met.O model in January they vary between 0.12°C/100m, 
and 0.89°C/100m compared to the observed value of 0.8 0 C/100m to 1.00 0 C1100m. 
The NCAR model appears to be much better, although possibly slightly too high, 
with a summer gradient between 0.85 0 C/100m and 1.25 0 C/100m. As would be 
expected from the discussion of figs. 3.3 and 3.4. the July temperature gradients, 
particularly for the Met.O model are too low varying between 0.47 0 C/100m and 
1.280 C/100m, the average is 0.91°C/100m, whereas observations suggest values 
in the winter exceed 1 0 C/100m (Rusin 1964). The NCAR model has an average 
temperature gradient which is more reasonable, 1.12 0 C/100m, but there is a large 
variability of 0.84 0 C/100m to 1.41°C/100m. 
From the above discussion it would appear that the climate predicted by the 
Met.O model is not conducive to the growth of a large ice sheet, which requires 
a surface temperature gradient of greater than 1°C/100m (Flindmarsh & Boulton 
1989). The climate of the NCAR model initially appears more favourable, but 
the low resolution of the model and smoothing of the topography, means that the 
results must be treated cautiously. The temperatures seem to be consistently high 
in the interior and low at the coast, which suggests problems with the dynamics 
of the model air flow. As described in the previous chapter, radiational processes 
dominate in the interior. The air flow has its major component parallel to the 
contours, so the air has time to cool before reaching the glacial slope. On the 
slopes the air velocity increases, and the downslope component becomes larger. 
At this point turbulent processes acting on the air become more important and 
the temperature of the air increases at the dry adiabatic lapse ratet (DALR). 
Deviations from the DALR are caused by entrainment of warmer air from above 
the b.1 which may increase the temperature gradient, particularly over the glacial 
slope and coastal strip. If the flow is slow however, there may be additional 
radiational cooling of the air which results in a slightly lower temperature gradient. 
Thus the temperature gradient is affected by both the radiation and wind regimes 
of the climate and these will be investigated for each of the models in following 
sections. First, however there will be an assessment of the vertical temperature 
structure of the atmosphere as this is an indicator of the effectiveness of the 
radiation regime, as well as being a driving force for the winds over the ice sheet. 
The Temperature Inversion. As explained in chapter 2, the climate over an 
ice sheet is characterised by a strong temperature inversion caused by radiational 
cooling from the ground. This process is enhanced in Antarctica during the winter 
because there is no shortwave heating of the ground. Data were available for a 
level 1 at between 84m and 90m, level 2 between 420m and 470m and level 3 
between 1100m and 1150m above the surface of the Met.O model. For the NCAR 
model, a level 1 at 60-64m and level 5 between 4.2 and 4.6km above the ground. 
Neither model reproduces the depth or strength of the inversion, which may be as 
high as 14°C over the central plateau in the lowest 60m of the atmosphere, and 
extend upwards several kilometres above the ground. Fig. 2.5 in chapter 2 shows 
the inversion to be strongest close to the ground in July, and even at 7km the 
temperature is still greater than that at the surface. 
Fig 3.5 shows that in the lowest layer of the Met.O model the inversion is absent 
over most of the central plateau in July, and is only weakly present on the glacial 
slope, shown by the shaded regions, around the Ross ice shelf, to the south-west 
of the Weddel sea, along the coast of the East Antarctic ice sheet and the low land 
to the south of the Amery ice shelf (for locations see fig. 2.1). This is the reverse 
of the observed pattern which has the strongest inversion in the centre of the ice 
sheet. At higher levels in the model the inversion is present, but the strength and 







Figure 3.5: The temperature at level 1 minus the Surface Temperature for the 
Met.O model in July (contour interval of 2°C). 
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Figure 3.6: The temperature at level 3 minus the Surface Temperature for the 
Met.O model in July (contour interval of 4 0 C). 
3.6 shows the difference in temperature between the surface and level 3; again 
this shows the reverse trend of the observations. Over the south pole and in the 
eastern longitudes where the observed inversion is strongest the inversion only 
reaches 4°C, it is stronger towards the coast and particularly on the glacial slope 
of Adelie Land, between 11001600,  where the anomalous cold core was observed 
in the surface temperature fig. 3.3a. Comparing actual temperatures to the 
temperatures at higher model layers, it seems that the inaccuracies in predicting 
the inversion strength arise due to predicted temperatures which are too high on 
the central plateau, rather than temperatures which are too low at upper levels. 
The NCAR model reproduces the pattern of the inversion in July much better, 
(fig. 3.7); the lowest level of the inversion up to approximately 60m is fairly good 





Level 1 temperature minus surface temperature. 
Level 5 temperature minus surface temperature. 
Figure 3.7: The temperature inversion in the NCAR model in July (contour in- 
terval of 2'C). 	
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4.2km above the ice, the temperatures are lower than those at the surface 
In January the inversion may often be absent so lapse conditions may exist, al-
though a weak inversion may be visible over the central plateau at night, (fig. 
2.5 in chapter 2). The deviations from the observed pattern is similar to that of 
the July simulations and therefore the maps of the data have been omitted. The 
Met.O data show a weak inversion between levels 1 and 2 in the model over Adelie 
Land, but over the central plateau there is no change, or a decrease of temperature 
with height. Again the NCAR model reproduces the pattern more accurately in 
the lower layers, showing an inversion over the central plateau to level 1,but the 
temperature of the layers above tends to decrease too rapidly up to level 5 where 
temperatures are 22-28°C colder than the surface. 
Radiation 
The net SW and LW fluxes were available for both models, for the Met.O model 
the upward and downward components of each flux were also available. 
Short-wave Fluxes. Chapter 2 explained that the downward SW flux tends to 
be larger in the interior than on the slope, because of the short atmospheric path 
of radiation arriving there. This trend is eventually masked further north by the 
higher solar elevations, so that the downward flux at the coast is not always lower 
than the flux on the glacial slope. High albedos mean that most incoming radiation 
is reflected away from the surface and the net downward flux is of the order of 
60Wm 2 -8OWm 2 , tending to be slightly less than the interior, towards the coast. 
Therefore typically Vostok II in the interior has a net SW budget of 79.11,Vm 2 , 
whereas Mizuho on the glacial slope has a budget of 64.2 Wm!2, and at the coast 
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(b) NCAR Model 
Figure 3.8: The net shortwave fluxes for each of the models at the surface in 
January over Antarctica (contour interval of 201Vm 2 ). 
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the flux for Mirny is 69.lWm 2 . Data are sparse and discrepancies between 
stations at the same latitude are often greater than those along a longitudinal 
section. However compared to the differences to the model predictions inter-
observational variations are small. 
Fig. 3.8, shows the net short-wave fluxes of radiation for each model (July SW 
fluxes are zero). The NCAR model predicts the minimum flux along the glacial 
slopes, (depicted by the shading), but the actual values tend to be greater than 
those which are observed. The model predicts values of 100 Wm 2 in the interior, 
decreasing to less than S0Wm 2 around 70°S, and then increasing to the coast. 
The pattern of the Met.O model is less clear. There is no minimum on the glacial 
slopes, over most of the ice sheet the flux is around 401'Vm 2 and only begins to 
increase significantly, north of the coast of Antarctica in the zone of higher solar 
elevation. Cattle & Roberts (1988) have looked at the high latitude climatology of 
the Met.O model and mention misrepresentation of the cloud cover as the reason 
for gross inaccuracies in the radiation of the model. The model tends to predict 
too much cloud, which is too thick, so that the predicted downward flux of solar 
radiation is as much as 1001'Vm 2 too low, which also leads to under predictions 
of the upward and net fluxes. The effect is particularly noticeable in the interior 
where low clouds are rare and cloud cover is almost always less than 4/8. 
Longwave Fluxes. Fig. 3.9 and fig. 3.10 show the net longwave fluxes for the 
models. The long-wave budget is also dependent on accurate representation of 
cloud in the model. The predicted net upward flux of between 0 and 151 ,Vm 2 in 
July by the Met.O model is reasonable compared to the observed net fluxes in July, 
when Vostokll records a flux of 17.21 ,Vm 2 and Mirny 32.1 Wm 2 . The January 
fluxes of the model however are not so good; in the interior the observations show 
the flux at Vostok II may reach 7.5.61 ,Vm 2 according to Dalrymple (1966), and 
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Figure 3.9: The net longwave fluxes at the surface of the Met.O model (positive 








Figure 3.10: The net longwave fluxes at the surface of the NCAR model (contour 
interval of 5Wm2). 	 98 
at the coast Mirny has a flux of 38.5Wm 2 , whereas the flux in the model is 
comparatively low at 20Wm 2 , with the maximum cooling at the coast, rather 
than in the interior. In contrast, the NCAR model tends to predict fluxes which 
are too high, although they do decrease towards the coast. In the winter the net 
longwave flux from the surface is 601Vm 2 and in the summer values decrease from 
120 Wm 2 in the interior to to 7OWin 2 at the coast. 
Cloud amounts can again account for the discrepancy of the Met.O model, since 
too much cloud increases the amount of atmospheric radiation received by the 
surface. This is illustrated by the downward component of the LW flux in the 
Met.O model shown in fig. 3.11; the predicted downward flux is much higher than 
that which is observed, particularly in the winter. In January for example the 
simulated downward longwave flux of the Met.O model increases from 200 Wm 2 to 
260 Wm 2 betwcen the interior and the coast, while in July the increase is from 
120 Wm 2 to 160 Wm 2 , these correspond to increases of SOWm. 2 -25OWrn 2 and 
70Wrn 2 -200Wm 2 respcctivcly in the observations. The additional downward 
flux from the cloud tends to offset any effect of the high surface temperatures 
which lead to excessive upward fluxes in the infra-red. This is reflected in the 
low Angstrom ratio of the Met.O model, which is 0.05 in the summmer and 0.1 
in the winter. These values are much lower than those observed, which tend to 
be between 0.2 and 0.4, because the cloud in the model produces much more 
downward radiation than is produced by either the cloud or the warm moist layer 
of air above the surface of the Antarctic ice sheet. Thus the downward radiation of 
the model is more effective at counteracting the loss than is realistic. Inadequacies 
in the longwave radiation can be used to explain the discrepancies between the 
model and the actual inversion pattern. The NCAR model has the greatest net 
upward flux and achieves the greatest surface cooling with a strong inversion close 




Figure 3.11: The downward component of the longwave flux at the surface of the 
Met.O Model (contour interval of 101 , Vm 2 ). 
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Met.O model, is consistent with the location of the strongest surface inversion. 
This can be seen by the shaded regions of fig. 3.5 and fig. 3.6. Neither model 
reproduces the cloud cover of the interior or the layer of warm air at upper levels 
which is advected from lower latitudes and helps maintain the deep inversion and 
the coreless winter as described in section 2.1.1. In both models the high values of 
downward radiation caused by inaccurate parameterisation of polar cloud means 
that the longwave balance is achieved at a higher temperature than on the actual 
ice sheet. 
Sensible Heat Flux. The sensible heat flux is the other significant component 
of the energy balance determining the surface temperature. Over an ice sheet 
because of the cold surface this is a negative flux, directed into the ice, mirroring 
the upward longwave flux. The eddy diffusivity which is used to parameterise 
boundary layer turbulent fluxes, uses the temperature difference across a layer to 
parameterise the sensible heat flux. Therefore without accurate prediction of the 
net radiation budget is is unlikely that the sensible heat flux will be sufficiently 
large. 
This is confirmed in fig. 3.12, which shows the Met.O model sensible heat flux. 
In January the flux is in the wrong direction and in July, it is negative (ie. into 
the ground), but it is too small. This is consistent with the earlier discussion 
about the lack of surface cooling and the weakness of the inversion. As would be 
expected the sensible heat flux is smallest where there is a small upward flux of LW 
radiation and weak inversion. In July the location of the shaded region, showing 
the largest negative flux, coincides with the strongest inversion and greatest LW 
radiational cooling. 









Figure 3.12: The sensible heat flux in the Met.O Model over Antarctica (contour 
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Figure 3.13: The sensible heat flux in the NCAR model over Antarctica (contour 
interval of 1OU"m 2 ). 
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rately, predicts a higher and more realistic sensible heat flux, shown in fig. 3.13, 
but it tends to be too low on the coast between 90°and 120°E in January, so that 
whereas Mirny has an observed value of -15.91'Vrn 2 it is the OWm 2 contour of 
the model that passes through the station location. In July the sensible heat flux 
of the NCAR model is too high, consistent with the high upward LW flux and 
strong temperature inversion in the lowest model layer. 
The discussion in this section indicates clearly that the parameterisation of cloud 
is critical to the prediction of the radiative fluxes over the ice sheet and therefore 
surface temperature. The clouds over Antarctica are generally fairly high and in 
thin layers, which isn't typical of cloud cover globally, which tend to be much 
thicker and lower. Clouds in the models are given radiative properties typical 
for the globe rather than ice sheets and it is this, combined with problems of 
resolution that causes discrepancies in the predictions. 
3.2.2 Mass Balance 
The second important component of the climate for the ice sheet is the mass 
balance. This is the acdumulationt minus the ablation. Ablation is the loss of 
ice due to melting and runoff, wind removal and calving of icebergs where the ice 
sheet meets the coast. From the GCM's, snowmelt is the only variable that can 
be obtained directly from the data, since the other processes require a knowledge 
of the snow and ice dynamics. The Antarctic ice sheet is unique in this respect, in 
that it does not have a distinct ablation zone as the temperature remains below 
freezing throughout the year. Ablation, or snowmelt will therefore be disregarded 
in this section. 
Accumulation is predominantly precipitation, which in Antarctica means snow- 
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Figure 3.14: Precipitation minus evaporation over Antarctica for the Met.O model 
in July (contour interval of 0.2mm/day). 
fall. There are little data available on precipitation in the Antarctic as explained 
in chapter 2, the best is total annual accumulation shown in fig. 2.6; this can he 
used to compare trends in the seasonal simulations of accumulation, rather than 
concentrating on absolute values. Figs. 3.14 and 3.15 shows the net accumula-
tion, as given by precipitation minus the evaporation over the ice sheet, for the 
models. The January simulation of the Mct.O model has been omitted because 
values tend to he uniformly low (less than 0.2mm/day). Comparing the figures to 
fig. 2.6 suggests that the observed pattern of increasing accumulation towards the 
west over the ice shelf is almost reproduced by the Met.O model in July, although 
there is an extended region of low accumulation to the west of the Ross ice shelf, 
which isn't present in the observations. The ridge of very high accumulation over 
the trans-Antarctic mountains to the east of the Ross ice shelf is absent, probably 
due to smoothing of the topography, which lessens the orographic effect of the 
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Figure 3.15: Precipitation minus evaporation over Antarctica for the NCAR model 
(contour interval of 0.5mm/day). 	106 
plateau but rather than increasing over the western ice shelf there is a ridge of 
high accumulation values across the centre of the continent from the SE Weddel 
Sea to the S Ross ice shelf, with particularly high values to the S of the Ross 
ice shelf of 3mm/day in January and 2.5mm/day in July. The problem of accu-
rate precipitation predictions of the NCAR model was also noted by Pitcher et 
al (1983), as being largely due to the resolution of the model, which is unable 
to reproduce variables with large temporal and spatial variability, such as pre-
cipitation. In contrast to the Met.O model the NCAR model suggests a summer 
maximum of precipitation. Rusin(1964) has recorded the precipitation at various 
gauges over the ice sheet, these show a maximum of precipitation in July. How-
ever the gauges were also collecting blowing snow, so high wind velocities at the 
coast may make the seasonal differences appear much larger than they really are. 
It is possible that at the coast there is a summer maximum of precipitation as 
it is mainly produced by cyclonic activity. In the interior values of 0.02mm/day 
in January increase to 0.19mm/day in July. This is more likely to he due to a 
real increase in snowfall, as most precipitation in the interior is in the form of ice 
needles from a clear sky, which has been observed to be primarily a winter phe-
nomena (see chapter 2). The summer maximum and ridge across the continent 
in the NCAR model, could be arising because the weak storm track between the 
Ross and Weddel Seas is intensified by the model and the smoother contours of 
orography allow cyclonic disturbances to penetrate too far inland. This region of 
high predicted precipitation coincides with the line of weaker inversions described 
earlier suggesting greater mixing of the air in this area which may he expected 
under the influence of cyclonic disturbances. 
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3.2.3 Wind and Pressure 
Pressure 
There is little information about surface pressure other than spot observations at 
individual stations. The height of the ice sheet means that the pressure tends 
to be very low which is reproduced by both models. January pressures tend to 
be slightly higher, but still less than 650mb. It is possible that the models are 
slightly high in their predictions. However this is more likely to be a facet of 
the smoothing of the topography rather than a real feature of pressure in the 
model. This becomes obvious if the two models are compared; the Met.O model 
produces a slightly more elongated region of low pressure than the NCAR model, 
corresponding to the 3000m contour line in each model. 
Wind 
Section 2.1.3 explained the nature of the wind in Antarctica. There are no data 
available for the NCAR. model so this section will only discuss the simulation of the 
Met.O model. Predictions of wind are important because of their role in turbulent 
entrainment of warm air into the boundary layer, a process which is important in 
determining both the absolute temperatures and temperature gradient over the 
ice sheet on the glacial slope. They may also be of secondary importance if there 
is a significant amount of ablation by blowing snow. 
Comparing fig. 3.16 to fig. 2.8, wind direction appears reasonable, with the 
streamlines emanating from the central plateau and strongest over Adelie Land 
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Figure 3.16: Wind vectors over Antarctica for the Met.O model. 
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the easterly flow is weak in July and becomes westerly further from the ice. This 
is consistent with observations off the west coast of Antarctica whereas strong 
easterlies are consistently observed off the coast of Antarctica facing the Indian 
Ocean around 40°E. 
The wind speed over the ice sheet is largely determined by the strength of the 
inversion, be it the gradient wind of the interior or the katabatic drainage flow over 
the slopes and coastal zone. Therefore the under representation of the inversion 
discussed previously, also has implications for the wind velocity predicted by the 
model. The shading on fig. 3.16a shows wind speeds greater than lms'and on 
fig. 3.16h the shaded region has a wind speed greater than 6ms'. These wind 
speeds are much lower than those which are observed; Cape Denison is located 
within the 6rns' isotach of the model in July, yet the observed wind speeds at this 
station can reach 20ms', elsewhere in the coastal zone wind speeds consistently 
reach 9 or lOms', which is nowhere achieved by the model. 
The wind speeds in the interior seem to be more accurately reproduced by the 
model, although the predictions are still slightly too low. For example, Plateau 
station at 78.5°S and 106.9°E records a mean January wind speed of 3ms'and 
a mean July speed of 5.Sms 1 , whereas the model calculates speeds of 2nis 1 and 
4m.s'respectively, for a similar location. The discrepancy in the predictions of 
wind speed between the interior and the coast can be accounted for by the way 
in which the GC?vI treats the forcing mechanisms of the wind. In the interior, 
the winds are dependent not only on the inversion strength, but also the pressure 
field of the upper atmosphere, which the model simulates more realistically than 
the conditions within the boundary layer. In contrast, the winds of the glacial 
slope and coastal zone are dependent on the state of the boundary layer, and it 
has been shown the model does not simulate these features well, 
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3.3 The Simulated Climate over Greenland 
The assessment of the climate over the Greenland ice sheet is in many ways more 
significant for the coupling of climate and ice sheets than the Antarctic, because of 
the dynamics of the Greenland climate. The ice sheet, which is much smaller than 
that in the Antarctic, is located within the northern hemisphere westerly flow and 
extends sufficiently far south for significant melting to occur to create an ablation 
zone. The Greenland ice sheet, therefore bears many more of the characteristics 
of the large ice sheets that formed over North America and Europe during the 
last ice age. However the analysis is hindered by the lack of a coherent set of 
meteorological observations, and the fact that the ice sheet is much smaller than 
the Antarctic means it is covered by fewer model grid points and is very poorly 
represented. This is particularly the case of the NCAR model which has only 
49 grid points in the area 60°W to 15°W and 86.6°N to 60 0 N, which covers the 
Greenland ice sheet. The ice sheet is more adequately represented by the Met.O 
model and the difference may be best illustrated by comparing the respective 
topographies, fig. 3.17. Smoothing has been carried out to such an extent that 
the ice sheet in the NCAR model does not exceed 1000m, which compares to 
2500m of the Met.O model and 3000m over the real ice sheet. The height of 
the ice sheet means that it acts as a barrier to the mean westerly flow, which 
as explained in chapter 2 determines the dynamics of the climatic regime for the 
ice sheet. It will be seen that this is particularly noticeable in the predictions of 


















The effect of the smoothing of the surface orography on the climate is apparent 
in the maps of surface temperature figs 3.18 and 3.19. As mentioned in the 
introduction to this section the effect is especially noticeable for the NCAR model. 
In July, although the NCAR model has a minimum temperature closer to the 
observations (fig. 2.15), than the Met.O model, the minimum lies over the Thule 
Peninsula in the NW of the ice sheet, rather than slightly north of the high plateau. 
The shape of the Met.O model contours is slightly better, with secondary minimum 
delineated by the —20°C and —25°C contours over the plateau, but even so the 
lowest temperatures are again over the NW, and at -30°C are much warmer than 
the observations. In both models, the temperature gradient increases to the coast 
and the location of the 0°C isotherm in each of the figures shows the temperatures 
at the coast to be generally higher than those which are observed. 
In the suiiinier the simulation of the Met.O model is much better (fig. 3.19); 
the -12°C isotherm encloses an area to the north of the high plateau, but at the 
coast the temperature of 4°C is slightly less than the observations. The map of 
the NCAR model again shows the limitations of resolution, particularly at the 
southern tip of the continent where the absence of high ground has lead to much 
higher temperatures, greater than 7°C. Further north the model still manages to 
attain a minimum of -8°C, even without accurate topography, which suggests that 
the radiation regime may be compensating for the smoothing of the topography by 
increasing the amount of cooling at the surface. This will he discussed in greater 
detail in section 3.3.1. 
Surface Temperature Gradients. The analysis of the previous section makes 
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Figure 3.18: The surface temperature of the models over Greenland in January, 
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Figure 3.19: The surface temperature of the models over Greenland in July, (con-
tour interval 5 0 C). 
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ever if the temperatures are consistently higher, it may be that temperature gra-
dients along the surface of the ice sheet are much closer to the actual temperature 
gradients. 
Poor topography of the NCAR model means that temperature gradients are dif-
ficult to calculate, and are generally low, particularly in summer; in the January 
simulation the lowest temperatures do not coincide with the highest land. In July 
the temperature gradients appear to be higher; on the west facing slope they are 
1°C/100m at 77.8°N and at 68.9°N they are 0.87°C/100m, however these estimates 
have been made over very small changes in altitude and are therefore subject to 
large errors. 
It seems more meaningful to discuss the temperature gradient of the Met.O model. 
These are illustrated by the linear regression lines of fig. 3.20 for latitudes 71.25°N 
and 78.75°N. On the west coast values are considerably lower than the observed 
surface temperature gradients, which in the winter tend to equal or exceed the 
DALR (dry adiabatic lapse rate) and in the summer may he slightly less, being 
between 0.6°C/100m and 0.8 0 C/100m (Diamond 1959). As in Antarctica it is 
the strength of the katahatic regime which is the important determining factor of 
the temperature gradient. At the coast cyclonic influences increase in importance 
so in some of the figures coastal grid points are excluded from the calculations. 
However even allowing for this, it seems the July surface temperature gradients 
are higher than those in January, which suggests the model is particularly poor 
at reproducing the katabatic effect in the winter; 0.5°C/100m is reasonable, if a 
little low for the summer when synoptic influences are greater. The resolution 
of the model makes it difficult to determine the surface temperature gradients 
on the eastern facing slopes, this is shown in the figure for January at 78.75 0 N. 
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Figure 3420: The surface temperature Gradients over the Greenland ice sheet 
as predicted by the Met.O model,( );west facing slopes. (-----);east facing 
slope. 
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zonal flow is directed in the same direction as the slope of the terrain, encouraging 
the development of drainage flow in the model. The higher surface temperature 
gradients on these slopes is most likely to be due to a foehn effect,t rather than 
the presence of true katabatic winds. 
Vertical Temperature Structure. The limitations in the model climate are 
reflected in the vertical temperature structure, which is particularly significant in 
winter when an inversion is present over most of the ice sheet. Fig. 3.21 shows the 
low level winter inversions for each of the models. Observations in the North Polar 
Basin show an almost permanent inversion during the winter months (Vowinckel 
& Orvig 1970), which tends to increase in strength over Greenland according to 
Putnins (1970) who notes a mean January inversion strength at Eismitte station 
on the ice cap of of 9.6°C and extending to 329m above the surface. The Met.O 
predictions, therefore are too weak with the inversion of 6°C extending to level 
2 at approximately 500m. The NCAR model however, in spite of limitations of 
model resolution simulates a much stronger inversion over the western half of the 
ice sheet; 14°C at 64m above the ground. Thus once again the NCAR model is 
closer to the observed climate than the Met.O model, which is an indication that 
the resolution of the model is not exclusively responsible for the poor simulations, 
but that the treatment of the parameterisations, particularly cloud and radiation 
are equally significant. This will be discussed in the following section. 
Fig. 3.22 shows that the elevated inversion that tends to be present in the summer 
is not reproduced by either model. In July the NCAR model still has a weak 
inversion in the lowest layer and the Met.O model has a weak (2°C ) inversion to 
level 2. 
118 
/ 	I 	•\ 	\t 	' 





NCAR Model (level 1) 
Figure 3.21: The temperature inversion of each model for January, contour interval 
of 2°C (dotted lines indicate the height, in metres, of the level above the surface). 
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Met.O Model (level 2) 
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Figure 3.22: The temperature inversion in each model for July, contour interval 
of 5°C (dotted lines indicate the height (m) of the level above the surface). 
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3.3.1 Radiation 
Longwave Fluxes. It has already been suggested that the errors in the pre-
dictions of surface temperature by the models are not wholly attributable to the 
resolution and smoothing the orography in the models, since the NCAR model 
reproduces the winter inversion and low winter temperatures more closely than 
the higher resolution Met.O model. The other important factor in predicting tem-
perature is the radiation budget. From the discussion of temperature, it would 
be expected that the radiative fluxes of the NCAR model reproduce the actual 
climate most closely than the much more limited cooling of the Met.O model. 
This may be caused by different predicted cloud amounts of the models, and re-
suits in the higher than observed temperatures and weaker inversions shown in 
figs. 3.19, 3.18 and 3.21. A comparison of the net cooling of the models suggests 
this may be the case. The net upward longwave fluxes are shown in figs. 3.23 
and 3.24. The Met.O model has a net upward longwave flux of only 201 ,Vm 2 over 
most of the ice sheet in January, compared to 60-70Wm 2 for the NCAR model. 
It is expected that the observed flux would lie somewhere between the two, but 
without observations this is difficult to verify. This is easier to do for the summer 
as most observational studies of the radiation budget over Greenland have been 
conducted as part of summer ablation studies. In the summer, the longwave fluxes 
of the models show similar discrepancies to those of the winter, the NCAR fluxes 
being the larger of the two. In this case it can be verified that the actual fluxes 
lie between the predictions using the observations of Ambach (1979) for example. 
These show a net longwave flux downward at the surface of 42Wm 2 at CampIV 
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Figure 3.23: Longwave fluxes over Greenland in the model winter (contour interval 










Figure 3.24: Longwave fluxes over Greenland in the model summer (contour in-
terval of 1OWm 2 ). 
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Shortwave Fluxes. The net shortwave flux downward has a much greater spa-
tial variation. It is particularly high in the summer ablation zone where melting 
rapidly reduces the albedo of the ice. The NCAR model tends to over estimate 
the shortwave flux, particularly at the, coast, compared to large underestimates 
by the Met.O model, (fig. 3.25). Neither model incorporates the effect of decreas-
ing albedo of melting ice, although the Met.O model parameterises the albedo 
according to snow depth and the NCAR model prescribes the albedo at the edge 
of the ice sheet as 0.25 instead of 0.8 as over the main body of ice. The observed 
fluxes of 51Wm 2 in the accumulation zone and 157 Wm 2 in the ablation zone are 
reproduced by neither. 
Sensible Heat Flux. The inaccuracies of the short and long wave fluxes again 
place limitations on the sensible heat flux of the model. As shown in fig. 3.26, the 
flux is predicted to be strongest in the winter of the NCAR model where there is 
most surface cooling and a strong inversion. It can be seen in fig. 3.27 that the 
observed fluxes of 36Wm 2 in the ablation zone and 151'Vrn 2 of the accumulation 
zone in July are not captured in either model. In the NCAR model the flux 
becomes large and positive in the south coinciding with the strong vertical lapse 
ra tet in the atmosphere and high surface temperature. In the Met.O model the 
flux is uniformly low. 
3.3.2 Mass Balance 
The limited amount of data makes the mass balance a difficult quantity to assess. 
Snowmelt for the Met.O model is small and at no place exceeds accumulation 
making it impossible to delineate an ablation zone from the model climate. In the 
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Figure 3.25: Shortwave fluxes in the model summer over Greenland (contour 
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Figure 3.28: July precipitation for the Met.O model (contour interval 0.5mm/day). 
grid; the ablation zone is of the order of 100km wide from the margin so once 
again the resolution of the models presents limitations on its potential use. 
The accumulation over Greenland is predominantly snow, falling as a result of 
the orographic effect of the ice sheet and the general circulation of the region. As 
shown in fig. 2.16 the amount of snowfall tends to be greatest on the east facing 
siopés of the southern dome and on the west coast, decreasing rapidly inland. The 
pattern shown in fig. 3.28 compares reasonably well to that of Ohmura &i Reeh 
(1991), although the accumulation is too low on the southeast coast and too high 
on the east coast around 70°N. 
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3.4 Wind and Pressure 
The effect produced by the surface pressure, as explained in the first section, tends 
to reveal more about the topography than it does about the pressure distribution 
in the model so it will not be discussed. 
The wind speed data are only available for the Met.O model which shows stronger 
winds in January than July, see fig. 3.29. The maximum speed occurs over the 
high land, indicating the winds are not katabatic in the model. The observations 
show an increase of wind speed downslope (West Station on the edge of the ice cap 
has a mean January wind speed of 9.3ms 1 and Esmitte in the centre 4.3ms 1 ). 
The cold air flows downslope under the influence of gravity producing easterly 
winds on the west facing slopes, and westerly winds on the east facing slope. In 
the model however the winds of the west facing slopes are predominantly westerly, 
thus bearing more characteristics of the large scale flow than the regional flow 
over the ice sheet. The summer winds, which tend to be more uniform when the 
katabatic effect is weakened are still underpredicted by the model, which has a 
maximum summer wind speed of 2msat the coast compared to observations 
between 4 and 5 ms -1 . 
3.5 Does it matter? - Summary and Conclu-
sion 
The significance of the analysis presented in this chapter is only apparent when 
considered alongside the requirements of an ice sheet. The climate provides an ice 
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Figure 3.29: The wind speed predicted by the Met.O model (contour interval of 
lms'). 
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of the ablation zone. Ablation is largely governed by boundary layer processes 
which are not well reproduced by a GCM which has a poor resolution on this 
scale. Further limitations arise over ice sheets due to inaccurate parameterisation 
of polar cloud, which is important for the radiation regime. The main findings of 
this chapter can be summerised as follows. 
• The radiation balance is poorly reproduced, resulting in temperatures which 
are too high, largely due to the increase in downward longwave radation 
caused by too much cloud in the Met.O model. The NCAR model has 
larger fluxes of LW radiation but tends to overestimate the net SW flux, 
contributing to higher than observed temperatures. 
• The inversion in both models is too weak and too shallow. It is slightly 
better at the surface of the NCAR model which has less polar cloud and 
therefore less back radiation. 
• Neither model reproduces the layer of warm air above the inversion, advected 
from lower latitudes over Antarctica. 
• The wind direction of the Met.O model is good, but the wind speeds tend 
to be low. 
• GCM's cannot simulate the boundary layer well due to problems of resolu-
tion. 
• Neither model is able to reproduce the accumulation field. The Met.O model 
is slightly better than the NCAR model over Greenland due to the resolution 
of topography. 
• It is impossible to delineate aft ablation zone over Greenland in either model, 
due to low resolution. 
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The treatment of the boundary layer and the large grid scale of CCM's means 
they cannot adequately describe the climate of the ablation zone, the climatic 
parameter to which ice sheet models are most sensitive. The remainder of this 
thesis therefore will look at an alternative approach to understanding the climate 
of the ablation zone. Here, it is the characteristics of the boundary layer that are 
important. In this region, where slopes tend to be greater than in the interior, 
advective processes tend to dominate over the radiative ones. Thus the tempera-
ture of the boundary layer is determined by the nature of the air at the top of the 
slope, modified by the dynamics of the wind and turbulence induced entrainment 
of warm air into the top of the boundary layer. The next chapter describes a slab 
model which is used to investigate this boundary layer evolution more closely. 
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Chapter 4 
A Slab Model over the Glacial Slopes 
4.1 Aim of the Model 
The aim of the next two chapters is to investigate the boundary layer climate 
over an ice sheet using a slab model. This chapter will present the formulation of 
the model and the sensitivity of the steady state boundary layer to variations in 
model parameters. In chapter 3 it was shown that GCM's are unable to reproduce 
the boundary layer climate over an ice sheet, which limits their ability to provide 
upper boundary conditions for ice sheet models. This work aims to investigate the 
evolution of the atmospheric boundary layer over ice sheets, and which parameters 
are most important in determining the properties of the boundary layer to which 
the ice sheet is most sensitive. This essentially means those which contribute to 
the mass balancef of the ice sheet. In chapter 1 it was stated that the results of 
experiments with ice sheet models indicate that the component of the mass balance 
to which the evolution of ice is most sensitive, is the ablation.f Ablation tends to 
be governed by boundary layer characteristics, rather than the dynamics of the 
large scale atmosphere which is the case for the accumulationt field. This chapter 
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will describe a slab model of the atmospheric boundary layer over an ice sheet, and 
the results of sensitivity experiments with 'themodel parameters. In chapter 5, the.:. - 
model will be used to look at the effect changes in the boundary layer may have 
on the ablation of ice. This is a potential feedback in the atmosphere- cryosphere 
interaction and so the way in which the ice affects the boundary layer will also be 
considered. 
4.1.1 Which boundary layer characteristics may be im-
portant? 
Temperature is probably the most obvious climatic characteristic of the boundary 
layer that will influence the ablation. Its role has been investigated by several au-
thors. Ablation can be calculated by the surface energy balance of the ice, which 
requires an estimate of the surface temperature (eg.Braithwaite & Olesen 1990b, 
Ambach 1989). Over most of the ablation zone,t  slopes are large, so that advective 
processes dominate over radiative ones in determining the surface temperature, 
making it appropriate to consider the dynamics of the air flow in an investiga-
tion of the surface temperature. Ambach (1989) used a heat balance model to 
look at the change in the equilibium. line altitude (ELA)t  over Greenland due to 
variations in atmospheric temperature, absolute humidity, cloudiness and annual 
accumulation. He found the height of the ELA to be most sensitive to variations in 
temperature. In a study of the Greenland ice sheet, Braithwaite & Olesen (1990a) 
found temperature to correlate to ablation at Nordbogletscher and Qamanârssüp 
Sermia with correlation coefficients of 0.68 and 0.76 respectively. Temperature is 
also important due to the interplay between the surface temperature gradientt  of 
the ice, the temperature at the base of the ice, and the shape of the ice sheet. 
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The importance of wind for the mass balance of the ice sheet seems to vary accord-
ing to the location; the study by Braithwaite & Olesen (1990a) over Greenland 
found wind ablation to be small compared to the ablation due to snow and ice 
melt. They suggest that wind speed is likely to be more significant because of 
its enhancement of evaporation. Wendler(1989), in a study of blowing snow over 
Antarctica, suggests that the strong winds experienced near the coast are respon-
sible for a snow flux of 6.3 x 10 6 kgm'a 1 . If the length of the glacial slope 
where strong winds occur is assumed to be between 200km and 500km in length, 
the total annual flux of blown snow over Antarctica varies from 1 x 1012  to 3 x 
1012 kg. These fluxes are comparable in magnitude to the loss due to evaporation 
and runoff, but the loss by bottom melting of ice shelves is 20-30 times greater 
and loss due to iceberg calving over 1000 times greater, therefore the removal by 
wind is a relatively small component of the mass budget in Antarctica. However, 
for a land based ice sheet where there would be no loss due to calving or bottom 
melting of ice shelves, if the katabatic winds are strong enough, wind removal has 
the potential to be a large component of the ice mass budget. 
4.1.2 Previous Investigations of the Boundary Layer 
There have been several model investigations of the boundary layer over ice sheets 
ranging from simple slab models to the more complex numerical grid point models. 
The sparse dataset over Greenland means that most investigations tend to be 
based on Antarctic data. Fortuin and Oerlemans (1990) carried out regression 
analyses on the temperature and mass balance data of Antarctica. They found 
superadiabatic surface temperature gradients in the interior where radiational 
cooling isgreaest, and subadiabatic surface temperature gradients between the 
glacial slopes and the ice shelves. However they present a physical analysis that is 
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somewhat simplified. They considered the Antarctic continent to be covered by a 
surface inversion overlain by.a warm moist layer from which the precipitation falls. 
The inversion layer consisted of a slab of air, cooled in the interior and flowing over 
the ice sheet, warming adiabatically. The geometry of the ice sheet was assumed to 
cause divergence of the air, which leads to a halving of the inversion height between 
the interior and the coast. The large temperature gradients along the surface in the 
interior were attributed to the large amount of radiative cooling, which is greater 
nearer the centre of the ice sheet, and the low gradients at the base of the slopes 
explained by the stagnation of air on the ice shelves, lowering the temperature 
at the base of the slope. Although both of these processes are occurring over 
the Antarctic ice sheet the explanation seems to be an over simplification of the 
dynamical processes involved, and is not entirely consistent with observational 
studies and numerical grid point model investigations of the boundary layer over 
Antarctica (eg. Parish 1984, Parish & Waight 1987, Gosink 1990, Kodama et al 
1989). Along a large part of the glacial slopes, away from the stagnant air of the 
ice shelves, the surface temperature gradient may be superadiabatic, not due to 
radiational cooling, but due to entrainmeritt of warm air from above the boundary 
layer (see chapter 2). 
Work by Parish & Waight (1987) using a numerical grid point model, confirms 
that the boundary layer is not completely decoupled from the free atmosphere, 
and divergence of the air on the glacial slopes is to some extent compensated for 
by the entrainment of air from above. Over the glacial slopes the boundary layer 
therefore may not change in depth significantly, or may even deepen if there is suf -
ficient turbulent entrainment. The model of Parish & Waight (1987) demonstrated 
the importance of topography in generating the large wind speeds on the glacial 
slopes. The results of the model show a reasonable agreement to the observations 
available, but the apparent upslope flow above the boundary layer shows the re- 
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turn flow to the centre of the ice sheet at rather a low level. This phenomenon 
of models is discussed by James (1989), as arising because the model is reaching 
a steady state which is never attained by the atmosphere. They argue that the 
downslope flow over the real ice sheet is maintained by removal of cyclonic vorticity 
by decaying mid-latitude cyclones and drag exerted by gravity waves propagating 
at right angles to the downslope flow, weakening the circumpolar vortex. 
The objective of this work is to investigate the flow using the most simple approach 
that can predict the components of the boundary layer climate most likely to 
produce changes in the ice sheet. This will be used to infer mechanisms by which 
this may feed-back to the boundary layer. A slab model will be used, which is 
quick and easy to run, and can therefore be used to investigate changes at various 
stages in the ice sheet evolution, a process which takes several thousand years. A 
-- forward stepping, numerical integration of the model will be used, which means 
it can only be used to investigate shooting flow. This means that the flow at any 
point is determined exclusively by upsiope conditions. Over an ice sheet this can 
only be said to be true of the flow on the glacial slopes and in the coastal zone; it 
cannot be extended to the interior, where the winds are not governed by boundary 
layer processes but driven by the geos t rophi c t flow above the inversion. This is 
appropriate for this work,, which aims to study the climate of the ablation zone. 
Lalaurette & Andre (1985) compared the analytic solution of Manins & Sawford 
(1979), which implies initiation from a crest, to the earlier work of Ball (1956) 
and found a numerical integration to be a more realistic method to use in an 
investigation of the dynamics of katabatic flow. This requires the specification of 
initial values for the 4 variables U1 , V1 , h 1 and L, which represent the conditions 
at the top of the glacial slope. The scarcity of data in this region means that 
model results, such as those presented by Parish & Waight (1987), will be used 
to complement the actual data in providing a basis for the constraints on a slab 
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model. The possibility of discrepancies between the actual observations and the 
results of a model must be acknowledged. 
4.2 Using the Observations as Constraints on a 
Slab Model 
Inversion strength and wind speed. Ideally to constrain a slab model of 
the boundary layer we would use a series of observations taken along a profile 
of an ice sheet. However as explained in chapter 2 and shown in fig. 2.1, the 
distribution of stations makes this difficult. The best available profile is on the 
East Antarctic Ice Sheet between Vostokll, Komsomolskaya, Vostokl, Pionerskaya 
and Mirny. Bearing in mind this covers a distance of over 1000km, much detail will 
be unresolved. Observations made in July have been used, and fig. 4.2 shows the 
wind roses at each station (Mather & Miller 1967), and the mean monthly surface 
temperatures for July. The inversion strength has been calculated from the figures 
given by Phillpot & Zillman (1970) at Mirny and Vostokll, but for the remaining 
stations there are no direct data available and the inversion has been calculated 
using the 500mb temperature interpolated from the map given by Schwerdfeger 
(1970), assuming a vertical potential temperature gradient of 6.7 0 C/km (lapse 
rater of 3.1°C/km). The value for the vertical temperature gradient is the same 
as that given by Gosink (1989) and that of a standard Polar atmosphere. This 
seems reasonable from the profile given in fig. 2.5. but the profiles given by 
Kodama et al (1989) indicate a slightly lower value may be applicable and the 
numerical model results of Parish & Waight (1987)suggest that over the glacial 
slopes and coast the potential temperature gradient is close to zero. From fig. 
4.4 it would appear a surface temperature gradient of 3.1 0 C/km is appropriate 
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in the interior, but that the stability of the air decreases over the glacial slopes 
and the coastal zone; the surface temperature gradient of 3.1°C/km results in a 
predicted inversion strength close to the values which can be interpolated from 
fig. 2.4' in the interior, but further down the glacial slope, and particularly at the 
coast, the difference between the 500mb temperature and the temperature above 
the boundary layer given by the observed strength of the inversion and surface 
temperature imply a much higher surface temperature gradient. This would be 
expected in a region where advection of relatively warm, unstable air from the 
ocean is more likely. 
Boundary layer depth The observations of Gosink (1982, 1989) suggest a 
depth for the boundary layer of 400m. This is in close agreement with the obser-
vations presented by Kodama et a! (1989) in the nighttime during the summer, 
which suggest a depth of around 400m, and possibly up to 600m. Although the ac-
tual depth is uncertain, it is unlikely that it decreases significantly over the glacial 
slopes. Much depends on the definition of the boundary layer. In the interior it 
is generally defined according to the inversion depth, which according to Philipot 
and Zillman (1970) is between 500 and 600m but may be up to 1000m (Schwerd-
feger 1984). As explained in chapter 2, the shape of the temperature profile in the 
interior zone, makes the absolute depth difficult to determine. Over the glacial 
slopes however, the boundary layer depth is more conveniently defined according 
to the depth of the katabatic flow which, because this tends to result in a more 
well mixed boundary layer, approximately coincides with the height of the lowest 
level of the inversion. Therefore at the top of the glacial slope, where there is a 
transition from a radiatively-produced boundary layer to a katabatic boundary 
layer, it would be expected that the depth will decrease slightly, and the upper 
boundary will become more well defined. There are no real data which shows the 
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Figure 4.1: The variation in the depth of flow from the interior to the coast of 
Antarctica (Parish & Waight 1987). 
depth evolution of the flow downslope once the katabatic layer is established, so 
the results of the numerical model of Parish & Waight (1987), which show the 
depth of flow to increase downslope as shown in fig. 4.1, have been used. 
Geostrophic wind speed. There are very little data with which to assess the 
magnitude of the geostrophic wind above the inversion so it will be assumed to be 
constant; it is recognised that this may not he truely realistic. The height of the 
500mb surface indicates a decrease in the pressure gradient between the interior 
of the East Antarctic ice sheet and the coast, but there are no data which allow 
the gradient to be reliably determined. Since the model is located over the glacial 
slopes where the geostrophic wind gradient is small, it seems reasonable to assume 
a constant value for Vg. 
Schwerdfeger & Mahrt (1968a,b) calculated the geostrophic wind at Vostokil, 
Byrd, and South Pole and found values between 2 and 5.1m.s_ 1 . The results of 
the numerical model of Parish & Waight shown in fig. 4.3 show the value to vary 
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Figure 4.2: The wind roses and mean July temperature for each of the stations 
discussed in section 4.2. 
from around 4ms'in the interior to 2-3ms'over the glacial slope. 
The data of this section are summarised in fig. 4.4 in a form suitable for con-
straining a slab model of the boundary layer. The figure shows the strength of the 
inversion decreasing from 25K in the interior to 12K at the top of the slope, and 
to be minimal or absent at the coast. At the same time the wind speed increases 
and becomes oriented more directly downslope. 
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VQ fl/) 
Figure 4.3: The geostrophic wind in the boundary layer from the numerical grid 
point model of Parish & Waight (1987). 
4.3 The Slab Model Formulation 
4.3.1 The Idealised Boundary Layer 
The concepts of the model are shown in graphical form in fig. 4.5. The boundary 
layer is treated as a layer of cold air flowing over a dome shaped ice sheet, and 
with a prescribed surface profile given by equation 4.11, defining the slope angle 
a, at the lower boundary so that, tan a = dH,(x) dx 
n9+ 1 I 2rg+l 
fl g 
Hi = hd - (   
sp ) 
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Figure 4.4: The constraints on a slab model as given by the observations from 
Vostokil to Mirny. Mean July surface temperature is shown along the surface of 
the ice, the figures within the boundary layer represent the calculated inversion 
strength, with the equivalent potential temperature deficit for the layer in square 
brackets. Underlined values indicate observations from Philipot & Zillman (1970). 
143 
• reference temperature at 
	
L9 = 0br - 6b1 	 the top of the dope 
- average ambient temperature 
Z 	n 	 = n cosce LO 	within the b.l. 
(assume, constant vertical 
dO 
- - 
	 temperature gradient so av. 






69- temperature deficit in 9, 













0 	 Ii 










4 -  
01. 
3 
700 	800 	900 	1000 
Distance Downslope from Centre 
of Ice Sheet (km) 
'Figure 4.6: The shape of the surface profile described by equation 4.11. 
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Where H2 is the height of the ice sheet, hd the height at the dividet and s, the 
span,t The constant n9 is defined according to Glens' flow law and is generally 
taken to be 3. This profile is based on Glens' Flow Law for ice and is generally 
taken to represent an idealised profile of an ice sheet (Glen 1955) shown in fig. 
4.6. The s-axis follows the surface of the ice sheet in the direction of maximum 
slope, parallel to the direction of flow component u, the y axes is directed perpen-
dicularly to the left, in the direction of flow component v, parallel to the contours, 
and the n axis is orientated normal to the s - y plane. The air is treated as a 
Boussinesq fluid, so that variations in density are ignored except for those pro-
ducing a buoyancy force when combined with gravity (Manins and Sawford 1979); 
this approximation is reasonable for heights of a few hundred metres. The upper 
boundary of the model is constrained by a prescribed potential temperature gradi- 
ent  () and wind speed (Vg). The temperature gradient implies a Brunt-Vaisalla dz 
buoyancy frequency, the velocity of propagation of small amplitude gravity waves, 
which in a stablet layer is defined as, 
N 2 = 
Or dz 
	 (4.12) 
The wind above the boundary layer is assumed to be geostrophic and in the y 
direction. Surface cooling is prescribed according to a constant net radiative di-
vergence of the boundary layer (Rn ). The air within the boundary layer is acted 
on by a buoyancy force due to the potential temperature deficit (SO), in the am-
bient temperature field (Obr),  and flows downslope under the influence of this force 
combined with the overriding pressure gradient force () and the coriohis force. 
ds 
Friction acts at the interface with the ice sheet, and entrainment is permitted 
with the warmer air above the b.l. The profiles of 0, w, and u and v, are given 
in fig. 4.7. H is defined as being the level unaffected by the katabatic flow and 
h is the scaled depth of the boundary layer. The profile of 0 generally shows a 
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is generally small as turbulence within the boundary layer, causes the profile to 
tend towards that of a well-mixed layer. For the purposes of the slab model the 
layer will be assumed to have a constant value of M, which will be taken to be 
the average for the layer; for a linear actual profile this would be the value of 0 at 
. Deviations of the actual 0 profile from well-mixed are compensated for in the 
use of the profile factor S 1 , which will be explained in section 4.4.1 
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4.3.2 The Governing Equations 
The model is based on the following set of equations for the steady state conserva-
tion of momentum, mass, and heat, using the nomenclature given in the previous 
section and taking (p - p) as the pressure depth of the boundary layer. 
Momentum 
Ou 	Du 	 iôp 	O(1t) 
	
w— + u— = g— sin o -- - fv + 	 (4.13) 
On OS °br 	 pOS On 
Ov 	Ov = OVg O(uhy) 	0 ( r" ) +fu+ 




- 	(PPa) - g —cosa 	 (4.15) dt pan 
Heat 
00 	00 	1 ôi   
W 
— + u— = --- - u 	 (4.16) 
On Os pC On 	On 
Mass 
au Ow 
+ -b-- = 0 	 (4.17) 
The wind above the boundary layer is assumed to be geostrophic and exclusively 
in the y direction, so that the first term on the right hand side of equation 4.14 
allows for the velocity gradient above the boundary layer. It is assumed that this 
Vg is a linear profile so that 8 ,, 	. The second term on the right hand side of 
equation 4.13 can be replaced by the pressure gradient force of the free atmosphere 
and the effect of the thermal wind, between the free atmosphere and the boundary 
layer, so that 
lop = 	 io 
---.- 
fVg - _(p_pa) 	 (4.18)pas pas
Neglecting vertical accelerations with respect to the pressure variation, the hydro-
static equation can be rewritten as follows; 
lO(ppa) 	AO = —g—sinc 	 (4.19) 
P 	On °br 
147 
This can be integrated with respect to n and substituted into equations 4.13 using 
4.18. Equations 4.13 to 4.17, can then be integrated in the n direction to height 
H which is assumed to be unaffected by katabatic flow, and in the y direction 
around the circumference, yj, of the ice sheet replacing () and  () with  (p), 
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4.3.3 The Profile Factors 
Profile factors S 1 , S2 and S3 have been introduced to scale the integrals in order 
to account for the shape of the velocity and density profiles such that (Manins 
and Sawford 1979): 
H 
S 1 h2 	= 2j gn---dn 	 (4.24) 
= JH gj-dn 	 (4.25) 
f wdn = We H - S3W e h 	 (4.26) 
h is the depth of the boundary layer, scaled using the profile factors in equations 
4.24 to 4.26. If there was no entrainment h would be at the same height as H 
(Gosink, personal communication 1991), and there would be a discontinuity at 
the top of the boundary layer. The profile factors account for the distribution 
of the density relative to the buoyancy profiles, and arise because integrating 
each according to average characteristics of the layer, is not strictly equivalent to 
summing the integrals of each of the sub-layers within the boundary layer. For 
well-mixed katabatic flow S 1 = S2 = 53 = 1. There are very little data available 
to assess the values of the profile factors and sensitivity studies in the next section 
will show the development of the boundary layer to be relatively insensitive to 
variations in their value. This is also verified by Martins and Sawford (1979). 
The Profile Factor S. 
The pressure distribution associated with the thermal wind, described by S in 
equation 4.24 is probably the most complex profile factor, because it must consider 
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that LO and 0 are both functions of n. Ellison and Turner (1959) in laboratory 
experiments estimated S i to lie between 0.2 and 0.3, but on the glacial slopes 
the flow is of a much larger scale and has been observed to be more well mixed. 
Gosink (1989) observed Reynolds numbers on the glacial slope to be 5 orders of 
magnitude greater than those produced either in the laboratory experiments of 
Ellison and Turner, or in the later glacial valley study by Manins and Sawford 
(1979). Taking this into account and the fact that as the flow becomes more 
well mixed the profile factors should take on values closer to unity, S 1 would be 
expected to take on a slightly larger value than that used by Ellison & Turner. 
This was also suggested by Manins & Sawford (1979) and Gosink (1989). A value 
of 0.5 has been taken as a basis for the sensitivity studies. 
The Profile FactorS2 . 
Equation 4.25, defining S2 is the least complex of the integrations, it governs the 
distribution of buoyancy throughout the layer. S 2 will deviate from unity because 
the value of 0 in each sub layer is not constant throughout the layer. However, 
variations in the ambient density are likely to be relatively small compared to the 
other terms, and on this basis the value of S 2 would be expected to lie close to 1. 
Indeed laboratory experiments by Ellison and Turner (1959) found that S 2 varies 
from 0.6, to 0.9 at higher Reynolds numbers (more turbulent flow). Therefore in 
the well-mixed flow of the glacial slopes, 0.9 seems a reasonable value for 82. 
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The Profile Factor S3 . 
83 is associated with the vertical velocity within the boundary layer. Rather than 
defining a mean value for the layer, the value at H is used in accordance with 
entrainment theory (Manins & Sawford 1979). Entrainment of air from above 
the boundary layer into the katabatic flow will induce a vertical velocity, W, in 
the ambient air which will ultimately result in a velocity parallel to the isotherms 
in a stabily stratified environment (Manins and Sawford 1979). For horizontal 
isotherms this small horizontal velocity, Uff, is related to W by the following 
equation, 
UHSifl a = W, cos (4.27) 
This should be taken into account in the integration of the flow speed U, as 
follows, 
fl-I 
/ udn = U  + U1.1H 	 (4.28) 
Jo 
Unless H is much larger than h, U11 << U so that the second term on the right hand 
side of equation 4.28 can be neglected, except in the integration of the buoyancy 
equation 4.22. Substituting equations 4.26 and 4.28 into the left hand side of 
equation 4.22, produces a [—UffH sin c] term and a [wHcosa] term whichaz 
add to zero according to equation 4.27. There are no data with which to assess 
the value of 83 , which is associated with the vertical velocity in the n direction. 
In past studies, as in this study, it has been taken to he 1. Sensitivity studies 
later in this chapter will show that the evolution of the boundary layer is fairly 
insensitive to the value of S3 . 
Gosink (1989) also included a fourth profile factor S. which was associated with 
the coriolis term in equation 4.13. This was used because V was not resolved 
explicitly, measured values were used at a specific height, and S 4 was included as 
a weighting factor for V, the mean layer velocity, compared to v, the velocity at 
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a specific height (Gosink, personal communication 1991). 84 will not be included 
in this model since V is resolved for the layer. 
4.3.4 Parameterisation of Surface Friction 
Surface Stress, r, is parameterised as 
_r = CdU2 
P 
(4.29) 
This follows Dalrymple et al (1966), who define a drag coefficient independent 
of bulk stability as 05 /V4 = 0.039. This is equivalent to Cd = 0.0015. Inoue 
(1989), also found that for ~ 0.2 the stability dependence is small and found 
values of Cd to vary according to wind direction, having a value of 0.0008 in the 
smoothest direction and 0.0015 in the roughest direction. Ball (1956) has used a 
value for Cd of 0.005, on the basis that true katahatic flow nearer the ice sheet 
marginf will be retarded more than the quasi-geostrophic winds of the interior 
because of additional drag at the upper interface. In an entraining model such 
as this the entrainment terms themselves account for this drag in the momentum 
equation. 
The flow in the y direction is perpendicular to the orientation of the mountains 
and valleys of the ice sheet, and as such the assumption of a uniform slab in this 
direction is not strictly true. Flow across valleys induces gravity waves which 
retard the flow. This has been suggested by James (1989) to be important for the 
flow above the boundary layer, and Mobbs & Rees (1989) suggest that the drag 
force due to gravity waves at Halley Station on the Brunt Ice Shelf attains values 
of 10ms 1 /day. In addition to this there are smaller scale undulations on a scale 
of approximately 5m caused by wind and ablation. Sastrugi, which are a kind of 
snow dune are prevalent over the whole of the ice sheet in Antarctica and because 
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they are formed by the action of the wind, they result in additional roughness of 
the surface perpendicular to the prevailing wind direction, in this case, along the 
y axis of flow. In order to account for these potentially large decelerative forces in 
the y direction the drag coefficient is prescribed a value greater than that in the 
s direction. 
4.3.5 Entrainment with an Inverse Richardson Number 
Dependence 
In these sensitivity studies entrainment is parameterised according to a Richardson 
number formulation after Manins and Sawford(1979). This has been derived from 
laboratory experiments of Ellison & Turner (1959). Alternative parameterisations 
will be investigated in chapter 5. The entrainment process is defined by the 
following equations: 
We = EU 	 (4.30) 
E = S1Ri±Ak 	
(4.31) 
LO 
Ri 	 Cos -0 	 (4.32) 
Where U 2 = U2 + V 2 
The Evolution of U, V LL? and h. 
Substituting equations 4.24, 4.25, 4.26, 4.28 and 4.29 into equations 4.20-4.23, 









- = S2g 	sinceds 	ObrU U 
(4.33) 
dV W 	 ___ 
= f - ( Vg — V) - 
CdV2 (4.34) 
hU 
L OW e dL.O 	 dO 
—(sinc - S3E cos c) + 	 (4.35) 
ds - pChU dz 	 hU  
d1 	We 	hdU 	hdy 
ds - U - Uds - yids 
(4.36) 
4.3.6 Initialisation of the Model 
Equations 4.33 and 4.36 may be combined to produce a linear first order differen-
tial equation for the evolution of U down the slope as follows; 
dU 	
i 	
gL I2 	___  L9hir 	hdt1 —(1— Ri o ) = S2 	since -_ S1 	cosa[E - 
	
+ 
.s I ds ObrU 2 d  -j 
+(Vg - V) - CdU + 	4.37) 
Ri - ghtL cos a 
' Obr U 2 
(4.38) 
From equations 4.37 and 4.38 it is apparent that if the Richardson number is unity 
then the equations become unstable. Therefore it is necessary to assume that the 
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flow is shooting at all points along the glacial slope. The definition of shooting 
flow requires that the iaycr velocity is greater than the velocity of propagation of 
small amplitude gravity waves (N in equation 4.12) so that Ri < 1. The flow 
is therefore characterised as having strong mixing by entrainment and breaking 
interfacial waves and is determined exclusively by conditions upstream. 
In each run initial values of the variables U1 , V1 , h 1 and L01 have been chosen 
according to observations and ensuring that the criteria for a critical Richardson 
number is met. Therefore h 1 is assumed to lie between 300m and 350m, U1 between 
6ms 1 and 8ms 1 , V1 between 3ms'and 8ms'and LO i between 8K and 12K. The 
model was run and the value of U1 adjusted iteratively to eliminate any abrupt 
changes in gradient of U,V,h or M. This is necessary in a forward stepping model 
of this nature because boundary layer characteristics at each point along the slope 
are determined exclusively by upstream conditions. In the real atmosphere this 
may occur through the action of gravity waves propagating upstream which this 
model cannot incorporate due to the assumption of shooting flow. 
4.4 Sensitivity Studies 
Table 4.1 shows the initial conditions and parameters used in each experiment of 
the sensitivity studies. The prescribed boundary conditions of radiative cooling, 
geostrophic wind and stability and the parameterisation of entrainment will all be 
investigated in chapter 5, and have therefore been held constant in these studies. 
The value of B is 0.031K.ms'which is equivalent to a surface heat loss of around 
30Wm 2 , which seems reasonable in comparison to the observed longwave heat 
flux in July (table 2.3). This value was used by Gosink(1989) and Manins & 
Sawford (1979) as a typical cooling rate over the slopes of Antarctica. The ambient 
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name U V H 69 Si S2 53 Cdu Cdv Vg dz 
std 8.5 3.0 300 8 0.5 0.9 1.0 0.0015 0.04 3 1.7 
s125 8.5 3.0 300 8 0.25 0.9 1.0 0.0015 0.04 3 1.7 
s19 9.5 3.0 300 8 0.9 0.9 1.0 0.0015 0.04 3 1.7 
s25 7.5 3.0 300 8 0.5 0.5 1.0 0.0015 0.04 3 1.7 
s35 8.5 3.0 300 8 0.5 0.9 0.5 0.0015 0.04 3 1.7 
s35g67 8.5 3.0 300 8 0.5 0.9 0.5 0.0015 0.04 3 6.7 
snov 10.5 0.0 300 8 0.5 0.9 1.0 0.0015 0.04 3 1.7 
cdu008 10.0 3.0 300 8 0.5 0.9 1.0 0.0008 0.04 3 1.7 
cdv2 8.0 4.0 300 8 0.5 0.9 1.0 0.0015 0.02 3 1.7 
cdred 9.0 4.0 300 8 0.5 0.9 1.0 0.0008 0.02 3 1.7 
cdx2 7.5 2.0 300 8 0.5 0.9 1.0 0.003 0.08 3 1.7 
cdv8 9.5 2.0 300 8 0.5 0.9 1.0 0.0015 0.08 3 1.7 
cdv3 7.5 3.0 300 8 0.5 0.9 1.0 0.003 0.04 3 1.7 
cdu4a 7.5 3.0 300 8 0.5 0.9 1.0 0.004 0.04 3 1.7 
cdvi" 8.5 4.0 300 8 0.5 0.9 1.0 0.0015 0.01 3 1.7 
becomes too big 
Table 4.1: Initial condition for the sensitivity studies. 
stability of the air is taken to be 1.7°C/100m and the geostrophic wind speed 
3rns 1 , following the discussion of section 4.1.1. Entrainment has been halved 
from the Gosink case to prevent excessive growth of the b.l; A has been given a 
value of 0.0002 and Ak a value of 0.02. Initial values of the profile factors have 
been chosen according to the discussion in the previous section. 
The model reproduces the results of Lalaurette and Andre (1985) with V set to 
0. However this, and other similar models (eg Gosink 1989) appears to result in a 
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b.l which deepens excessively downslope. Work by Parish et al (1984/86/87/91) 
suggests that the acceleration of air to large speeds observed on the coast is only 
possible where the air converges in a valley. There are many stations on the 
coast of Antarctica with recorded speeds of less than lOm/s such as McMurdo 
and Halley. Unusually large wind speeds are particularly apparent in Adelie land 
where Cape Denison and Port Martin have average wind speeds of 19.8ms'and 
18ms 1 respectively. The high speeds are largely a consequence of the topography 
not only in the immediate vicinity of the station but also for a considerable dis-
tance upwind (Parish 1984, Parish & Wendler 1991). The suggestion by the data 
of high velocities off the coast of Antarctica may well be a facet of the specific sites 
at which observations have been made rather than a generalisation that is true 
of the whole continent. A model such as this therefore, with average topography 
will not reproduce the very strong winds observed at these stations on the coast of 
Antarctica. The effect of more realistic topography will be investigated in chapter 
5. 
The following sensitivity studies will assess the variations in U, V, h and L,D with 
each of the profile factors and Cd.  Chapter 5 will then go on to look at the 
prescribed boundary conditions, the parameterisation of entrainment, the effect 
the surface topography, and the way in which the constraints on the model differ 
for past ice sheets. 
4.4.1 Profile Factors [S 1 ,S2,S3 ] 
As Si increases, the Richardson number defined in equation 4.38 increases linearly 
at approximately the same rate, so in order to maintain subcritical flow, U also 
increases. Once the model has been initialised, the effect of the large Richardson 
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number is compensated for by the inverse Richardson number dependence in the 
entrainment equation 4.31; a more stable layer has a much lower rate of entrain-
ment and so a slower rate of growth of the boundary layer depth. The reduction 
in entrainment also reduces the drag at the top of the layer which helps to main-
tain a Richardson number of less than 1. The overall effect shown in fig. 4.8 is 
that as S1 increases the Richardson number (Ri o ) increases and so does the speed 
of the boundary layer; the rate of growth of the boundary layer, is less because 
entrainment is reduced. Thus low values of S tend to produce a boundary layer 
which grows downslope and high values result in a thinning of the layer downslope. 
The additional entrainment when S 1 is low produces a higher surface temperature 
gradient due to the incorporation of warmer air from above the boundary layer. 
Without the dependence of entrainment on the Richardson number the effects of 
S1 are much less; a halving of S 1 and a doubling of A in the same run showed 
almost no difference to the speed, depth and temperature evolution of the flow, 
but obviously the Richardson number (Ri o ) was greater when the profile factor 
was greater. The value of S chosen by previous authors has been 0.5, which 
seems reasonable in this case, preventing excessive boundary layer growth of the 
low S1  case but also maintaining the flow as subcritical, without requiring wind 
velocities to be too large at the top of the slope. 
The effects of S 2 are slightly more straightforward and are shown in fig. 4.9. 
From equation 4.33 it can be seen that reducing S2 lessens the effective buoyancy 
force which as depicted in fig. 4.9 results in a slower, deeper flow which, because 
of the reduction in entrainment of warm air, is slightly colder, and with a lower 
temperature gradient along the surface of the ice. 
The results of the sensitivity studies of S 3 are not shown as they were found 
to hae almost no effect on the evolution of the flow, even if-! i s increased to 
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Figure 4.8: The variation in boundary layer characteristics for several values of 
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Figure 4.9: The sensitivity of the model to variations in S 2 : S2 = 0.5(----); 
S2 = 0.9( 	). 
6.7K/km. This insensitivity arises because the entrainment and radiative terms 
tend to dominate the temperature evolution of the boundary layer, as shown in 
fig. 4.10, which shows the components of the temperature equation 4.35 for the 
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Figure 4.10: The components of the equation governing the rate of change of tD: 
dAO ); radiative term(----4; temperature gradient along the slope due to 
stability ( sina)(—  —); (S3 Ecoscr)(-  -------- ); entrainment term hU 
4.4.2 The Resolution of V 
If the velocity in the y direction is not resolved, the flow downslope increases, 
because the retarding effect of the coriolis force is removed. The low Richardson 
number which this results in, causes more entrainment so that zO decreases and 
h increases more rapidly than the case when V is resolved, (fig. 4.11). 
4.4.3 Drag coefficient[Cd] 
The depth of the boundary layer is relatively insensitive to variations in Cd;  the 
main variations in the boundary layer evolution occur due to the effect that the 
change in velocity has on the temperature evolution, via entrainment. Fig. 4.12 
shows that if the drag coefficient is halved in both directions the velocity in-
creases, most noticeably in the y direction of flow, which has an increase of 
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Figure 4.11: The effect of resolving the velocity in the y direction. with V( 	); 
without V (----). 
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1.25ms 1 compared to a trivial increase in the U component. This occurs pri-
marily because Cdi, is greater than Cd and so when it is halved the effect is much 
greater, but also because an increase in the V component of flow places additional 
drag on the U component, which opposes the effect of the smaller drag coeffi-
cient. The increase in entrainment which occurs because of the faster flow is not 
sufficient to significantly alter the depth of the boundary layer. The decrease in 
temperature deficit, although small, is more significant and results in a slightly 
higher surface temperature gradient. A doubling of the drag coefficient has the 
reverse effect, resulting in much higher Richardson numbers and a lower surface 
temperature gradient. If the drag coefficient is reduced in the U direction only, 
the increase in the U component of flow produces a lower Richardson number and 
more entrainment and consequently a higher surface temperature gradient. This 
contrasts with the case where Cd is small, which has a much smaller effect on the 
boundary layer evolution. The change in the V component of flow, is of minimal 
consequence for the depth and temperature of the boundary layer, the main effect 
is through the additional drag this exerts on the U component. If the retarding 
forces on the U component of flow become too great, either due to an increase in 
CdU or a decrease in Cd,, the layer becomes super critical, which places bounds on 
the possible values for the drag coefficient. 
4.4.4 Sensitivity to Changes in the Initial Conditions 
If the initial values of U, V or h are changed, then the model adjusts itself within 
the first few tens of metres to the original value. Therefore in the sensitivity 
studies here, U, V andh at the top of the slope have been chosen to reduce any 
rapid changes in gradient at the beginning of the profile. If the temperature deficit 
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Figure 4.12: The sensitivity of the boundary layer to variations in Cd: 
Cd 	= 0.0008, Cd0 = O.04(........... ); Cdu = 0.0008, Cd0 = 
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Cd = 0.003, Cdv = 0.08(). 
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velocity is smaller and the effect on the Richardson number of the boundary layer 
is almost negligible. The entrainment velocity is only slightly reduced at the lower 
wind speed, so there is little difference in the depth of the boundary layer for the 
2 cases. The reduction in the temperature gradient can partially be accounted for 
by the slight reduction in entrainment velocity. A larger effect is the fact that for 
lower values of AO, the temperature of air which is entrained into the boundary 
layer, is closer to that of the boundary layer, and therefore its effect on the heat 
budget of the boundary layer is smaller. 
4.5 Summary and Conclusions 
This chapter has described a slab model to investigate the boundary layer over 
an ice sheet and shown the results of experiments used to test the sensitivity 
of the model to the various parameters. This is necessary for any meaningful 
interpretation of the experiments presented in the next chapter. The main points 
of the chapter can be summarised as follows 
. Ice sheets are most sensitive to the ablation component of the mass balance 
and therefore a slab model has been developed as the most simple method 
to investigate the atmospheric boundary layer of this region more closely. 
• Observations complemented by the results of models have been used to con-
strain the model. 
• Following the work of Ellison & Turner (1959) and Manins & Sawford (1979), 
profile factors were introduced in order to account for the fact that the layer 
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Figure 4.13: The effect of reducing LO: ZSO = 8K( 	);N1 = 4K(__-__). 
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• The model is fairly insensitive to the values of the profile factors, particularly 
83 . 
• A constant value for the drag coefficient in the U and V components produces 
high values of V, which causes the flow to become critical due to the increase 
in coriolis term in the U component of the momentum budget. 
• The drag in the V direction has been increased considerably, to represent 
the effect of topographically induced gravity waves and the retarding effect 
on the flow of smaller undulations such as sastrugi. 
• As long as Cdv  remains large the model is relatively insensitive to its value. 
• Changing Cdu  affects the temperature evolution of the boundary layer via 
entrainment. The effect on h is small. 
• If S1 = 0.5, 82 = 0.9 and S3 = 1.0 then Cd must be smaller than 0.004 and 
Cd larger than 0.01 in order to prevent the flow slowing down and becoming 
critical. 
The extent to which externally imposed changes on the boundary layer affect its 
evolution is dependent on the parameterisation of entrainment. Thus, as shown in 
the studies described above, variations in the profile factors or drag coefficient may 
have a direct effect on the layer velocity, but it is via entrainment that this alters 
the evolution of temperature or depth of the boundary layer. The parameterisation 
of entrainment therefore requires further investigation. This will be carried out in 
the next chapter along with sensitivity studies of the model to the climatological 




Results of the Experiments with the Slab 
Model 
This chapter will use the slab model introduced in chapter 4 to investigate the 
boundary layer over ice sheets of the present day and in the past. The first 
half of the chapter will look at the sensitivity of the model to changes in the 
boundary conditions. The prescribed boundary conditions such as the geostrophic 
wind speed (Vg), stability of the ambient air (-y) and the surface cooling rate 
-qRn  will be covered in section 5. 1, and section 5.2 will be concerned with the opcp 
parameterisation of entrai nment.t Entrainment is important because of its strong 
influence on the wind speed and temperature evolution of the boundary layer; 
previous authors have noted a tendency for the Ellison & Turner (1959) type 
entrainment' to produce a boundary layer which is too deep (Lalaurette & Andre 
1985, Gosink 1989). Section 5.3 will look at the lower boundary conditions at the 
ice sheet surface, particularly the surface profile, by considering profiles measured 
over present day ice sheets as well as those that have been reconstructed from the 
past, specifically the Laurentide ice sheet. This final section will also aim to look 
'from now on referred to as ET type entrainment 
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S 1 S2 
- 
S3 V1  
(ins -1 ) 
h i 
(m) 
0.0015 0.04 3 1.7 0.5 0.9 1.0 3 300 
Table 5.1: The initialisation values of the parameters for the model experiments 
at the way in which the prescribed atmospheric boundary conditions may have 
been different during the last glacial maximum (18kya), and the way in which 
this may have affected the boundary layer. The results will be used to determine 
the properties of the boundary layer which are most sensitive to the ice sheet 
boundary conditions, particularly those characteristics which may in turn affect 
the evolution of the ice_, +hus providing a means of identifying the key atmospheric 
processes which should be incorporated into coupled ice-atmosphere models. 
Unless otherwise stated the values of the initialisation conditions will always be 
the same for each of the experiments in this chapterTe values are given in table 
5.1. U1  varies between experiments and is adjusted iteratively to prevent excessive 
acceleration or deceleration at the start of the profile. 
5.1 Sensitivity to Prescribed Boundary Condi-
tions 
5.1.1 The effect of the Geostrophic Wind [Vg] 
Vg represents the overriding pressure gradient force. As shown in fig. 5.1, smaller 
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Figure 5.1: The sensitivity of the boundary layer to variations in geostrophic wind: 
Vg=3( 	);Vg=5(-----) 
with flow directed increasingly at right angles to the contours. If Vg becomes 
too small, at high S 1 and high Cd tranquil flow may develop because the pressure 
gradient force isn't sufficient to overcome the retarding forces on the flow. Con-
versely at high values of Vg the layer is faster, and as with the low Cdu  case the 
increase in entrainment causes an increase in 4.  A value for Vg of 3ms'seems 
ds 
to produce reasonable results with a smooth surface profile, preventing excessive 
growth of the boundary layer which may occur if Vg is high, while producing a' 
slight decrease in L, which would be prevented if Vg was too low. 
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5.1.2 The effect of Stability of the Air [-y] 
Increased stability of the air tends to produce deceleration in the flow (Gosink 
1989), which can be seen in fig. 5.2. In a more stable environment, air flowing 
down a slope is moving into progressively colder ambient air. Thus the temper-
ature deficit and buoyancy of the air is much smaller further down the slope. In 
addition to this, in a more stable ambient environment, air which is entrained 
into the boundary layer at the bottom of the slope is colder that that being en-
trained further up, so the warming by entrainment is less effective closer to the 
margi n; t this can be seen by the reduction in surface temperature gradientt for 
higher values of 'y. 
5.1.3 The effect of Radiative Cooling 
Radiative cooling from the boundary layer is prescribed to be constant. The value 
used in most of the experiments is a radiative cooling rate of 0.0266Kms' or 
1Khr for a layer lOOm deep, equivalent to a surface heat flux of approximately 
30Wm 2 . This is typical of the net (upward) flux at the surface in July over 
Antarctica (see table 2.3). This is the same as the lower range of the cooling rate 
used by Gosink (1989) of 0.001m 2 s 3 . Fig. 5.3 shows that the effect of doubling 
and halving this cooling rate on the depth of the boundary layer is small, the 
main effect is through the temperature deficit. A higher rate of radiative cooling 
maintains a large temperature deficit within the boundary layer, which reduces 
the surface temperature gradient to sub-adiabatic values and increases the wind 
speed due to the additional buoyancy force. 
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Figure 5.2: The effect of the stability of the ambient atmosphere on the flow: 
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Figure 5.3: The sensitivity of the boundary layer to changes in B = 
pCp 
B =0.0133Kms'(— —);B = 0.0266Kms 1 ( 	); 
B = 0.0532Kms'(----). 
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5.2 The Parameterisation of Entrainment 
The above sensitivity studies investigated the effect of fixed boundary conditions 
on the evolution of the boundary layer. The precise evolution of the boundary 
layer however, is very much dependent on the parameterisation of entrainment, 
which modifies the depth, velocity and temperature of the boundary layer as it 
moves downslope. It was stated in the introduction to the chapter, that previous 
authors have found the parameterisation of entrainment to be a limitation of slab 
models (Lalaurette & Andre 1985), producing boundary layers which are too deep 
and too warm. This suggests that the extrapolation of empiricisms derived in the 
laboratory, such as that of Ellison & Turner (1959), to the much larger scale 
glacial slopes are not reliable. A lack of observational data makes it difficult to 
determine the exact contribution of entrainment to the boundary layer, yet as a 
key upper boundary condition to the boundary layer, it is an important process 
demanding further investigation. The following is an assessment of the evidence 
for entrainment over Antarctica, which provides a basis for an investigation of 
the parameterisation of entrainment in the atmospheric boundary layer over ice 
sheets. 
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Evidence for Entrainment. 
Tithe principle of mass continuity is applied to the observational data, it becomes 
apparent that there must be entrainment into the boundary layer of the air above. 
The characteristics of the boundary layer, reviewed in chapters 2 and section 4.2, 
may be used to calculate an order of magnitude approximation of the entrainment 
velocity as follows. For a circular ice sheet of 1000km radius; 
300km from the coast 
h = 400rn 	U = 6.5rns' 
volume flux= 27r x 700 x iO x 400 x 6.5 = 1.14 x 10 10m 35 1 
at the coast 
Ii = 400m 	U = 10771s 
volume flux= 2ir x 1000 x 103 x 400 x 10 = 2.2 x 10 10 m 3s 1 
So that 	We 0.007rns 1 
Thus, the entrainment velocity must be of the order of 7 x 10 3ms. This 
compares well to the approximation made by Parish and Waight(1987) of 2 x 
10 3 ms 1 in the interior and on the glacial slope, increasing to 2 x 10 2msat the 
coast, based on results from a 2-dimensional primitive equation model. 
The concept of entrainment is consistent with the assumption of shooting flow 
on the glacial slopes, and its parameterisation is a critical constraint on the up-
per boundary of the model. It determines the downslope evolution of the depth, 
temperature and velocity of the flow. For deep boundary layers entrainment is 
minimal, but if the b.l becomes excessively thin, entrainment responds by increas-
ing the mass flux into the b.l, which at the same time will exert a drag at the 
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upper interface. (We /h term in the momentum flux equations 4.33 & 4.34). This 
feedsback to further enhance the thickening process via the inverse dependence of 
height and velocity, required to maintain mass continuity (equation 4.36). 
The amount of entrainment depends on the available turbulent energy for con-
version to potential energy within the boundary layer. Realistic parameterisation 
requires detailed observations of turbulent processes within the boundary layer 
as verification. Discussion and observations of turbulent boundary layers in the 
literature tends to focus on convective cases, where buoyancy production is the 
dominant term in the turbulent kinetic energy t budget (eg.Ball 1960, Carson 1973, 
Driedonks & Tennekes 1984, Manins & Turner 1978, Randall 1984, Rayment & 
Readings 1974, Stull 1976a,b, Tennekes & Driedonks 1981,Yamada & Mellor 1975, 
Zeman & Tennekes 1977). In a stable boundary layer, turbulence is generated me-
chanically by wind shear. Mechanical generation has been discussed in studies of 
stable boundary layers (eg. Andre et a! 1978, Brost & Wyngaard 1978, McEwan 
1983, Turner (1973), Zeman 1979), but it is more commonly referred to within 
the context of a convective case (eg.Stull 1976a,b). The limited availability of 
studies of mechanically generated turbulence in the stable boundary layer leads 
to uncertainties in the parameterisation of entrainment under these conditions. 
Two approaches will be discussed in this study, the first considers the turbulent 
kinetic energy budget of the whole boundary layer, and expands on the theory 
presented by Stull (1976a,b). The second is based on the assumption that it is 
the energy available at the top of the boundary layer that is important, in par-
ticular the rate of diffusion of energy towards the entrainment zone. This is a 
new parameterisation for the stable boundary layer, based on the concept used 
by Curran (1975) in the convective boundary layer. Idealised wind, temperature 
and heat profiles for the parameterisations are shown in fig. 5.4. 
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5.2.1 Type 1 Entrainment - The Turbulent Kinetic En- 
ergy Budget of the Whole Boundary Layer. 
Theory 
The turbulent kinetic energy budget of the boundary layer is described by equation 
5.39 (Stull 1988), where q 2  is the turbulent kinetic energy (TKE) per unit mass 
in m 2 s 2 ; 
+ 
a 
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For steady state conditions equation 5.39 assumes that TKE generated within the 
boundary layer at a particular point is either consumed by the mixing process of 
entrainment, which converts kinetic energy to potential energy by incorporating 
warm air from above the interface into the b.l., or it is removed by downslope 
advection, consumed in gravity waves, or dissipated locally by friction. The equa-
tion cannot be solved explicitly, and for this reason, following the work of Stull 
(1976a,b) the components of the budget are integrated through the depth of the 
boundary layer, and divided into the production, consumption and loss terms 
and each parameterised appropriately. The main production mechanisms in the 
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boundary layer are wind shear and buoyancy, represented by terms 1 and 2 on the 
RHS of equation 5.39. The following sections will describe the parameterisations 
which have been applied in this instance. They differ from that of Stull (1976a) 
so that the final equation requires no assessment of the depth of the entrainment 
zone, which is largely unknown for the stable boundary layer over ice sheets. 
Parameterisation of Mechanical Generation Term 
Mechanical energy is generated by wind shear within the boundary layer. The 
idealised profile of the wind velocity in the boundary layer is shown in fig 5.4a. 
The method described by Stull (1976a) has been used to divide the integral of 
the mechanical generation term in equation 5.39 into 3 sections; the surface layer, 
where the friction is assumed to produce a linear increase in wind velocity with 
height (up to h 3 ), the zone of constant wind velocity, which in this case corresponds 
to the low level jet in the stable boundary layer (between ii, and ha),  and the shear 
layer at the top of the boundary layer (from hb to H) where wind speeds decrease 
to the geostrophic value at H. This is zero for the U component of the model 
which assumes the geostrophic flow to be exclusively in the y direction above the 
boundary layer. Thus 
f H -r 	 fh8 r 	 Ihhb T ÔU 	fH r aU 
/ --dz = / ----dz + 	--dz + / -----dz 	(5.40) 
Jo p 0z 	Jo p 3 p 9z Jhb P aZ 
The shear between h3 and hb is assumed to be zero, and the generation of turbu-
lence at the surface is assumed to depend on the roughness of the surface. Since 
this concerns the roughness of the surface it is parameterised using Cdu,  as op-
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Figure 5.4: Idealised wind and heat flux profiles within the boundary layer. 
that 
r 9U I ---dz = CduU2 U 	 (5.41) 
Jo pôz 
where, Cd is the drag coefficient for the u component of flow, and I U I is the wind 
velocity at the top of the surface layer (above h 3 ). This is taken as the average 
layer velocity such that I U I = VU- 2 _+V2. The stress and wind shear at the top of 
-the layer are parameterised using the relations given in the set of equations 5.42, 
after Tennekes & Driedonks (1981); 
T 	 au 
= —WC(UH) 	
- ( U AE) 
P 	 he  
where 
(Uff) 2 = (/UH)2 + (LVH) 2 = U2 + (V - Vg) 2 	(5.42) 
U, represents the velocity change from hb to H, assuming that the wind above 
the boundary layer is geostrophic, and exclusively in the y direction, and he is the 
179 
depth of the entrainment zone shown in fig. 5.4. Hence the shear production at 
the top of the layer is parameterised as follows; 
Jh
H • au 
 ---dz = We (IUH) 2 	 (5.43) bPDZ 
Parameterisation of the Buoyancy Term 
The integral of the buoyancy term in equation 5.39 can be divided into two com-
ponents, the TKE converted to potential energy via the entrainment of warmer 
air from above the boundary layer, and the TKE consumed by the negative tur-
bulent heat flux due to surface cooling. The actual boundary layer over the glacial 
slopes is not well mixed. From fig. 5.5 it seems that there is a small negative flux 
which removes heat from a thin layer of the boundary layer close to the surface. It 
can be shown that in the stable boundary layer over an ice sheet, such as that in 
Antarctica, the consumption of turbulent kinetic energy by this negative turbu-
lent heat flux at the surface, is sufficiently small compared to the shear generation 
terms that it can be neglected. The depth of the negative turbulent heat flux is 
uncertain. If it is assumed in fig. 5.5 that the heat is being removed from the 
surface layer by the turbulent heat flux into the surface, then the vertical extent 
of the heat flux profile is approximately lOOm. This is in reasonable agreement 
with the findings from the model simulations of the nocturnal boundary layer by 
Brost & Wyngaard (1978). Therefore if we assume a linear profile extending to 
lOOm above the surface, with a magnitude of (Qo) = 0.02Kms 1 (Rusin 1964), 
and if U = 8.5ms', (UH) = 8.0rns', I'Ve = —0.007rn3 1 and Cdu = 0.0015, 
the total rate of consumption of TKE is ghQO 120b,. = 0.04m3 s 3 , which compares 
to a rate of shear generation of CduU 2 jUt - I'Ve (1U,) 2 = 1.47713s 3 . Thus it 
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Figure 5.5: The temperature profile of the stable boundary layer over Antarctica 
in Adelie Land taken from Zbigniew et a! (1986). 
The remaining component of the buoyancy term, the conversion to potential en-
ergy at the top of the layer is parameterised using the relation (W 'O' ) H = WL9. 
This flux is downwards and therefore negative; it is assumed to decrease linearly 
to zero through the depth of the boundary layer according to the Eulerian par-
tioning (Manins & Turner 1978, Randall 1984), shown in fig 5.4b. The heat flux 
at the surface is neglected and remembering that W defined in equation 4.23, is 
positive upwards then; 
g jH 	
= 	We  LO 	 (5.44) 
Obr 2 
Parameterisation of the Pressure Correlation Term 
The pressure correlation and eddy transport term accounts for the redistribution 
of TKE due to peturbations in the pressure field. This is generally associated with 
vertically propagating gravity waves, which in convective layers arise through the 
action of buoyant plumes which penetrate the upper limit of the boundary layer. 
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The gravity waves observed in the boundary layer over ice sheets propagate at 
right angles to the orientation of the axes of the ridges and valleys, ie. along the 
direction of flow (Mobbs & Rees 1989). The net contribution to the redistribution 
of TKE downslope is therefore assumed to be small in this case. Stull (1976a) 
suggests that where TKE is mechanically generated by shear, the gravity wave 
term is zero. Randall (1984) suggests an allowance for storage in gravity waves 
should be incorporated into the dissipation term and this will be discussed later. 
In this case, due to a lack of data and without a clear understanding of the role 
of gravity waves in the boundary layer over ice sheets, it is assumed that any net 
loss due to gravity wave storage is small and the the pressure correlation term is 
ignored. 
Parameterisation of the Storage & Advection and Dissipation Terms. 
For steady state, there is no change of TKE in time so the -dg 
2 
 term in equation 
dt 
5.39 becomes the advection term U. This advection term can be combined 
with the dissipation term in equation 5.39 to produce the following equation for 
the remaining terms; 
L = U 	 + f t 	 (5.45) ds 
The advection term is small; this can be illustrated by comparing the available 
energy converting TKE into PE at the top and bottom of the glacial slope. 
At the top of the slope, where W = —0.002ms', h=400m,L0 = 8, then 
—ghW e /20 = 0.1, and 300km away at the coast We = — 0.02nis 1 , h=400m, 
zY = 4K and —ghW60120 = 0.6, so that U- 10-5 . Therefore it seems ds 
reasonable to assume that the frictional dissipation term is most important, and 
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that the term (L) accounts for the loss of TKE from the boundary layer. After 
Randall (1984), this can be represented as some fraction of the production term 
(P) so that L = (1 - ae ) P. This assumes that the rate of dissipation is directly 
proportional to the rate of production, although Randall suggests that this may 
not be strictly true, as mentioned earlier in the discussion of the pressure corre-
lation term; he suggests that the loss of energy may be dependent on Richardson 
number in order to allow for storage in gravity waves. Using equations 5.41 & 
5.43, the integral of the loss term becomes 
L, =(1 - a) [Cdu (U2 + V2) I'UH - "' e (LUH ) 2 ] 	( 5.46) li 
The Final Equation 
Equations 5.41, 5.43, 5.44 & 5.46 can now be substituted into the integral of 
equation 5.39 to produce the following equation; 
- 	= a, 
[C, ,, U2 
	- 
1,Ve (IUH) 2 ] 	 (5.47) 
20 
This can be rearranged to produce an expression for the entrainment velocity so 
that, 
Cd ITJI 
- We = 	 I I 	 (5.48) 
Ri F' f(UH)2'1 Iuu2 ii 
where 
Ri 
= ghLYJ 	 (5.49) 
CU2 
and 	 U2 = U2 + V2 and A e = 2a 
This method is based on that given by Stull (1976a), however the parameterisation 
of shear at the top of the layer has been changed from being proportional to 
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(LUH) 3  as given by Stull, to the relation in equation 5.43. Stull considers the case 
where turbulent energy is generated by wind shear across the top of the boundary 
layer and proposes that entrainment velocity is governed by the following relation: 
UH - gd1 
We cx 	where RiB 
RiB 	 - (UH)2. 
where d1  is the depth of the shear layer. Thus the entrainment increases with 
the shear at the top of the boundary layer since the greater the shear the more 
turbulence is generated. The theory presented in this work described in equation 
5.48, incorporates a dependence on (Uj1)2 , such that 
as  the shear at the top 
of the layer increases, the denominator of equation 5.48 becomes smaller. This 
formulation is therefore expressed in terms of the Richardson number of the whole 
boundary layer given by equation 5.49, as opposed to that of the shear layer as 
in the formulation of Stull. In a slab model, this has the advantage of being 
much easier to determine, without having to introduce further parameterisations 
for the depth of the entrainment zone which increases uncertainties yet further 
(Driedonks & Tennekes 1984). The empirical formula of Ellison and Turner (1959) 
is similar in its inverse Richardson number dependence. The differences lie in the 
introduction of term allowing for shear at the top of the boundary layer, the 
reduction in total TKE by the dissipation coefficient A e  and the dependence on 
Cdu. Thus the terms in this work are more closely associated with actual processes 
occuring in the boundary layer such as the dissipation rate and roughness of the 
surface, rather than purely empirical adjustment to the Richardson number using 
a single empirical coefficient A as in the Ellison and Turner case. 
The value of A e 
Exact values of a e  are uncertain. Stull (1976a) suggests a value for a e of 0.02 
so that A has a value of 0.04. As previously stated, Randall (1984) argues that 
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as stability increases the value of A e  should decrease to allow for the storage of 
shear generated energy in the form of gravity waves, but a lack of experimental 
and observational data makes this difficult to determine. McEwan (1983) found 
a for shear generated turbulence to be much higher, 0.2 from experiments using 
a stratified salt solution. Experiments of the sensitivity of the model to variations 
in A e  will be carried out in a later section. 
Constraints on the Entrainment 
The treatment of the shear generated energy at the top of the boundary layer, 
(equation 5.43) leads to the requirement of the entrainment equation that 
AC(UH) < 1 
RiU2 
(5.50) 
This criteria is not met if Ri becomes too small. Driedonks and Tennekes (1984) 
noted a similar problem and chose to incorporate the shear generation at the top 
of the layer with the shear generation at the ground. Stull (1976a) avoids this 
by parameterising the generation of shear at the top of the layer as a 3 (z.UH) 3 . 
However both Driedonks & Tennekes and Stull based their investigations in the 
daytime atmospheric boundary layer, when wind shear is less important in the 
production of turbulent kinetic energy. Laboratory experiments of shear generated 
turbulence by Turner (1973) found that as Ri tends to zero, the entrainment 
coefficient, defined as (_E =f'uj
'), tends to 0.1. Therefore a constant K can be 
introduced to the denominator of equation 5.48. If it is assumed that there is no 
2 
vertical shear in the V component of the wind speed then, 	 1 because 
the U component is always assumed to be zero above the boundary layer. Then 
equation 5.48 can be used to write an expression for the entrainment coefficient, 
E = 	CdU 	 (5.51) 
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h U V U zO Cd Ri 
300 8.5 3.0 9.014 8 0.0015 1.113 
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Figure 5.6: The variation of the type 1 entrainment coefficient with Richardson 
number for different values of the coefficient K. (A e = 0.5) 






This can be incorporated into equation 5.48 assuming that the effect of K on the 
entrainment is small for Richardson numbers much greater than zero. This has 
been investigated in fig. 5.6 using equation 5.51. The height, velocity, temperature 
deficit, and drag coefficient are given the values of table 5.2 so that Ri can be 
calculated as 1.113. 
K has been given a value of 0.015, and increased 10 fold to 0.15, and it can be seen 
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from the figure that the entrainment coefficient is insensitive to the value of K 
except when Ri - 0. The curves show large divergence only when the Richardson 
number is less than 0.2 which is when the value of 1  approaches K. Therefore as 
long as never deviates far from unity, which is true for small V compared 
to U, it seems reasonable to introduce the parameter K into the general equation 




= Ri 	+ ( cÔL) ( ItiU 2 
(AU H )2)) 
Sensitivity to A. 
The sensitivity of the model to the value of A is shown in fig. 5.7. It can be 
seen that as A increases so does the entrainment. A has an approximately linear 
relationship with We , which can be investigated in more detail by inserting K into 
(AU 11 )2 	so that, equation 5.51, and assuming U2 1 
Cdu Ui 
- "TI - 	I I 	 (5.54) 
lA e 	0.1 j 
For a typical value of K=0.015, the second term in the denomitor of equation 5.54 
is relatively small compared to the Richardson number, so that the entrainment 
relation has a linear dependence on A and an inverse relationship with Richardson 
number. Using the values given in table 5.2, the sensitivity of entrainment to 
the Richardson number at different values of A have been investigated and the 
results shown in fig. 5.8. The inverse relationship means that the sensitivity of 
entrainment to the Richardson number is greatest for low values of Ri, but as 
shown in the fig. 5.8, the sensitivity in the range of Richardson numbers typical 
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Figure 5.7: Sensitivity of the model to variations in the entrainment parameter 
A e : Ae = 0.8E----); 4e = 0.4(--);A e = 0.2( 	); Ae = O.04(...........); 















1.0 	1.5 	2.0 	2.5 
Richardson Number 
(a) 
0.5 	1.0 	1.5 	2.0 








Figure 5.8: The Sensitivity of the type 1 entrainment to A and Ri 
The entrainment is prevented from increasing too rapidly with A e because more 
entrainment produces a deeper boundary layer, with a higher Richardson number, 
which has the effect of reducing the entrainment. This can be illustrated using 
figs 5.7 and 5.8. Fig. 5.7 shows an increa.se  in the Richardson number from 
approximately 0.8 to 1.1 between A e = 0.04 and A = 0.4. If the Richardson 
number had remained at the lower value when A e was increased, fig. 5.8a shows 
that entrainment would have been 7 x iO rather than 5 x iO. Therefore in 
this case, the increase of Richardson number which accompanies an increase in A e 
reduces the entrainment by approximately 1 . 
189 
5.2.2 Type 2 entrainment - Entrainment Governed by 
Diffusion. 
Theory 
The second approach to entrainment theory considers the amount of turbulent 
energy at the inversion. Curran (1975) suggests that the entrainment rate, or 
alternatively the rate of mixing of warm air downwards, is primarily determined 
by the rate of diffusion of turbulent kinetic energy to the top of the boundary layer. 
Curran (1975) used this theory to investigate convectively driven entrainment. In 
this work the theory will be applied to develop a new parameterisation for shear 
generated turbulence. A diffusion equation similar to that used by Curran (1975). 
is assumed to describe the profile of TKE diffused from the surface using the rate 
of production of TKE, rather than the TKE per unit mass which was 
used in the energy budget equation 5.39. Thus 





The last term on the righthand side of equation 5.55 was not used by Curran. It 
allows for frictional dissipation of TKE, using a timescale for frictional dissipation, 
Tj in seconds and Km  is a vertical diffusion coefficient in 771 2 s 1 . The equation 
has boundary conditions defined by a rate of generation of TIKE at the surface 
ick deuwse9 poeCklbi l:D ym cLI 
6E 0 at ?o 
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e=O as 
so the solution for a steady rate of production (ie 	= 0) is at 
e(z) = eo
exp — [(\/ITf) z] 
	 (5.56) 
This represents energy generated at the surface reaching height z in the boundary 
layer by diffusion. It is this energy at height h, and the energy generated locally 
at the interface by wind shear that must be balanced against the downward flux 
of potential energy across the top of the inversion (Rayment & Readings 1974) so 
that, 
___ 	 TDU - 	i(W
h 	
=Jc4ex - [(/) h] + d [ --dz 	(5.57) Jhb P OZ 
V 
Between H and hb is the entrainment zone shown in fig. 5.4. h in the diffusion term 
should strictly represent the height just below the zone of shear generation rather 
than the average boundary layer depth since the rate of diffusion above h6 will be 
altered by the local generation of energy. However it seems reasonable to assume 
that h <<H so that the depth of diffusion is h. Equation 5.57 also assumes that 
the locally generated energy at the boundary layer is not diffused downwards to 
any great depth, but that frictional dissipation acting locally reduces the amount 
of shear generated energy by a fraction (1-d). 
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The Final equation 
Using the parameterisations of equations 5.43 and 5.44 for the shear generation 
and the downward flux of potential energy respectively and parameterising co  
according to equation 5.58 so that, 
eô= 
 J
h5 dq2 	h9 r. aU 
—dz = I ---dz = Cd(U2 + V2 ) 'trI 	(5.58) o dt Jo p8z 
0 
Equation 5.57 becomes 
1 2 	 AI 





and can be rearranged to give an expression for the entrainment velocity as follows: 
- We 
Cdu U exp - (a/i) 	
(5.60) = 	
((uH)2)J 
2 	ii 	(U) 2 
where 	 a = 
and 	 D 2 
Value of parameters Km, TI 
There are no direct measurements of Km Or Tj for the glacial slopes. Their values 
therefore are uncertain and a range of values suggested as reasonable by those ob-
served elsewhere will be investigated in this section. Brost and Wyngaard (1978) 
use a turbulent timescale of 3000s; this represents a lower limit for the timescale of 
frictional dissipation of turbulence TI. If Tj is less than the turbulence timescale, 
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the turbulence would be dissipated before it is fully developed throughout the 
boundary layer. Timescales for frictional dissipation can be obtained by studying 
the 'spin-down' time for daytime atmospheric boundary layers. In the evening 
after sunset and when wind speeds decrease, the source of turbulent energy, (pri-
marily surface heating but also wind shear), is removed and the rate of frictional 
dissipation determines the time it takes for turbulence to disappear. Wyngaard 
(1975) estimated this at between 3 and 4 hours, from model results compared to 
Minnesota data. Fig 5.9 shows the evolution of turbulent energy in a numeri-
cal model of the surface boundary layer described in Yamada and Mellor (1975). 
The temperature in the model decreased rapidly after 1600hours, therefore it is 
assumed there is no further generation of turbulence after this time, and the tur-
bulence in the boundary layer is negligible by 1800hours, suggesting a value for 
Tj of 2 hours. 
Km  has been measured at Plateau station as 0.1rn2 s 1 (Schwerdfeger 1984), but 
this is an inland station with a very different turbulent structure within the bound-
ary layer to the region of greater momentum flux on the glacial slopes. Brost 
and Wyngaards' model study of a stable boundary layer found that the average 
value of Km  for the layer can be approximated to Km 0.03kCdU 2 h, where 
k is the von karman constant, 0.4. Therefore if CdU 2  = 0.1 and h = 400m 
then Km 0.5rn 2 s 1  and its range can be determined as between 019m 2 s 1 and 
2.0m 2 s 1 . Other authors have suggested values greater than this. James(1989) 
for example used a value of 10m 2 s 1 , which is in closer agreement with the values 
given by Clarke (1970). Clarke constructed profiles of scaled values of the diffusion 
coefficient 
I'm = 	 (5.61) 
(CdU2 /f) 
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Figure 5.9: Evolution of tke (Yamada & Mellor 1975) 
values for Km of 0.006. If CdU 2 = 0.1 and f = 1.4 x iO then Km 	4rn2 s 1 , 
possibly reaching 10rn2s' at higher wind velocities. The range of possible values 
for both Km and rj is therefore large; 0m 2s' < Kn < 1077t 2 s 1 and 3600s < 
r1  < 14400s. For a boundary layer 400m deep this gives a range in exp-(ah) of 
7.5 x 10 to 0.44. Most of the evidence suggests that '.'m < 5 and Tj is between 2 
and 3 hours. However, in order for this entrainment to produce a similar boundary 
layer to that using the ET type entrainment with A set to 0.0004, then Km must 
have a higher value of 6.5m 2s' and rj = 7200s. For comparison with the ET 
entrainment in the following experiments Km TJ will be given a value of 4.68 x io( 
this will be reassessed in a later section. 
Constraints on the Pararneterisation 
Equation 5.60 must be constrained in a similar manner to equation 5.48. There- 








entrainment coefficient can be defined when Ri = 0 as, 




So that if E = 0.1 when Ri - 0 
KdIf = 
Cdu exp —(a h) 
0.05D 
(5.63) 
If this is inserted into equation 5.60, then D cancels to give the following equation 
for the entrainment velocity; 
Cdu UI exp —(a/i) - We = 	 (5.64) 
Ri 11 + Cd exp—(ah) ((IUH)2 "11 
o.iRi 	U2 )j 
The sensitivity of the entrainment to the value of Cdexp(—ah)0.05 	can be investigated 
in a similar manner to K in the previous section. For values of Km TJ of 4.68 x iO, 
assuming 1 and using the initial boundary layer given in table 5.2, fig. 
5.10 shows the model to be relatively insensitive to the value of 
Cdexp(—,h)  unless 0.05 	1 
the Richardson number becomes very low. 
Sensitivity of the Model to Variations in Km TJ 
The sensitivity of the entrainment to the product of Km Tj is shown in fig. 5.11. 
When Km Tj increases so does the amount of entrainment. The additional drag 
at the upper interface combined with the reduction in buoyancy downslope pro-
duces a much slower layer with higher Richardson number. Fig. 5.12 shows the 
relationship between Km Tj and the entrainment velocity; it can be seen that the 
model is most sensitive when Km Tj is less than 1.5 x 10. So that in fig. 5.11, 
although increasing Km rj from 9.36 x iO to 1.87 x 10 is a larger increase that 
from 2.34 x 104  to 4.68 x iO, the relative changes in velocity and depth of the 
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Figure 5.10: The variation of the type 2 entrainment coefficient with Richardson 
number for different values of Cdexp(—ah)\ 0.1RI 	). Km Tj' = 4.68 x iO 
entrainment the increase in entrainment at high values of Km TJ is reduced by the 
corresponding increase in Richardson number. 
5.2.3 The Effect of Entrainment on the Evolution of the 
Boundary Layer 
When there is more entrainment, it may be expected that the depth of the bound-
ary layer will increase, and that the additional warm air will cause the temperature 
deficit to become smaller, assuming that there are no corresponding changes in 
U or zO. This is clearly shown in fig. 5.7. Manins & Sawford (1979) noted the 
effect of entrainment drag at the upper interface, which tends to slow down the 
speed of the boundary layer. Fig. 5.7 shows a decrease in the velocity of the 
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Figure 5.11: The evolution of the boundary layer for different values of 
Km rj: 1.87 x iO(-- --); 9.36 x 10(---); 4.68 x 1O( );2.34 x 1O(...........); 
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Figure 5.12: The sensitivity of the diffusion equation to variations in Km , h and 
Ri. 
fig. 5.13 it can be seen that the decrease in the buoyancy force is comparable to 
the increase in the drag force at the top of the layer. The decrease in velocity as 
entrainment increases, combined with the increase in depth of the boundary layer 
acts as a negative feedback on entrainment, via the Richardson number. In this 
way the parameterisation prevents large changes in the velocity or depth of the 
boundary layer. 
5.2.4 Comparison of the two methods 
The model was run to compare the boundary layer under 3 types of entrainment. 
The standard for comparison with the type 1 and type 2 parameterisat ions pre-
sented in sections 5.2.1 and 5.2.2, was the ET type entrainment used by previous 
authors, and presented in section 4.3.5. with A given a value of 0.0004. This is 
the value used by Gosink (1989), reduced from the value of 0.002 which Manins 
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Figure 5.13: The components of the downslope momentum budget equation 4.33 
for different values of A e : 
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& Sawford (1979) used, based on the laboratory experiments of Ellison & Turner 
(1959). Cosink (1989) assumed 0.0004 to be a more appropriate value over the 
glacial slopes, where Reynolds numbers are greater, but did not investigate the 
reliability of extrapolating the relationship derived in the laboratory to the much 
larger scale glacial slopes. If A and It m Tf are given values which produce entrain-
ment of a similar magnitude to the ET case, then A = 0.5 and Kr = 4.68 x 10. 
These values are higher than those suggested in the previous discussion, which sug-
gests that even the reduced ET entrainment is too high. The values of each of the 
parameters will be reassessed in a later section. 
Air moving downslope over a dome shaped ice sheet accelerates as the buoyancy 
force becomes greater over the larger slopes. From equation 4.36 it can be seen 
that acceleration and divergence of the air will result in a reduction in the rate of 

















( 	700 	800 	900 	1000 
D 	 Distance Downslope from Centre 





700 	800 	900 	1000 
Distance DownsIope from Centre 
of Ice Sheet (km) 
2.0 

















700 	800 	900 	1 U0 	 700 	800 	900 	
1000 
	
Distance Downslope from Centre Distance Downslope from Centre 
of Ice Sheet (km) 	 of Ice Sheet (km) 
1000 












800 	900 	1000 
Distance Downsiope from Centre 
of ice Sheet (km) 
Figure 5.14: A comparison of the 3 parameterisations of entrainment: 
Type ET [A = 0.0004]( 	); Type 1 [A e = 0.51(----); Type 2 
[Km j = 4.68 x 10](— -). 
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for h to decrease, preventing h from becoming very small. Conversely if the depth 
of the boundary layer begins to increase too rapidly, and if all other factors remain 
unchanged, this will result in less entrainment, because one of the the sources of 
TKE (shear at the surface) is further away from the entrainment zone, and energy 
will tend to be dissipated before it reaches the top of the boundary layer. In this 
manner the boundary layer is prevented from becoming too deep. The effect of the 
increase in height of the boundary layer downslope, is to some extent offset in the 
boundary layer over an ice sheet with increasing slopes, because the increase in 
downslope momentum tends to increase the production of TIKE both from shear 
at the surface and shear at the top of the boundary layer. All 3 methods of 
parameterisation have an inverse Richardson number dependence which reduces 
the entrainment as h increases, and increases entrainment for larger values of U. 
However as observed by Lalaurette & Andre (1985) and Gosink (1989), the ET 
type entrainment tends to produce a boundary layer which is too deep, even with 
the value of A reduced from 0.002 to 0.0004. Therefore it would seem that the 
Richardson number dependence isn't sensitive enough to the characteristics of the 
boundary layer. Fig. 5.14 shows the evolution of the entrainment coefficient E, 
for each parameterisation. The behaviour of the ET entrainment and the type 
1 entrainment parameterisations is almost identical, as would be expected from 
the formulations. The entrainment coefficient of the type 2 entrainment equation 
however, increases at a slightly lower rate, because as well as the Richardson 
number dependence it also has an exponential dependence on the height of the 
boundary layer h. This is shown in figure 5.12c and shows the sensitivity to be 
greatest when the boundary layer is less than 500m which is the case over most 
of the boundary layer over Antarctica. The results shown in fig. 5.14 do not 
suggest that the the additional sensitivity introduced by the diffusion equation is 
sufficient to significantly affect the evolution of the boundary layer. This will be 
investigated further in the following sections. 
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5.3 A Look at the Boundary Conditions from 
Different Ice Sheets 
The discussion so far has focused on the formulation and atmospheric boundary 
conditions of the slab model. This section is intended to consider the role of the 
ice sheet. The main driving force of the winds over the ice sheet is the buoyancy 
force. The ice sheet may potentially be a large influence on the magnitude of this 
force via the slope of the surface. Therefore it would be expected that the effect 
ice sheet shape has on the evolution of the boundary layer is potentially large, and 
under different circumstances the parameterisation of entrainment may become 
more important. Profiles taken from ice sheets of the present day will be used to 
test the hypothesis, which will then be used to look at ice sheets in the past. In 
this way it is hoped to be able to identify the key components of the boundary 
layer which are affected by the shape of the ice sheet, particularly those which 
may subsequently affect the evolution of the ice sheet itself. 
5.3.1 Changing the Surface Profile. 
Effect on the Boundary Layer 
The effect that changing the profile of the ice sheet has on the evolution of the 
boundary layer, has been investigated using two profiles taken from present day 
ice sheets. The first profile is taken along a streamline in Adelie Land, Antarctica 
shown in fig. 5.15a (Drewry 1983), the second is from the Greenland ice sheet as 
shown in fig. 5.15b (Bindschadler et al 1989). The shape of these profiles are shown 
in figure 5.16. Greenland has been assumed to be a semi-infinite slab and therefore 
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has no geometric component in the mass continuity equation, the last term in 
equation 4.36. The evolution of the boundary layers for each of the profiles with 
A = 0.0004, A = 0.5 and Km T1 = 4.68 x iO are shown in figs 5.17 and 5.18. If the 
topographic profiles shown in fig. 5.16 are compared with the velocity profiles it 
can be seen that the velocity is largely governed by surface slope, which then affects 
the entrainment coefficient, the boundary layer depth, and the temperature deficit. 
This is illustrated by fig. 5.19 which shows the components of the U velocity for 
the Greenland profile with the type 2 entrainment (Km TJ = 4.68 x 10). The 
evolution of (shown by the continuous line) is dominated by the variations ds 
in the buoyancy force (the upper dashed line) of the layer, which responds to 
the changes in magnitude of the slope. Generally as the slope increases so does 
the velocity, and the subsequent reduction in the Richardson number causes more 
entrainment. The depth of the boundary layer tends to respond to the acceleration 
of the air rather than the increase in entrainment and thus tends to deepen most 
when the slope is reduced and the air slows down, rather than when entrainment 
is large. This is confirmed by fig. 5.20, which shows the accelerative () term to 
dominate over the entrainment term (W e ) in the depth evolution. The increase in 
entrainment with slope is accompanied by a decrease in the temperature deficit, 
which tends to produce high surface temperature gradients, as noted by Fortuin 
& Oerlemans (1990) in their study of the surface temperature over Antarctica. 
The increase in surface temperature gradient with additional warm air is offset 
slightly because as the air flows downslope in a stably stratified environment, 
the boundary layer moves into progressively colder ambient air, in the manner 
discussed in section 5.1.2. Thus at the end of the profile where the gradient 4  is da 
greatest, the surface temperature gradient remains slightly, less than it is further 
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Figure 5.15: The location of the profiles used for the model runs shown in 5.17 
and 5.18. 
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Figure 5.17: The effect of surface profile on the evolution of the boundary layer, 
using the profile from Adelie Land Antarctica. Fig. 5.15a: 
Type ET(A C = 0.0004( 	); Type 1(A e = 0.5)( - 
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Figure 5.18: The effect of surface profile on the evolution of the boundary layer 
using the Greenland profile of fig. 5.15b: 
Type ET(A C = O.0004)( 	); Type 1(A = 
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Figure 5.19: The components of the momentum budget equation 4.33 for the 
Greenland profile using type 2 entrainment: 
du 	 ); buoyancy(-- - -); coriolis(— —);thermal wind( 	-);entrainment 
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Figure 5.20: The components of the depth evolution for the boundary layer 
over Adelie Land, with type 2 entrainment: 4 ( ); entrainment(----); 
geometry(— —); acceleration(-------). 
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Geometry 
Fig. 5.18 has an additional run. This shows the effect of including geometry. 
This is particularly noticeable on a small ice sheet such as Greenland where the 
geometric divergence is large. The shape of the Greenland ice sheet means that in 
the southern portion, south of the Arctic Circle, air flow radiates from the southern 
dome. Further north the ice sheet can be considered to be a semi-infinite slab the 
contours aligned in straight lines parallel to the coast and central ridge. The 
profile used in this example is at 71°N, and therefore lies somewhere between the 
two. The figure shows the effect of geometry is very important on an ice sheet. 
of this scale. The additional divergence produces a more shallow boundary layer 
which, because the Richardson number is lower, increases entrainment. However 
the increase in entrainment is not sufficient to increase the mass flux (Uh) along 
a streamline, to the no geometry case. The addition of warm air to the boundary 
layer decreases the temperature deficit, a process which is enhanced because the 
air is incorporated into a more shallow boundary layer. 
The Geostrophic Wind 
In these experiments Vg was given a value of 3rns 1 which is the value typical 
over the Antarctic ice sheet. In Greenland, however the geostrophic flow above 
the boundary layer fluctuates. On average there is a high pressure situated over 
the ice sheet, which produces a clockwise geostrophic wind above the boundary 
layer. Superimposed on this is the mean meridional flow of an upper atmospheric 
westerly jet stream. The meridional flow may weaken the glacial anticyclone, de-
stroying the boundary layer. This occurs in the slab model when Vg is reduced in 
the y direction as shown in the experiments in section 5.1.1. On the western flanks 
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of the ice sheet therefore downslope flow may often be absent, or weak whereas 
on the east the meridional flow may enhance the downslope flow, producing the 
cold air outbreaks which are common on the east coast of Greenland (Radok et 
al 1982). 
The Significance of the Parameterisation of Entrainment. 
Figs. 5.17 and 5.18 show that the way in which entrainment is parameterised 
seems to have little effect on the characteristics of the boundary layer (U, AO, 
h & Ri). The entrainment coefficient E, using the type 2entrainment, shows a 
slightly greater response to the increase in the boundary layer height, and offsets 
the increase in entrainment that occurs when the air accelerates over larger slopes. 
Between 750km and 850km downslope on the Adelie Land profile it can be seen 
that the entrainment for the type 2 entrainment is slightly lower than the other 
parameterisat ions. From this it would be expected that if the acceleration of 
the air was much greater or persisted for much further downslope the difference 
between the parameteri sat ions would be more apparent. On this scale, however 
the effect these small variations have on the wind speed, temperature and depth 
of the boundary layer is small. 
A Reassessment of the Entrainment Parameters 
It has already been noted that the ET type entrainment tends to produce over deep 
boundary layers and the values of A e and I,rj required to produce comparable 
entrainment coefficients are much greater than suggested by the observational 
data. Therefore the values of A e , Km and rj have been reassessed on the basis of 
the discussion in sections 5.2.1 and 5.2.2. The boundary layer for the Adelie Land 
and Greenland profiles for A e = 0.3 and Km TJ = 2.16 x iO with A adjusted to 
0.00025 for comparison are shown in fig. 5.21 and 5.22. It can be seen that the 
boundary layer depth remains lower and the velocity higher while the reduction in 
L O is less, which results in a lower surface temperature gradient, around 10K/km. 
These are all characteristics which are closer to the observations. As discussed 
in chapter 2, the wind speed over Adelie Land is consistently around lOms 1 and 
rapidly accelerates at the coast. The surface temperature gradients over the slope 
are just over the DALR and the temperature deficit decreases from over 8K in 
the interior to 1 or 2K at the coast. This suggest that the entrainment processes 
on a scale as large as the boundary layer over an ice sheet cannot simply be 
extrapolated from empiricisms derived in the laboratory. The dissipation is in 
fact much greater than the laboratory experiments suggest, which may be actual 
dissipation or the results of additional storage of TKE in gravity waves. 
5.3.2 Past Ice Sheets 
Past ice sheets have been reconstructed from paleoevidence, such as that given by 
Denton & Hughes (1981). Two profiles have been taken from the late Wisconsin-
Weichselian maximum reconstruction of the Laurentide ice sheet, as shown in 
fig. 5.23. The profiles have been smoothed using the idealised profile given in 
equation 4.11, n9 has been given a value of 2.5, profile A has a spank and height 
of 2050km and 3800m respectively, profile B a span of 1700km and height of 
3700m. The model was initiated at the top of the glacial slope, which is assumed 
to be where the gradient begins to increase, at an elevation of approximately 
2500m. Comparisons between the actual and smoothed profiles are shown in fig. 
5.24. Runs with these surface profiles but the remaining boundary conditions 
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Figure 5.21: The effect of surface profile on the evolution of the boundary layer, 
using the profile from Adelie Land Antarctica, Fig. 5.15a: 
Type ET(A C 	0.00025)( 	); Type 1(A 	= 0.3)(--- -); Type 
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Figure 5.22: The effect of surface profile on the evolution of the boundary layer 
using the Greenland profile of fig. 5.15b: 
	
Type ET(A = O.00025)( 	); Type 1(A C = 0.00025)(--- --); Type 
2(Km TJ = 2.16 x iO)(— _). 
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Figure 5.23: The location of the profiles taken from the reconstruction of the 
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Figure 5.24: The effect of smoothing the profiles over the Laurentide ice 
sheet:Actual profile(— - - -);Smoothed profile( 	). 
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Figure 5.25: The evolution of the boundary layer with the surface profiles from the 
Laurentide ice sheet:Type ET(A C = 0.00025)( 	); Type 1(A = 
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Figure 5.26: The evolution of the boundary layer with the surface profiles from 
the Laurentide sheet: Type ET(A C = O.00025)( ); Type 1(A, = 0.3)( - - -); 
Type 2(Km Tj = 2.16 x 10)(--), [Profile B]. 
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Figure 5.27: The split in the jet stream over the Laurentide ice sheet according 
to Kutzbach & Wright (1985). 
arises between the parameterisations of entrainment is the slightly slower rate of 
growth of the boundary layer when the diffusion type equation is used. 
The Geostrophic Wind. 
Past ice age boundary conditions are likely to have been very different to those 
of the present day. One of the largest differences seems to be in the value of Vg. 
Experiments with GCMs suggest that the jet stream divided into 2 around the 
Laurentide ice sheet (eg. Kutbach & Wright (1985), Manabe & Brocoili (1985)), 
as shown in fig. 5.27. Thus the mean zonal flow is superimposed onto the an-
ticyclone created by the presence of the ice sheet. Over the northern flank the 
mean meridional pressure gradient force enhances the downslope flow, but over 
the south facing slopes, the upper atmospheric pressure gradient force opposes the 
flow closer to the surface. Increasing Vg in the model produces a much deeper and 
faster boundary layer, primarily because the increase in U increases the entrain-
ment coefficient, and more entrainment leads to a deeper boundary layer, as shown 
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Figure 5.28: The evolution of the boundary layer with the profile B from fig. 5.23 
with Vg = lOms': Type ET[A C = O.00025]( ); Type 1[A e  = O.3](- --- -); 
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Figure 5.29: The components of the heat budget equation 4.35 for Vg=10; 
); radiative term(-----; temperature gradient along the slope due to 
stability (.siiw)(------); (S 3 E cosa)(--------- -); entrainment term (3j)(- 
more significant under these conditions. Using the diffusion equation, the layer 
remains colder, the surface temperature gradient smaller, and the velocity greater, 
suggesting a very fast moving, cold layer of air flowing north off the ice sheet. To 
the south of the Laurentide ice sheet, because the mean flow opposed the direction 
of geostrophic flow initiated by the presence of ice, the glacial anticyclone may 
have been weakened absent. 
Kutzbach & Wright (1985) discuss the evidence for anticyclonic flow over the 
Laurentide ice sheet. Evidence of palaeo-wind directions are preserved in sand 
dunes in the rocks and the distribution of Loess deposits, although it is important 
to recognise that the geological dune evidence of wind direction may only be 
recording the strongest winds which are not necessarily the prevailing winds. The 
geological evidence suggests a northerly to north westerly flow off the southern 
margin of the Laurentide ice sheet between Montana and Washington state at 
the time of the glacial maximum. It is uncertain as to whether this represents 
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the actual orientation of the prevailing palaeo wind field or whether the record 
has been distorted by the occurrence of less frequent but stronger winds. True 
anticyclonic flow would have an easterly component. The results of the slab model 
presented here suggest that with a strong westerly upper air flow, it is likely that 
the surface anticyclonic drainage flow will be weakened, if not destroyed, resulting 
in prevailing surface westerlies. Drainage flow may only occur when the strength of 
the upper jet is reduced. Kutzbach & Wright note more evidence for anticyclonic 
flow off the margins of the ice sheet during its retreat. It is unclear from the 
geological evidence whether this indicates an actual increase in anticyclonic flow 
as the ice sheet retreats, or simply that the evidence for the glacial maximum has 
been somehow obscurred. The GCM experiments of Shinn & Barron (1989), show 
a decrease in the strength of the jet over North America and the North Atlantic 
for a smaller Laurentide ice sheet. If this is the case then the weaker westerly 
upper flow may allow the anticyclonic, drainage flow to develop, aided by the 
strong temperature gradient across the margin of the ice, making it possible for a 
glacial anticyclone to become prevalent as the ice retreats. 
The northerly component of the flow at the glacial maximum may not have been 
drainage flow produced by the boundary layer mechanisms which drive the the 
slab model, it is possible these apparent drainage winds were the product of the 
complex dynamics of the air at the ice sheet margin, producing a surface flow 
with a northerly component. One such mechanism occurs over Antarctica during 
the summer. Kodama et a! (1989) observed that the mesoscale temperature gra-
dient between the cold ice and relatively warm open ocean produces a low level. 
geostrophic wind which operates in a similar manner to the katabatic wind during 
the polar night. Model simulations of the glacial maximum and paleo-evidence of 
surface temperatures suggest that there was a very strong horizontal temperature 
gradient across the margin of the Laurentide ice sheet, which may be expected to 
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operate in a similar manner. A second mechanism which may induce a northerly 
component in the surface wind is from the 0CM results presented by Kutzbach & 
Wright (1985). They show a strengthening of the northerly component of the sur-
face winds due to a presence of a jet core over the North Atlantic sea ice margin. 
The upper level flow at the southern margin of the ice sheet is at the entrance to 
this jet and therefore accelerating and encouraging southward drift at the surface. 
Temperature Deficit. The increase in entrainment with higher values of Vg, 
implies the air will be more well mixed and possibly a lower value of Li9 1 is ap-
propriate. Fig. 5.30 has been run with LY = 4K, which as explained in chapter 
4 results in a reduction of U. This halves the Richardson number, so entrainment 
is increased and so is the depth of the boundary layer. It may be expected that 
an increase in entrainment would also lead to a bigger I but because the air is ds 
mixed into a slightly deeper layer and the temperature discrepancy between the 
ambient and boundary layer air is much smaller, the effect that entrainment has 
on the temperature of the boundary layer is less, so surface temperature gradient 
is reduced, and closer to the DALR.t This is confirmed by fig. 5.29 which shows 
the components of the temperature equation, 4.35. Thus it is the increase in the 
size of the component associated with the entrainment, the 4th term on the right 
hand side of equation 4.35 which dominates the evolution of, and produces the 
decrease in (increase in negative), . 
The Effect of Geometry 
The importance of including some geometry of the ice sheet in the model was 
clearly shown for the Greenland ice sheet in section 5.3.1. This section looks at 
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Figure 5.30: The evolution of the boundary layer if zi9 1 = 4K and Vg = lOrns': 
Type ET [A = 0.00025] ( ); Type 1 [lie  0.3] (-----); 
Type 2 [Km TJ = 2.16 X 10'l] (-----4. 
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that of a smaller ice sheet. The smaller ice sheet is given a profile using equation 
4.11 with a height at the dividet  of 3000m, a span of 1000km and a value for n9 
of 2.5. The evolution of the boundary layer for the smaller ice sheet is shown in 
fig. 5.31, results are shown for the type 1 and type 2 entrainment with Vg given 
values of 3ms 1 and 10ms 1 . The figure can be compared to figs. 5.26 and 5.28. 
Over the smaller ice sheet the geometric divergence is greater and that the depth 
of flow is considerably reduced, so the velocity is only slightly increased and the 
mass flux for the small ice sheet is much smaller. This, combined with a slight 
increase in entrainment results in a bigger horizontal gradient in the temperature 
deficit, so that LO is similar at both margins, although the air over the smaller 
ice sheet has travelled a much shorter distance. It is possible that the initial 
temperature deficit over a smaller ice sheet will be smaller and therefore so will 
the deficit at the margins, added to the fact that absolute temperatures over a 
smaller ice sheet are likely to be higher, the results suggest that as the ice sheet 
retreats the air flowing off the ice sheet becomes warmer which would be expected 
to enhance melting and retreat of ice. An important factor in the maintenance of 
high wind speeds, is the steepening of the profile as the ice sheet retreats. If the 
small ice sheet is given a flatter profile then the acceleration of air is not so great 
and there is less entrainment of warm air. Therefore it would seem that an ice 
sheet that steepens as it retreats will induce a positive feedback on ablation .t 
5.4 Conclusions 
This chapter has looked at experiments with the slab model that was developed 
in chapter 4. Firstly exploring the prescribed boundary conditions, namely the 
geostrophic wind speed, the stability of the air and the surface cooling rate, and 
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improve on that used by previous authors. The fixed boundary condition which 
is most likely to be influenced by the growth of large northern hemisphere ice 
sheets is the geostrophic wind field. The stability of the air and surface radiation 
budget may also change but their effect on the boundary layer evolution, as long as 
drainage flow remains, will be less than the presence of a strong upper jet stream. 
The orientation of the mean meridional flow, relative to the glacial anticyclone is 
important in determining the effect of the geostrophic wind. It seems that a slab 
model is useful when combined with the results of GCM, in order to explain why 
there may have been no glacial anticyclone at the glacial maximum. 
The results of this chapter suggest that the method of parameterising entrainment 
is unimportant unless there are large increases in geostrophic wind speed. If 
this occurs the type 2 entrainment which considers the rate of diffusion of TKE 
to the top of the boundary layer is more sensitive to the change in height of 
the boundary layer and prevents the b.l from becoming excessively deep. This 
chapter has shown that the coefficient of 0.002 suggested by Ellison & Turner 
(1959) and used by Manins & Sawford (1979) is too high for the glacial slopes, 
and that under conditions which produce excessive acceleration of the layer and 
very deep boundary layers, the simple inverse Richardson number relationship 
is an inadequate descriptor of entrainment. In the case of a large ice sheet the 
acceleration may be a consequence of an enhanced pressure gradient force, given 
in the geostrophic wind speed of the slab model. Inclusion of the geometry of the 
ice sheet is also important in preventing the formation of a boundary layer which 
is too deep over an ice sheet which cannot be approximated to a semi-infinite 
horizontal slab. 
Small ice sheets will have a smaller central plateau and therefore air flowing from 
the centre will have less time under the dominant influence of radiative cooling 
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before it accelerates. The depth and strength of the inversion is therefore likely 
to be less. The rate of reduction ie. the warming rate of the boundary layer 
depends on the slope of the ice sheet. For a broad flat ice sheet with small slopes 
the rate of warming will be less due to a reduction in entrainment. Work by 
Oerlemans & Hoogendoorn (1989) suggests that the effect of global warming on 
the mass balancel field over Greenland decreases with altitude, this is supported 
by the findings of Braithwaite & Olesen (1990c) who also state that the ice sheet 
profile will steepen as it retreats. It would be expected that the acceleration of the 
air, and increase in entrainment over steeper slopes will lead to a deeper layer of 
warmer air flowing off the margin of the ice, thus introducing a positive feedback. 
The dynamics of the atmospheric boundary layer are more important for the 
ablation zonet  so the boundary layer is less likely to be an important component 
of an advancing ice sheet, when accumulation and the dynamics of the ice are 
more important. 
5.4.1 Summary 
• The geostrophic wind has most influence on the growth of ice compared to 
other fixed boundary conditions. 
The method of parameterisation of entrainment is unimportant unless the 
geostrophic wind becomes large, in which case the Type 2 entrainment pre-
vents excessive growth of the boundary layer depth. 
• The new parameteri sat ions of entrainment give best results when A e = 0.3 
and when Km Tj = 2.16 X iO. 
• ET type entrainment cannot be extrapolated directly from the results of 
laboratory experiments to the glacial slopes. Analysis of the Types 1 and 
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2 entrainment suggest that the losses of TKE are much greater on a scale 
as large as an ice sheet, therefore the coefficient A should be much smaller 
(0.00025). 
• The effect of the boundary layer evolution on the ice sheet will vary according 
to the ice sheet slope. 
A retreating ice sheet which is steepening, will induce a positive feedback 
via entrainment of warm air. 
• A broad flat ice sheet will tend to be colder due to stagnation of air. 
• The effect of the boundary layer on the evolution of the ice, depends on the 
balance between ice sheet size and topography and the geostrophic wind and 




The aim of this thesis was to look at the components of the climate to which an 
ice sheet is most sensitive, in order to understand the way in which the climate 
of ice sheet models may be more interactive. The approach taken was to look at 
the climate over present ice sheets in chapter 2, and use it as a standard with 
which to compare the climate simulated by models in chapter 3. The findings of 
these two chapters were then used to look at the climate over ice sheets in more 
detail, in order to determine the climatic parameters which are most sensitive to 
the evolution of the ice sheet, and the extent to which these characteristics of the 
climate feedback, and influence the way in which the ice sheets themselves evolve. 
6.1 Main Findings 
Chapter 1 reviewed the work to date on the coupling of climate and ice sheets, 
and the main mechanisms of interaction that have been put forward. The different 
approaches of climatologists and glaciologists were outlined in order to assess ways 
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in which research may progress. From the results of ice sheet models it seems 
that the ice is most sensitive to the climate in the ablation zone. Ablation is 
dominated by boundary layer processes, yet few studies by climatologists have 
looked at the nature of the boundary layer in the ablation zone. In chapter 2 the 
sparse distribution of observations over ice sheets became apparent. This leads 
to large gaps in our understanding of the climate over ice sheets. However, it 
is still possible to produce an overview of the climate, which although not ideal, 
is able to provide boundary conditions and verification for models which can be 
used to understand more about the dynamics of the climate. A brief look at the 
simulations from GCM's in chapter 3, showed that their resolution is a major 
limitation to providing any detailed boundary conditions for ice sheet models. 
They extend up to the top of the atmosphere with 9 or 11 layers and are unable to 
model the boundary layer processes with sufficient accuracy to produce a realistic 
surface climate, which determines ablation. The main problem of GCM's seemed 
to be in the radiation scheme and parameterisation of clouds which, having been 
developed for the cloud and radiation typical of the whole globe is not appropriate 
over ice sheets. Details of cloud and radiation balance over ice sheets are still 
largely unknown due to a lack of data, although advances in satellite technology 
are changing this. 
Chapters 4 and 5 looked at the climate of the ablation zone more closely. A slab 
model of the atmospheric boundary layer over an ice sheet was used to investigate 
the way in which temperature, wind speed, surface temperature gradient and 
depth of the boundary layer respond to different ice sheets. The results were used 
to predict the way this may feedback to affect the evolution of the ice. 
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6.1.1 Model Findings 
Sensitivity studies showed the model to be relatively insensitive to the model pa-
rameters, the profile factors SI, 82 and 83 . The coriolis force is an important 
component of the velocity evolution in the boundary layer, requiring the resolu-
tion of flow perpendicular to the slope as well as parallel to the maximum slope. 
However, in order to maintain downslope flow, a large drag coefficient is required 
for the V component of the flow. This is necessary because additional retarding 
forces may be acting on the flow in this direction at a wide variety of spatial scales. 
These may be accounted for by any one, or a combination of, the following factors. 
Assuming a semi infinite slab in the y direction does not allow for the 
pressure variations which occur in this direction (personal communication 
Gosink 1991). Over Antarctica these are mainly initiated by the Trans 
Antarctic Mountains, and also by smaller cross-valley undulations. 
Gravity waves which may be topographically induced have been observed to 
retard the flow over Antarctica (Mobbs & Rees 1989). 
At a much smaller scale, sastrugi orientated in the direction of prevailing 
flow, cause additional roughness of the surface perpendicular to their lin-
eation they may be of the order of 5m in size, which could impose a signif-
icant drag force on the flow. 
Sensitivity to Climatic Boundary Conditions 
The sensitivity of the model to climatic boundary conditions varies. The model is 
generally insensitive to the radiative cooling rate, and the stability of the atmo- 
sphere has a retarding influence on the flow. The boundary condition most likely 
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to vary over a large ice sheet to the extent it significantly affects the boundary 
layer evolution, is the geostrophic wind. The presence of an ice sheet cools the 
lower atmosphere leading to subsidence and a glacial anticyclone, with a pressure 
gradient force which reinforces the downslope flow. In this model the pressure 
gradient force is included as the geostrophic wind above the boundary layer. It 
was shown in chapter 2, that the geostrophic wind is important for the mainte-
nance of consistent downslope flow. The experiments of chapter 5 showed that the 
stronger the geostrophic wind (in the positive y direction), the faster and deeper 
the boundary layer flow. In certain circumstances the geostrophic wind due to 
the mean meridional pressure field, superimposed on the glacial anticyclone, may 
disrupt the anticyclonic geostrophic flow. In the present day this occurs over 
Greenland where the jet stream has an east-west component over the ice sheet. 
Therefore when the zonal flow is strong, the drainage flow is destroyed on the 
cfern slopes, but may be reinforced on the eciE, producing cold air outbreaks 
in the Denmark Strait. In chapter 5 this was shown to be important for past 
ice sheets, located in the mid-high latitudes of the northern hemisphere. 0CM 
simulations of the Laurentide ice sheet (eg. Shinn & Barron 1989), show that 
the strength of the mid latitude jet stream, originating from the mean meridional 
temperature gradient, varied as the ice sheet grew. Over the southern margin of 
the ice the jet stream opposed the anticyclonic flow of the glacial anticyclone and 
it is therefore likely to have weakened the drainage flow in this region. At the 
northern margin however, an east-west jet stream reinforces the downslope flow. 
Sensitivity to Ice Sheet Boundary Conditions 
The model was used in chapter 5 to look at the way in which the shape of the ice 
sheet affects the evolution of the boundary layer. The results showed the slope 
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of the ice sheet to be important, and to a lesser extent the geometry of the ice 
sheet, depending on whether the ice forms a semi-inifinite slab or a dome. As a 
dome shaped ice sheet becomes smaller, the slopes tend to increase more rapidly, 
producing higher wind speeds in the boundary layer, and more entrainment in 
order to compensate for the additional divergence of flow over a smaller dome. 
Work by Braithwaite & Olesen (1990c) and Oerlemans & Hoogendoorn (1989) 
suggests that the Greenland ice sheet is becoming steeper as it retreats, and that 
the largest changes in mass balance occur at the margin; the radiation balance 
and accumulation at higher elevations is relatively unchanged. Experiments with 
this slab model carried out in chapter 5, suggest that under these conditions, the 
velocity of the boundary layer will increase with the additional buoyancy force 
on the slopes; this will lead to more entrainment and a deeper, warmer boundary 
layer, with a surface temperature gradient above the dry adiabatic lapse rate. In 
this manner the retreat of ice may be enhanced due to the positive feedback, via 
increased entrainment. The following experiments investigate this further. 
Fig. 6.1 shows the effect on the boundary layer of ice sheets which are successively 
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where H1 is the height of the ice, hd the height of ice sheet at the divide, x the 
distance from the centre of the ice sheet, and s, the span of the ice sheet. The 
values of hd and s are changed for each profile in fig. 6.1, so that for profile 1, 
hd = 2.4km and s, = 500km, for profile 2, hd = 1.75km and s = 360km and for 
profile 3, hd = 215km and s = 125km. The boundary conditions are the same as 
those used in section 5.3.2, with only the surface profile changed in each instance. 
The initial depth is taken to be the same in each case (110km), since the profiles 
at the centre are almost identical; differences in the boundary layer development 
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are therefore only noticeable as the air begins to flow downslope. As explained 
above, over a smaller ice sheet the slopes become large much more rapidly, and 
the figure shows the boundary layer becoming faster and warmer in response to 
this. The geometry of the dome shaped ice sheet is important in preventing the 
boundary layer becoming too deep, but as shown in fig. 6.2, the effect is only 
large near the centre of the ice sheet and therefore does not vary significantly as 
the ice sheet shrinks from 500km to 215km radius. These results show that a 
retreat of an ice sheet without a steepening of the profile is sufficient to warm 
the boundary layer, such that for profile 3, the temperature deficit decreases from 
6K to 2K in 100km, compared to a similar decrease over 400km for the larger ice 
sheet of profile 1 (fig. 6.1a). Over a smaller ice sheet, it is likely that absolute 
temperatures will be warmer, increasing the significance of the warming, since 
it is more likely to exceed 0°C. The divergence of the curves in the evolution of 
the temperature deficit shows that the extent of warming increases downslope, 
since this is where entrainment is greatest. This is consistent with the findings of 
Braithwaite & Olesen (1990c), that ablation increases most at low elevations; a 
process which leads to a steepening of the profile which will enhance the process 
yet further, as explained in the following section. 
Fig. 6.3 shows the effect of a change in slope of the profile. The profiles are 
defined by equation 6.65. Profile 1 is as in fig. 6.1, for profile 4, hd = 1.75km and 
sp  = 500km and profile 5, hd = 1.25km and s = 500km. As the profile becomes 
flatter, the boundary layer becomes shallower, slower and colder. Fig. 6.3a shows 
a difference of over 2K betweeen the temperature deficit at the margin of profile 1, 
compared to that of profile 5, for both types of entrainment. If the ice sheet is very 
flat, so that the flow is slow, then the temperature deficit associated with profile 
5, shows that the radiation regime begins to dominate the temperature evolution. 









100 	200 	300 	400 	500 
Distance Downsiope from Centre 













100 	200 	300. 	400 	500 
Distance Downsiope from Centre 












L  0.0000 
- 	100 	200 	300 	400 	500 
Distance Downslope from Centre 













100 	200 	300 	400 	500 
Distance Downslope from Centre 



























0.0 1 	 I 
100 200 	300 	400 	500 
Distance Downslope from Centre 
of Ice Sheet (km) 
Eo 
0 
100 	200 	300 	400 	500 
Distance Downslope from Centre 
of ice Sheet (km) 
but the same profile. [numbers in square brackets indicate profile number from 
the text]: Type 1 entrainment (A e = 0.3); [1](---- -); [2](...........); [3](— 	); Type 








E- 0 0.00 
L3 
11 
50 	200 	300 	400 	500 
Distonce Downslope from Centre 
of Ice Sheet (km) 
00 	200 	500 	400 	500 
Distance Downslope from Centre 










Figure 6.2: The depth evolution of the boundary layer for the small and large 
profiles shown in fig. 6.1. ( );entrainment(- - - -.). geometry (- -); ac-
celeration (-------) Type 2 entrainment Km TI = 2.15 X iO. 
this may arise because the cooling is prescribed to be constant in the model. In 
order to investigate this further, requires a more sophisticated radiation scheme 
such as could be provided by a semi-interactive grey body model responding to 
changes in boundary layer depth. The evolution of a flat ice sheet as shown in fig. 
6.3, requires a deformable bed, and may occur where the ice sheet lies over tills. It 
is unlikely that a large continental ice sheet will rest exclusively on a deformable 
bed, more commonly the centre of the ice sheet overlies solid bedrock which acts 
as an undeformable bed. The Laurentide ice sheet is likely to have been such a 
mixed bed, producing lobes as shown in fig. 6.4 where the bed becomes softer. In 
this instance the boundary layer would develop over the initial steep slopes but 
air would then stagnate over the lobe. Here the radiation budget will dominate 
boundary layer evolution, until the air finally flows off the margin. The effect of 
this on the ice sheet evolution would vary with location. If the ice sheet is far 
north, the net radiation budget is likely to be negative, but the further south, the 
more positive the radiation budget, which will lead to melting of ice. It is possible 
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that at some point, once the radiation budget is sufficiently large, retreat will be 
initiated causing removal of the lobe, accompanied by steepening of the slopes 
which will enhance retreat. The actual effect would depend on the comparative 
timescales of ablation and advection of ice into the ablation zone. 
Entrainment 
The response of the boundary layer to changes in boundary conditions, imposed 
either from the climate, or the shape of the ice sheet is to a large extent dependent 
on the parameterisation of entrainment. This determines the amount of warm air 
from above that is incorporated in the boundary layer, and therefore affects the 
depth, temperature and velocity of the flow. Chapter 5 looked at two new pa-
rameterisations of entrainment, to use as an alternative to the empirical relation 
derived in the laboratory by Ellison & Turner (1959). The first parameterisation 
solved the TKE budget for the whole of the boundary layer, following a similar 
method to that derived by Stull (1976a). The final equation is similar to that of 
Ellison & Turner (1959), but with smaller coefficients related to boundary layer 
characteristics. The second parameterisation considered the rate of diffusion of 
TKE through the boundary layer becoming available in the entrainment zone. 
This is a new parameterisation for the shear generation of turbulence, adapted 
from the principle put forward by Curran (1975). This paraineterisation has an 
exponential dependence on boundary layer height, and therefore responds much 
more quickly to changes in depth of the boundary layer. Experiments with the 
parameterisation suggest that caution is required when applying laboratory de-
rived parameterisations to the larger scale climate. Both new parameteri sat ions 
suggest that the coefficients of Ellison & Turner are too high, resulting in bound-
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Figure 6.3: The evolution of the boundary layer for ice sheets of a deformable 
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Figure 6.4: The shape of an ice sheet formed over a mixed deformable and 
non-deformable bed. 
and Lalaurette & Andre (1985). It seems that the loss of turbulent kinetic energy 
from the boundary layer is much greater on a larger scale, than from small scale 
experiments in the laboratory, but it is uncertain whether this is due to additional 
dissipation or storage in gravity waves; Randall (1984) suggests that the loss term 
should have an inverse dependence on Richardson number in order to account for 
storage in gravity waves. To be more specific, further model investigations in com-
bination with the aquisition of experimental data are required. If the coefficients 
of Ellison & Turner are reduced, there is little difference in the parameterisations 
unless there are conditions which cause large changes in the depth of the bound-
ary layer. In chapter 5 it was shown that this may occur if the geostrophic wind 
speed increases by a large amount. This causes an enhanced flow speed which 
increases the amount of entrainment. If the other components of the depth evo-
lution remain relatively unchanged, such that there is no change in the geometry 
of the ice sheet or the acceleration of the flow, the ET and type 1 entrainment 
produce boundary layers which are much deeper than that of the type 2 entrain-
ment which has greater ability to stabilise boundary layer depth. Following on 
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from this, it would be expected that if other components of the depth evolution 
change then the method of parameterisation is again important. In figs. 6.1 & 
6.3, as the ice sheet becomes smaller, or the slopes become greater, the acceler-
ation of air increases, shown by the divergence of the curves in fig. 6.1f and the 
convergence of the profiles in fig. 6.3f. When air accelerates, the boundary layer 
becomes more shallow; in this case the type 2 entrainment, which tends to offset 
changes in boundary layer depth, maintains a deeper and slower boundary layer 
than the ET or type 1 entrainment, which are less able to respond to compensate 
for changes in the components of the depth evolution. As seen from the figs. 6.1 & 
6.3 the increase in depth at the margin is between 50 and lOOm and the decrease 
in velocity associated with the type 2 entrainment is around 0.577-ts 1 ; this results 
in a boundary layer which is over 1°C warmer for the type 2 entrainment at the 
margins (fig. 6.1a and fig. 6.3a). This is a significant amount in terms of ablation 
if the temperatures are fluctuating around freezing. 
6.2 Future Work 
This thesis has shown that the evolution of ice is influenced by a complex interplay 
between the boundary layer evolution and entrainment, the radiation budget, ice 
sheet shape and the overriding pressure gradient force signified by the geostrophic 
wind. As an ice sheet grows, it tends to produce a strengthening in the jet 
stream. For the northern flanks of the Laurentide ice sheet, this would enhance 
the downslope drainage of cold air, spilling out into the Polar Basin and Davis 
Strait. This air would encourage cyclogenesis at the margins as it undercuts the 
relatively warm air. This may have acted to feed the ice sheet as it advanced. 
On the southern flanks the geostrophic wind opposed the anticyclonic drainage 
flow, although the presence of a jet core over the SE margin and the Atlantic may 
238 
have encouraged some southward drift of air (Kutzbach & Wright 1985), enhanced 
by a large temperature gradient across the margin. In this region the ice would 
be subject to the influence of air advected from elsewhere, the encroachment of 
cyclones over the ice more frequent and as the ice sheet moved further south an 
increased tendancy to be affected by warm air masses, which may have ultimately 
played a role in the ice retreat. 
The experiments of Shinn & Barron (1989) show a weakening of the geostrophic 
wind associated with the mean meridional pressure field as the ice sheet retreats. 
Over the southern flanks of the Laurentide ice sheet this means that there would 
be less opposition in the larger scale climate to the development of a glacial anticy -
clone, so that the pressure field of the ice sheet would dominate the region allowing 
drainage flow to prevail. The rate of retreat of the ice then would depend on the 
shape of the ice sheet which will vary according to the bed and surface temperature 
gradient. A deformable bed or low surface temperature gradient (< 1 0 C100rn 1 ), 
produces a flat ice sheet over which the atmospheric boundary layer will be slow 
moving and the radiation balance will dominate the ablation. A solid bed, or a 
high surface temperature gradient (> 1°C100m 1 ) however, will tend to produce 
an ice sheet with steeper slopes, which will encourage the development of a more 
fast flowing, deeper and warmer boundary layer, which may in turn enhance the 
steepening process as the entrainment, and therefore the warming is greatest at 
the foot of the ice. In this way the boundary layer development may act as a 
positive feedback on the ice retreat. 
Further work is required in order to look at the interplay between geostrophic 
wind, boundary layer development and ice sheet shape. The work of glaciologists 
suggest that ablation is an important component of the climate. This work shows 
the boundary layer development to be an important consideration for ablation 
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and that the climatic boundary conditions imposed on ice sheet models, of either 
an idealised climate surface, or an energy balance model which does not allow for 
the entrainment of warm air into the boundary layer, are not adequate predictors 
alone for ablation. Work in the future should be concentrated in two areas. 
The development of models should consider constructing a simple model of 
the boundary layer climate to predict ablation which can be run in conjunc-
tion with an ice sheet model. The model could be 'switched on' at specific 
intervals in the ice sheet evolution and used to provide an ablation function 
with which to drive the ice sheet. The atmospheric model should incorporate 
entrainment, the geostrophic wind and a grey body radiation scheme. 
The aquisition of more reliable data over ice sheets is required in order to 
verify the models. For the large scale climate this should include radiation 
budgets and cloud cover. Observations of the boundary layer evolution 
at intervals along the glacial slopes are also needed. These would ideally 
include observations of boundary layer depth, temperature structure, wind 
speed and turbulence, this would allow a more reliable assessment of the 
parameterisations of entrainment and which scheme represents the actual 
case most closely. 
The work presented in this thesis has drawn together the ideas of climatologists 
and glaciologists and provided a basis for further study, through both modelling 
and fieldwork. By accepting that fully coupled models of climate and ice sheets 
are unrealistic, given the complicated nature of the ice-atmosphere system, the 
disparate timescales of the atmosphere and ice, and limited computer power, this 
thesis has aimed to determine the climatic parameters which are most important 
to include when providing mass balance conditions to drive an ice sheet model. 
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Appendix A 
Glossary of Terms 
Ablation The loss of snow or ice from an ice mass, by eg. melting and runoff, 
evaporation, sublimation, wind erosion, iceberg calving. 
Ablation zone The zone of an ice sheet in which the net annual ablation ex-
ceeds net annual accumulation. 
Accumulation The gain in snow or ice on an ice mass, by eg. precipitation, 
blown snow from another location, sublimation. 
Accumulation zone The zone of an ice sheet in which the net annual accu-
mulation exceeds net annual ablation. 
Baroclinic A baroclinic zone exists where lines of constant pressure intersect 
lines of constant density. Lines of constant density generally coincide with the 
isotherms, there is thus a temperature gradient along the surface of constant pres-
sure which leads to advection of heat. Mid-latitude cyclones develop in regions of 
strong baroclinicity. 
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Climate point The point at which the climate surface intersects with sea level. 
Climate surface A theoretical line in the atmosphere along which the mass 
balance of an ice sheet is zero. The point at which this line intersects the surface 
of an ice sheet is the ELA. 
Dry adiabatic lapse rate The rate of change of temperature of an unsaturated 
air parcel displaced vertically and adiabatically in the atmosphere. (9.8 0 C/km). 
Elevation desert effect The effect of continentality on precipitation over an 
ice sheet, which causes accumulation to decrease towards the centre of an ice mass. 
Entrainment The mixing of air from above down into the boundary layer. 
Environmental lapse rate The rate of decrease of temperature in the atmo-
sphere with height. 
Equilibrium Line Altitude (ELA) A theoretical height on an ice sheet at 
which net annual accumulation equals net annual ablation. It therefore separates 
the accumulation zone from the ablation zone, (sometimes referred to as the snow-
line). 
Foehn A warm dry wind which flows down the lee side of mountains. It oc-
curs because as the air flows over the mountain, it cools as it rises. This causes 
condensation and the air continues to cool at the saturated adiabatic lapse rate. 
Precipitation may occur causing a loss of moisture from the air, so that as it sinks 
on the lee side of the mountain it warms at the higher dry adiabatic lapse rate 
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(9.80 C/km) 
Geostrophic wind A theoretical wind which blows at a speed which produces a 
the balance between the coriolis force and the pressure gradient force. 
Ice divide The line of the highest points on an ice sheet delineating the ice 
drainage basin. Ice flows away from the ice divide in more than one direction. 
Ice span The distance between the ice divide and the ice margin. 
Ice margin The edge of an ice sheet. 
Isostasy The equilibrium between the lithosphere (the Earths' crust and up-
per mantle) and the more fluid asthenosphere below. This causes land masses to 
rise and fall relative to each other, and relative to sea level, under the influence of 
large loads, such as may be caused by a large ice sheet or mountain chain. 
Lapse rate The rate at which the temperature of an air parcel or at a par-
ticular point in the atmosphere, decreases with height. 
Mass balance The difference between the ablation and accumulation at a point 
or for a region or for the whole ice sheet over a specified time interval. 
Pit Sites A site on a glacier where a pit is dug, generally a few metres deep 
a core taken from the base of a pit enables investigation at greater depths. The 
stratigraphy of the ice is then used to obtain information about glaciological and 
climatological characteristics such as, the structure of the ice, density, grain size, 
hardness, annual accumulation, the extent of ablation, and temperature (it has 
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been shown that the temperature lOm below the surface represents the mean an-
nual air temperature). 
Saturated adiabatic lapse rate The rate of change of temperature of a satu-
rated air parcel displaced vertically and adiabatically in the atmosphere. (6.7 0 C/km). 
Stable environment An environment which will cause an air parcel which is 
forcibly lifted, to return to its original position. This requires that the envi-
ronmental lapse rate is less than the dry adiabatic lapse rate, or less than the 
saturated adiabatic lapse rate if it is saturated. 
Surface temperature gradient This has been used to replace the term 'lapse 
rate' used in the glaciological literature. It refers to the rate of change in temper-
ature moving downwards along the surface of the ice. 
Turbulent Kinetic Energy (TKE) The kinetic energy associated with tur-
bulence, as opposed to the mean kinetic energy that is associated with the mean 
velocity of flow. 
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Appendix B 
Key to Mathematical Symbols 
a 	Constant in the parameterisation of mass balance (after Oerlemans 1981). 
A 	Empirical constant accounting for the radiative properties of the atmosphere. 
A 	Empirical constant in the ET entraiment paramet.erisation. 
Ak Empirical constant in the ET entraiment parameterisation. 
a 	Fractional loss term due to frictional disipation in the type 1 entrainment. 
A e 	2.a. 
A 	Angstrom ratio. 
B 	Empirical constant accounting for the radiative properties of the atmosphere. 
B 	radiative cooling in the slab model in K.ms', [Li. 
b 	Constant in the parameterisation of mass balance (after Oerlemans 1981). 
Cd Drag coefficient for the U component of flow. 
Cd Drag coefficient for the V component of flow. 
C1 Temperature at the base of the ice sheet after Hindmarsh et al (1989), 
C, Specific heat capacity (used by North et al 1983). 
C(i) Effective heat capacity. 
d 	Fractional loss term due to frictional disipation of shear generated 
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turbulence in the type 2 entrainment. 
d1 	Depth of the shear layer for the Stull (1976a) entrainment. 
D 	2.d. 
D 	Diffusion coefficient for heat transport. 
E 	Entrainment coefficient. 
Er Radiant emittance. 
f 	Coriolis parameter. 
G 	Mass balance. 
hb 	Height of the lower boundary of the entrainment zone. 
hd 	Height of ice sheet at the divide. 
h3 	Height of the surface shear layer. 
h 	Scaled depth of the boundary layer. 
he 	Depth of the entrainment zone. 
h1 	Initial depth of the boundary layer at the top of the slope. 
H 	Height above the surface which is unaffected by katabatic flow. 
He  Distance from the ELA in Hindmarsh (1989). 
Hi Height of ice above the level of the margin. 
H* height of ice above sea level, (Oerlemans 1981). 
k 	Von karman constant. 
K 	Constant in type 1 parameterisation of entrainment. 
Kd1f f Constant in type 2 parameterisation of entrainment. 
Km  Vertical diffusion coeficient. 
L 	Total loss term for TKE. 
L i 	Integral of L over the boundary layer depth h. 
M 	Mass of air parcel. 
n 	axis normal to the s - y plane. 
flg 	Constant defined by Glens' Flow Law for ice. 
N 2  Brunt-Vaisalla buoyancy frequency. 
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518Q Ratio of the concentration of heavy oxygen 180 to the lighter isotope 160 
p 	Surface pressure of the Met.O model. 
PPa Pressure depth of the boundary layer. 
q2 	Turbulent kinetic energy per unit mass in m 2s 2 . 
Q(He) Accumulation function from Hindmarsh et al (1989). 
Qo Turbulent heat flux from the ground. 
5Q Milankovitch radiation variations. 
r 	unit vector position on the Earths' surface. 
RN Net LW radiation. 
R1 downward SW radiation. 
R1 upward LW radiation. 
Ri Critical Richardson number for the U component of flow. 
Ri Richardson number for the layer. 
S 	axis of slab model parallel to line of maximum slope. 
S P 	Span of an ice sheet. 
S 	Solar constant. 
Sd 	Solar insolation distribution function. 
S1 	Profile factor associated with the thermal wind in the boundary layer. 
S2 	Profile factor associated with the distribution of buoyancy in the boundary layer. 
S3 	Profile factor associated with the vertical velocity in the boundary layer. 
I 	Time. 
T 	Temperature. 
U 	Flow component along the s-axis. 
U 	Mean layer velocity along the s-axis. 
IUI Mean layer resultant velocity. 
U1 	Initial mean layer velocity along the s-axis at the top of the slope. 
UHResultant velocity change between h6 and H. 
V 	Flow component along the y-axis. 
258 
V 	Mean layer velocity along the y-axis. 
V1 	Initial mean layer velocity along the y-axis at the top of the slope. 
Vg Geostrophic wind speed along the y-axis above the boundary layer. 
We Entrainment velocity. 
X 	horizontal distance. 
Sx 	Change in position of the climate point. 
Y 	axis perpendicularly to the left of the s-axis. 
ys 	Circumference of the ice sheet. 
a 	Albedo. 
aj Meteorological feedback parameter (after Hyde & Peltier 1985). 
-y 	stability of the atmosphere. 
[]. 
Emissivity of the atmosphere. 
E 	Rate of production of turbulent kinetic energy in 
e0 	Rate of generation of turbulent kinetic energy in the surface layer. 
o Potential temperature. 
OH 	Average temperature in the boundary layer. 
°br 	Average reference temperature within the boundary layer. (see fig. 4.5) 
°r 	Reference temperature at the top of the slope. 
O Temperature deficit in 0b-  in the boundary layer. 
X, 	Sine of the latitude. 
P 	Density. 
01 	Vertical co-ordinate of the Met.O model. 
0 sb Stefan Boltzman constant. 
r 	Shear stress. 
Ta 	Transmissivity of the atmosphere. 
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Tj 	Timescale of frictional disipation. 
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