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Resonant manipulation of carbon nanotube valley-spin qubits by an electric field is investigated
theoretically. We develop a new analysis of electrically driven spin resonance exploiting fixed physical
characteristics of the nanotube: a bend and inhomogeneous disorder. The spectrum is simulated for
an electron valley-spin qubit coupled to a hole valley-spin qubit and an impurity electron spin, and
features that coincide with a recent measurement are identified. We show that the same mechanism
allows resonant control of the full four-dimensional spin-valley space.
PACS numbers: 73.63.Fg, 73.21.La
I. INTRODUCTION
Gate-defined carbon nanotube quantum dots offer a
clean nuclear-spin environment [1] and can be fabricated
with very low disorder [2–4]. This makes them attrac-
tive materials for quantum devices based on electron
spins [5–7]. Their strong spin-orbit coupling [8–10] en-
ables qubit manipulation [11] by electrically driven spin
resonance (EDSR). This spin-orbit mediated EDSR pro-
ceeds through several mechanisms [1], including via a
bend in the nanotube [12] or inhomogeneous valley mix-
ing [13, 14], and was recently used to coherently manip-
ulate a nanotube qubit [15]. In that experiment, the
EDSR spectrum was found to be more complicated than
expected from existing theories [10, 11] taking account
of the spin and valley degrees of freedom. The spectrum
was found to have a substantial zero-field splitting, and
to depend on gate voltage, making the qubit susceptible
to electric field noise. Furthermore, although the domi-
nant EDSR effect was concluded to result from a bend
in the nanotube, the EDSR intensity did not vanish for a
parallel field orientation, where the bend-mediated mech-
anism was predicted to be ineffective [12].
Here we present a unified theory of nanotube EDSR
incorporating both the effects of the bend and of inho-
mogeneous valley mixing. We use this to calculate the
EDSR Rabi frequency as a function of magnetic field di-
rection for a single isolated electron, whose states form
a Kramers (or ‘valley-spin’) qubit. Carefully accounting
for all second-order terms in perturbation theory, we find
that even for pure bend-mediated EDSR, there is an ad-
ditional effect of the same order as that considered in
Ref. [12] that gives rise to a finite EDSR frequency for
parallel field, as observed experimentally [15].
We apply our theory to the situation of two qubits in
a double quantum dot. We find that realistic inter-dot
tunneling strongly modifies the spectrum, giving rise to
a zero-field splitting similar to that observed experimen-
tally [15]. We further consider the effect on the spectrum
of a single spin impurity coupled to one of the quantum
dots [16]. These perturbations explain some but not all
of the observed deviations from previous theory.
Finally, we consider coherent manipulation of the full
four-dimensional Hilbert space formed by the spin and
valley degrees of freedom of a single electron, which to-
gether encode two logical qubits. We find that for realis-
tic parameters, rapid high-fidelity operations are possible
between any pair of states.
II. MODEL
We begin by considering an electron confined in a sin-
gle nanotube quantum dot, for example the left dot in
Fig. 1(a) [1]. As well as its spin states {↑, ↓}, the electron
has two valley states {K,K ′} associated with opposite or-
bital magnetic moments along the nanotube [17]. These
two degrees of freedom are coupled by spin-orbit interac-
tion [8], which splits states with parallel and antiparallel
spin and valley magnetic moments. Additionally, the two
valley states are coupled to each other, reflecting electri-
cal disorder as well as mixing via contact electrodes.
The effect of the bend is captured by a local tangent
unit vector nˆ(z) whose direction varies with position z.
Likewise, the inhomogeneous valley mixing is parameter-
ized by its position-dependent magnitude ∆KK′(z) and
phase ϕ(z) [13, 18]. If the quantum dot is centered at z
and its extent is much less than both the bend radius
and the valley mixing correlation length, the evolution of
spin and valley states in a magnetic field B is described
by the Hamiltonian [12]:
H(z) = −1
2
∆SOτ3nˆ(z) · σ
−1
2
∆KK′(z)[τ1 cosϕ(z) + τ2 sinϕ(z)]
+
1
2
gsµBB · σ + 1
2
gorbµBB · nˆ(z)τ3. (1)
Here τi=1,2,3 and σi=x,y,z are respectively the Pauli op-
erators acting in valley and spin space, ∆SO is the
spin-orbit coupling, and the spin and orbital g-factors
are denoted respectively gs and gorb. The coordinates
{x, y, z}, associated with unit vectors {ˆi, jˆ, kˆ}, are defined
in Fig. 1(a).
At B = 0, the four valley-spin states form two
Kramers doublets separated by an energy gap ∆E(z) =
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2FIG. 1: (a) A bent carbon nanotube device. Left and right
quantum dots are formed using gate voltages to create a pair
of potential wells. As indicated, one gate acts as a microwave
antenna for driving EDSR transitions, which can be detected
via the current between two contact electrodes. The bend
is parameterized by a local tangent vector nˆ. Inset: Coordi-
nates used in this paper, including the polar angles (Θ,Φ) that
characterize the direction of the magnetic field B. (b) Spec-
trum of a single-electron nanotube quantum dot in a magnetic
field parallel to nˆ, taking ∆SO = 0.8 meV, ∆KK′ = 0.2 meV,
gs = 2, and gorb = 24. These values are similar to those
measured by transport spectroscopy [15]. The four energy
eigenstates {⇑,⇓,⇑∗,⇓∗}, are labelled, as are their high-field
limits {K ↑,K ↓,K′ ↓,K′ ↑}. The Kramers splitting ∆E and
valley-mixing splitting ∆KK′ are indicated.
√
∆2SO + ∆KK′(z)
2. Each doublet is an effective spin-1/2
system whose states are denoted {|⇑〉, |⇓〉} for the lower
doublet and {|⇑∗〉, |⇓∗〉} for the upper doublet. Either
doublet can be operated as a valley-spin qubit [12, 15].
Applying a magnetic field splits these effective spin
states [Fig. 1(b)]. This is equivalent to a Zeeman split-
ting, but with an effective gyromagnetic tensor geff(z)
that is anisotropic (and therefore position-dependent)
because of the axial magnetic moment associated with
the valley degree of freedom [17]. Alternatively, the
anisotropy can be described by an effective magnetic field
Beff(z) ≡ geff(z) ·B/gs that is tilted and scaled relative
to B. As shown in the next section, the effective Zeeman
Hamiltonian within each doublet is [12]:
HK(z) =
1
2
µBB · geff(z) · σK
=
1
2
gsµBBeff(z) · σK, (2)
where σK are Pauli operators of the effective spin-1/2
(Kramers qubit) with states |⇑〉 (or |⇓∗〉) having eigen-
value +1 and |⇓〉 (or |⇑∗〉) having eigenvalue −1.
III. EDSR OF A SINGLE QUBIT
In this section, we calculate the Rabi frequency for a
qubit defined in a single quantum dot, accounting for
both the bend and inhomogeneous disorder. We go be-
yond previous work [12] by fully incorporating these ef-
fects up to second order in perturbation theory. The
valley-spin qubit can be manipulated by applying a mi-
crowave gate voltage to oscillate the quantum dot posi-
tion along the nanotube, as recently proposed [12] and
demonstrated [4, 15]. This effect is understood as a re-
sult of the inhomogeneous field Beff(z) experienced by
the electron, which coherently drives resonant transi-
tions within the doublet [12]. We neglect the compara-
tively weak Rashba-like spin-orbit coupling to the electric
field [11, 19].
To investigate the evolution of the driven qubit, we
perform a perturbation calculation based on the Hamil-
tonian of Eq. (1), with the aim of deriving an effective
Hamiltonian governing transitions between qubit states.
The perturbation parameters are taken as B and the dis-
placement δz = z − z0 of the quantum dot, where z is
the instantaneous dot center position and z0 the posi-
tion without driving. Axes are chosen so that at z0 the
nanotube is aligned with the z-axis and bent in the x-z
plane [Fig. 1(a)]. This gives nˆ(z) = cos θ(z)kˆ+ sin θ(z)ˆi,
where θ(z) is the angle between the nanotube and the z-
axis. Without loss of generality, the valley-mixing phase
is defined so that ϕ(z0) = 0. We define the unper-
turbed Hamiltonian H0 ≡ H(z0)|B=0 and the pertur-
bation V ≡ H(z)−H0, and truncate at second order in
the perturbation parameters:
V ' V (1) + V (2). (3)
In turn, the first-order perturbation V (1) ≡ Vz + VB is a
sum of terms proportional respectively to δz and to B:
Vz = −δθ
2
∆SOτ3σx − δKK
′
2
∆KK′τ1 − δϕ
2
∆KK′τ2, (4)
and
VB =
1
2
gsµBB · σ + gorbµBBzτ3. (5)
The second order perturbation is:
V (2) =
δθ2
4
∆SOτ3σz +
δϕ
2
∆KK′
(
δϕ
2
τ1 − δKK′τ2
)
+gorbµBδθBxτ3. (6)
Here, we define δθ ≡ δz∂zθ|z=z0 , δKK′ ≡
δz(∆−1KK′∂z∆KK′)|z=z0 , and δϕ ≡ δz∂zϕ|z=z0 .
From these perturbations an effective Hamiltonian can
be derived in the subspace of a single doublet. To simplify
3this derivation, we define an energy quantum number
which takes the value g (e) for the lower (upper) Kramers
doublet and a Kramers quantum number that takes the
value 0 or 1 to label the state in each doublet. In this no-
tation, the four valley-spin states at zero field [Fig. 1(b)]
are written |⇑〉 = |g0〉, |⇓〉 = |g1〉, |⇑∗〉 = |e1〉, and
|⇓∗〉 = |e0〉 (see Appendix A). The unperturbed Hamil-
tonian is H0 = −(∆E0/2)σzE, where ∆E0 ≡ ∆E(z0), σzE
is the Pauli operator in the energy subspace {|g〉, |e〉}.
The effective Hamiltonian can now be derived to sec-
ond order in B and δz. Writing
Heff = H
(1)
eff +H
(2)
eff , (7)
the first and second order terms are [20]:
H
(1)
eff = PgV
(1)Pg + PeV
(1)Pe (8)
and
H
(2)
eff = PgV
(2)Pg + PeV
(2)Pe
+PgV
(1)G′gV
(1)Pg + PeV
(1)G′eV
(1)Pe. (9)
Here Pg ≡ (1 + σzE)/2 and Pe ≡ (1 − σzE)/2 are re-
spectively projectors onto the subspaces of the upper
and lower doublets, and G′g ≡ Pe(−∆E0/2 − H0)−1Pe
and G′e ≡ Pg(∆E0/2 − H0)−1Pg are Green’s functions.
This perturbation theory is valid for, δθ∆SO, δKK′∆KK′ ,
δϕ∆KK′ , gsµB|B|, gorbµBBz  ∆E0.
To first order, the first term of Eq. (4) (due to spin-
orbit coupling) couples only states in different doublets,
while the second and third terms (due to valley mixing)
shift the energy of an entire doublet (see Appendix B).
The first order part of the effective Hamiltonian is there-
fore [by Eq. (8)]:
H
(1)
eff = HK(z0) + C1 × σzE, (10)
where the effective magnetic field is
Beff = sinχBx iˆ+ sinχBy jˆ
+[1 + σzE(gorb/gs) cosχ]Bzkˆ, (11)
we define cosχ = ∆SO/∆E0 and sinχ = ∆KK′(z0)/∆E0,
and C1 is a scalar. Comparison with Eq. (2) shows that
the effective gyromagnetic tensor is:
geff = gs
 sinχ 0 00 sinχ 0
0 0 1 + σzE(gorb/gs) cosχ
 . (12)
The parallel component of geff differs between doublets
because of the different relative alignment of spin and
valley magnetic moments.
EDSR arises from the second-order effective Hamil-
tonian, H
(2)
eff . The existence of bend-mediated EDSR
can already be seen by evaluating the first two terms
of Eq. (9):
PgV
(2)Pg + PeV
(2)Pe
=
1
2
gsµBδB
V
eff(z) · σK + CV (z)× σzE, (13)
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FIG. 2: Rabi frequency in a bent nanotube with homoge-
neous valley mixing (∆KK′ and ϕ independent of z) as a func-
tion of magnetic field angles [defined in Fig. 1(a)]. (a) Rabi
frequency Ω in the lower Kramers doublet, calculated accord-
ing to Eq. (19) and normalized by the free-electron Larmor
frequency ~ω = gsµB|B| and the driving amplitude δθ. (b)
Rabi frequency as a function of Θ for Φ = 0, calculated by
Eq. (19) (solid). Separate contributions from δBVeff [12] and
δBV Veff are marked with dashed and dotted lines respectively.
Dashed ellipses mark field angles where Ω = 0. (c-d) The
same plots for the upper doublet. Whereas for the lower dou-
blet Ω vanishes at two field angles, for the upper doublet it
vanishes only for B along y. Throughout this figure, we take
∆SO/∆KK′ = 4 and gorb/gs = 12, consistent with Fig. 1.
where
δBVeff = δθ(σ
z
Egorb cosχ/gs)Bxkˆ, (14)
is the z-dependent effective magnetic field and CV (z)
is a scalar function. Under microwave driving, the po-
sition of the quantum dot oscillates sinusoidally, δz =
δzA sin(2pift) with amplitude δzA, giving rise to reso-
nant transitions between states in the same doublet via
the time-varying δBVeff . This was identified already in the
first theory of bend-mediated EDSR [12]. From Eq. (14),
it is clear that this EDSR effect vanishes if B is applied
in the y-z plane.
For a full theory of EDSR, it is necessary to include the
last two terms of Eq. (9), which contribute in the same
order in B and δz. Their contribution to the effective
Hamiltonian is (see Appendix B)
PgV
(1)G′gV
(1)Pg + PeV
(1)G′eV
(1)Pe
=
1
2
gsµBδB
V V
eff (z) · σK + CV V (z)× σzE, (15)
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FIG. 3: Rabi frequency in a straight nanotube device
(Θ = 0, see inset) with inhomogeneous valley mixing, cal-
culated according to Eq. (19) as a function of Θ. The Rabi
frequency is the same for both doublets. By symmetry, Ω
is independent of Φ. Three cases are considered: inhomo-
geneous valley-mixing amplitude only (δϕ = 0), inhomoge-
neous valley-mixing phase only (δKK′ = 0), and both effects
combined (δKK′ = δϕ). For comparison, Ω is normalized by√
δ2KK′ + δϕ
2 and ~ω = gsµB|B|. This figure assumes the
same numerical parameters as Fig. 2.
where as in Eq. (13) the coupling is equivalent to an
effective magnetic field, in this case:
δBV Veff =
1
2
{
×[ σzEδθ(gorb/gs) sin 2χBz
+δKK′ sin 2χ cosχBx − σzEδϕ sin 2χBy ]ˆi
+[ δKK′ sin 2χ cosχBy + σ
z
Eδϕ sin 2χBx ]ˆj
+[ δθ(1 + cos 2χ)Bx
−σzEδKK′(gorb/gs) sinχ sin 2χBz ]kˆ}.
(16)
Here, CV V (z) is a scalar function. Finally, substitution
into Eq. (7) gives for the effective Hamiltonian in each
Kramers doublet
Heff =
1
2
µBgs[Beff + δBeff(z)] · σK, (17)
where the inhomogeneous effective magnetic field is
δBeff = δB
V
eff + δB
V V
eff , (18)
and a term proportional to σzE has been neglected.
This analysis shows that the two contributions δBVeff
and δBV Veff to the inhomogeneous effective magnetic field
lead to two different mechanisms of EDSR. When the
dot position oscillates, the orbital magnetic moment ex-
periences an external inhomogeneous magnetic field [see
last term in Eq. (6)], which couples two states in the
same doublet and results in the contribution δBVeff . The
external magnetic field experienced by the spin is homo-
geneous because the spin magnetic moment is decoupled
from the dot position. However, the spin experiences
an internal inhomogeneous magnetic field, which is due
to spin-orbit coupling and depends on the valley state
[see first term in Eq. (4)]. As the quantum dot moves
along a bend, the orientation of the orbital magnetic mo-
ment changes, resulting in a spin flip due to spin-orbit
coupling. In an magnetic field, this spin flip can lead
to a transition within the doublet. This internal inho-
mogeneous magnetic field results in terms proportional
to δθ in δBV Veff . These two mechanisms contribute com-
parably to EDSR of a valley-spin qubit. The external-
field mechanism is stronger for B perpendicular to the
nanotube, while the internal-field mechanism is stronger
for B parallel. As a result, the valley-spin qubit can be
manipulated in parallel magnetic field, as observed re-
cently [4, 15]. Moreover, if disorder is inhomogeneous,
valley states may be flipped due to varying valley mix-
ing, allowing the valley-spin qubit to be operated in a
straight nanotube.
The Rabi frequency Ω of EDSR transitions is propor-
tional to the component of δBeff perpendicular to Beff:
~Ω =
1
2
gsµB|δB⊥eff|z=z0+δzA , (19)
where
δB⊥eff = δBeff −
δBeff ·Beff
|Beff|2
Beff. (20)
To distinguish the separate EDSR effects, Fig. 2 shows
the Rabi frequency within both doublets as a function of
field angle for a nanotube with homogeneous disorder, so
that only the bend-mediated effect is active. Because geff
differs between the two doublets [Eq. (12)], Ω also dif-
fers, as seen by comparing Fig. 2(a-b) and (c-d). For
both doublets, Ω vanishes when B is directed along the
y-axis, because δBeff is then parallel to Beff. Addition-
ally, for positive ∆SO, interference between the two terms
in Eq. (18) leads to vanishing Ω in the lower doublet at
one field angle in the x − z plane. For negative ∆SO a
similar vanishing point occurs in the upper doublet. This
is clear from plots of Ω as a function of field angle in the
plane of the bend [Fig. 2(b,c)]. Including δBV Veff as well
as δBVeff in the analysis shows that the bend mechanism
alone leads to non-zero Ω at parallel B, consistent with
experiment [15].
Figure 3 shows the angle dependence of Ω for a straight
nanotube. This differs depending whether EDSR is me-
diated by inhomogeneous magnitude ∆KK′ or inhomoge-
neous phase ϕ of the valley mixing parameter; the differ-
ence becomes especially marked for perpendicular field,
where Ω vanishes for inhomogeneous phase but is maxi-
mal for inhomogeneous magnitude.
IV. EDSR SPECTRUM OF COUPLED QUBITS
This section presents numerical calculations of the
EDSR spectrum according to the above model. As in re-
cent experiments, we assume the spectrum is measured
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FIG. 4: Energy levels and EDSR spectra of two coupled
valley-spin qubits. (a–c) Simulated energy levels for parallel
(a) and perpendicular (b) magnetic field, and of field angle
at constant magnitude (c). For all plots, the field is in the
x-z plane, i.e., Φ = 0. States are labelled S˜, A˜S accord-
ing to their longitudinal symmetry at B = 0 (see text). Inset
to (b) shows schematically the quantum dot arrangement. (d–
f) Simulated EDSR transition spectra for the same conditions.
Selected transitions (marked with arrows in the energy spec-
tra) are highlighted. Corresponding g-factors obtained from
the line slopes are marked. In (e–f), PS is scaled in parts of
the plots to make the low-frequency resonances clearer. (g–i):
Experimental EDSR transport spectra measured in [15]. Sim-
ulations assume ∆SO = 0.8 meV, gorb = 24 for both quantum
dots, ∆KK′ = 0.2 meV and ϕ = 0 for the electron quantum
dot, and valley-mixing strength ∆KK′h = 0.6 meV and phase
ϕh = 0.005pi for the hole quantum dot. Values for ∆SO, gorb,
and ∆KK′ correspond to values deduced from d.c. transport
in [15]. Values for ∆KK′h and ϕh are chosen to approximately
match EDSR spectra in the same device, requiring ∆KK′h to
be slightly higher than indicated by d.c. transport. Exchange
interaction is set to J0/h = 7 GHz to match the observed
zero-field splitting.
by exploiting Pauli blockade in a double quantum dot,
where spin and valley flips lead to an enhancement of
the leakage current [4, 6, 15, 21]. We go beyond previ-
ous work [12, 14, 22] by including the effect of tunnel
coupling between quantum dots [23].
A. Two coupled quantum dots
We consider a nanotube double quantum dot config-
ured with a single electron in the left dot and a single
hole in the right [15]. Taking the inter-doublet gap ∆E
as large compared to temperature and source-drain bias,
only the first doublet in each dot need be considered, so
that the electron and the hole each form a valley-spin
qubit with Pauli operators {σi=x,y,ze } and {σi=x,y,zh } re-
spectively. The total Hamiltonian of the system is:
HDD = He +Hh +Heh, (21)
where He is the Hamiltonian of an isolated electron qubit,
Hh is the Hamiltonian of an isolated hole qubit, and Heh
describes the coupling between them. Both He and Hh
are of the form of Eq. (17), with the electron Hamiltonian
including the effect of driving:
He =
1
2
µBgs[B
e
eff + δB
e
eff(z)] · σe (22)
and
Hh =
1
2
µBgsB
h
eff · σh. (23)
Here the σze = {1,−1} eigenstates of the electron qubit
are {⇑,⇓} as defined in Fig. 1(a), while the σzh = {1,−1}
eigenstates of the hole qubit are states with the {⇑∗,⇓∗}
electron levels unfilled. Effective magnetic fields for the
two qubits are determined by the common spin-orbit cou-
pling strength ∆SO and orbital g-factor gorb, and separate
valley mixing parameters for the electron qubit (∆KK′ ,
ϕ) and the hole qubit (∆KK′h, ϕh). Coupling between
qubits arises because of interdot tunneling. As shown in
Appendix C, this gives an exchange-like Hamiltonian:
Heh =
J0
4
[σzeσ
z
h + σ
x
e (σ
x
h cosα+ σ
y
h sinα)
+σye (σ
y
h cosα− σxh sinα)], (24)
where α is determined by the relative valley mixing phase
of the quantum dots and J0 is the exchange strength.
The energy levels of this system are plotted in Fig. 4
(a-c) as a function of parallel and perpendicular mag-
netic field, and of field angle. At B = 0 the four two-
qubit states are split by J0 according to the longitudinal
symmetry of the wavefunction; the three longitudinally
antisymmetric states (denoted AS−, AS0 and AS+) are
raised in energy compared to the longitudinally symmet-
ric state S [1]. This is analogous to the singlet-triplet
splitting in conventional two-spin systems. Application
6of a magnetic field splits the levels further through cou-
pling to the spin and valley magnetic moments. The AS+
and AS− states are composed of qubit states with par-
allel magnetic moments, and therefore separate linearly
in energy with parallel magnetic field. However, the S
and AS0 states are combinations of qubit states with an-
tiparallel magnetic moments, and are therefore mixed at
finite field, forming energy eigenstates S˜ and A˜S0. This is
analogous to the mixing of S and T0 states by a field gra-
dient in conventional semiconductors [24]. For other field
directions, AS+ and AS− states are also mixed with S,
forming eigenstates A˜S+ and A˜S−. Pauli blockade ap-
plies to the AS components of each eigenstate, but not
to the S component.
In the Pauli blockade detection scheme [15, 25], the
leakage current depends on the EDSR transition rate
from blocked to unblocked states. We simulate the transi-
tion process from an initial state described by the density
matrix:
ρB = N
−1∑
n
e−τTr(ρS |ψn〉〈ψn|)|ψn〉〈ψn|, (25)
where {ψn} are the energy eigenstates, ρS is the density
matrix corresponding to a pure S state, τ is a parame-
ter describing how faithfully the system is prepared in a
blocked state, and N is a normalization factor. This is
the state prepared assuming that an electron and a hole
in a completely mixed state are loaded from the leads, fol-
lowed by decay of the non-blocked components through
their overlap with the S state. We set τ = 103, implying
efficient initialization to a blocked state.
From this initial state, EDSR is simulated as a coherent
time evolution governed by Eq. (24). The right quantum
dot is assumed stationary, while the left is driven accord-
ing to z = z0 + δzA sin(2pift), so that the time depen-
dence enters Eq. (24) via He [Eq. (22)]. Valley mixing
is assumed to be inhomogeneous (δKK′ = δϕ = 0). For
each value of B in the simulation the driving amplitude
is set so that Ω = 0.1 GHz, except where this would re-
quire δθ > 0.2, in which case the amplitude is reduced to
bring δθ down to this value. This allows the simulation
to stay within the regime of perturbation theory.
Assuming that conversion from blocked to unblocked
states is the transport-limiting step, the current through
the device is proportional to the averaged probabil-
ity to evolve from ρB to ρS . To obtain EDSR spec-
tra, we calculate the average probability over a burst,
PS = T
−1 ∫ T
0
dtTr[ρ(t)ρS], where ρ(t) is the state dur-
ing a burst, ρS the density matrix for the longitudinally
symmetric state, and T is the burst duration. We choose
T = 100 ns, typical for spectroscopy measurements [15].
This probability is shown in Fig. 4(d-f). The resulting
spectrum is more complicated than for isolated qubits.
Several resonances are observed, split into two manifolds.
The upper manifold (corresponding to S˜ ↔ A˜S transi-
tions), is more intense than the lower manifold (corre-
sponding to transitions within the A˜S subspace) because
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FIG. 5: Energy spectrum (a) and EDSR transition spectra
(b)–(d) of coupled valley-spin qubits and an impurity spin
(schematic in inset of (a)). We take for the impurity g-factor
gI = 2 and coupling strength JI = −1 GHz. Other parame-
ters are as in Fig. 3. Magnetic field is parallel with the nan-
otube in (a) and (b), perpendicular in (c), and has magnitude
|B| = 0.016 T in (d). Zero-field energy gaps ∆+/h = 6.8 GHz
and ∆−/h = 0.8 GHz, are indicated. Energy spectra corre-
sponding to (c) and (d) are shown in Fig. 7.
of the greater overlap of S˜ with S. The exchange cou-
pling J0 is evident as a zero-field splitting for the upper
manifold. Both manifolds are in turn split into two lines
due to the different effective g-factors of the electron and
hole qubits. Because of the procedure for choosing the
driving strength described above, line intensities at dif-
ferent magnetic fields should not be compared.
These simulations can be compared with experimen-
tal spectra reproduced in Fig. 4(g–i). (For details,
see [15]. The excess current, with non-resonant back-
ground subtracted, should be interpreted as proportional
to PS.) The simulations reproduce well the separation
into two manifolds, each in turn further split in two.
This supports the speculation that the zero-field split-
ting of the upper manifold reflects interdot tunneling,
especially since that manifold was observed to decrease
in frequency with more negative interdot detuning [15].
It also reproduces the branch of the upper manifold that
decreases in frequency with increasing perpendicular field
7[Fig. 4(b,h)]. However, several features of the data are
not reproduced. The slopes of the resonant lines in the
simulations, corresponding to the g-factors of the tran-
sitions, do not closely match those measured; they are
too large for parallel field and too small for perpendic-
ular. Instead, they are quite close to the single-particle
g-factors used as inputs in the simulation, which in turn
are taken from high-field d.c. transport in the same de-
vice [15, 26]. Another feature not reproduced is the zero-
field splitting in the lower manifold, which is unexpected
because triplet states are degenerate at zero field.
B. Two coupled quantum dots and an impurity
spin
To investigate this zero-field splitting more carefully,
we included in the simulation an impurity spin, coupled
to one of the qubits but not participating in transport.
Such an impurity has been invoked to explain transport
resonances in nanotube Pauli blockade, and might arise
from a paramagnetic impurity or adsorbed molecule [16].
We suppose that the impurity spin is coupled with the
electron qubit via an isotropic Heisenberg interaction [16]
HeI =
JI
4
(σzeσ
z
I + σ
x
e σ
x
I + σ
y
eσ
y
I ), (26)
where {σi=x,y,zI } are Pauli operators of the impurity spin,
and with the magnetic field via Zeeman coupling with g-
factor gI. The total Hamiltonian of the system is
HDDI = HDD +HeI +
1
2
µBgIB · σI. (27)
The resulting energy levels are shown in Fig. 5(a) as
a function of parallel field, and other orientations are
shown in Appendix Fig. 7. There are now two zero-field
splittings, ∆± = [
√
J20 − J0JI + J2I ± (J0 + JI)]/2, re-
flecting the two exchange-like interactions in the model.
In the limit of weak impurity coupling, ∆+ → J0 and
∆− → JI. This can be seen in Fig. 5(a); the lower mani-
fold is split in two by the Zeeman coupling of the impu-
rity, while the upper manifold is split in a more compli-
cated pattern due to coupling between the A˜S states of
two dots and the impurity spin.
The resulting EDSR spectra are shown in Fig. 5(b-
d), calculated in the same way as in Fig. 4. Parameters
∆+ and ∆− are chosen to match the zero-field splittings
measured in [15]. Including the impurity spin does indeed
reproduce the observed zero-field splitting of the lower
manifold. However, instead of the sharp kinks in the
resonance lines observed for parallel field orientation [15],
the simulation gives more rounded minima. Also, the
pattern of resonances simulated for the upper manifold
does not agree even qualitatively with observations. We
conclude that coupling to an impurity spin is not the
dominant reason for the disagreement between Fig. 4 and
experiment.
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FIG. 6: (a) Energy differences between valley-spin states as a
function of parallel magnetic field (parameters as in Fig. 1(b)).
(b) Fidelity of qubit rotations on each of the transitions in (a).
Equal driving via all channels is assumed, characterized by a
single parameter δ ≡ δθ = δKK′ = δϕ. For this plot, δ = 0.1.
(c) Minimum fidelity among the six transitions, plotted as a
function of B and δ. For all values of B, fidelity is highest
for weak driving, where individual transitions can be precisely
addressed. The fidelity drops at values of B where transitions
in (a) become near-degenerate.
V. EDSR OF THE FULL VALLEY-SPIN
HILBERT SPACE
The previous sections discussed manipulation within
the two-state valley-spin subspace. In this section, we
show that transitions within the full four-state valley-spin
manifold of a single electron can be driven, provided that
the applied magnetic field is well chosen and the distri-
bution of disorder is smooth but inhomogeneous. This
8gives access to an effective two-qubit Hilbert space using
a single electron. We evaluate the fidelity of pi pulses
between all pairs of states, and show that with appropri-
ately chosen magnetic field, high-fidelity operation can
be achieved.
We take the energy quantum number {e, g} defined in
Section III to encode one qubit, and the Kramers quan-
tum number {0, 1} to encode the other. For precise ad-
dressing, it is necessary that the six transitions between
the states {|⇑〉, |⇓〉, |⇑∗〉, |⇓∗〉} [see Fig. 1 (b) and Ap-
pendix A] be separated in frequency. This is achieved
with a magnetic field directed parallel to the nanotube at
the quantum dot location. The transition frequencies are
shown in Fig. 6(a). At low field, several transitions are
close together due to Kramers degeneracy and so the op-
erating regime of qubit manipulation exceeds the regime
where the perturbation theory outlined in Section III is
valid. Therefore we investigate EDSR of the full valley-
spin Hilbert space by numerical integration of the time
evolution governed by Eq. (1).
At B = 0, electric driving combines with inhomoge-
neous disorder to flip only the energy qubit, but it com-
bines with spin-orbit coupling to flip both the Kramers
qubit and the energy qubit simultaneously (see Ap-
pendix B). However, at finite field, spin-orbit coupling
can flip the Kramers qubit separately from the energy
qubit, which allows full control of the four-state Hilbert
space. The matrix elements of the six transitions are
V ′⇑,⇓ = V
′
⇑∗,⇓∗ =
∣∣∣∣δθ2 sin δχ
∣∣∣∣∆SO, (28)
V ′⇓∗,⇓ = V
′
⇑∗,⇑ =
∣∣∣∣δθ2 cos δχ
∣∣∣∣∆SO, (29)
V ′⇑∗,⇓ =
∣∣∣∣δKK′2 cosχ↓ + i δϕ2
∣∣∣∣∆KK′ , (30)
V ′⇓∗,⇑ =
∣∣∣∣δKK′2 cosχ↑ + i δϕ2
∣∣∣∣∆KK′ , (31)
where V ′a,b ≡ |〈a|V ′|b〉|, δχ ≡ |χ↑−χ↓|/2, and χ↑ and χ↓
are defined in Appendix A. When the magnetic field is
weak (gorbµBBz  ∆SO), δχ ∼ 0, transitions ⇓↔⇑ and
⇓∗↔⇑∗ will be inefficient; similarly, when the magnetic
field is too strong (gorbµBBz  ∆SO), δχ ∼ pi/2, tran-
sitions ⇓↔⇓∗ and ⇑↔⇑∗ will be inefficient. Therefore,
one condition for efficient EDSR between all states is a
moderate magnetic field (gorbµBBz ∼ ∆SO) providing
δχ ∼ pi/4.
To identify the optimal operating condition for this
two-qubit control, we examine the fidelities of six possible
gate operations. The fidelity of a gate is defined as
FU0 =
∫
dψ|〈ψ|U†0U |ψ〉|2, (32)
where U0 and U are unitary operators corresponding re-
spectively to the target gate (a pi pulse) and to the ac-
tual evolution. Here the integration represents an average
over the four-state Hilbert space [27]. The figure of merit
for four-state control is defined as the minimum fidelity
FminU0 among the six possible choices of U0. Assuming that
the angle of the nanotube and the valley mixing induced
by disorder change linearly with δz (i.e. the bend radius is
much larger than δzA and disorder varies weakly in the
range of the displacement) and the displacement oscil-
lates harmonically, we numerically obtain the minimum
fidelity under different magnetic fields and displacement
amplitudes as shown in Fig. 6. A larger displacement
amplitude leads to faster driving, but usually to a cor-
respondingly reduced fidelity. This is because a pi burst
addressed to one transition contains spectral components
that address other transitions, and this spectral leakage
becomes more severe for faster driving. Superimposed on
this general behaviour are dips at field strengths where
two or more transitions approach degeneracy. For ex-
ample, at the field indicated by the arrow in Fig. 6(c),
the transitions ⇑↔⇓∗ and ⇓∗↔⇑∗ approach degeneracy,
leading to reduced fidelity of both operations [Fig. 6(b)]
and correspondingly in FminU0 . Weaker features running
diagonally in Fig. 6(d) arise when detuned Rabi oscil-
lations at a non-addressed transition (with angular fre-
quency
√
∆ω2d + Ω
2
d, where ∆ωd and Ωd are the detuning
and Rabi frequencies of the detuned transition) execute
an integer number of pi rotations. This simulation does
not use shaped pulses, which could improve the control
fidelity [28].
For optimum four-state control, the magnetic field
should be set away from one of the fidelity minima. Tak-
ing ∆SO = 0.8 meV, ∆KK′ = 0.2 meV, gs = 2, and
gorb = 24, Fig. 6(d) suggests optimum values B ∼ 0.4 T
or B ∼ 0.8 T. At these values, the operation time is
less than 1 ns when δθ = δKK′ = δϕ = 0.02 for both
field strengths. If the same coherence time measured
in [15] applies to all transitions, this means ∼ 60 co-
herent operations are possible. As seen from Fig. 6(a),
this scheme requires substantial driving frequencies, at
least ∆SO/h ∼ 200 GHz, to access all states.
VI. CONCLUSIONS
We have presented a comprehensive theoretical study
of bent and disordered nanotube qubit devices. Our anal-
ysis followed the pioneering treatment in Ref. [12], but
retained all terms to second order in the quantum dot
displacement and in the magnetic field. We found that
fully accounting for these terms alters the dependence
of the EDSR Rabi frequency on magnetic field orien-
tation (Fig. 2). We then extended the core model to
include both interdot coupling, and coupling to an exter-
nal impurity. The model’s predictions showed qualita-
tive agreement with previously unexplained experimental
data [15], in particular the zero field splitting of certain
transition frequencies (Fig. 5). Finally, we extended the
model to include complete two-qubit manipulation in the
four-dimensional spin-valley Hilbert space.
There are several aspects of the prior experimental
9data which are not explained within our model. For ex-
ample, the inferred g-factors (taken from the slope of res-
onance frequencies with magnetic field) do vary with the
severity of disorder in the tube; however this variation is
not sufficient to explain the g-factors seen experimentally
(see Fig. 4 and caption). Moreover the detailed structure
of certain of our predicted curves does differ from pub-
lished data. Thus there is scope for this model to be
taken further, perhaps after additional experiments.
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Appendix A: Eigenstates and eigenenergies
With a magnetic field along the z-direction, the
quantum dot is described by the Hamiltonian HB ≡
H(z0)|B=Bzkˆ. As in the main text, we use |K ′〉 and |K〉
(|↑〉 and |↓〉) to denote the valley (spin) eigenstates of τ3
(σz) with eigenvalues +1 and −1, respectively, and set
that nˆ(z0) = kˆ and ϕ(z0) = 0 for simplification. The
four eigenstates are
|⇑〉 = cos χ↑
2
|K ′ ↑〉+ sin χ↑
2
|K ↑〉, (A1)
|⇓〉 = sin χ↓
2
|K ′ ↓〉+ cos χ↓
2
|K ↓〉, (A2)
|⇓∗〉 = sin χ↑
2
|K ′ ↑〉 − cos χ↑
2
|K ↑〉, (A3)
|⇑∗〉 = cos χ↓
2
|K ′ ↓〉 − sin χ↓
2
|K ↓〉, (A4)
and the corresponding eigenenergies are
E⇑ =
1
2
gsµBBz − 1
2
∆E↑, (A5)
E⇓ = −1
2
gsµBBz − 1
2
∆E↓, (A6)
E⇓∗ =
1
2
gsµBBz +
1
2
∆E↑, (A7)
E⇑∗ = −1
2
gsµBBz +
1
2
∆E↓. (A8)
Here we define
cosχ↑ =
∆SO − gorbµBBz
∆E↑
, (A9)
sinχ↑ =
∆KK′(z0)
∆E↑
, (A10)
cosχ↓ =
∆SO + gorbµBBz
∆E↓
, (A11)
sinχ↓ =
∆KK′(z0)
∆E↓
, (A12)
and
∆E↑ =
√
(∆SO − gorbµBBz)2 + ∆2KK′(z0), (A13)
∆E↓ =
√
(∆SO + gorbµBBz)2 + ∆2KK′(z0). (A14)
At B = 0, we have ∆E↑ = ∆E↓ = ∆E0 and χ↑ =
χ↓ = χ. Therefore, states |g0〉 = |⇑〉 and |g1〉 = |⇓〉 form
the lower doublet with energy E⇑ = E⇓ = −∆E0/2, and
states |e0〉 = |⇓∗〉 and |e1〉 = |⇑∗〉 form the higher doublet
with energy E⇓∗ = E⇑∗ = ∆E0/2.
Appendix B: Perturbation theory
The Pauli operators {σi, τi} of the spin states and val-
ley states can be expressed in terms of Pauli operators
{σE, σK} of the energy qubit and the valley-spin qubit as
follows:
τ1 = sinχσ
z
E − cosχσxEσzK, (B1)
τ2 = −σyE, (B2)
τ3 = sinχσ
x
E + cosχσ
z
Eσ
z
K, (B3)
σx = sinχσ
x
K − cosχσyEσyK, (B4)
σy = sinχσ
y
K + cosχσ
y
Eσ
x
K, (B5)
σz = σ
z
K. (B6)
With these expressions, the perturbation V (1) [see
Eqs. (4) and (5)] can be written
V (1) = −1
2
δθ∆SOσ
x
Eσ
x
K
−1
2
δKK′∆KK′(sinχσ
z
E − cosχσxEσzK)
+
1
2
δϕ∆KK′σ
y
E
+
1
2
gsµB[Bx(sinχσ
x
K − cosχσyEσyK)
+By(sinχσ
y
K + cosχσ
y
Eσ
x
K)
+Bzσ
z
K]
+
1
2
gorbµBBz(cosχσ
z
Eσ
z
K + sinχσ
x
E). (B7)
From this equation, one sees that the effect of spin-orbit
coupling (first term) is to flip the energy qubit and the
valley-spin qubit together, while the effect of valley mix-
ing is to flip the energy qubit alone and to shift the energy
of an entire doublet.
Since all terms in the perturbation V (1) are prod-
ucts of scalars and Pauli operators, a term A and a
term B in V (1) contribute to H
(2)
eff either a nontrivial
term −σzE{A,B}/∆E0 or a trivial term proportional to
σzE up to a scalar factor. The contribution is nontrivial
iff both A and B contain either σxE or σ
y
E, A 6= B, and
[A,B] = 0.
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FIG. 7: Energy levels for two coupled valley-spin qubits and
an impurity spin, for the same parameters as Fig. 5. Panel (a)
is calculated as a function of B perpendicular to the nanotube,
panel (b) as a function of field angle for B = 0.016 T. The
transitions highlighted in Fig. 5(c,d) are indicated.
Appendix C: Two-dot coupling
We consider a single-electron quantum dot and a
single-hole quantum dot as in Fig. 1 (a). Similar discus-
sion can be found in Ref. [15]. Valley-spin qubit states
of the electron quantum dot and the hole quantum dot
are {|g0〉e, |g1〉e} and {|e0〉h, |e1〉h}, respectively. Here we
define {|e0〉h, |e1〉h} to mean a filled lower doublet with
a third electron occupying the corresponding state in the
upper doublet. Then
|g0〉e = cos χ
2
|K ′ ↑〉e + sin χ
2
|K ↑〉e, (C1)
|g1〉e = sin χ
2
|K ′ ↓〉e + cos χ
2
|K ↓〉e (C2)
while
|e0〉h = sin χh
2
|K ′ ↑〉h − eiϕh cos χh
2
|K ↑〉h, (C3)
|e1〉h = cos χh
2
|K ′ ↓〉h − eiϕh sin χh
2
|K ↓〉h, (C4)
where χh, similar to χ, is defined by cosχh = ∆SO/∆Eh,
sinχh = ∆KK′h/∆Eh, and the energy gap is ∆Eh =√
∆2SO + ∆
2
KK′h. The tunneling matrix elements are
proportional to the overlaps
e〈g0|e0〉h = cos χ
2
sin
χh
2
− eiϕh sin χ
2
cos
χh
2
, (C5)
e〈g1|e1〉h = sin χ
2
cos
χh
2
− eiϕh cos χ
2
sin
χh
2
, (C6)
and e〈g0|e1〉h = e〈g1|e0〉h = 0.
If the hole states are regauged (|e0〉h → eiα|e0〉h,
|e1〉h → |e1〉h) so that the overlaps (C5-C6) become iden-
tical, this situation becomes isomorphic to that of two
spins in a conventional double dot. Here the phase fac-
tor α is equal to the phase difference between the two
overlaps Eqs. (C5-C6):
α = pi − ϕh + 2arg(e〈g0|e0〉h). (C7)
The tunnel coupling opens up an energy difference J0 be-
tween longitudinally symmetric and antisymmetric states
[7], equivalent to an exchange Hamiltonian
H ′eh = −J0|S〉〈S|, (C8)
where the symmetric state is
|S〉 = 1√
2
(|g0〉e|e1〉h − e−iα|g1〉e|e0〉h). (C9)
By rewriting Eq. (C8) in terms of the valley-spin Pauli
operators, the coupling Hamiltonian Eq. (24) is obtained,
up to an insignificant additive constant.
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