A new quaternary linear code of length 19, codimension 5, and covering radius 2 is found in a computer search using tabu search, a local search heuristic. Starting from this code, which has some useful partitioning properties, di!erent lengthening constructions are applied to get an in"nite family of new, record-breaking quaternary codes of covering radius 2 and odd codimension. An algebraic construction of covering codes over alphabets of even characteristic is also given.
INTRODUCTION
A linear code of length n, codimension r, and covering radius R over the 
(R).
A partition of the columns such that a required linear combination with the columns belonging to distinct subsets can always be obtained is called an (R, R)-partition. For a survey of covering codes, see [4] .
For given values of r, R, and q, we consider the problem of "nding l(r, R; q), the minimum length n of an [n, n!r] O R code. For R"1 we know that l(r, 1; q)"(qP!1)/(q!1), which follows from existence of Hamming codes, but the problem is highly nontrivial for R52.
Upper bounds on l(r, R; q) are obtained by constructing corresponding linear codes. The "rst author has recently developed methods for constructing in"nite series of codes with a given, small covering radius [5}8] . To apply these constructions e!ectively, we need good starting codes, which can be obtained, for example, by algebraic constructions or computer search.
In Section 2 a computer search for linear covering codes is discussed and a new quaternary linear code showing that l(5, 2; 4)419 is presented. Lengthening constructions are considered in Section 3. These can be applied to the new code to obtain other record-breaking quaternary codes with odd codimension and covering radius 2. In Section 4 an algebraic construction for linear codes over alphabets of even characteristic is presented. The paper is concluded in Section 5 by giving an updated table on l(r, 2; 4) for r425.
COMPUTER SEARCH FOR LINEAR COVERING CODES
We shall brie#y discuss here how linear covering codes can be found by computer. We de"ne the problem as an optimization problem, to which we apply a so-called local search heuristic. A survey of earlier results on local search heuristics in coding theory can be found in [10] .
We de"ne the following parameters before the search: the order of the "eld q and the size of the parity check matrix r;n. A feasible solution is such a parity check matrix with entries from
The columns h G are points in a projective space, so we further use the convention that the "rst nonzero entry of a column is 1.
When searching for an [n, n!r] O 2 code, we want to "nd a solution with covering radius 2. We here minimize the number of points in the projective space that cannot be obtained as a linear combination of at most two columns of H: We have not tried to minimize the number of subsets in the (2, 2)-partition, since minor further improvements on it would be insigni"cant for the subsequent constructions.
SOME RECURSIVE CONSTRUCTIONS
We shall see here how the new code obtained in Theorem 1 can be used to get other improved codes. Two constructions, which have been considered in depth in [8] , will be presented.
The "rst construction, which is called the M construction in [8] , is as follows. The parity check matrix of an [n,
The parity check matrix of the resulting code is then 
If a"0 and bO0, we "rst "nd an index k such that c/b" I (this is always possible since 8 L
. If aO0, we get two subcases depending on whether one of the indices i and j belongs to +n, 2 , n, or not. If not, we solve the following system of equations for e and e (which always has a solution as argued in the proof of Theorem 2):
In the last case, we assume without loss of generality that j5n (still aO0), and solve the following system of equations for e and e : 
Moreover, Lemma 1 says that we must have
We are interested in the smallest value M such that all values m5M can be obtained as (2) when (3) holds and m is given. For a given value of s (the number of terms), we "rst show that all values in the interval m #(m #1)#2#(m #s!1)4m4m #2m #2#2Q\m can be obtained as a required sum (2) (clearly, no other values are obtainable). We can obviously get the sum giving the lower bound. Now, for any given feasible sum, we "nd the (unique, if it exists) position a in the interval 14a4s!1, such that m G "2m G\ for a4i4s!1, and m ? (2m ?\ . If no such position exists, then m G "2m G\ for all 14i4s!1, and we have reached the upper bound. However, if such a value of a exists, then we can increase m ? by one to increase the sum (2) by one. All values in the given interval are thus obtainable.
For the following values of s, at least the given values of m can be obtained as (2) when (3) holds and m 51:
When t54 and m 52, we have that tm #t(t!1)/24(2R\!1)m . Hence all values m53m #3 occur in these sets and are obtainable. To sum up, by repeating the construction, we can get codes with length n"n qK and codimension n !(r #2m) for m53m #3. Finally, if m "1, we get m510.
Theorem 4 is a general result. The lower bounds of m can in some cases be slightly improved as we shall see in Section 5. In particular, this holds if we in the "rst step can also use other values than m .
LENGTHENING BCH CODES
In the recent papers [3, 9] , methods are discussed for lengthening BCH codes with q odd to get new codes with covering radius 2. The codes obtained in [3, 9] are very good for q"3 and the results for q"5 also give improvements on earlier results.
We shall discuss here a construction similar to those in [3, 9] . Here q is even and the parity check matrix is of the form (cf. [9, Eq. (3)])
THEOREM 5.¸et i52, m51, and let im be even. ¹hen
Proof. We prove that the matrix (4) has covering radius 2. This is done in a case-by-case proof by showing that each nonzero vector (a, b, c)3
can be expressed as a linear combination of at most two columns of that matrix. If a"0 and bO0, we show that the equation Hence for at least one value of i3+1, 2, 3,, Tr( t G )"0. This completes the proof.
A NEW TABLE
Upper bounds on l(r, 2;4), r425, are given in Table I . As can be seen, the results in this paper lead to improvements for practically all odd codimensions. The column P in Table I refers to the number of subsets in a (2, 2)-partition obtained by the given construction, and the column r to the codimension of the code from which it was constructed.
The code in Theorem 1 has a (2, 2)-partition into 16 subsets and length 19. Since 1644#1419, we can apply Theorem 3 with m"2. Theorem 4 says that l(5#2m, 2; 4)419)4K holds for m59, but as can be seen from Table 1 , this bound actually holds for m58. To evaluate the quality of these codes, we use the concept of density. The density is the average number of codewords that are at distance less than or equal to R (the covering radius) from any word in the space. For the new code family, the density tends to 9 ) 19 2 +1.587 as r tends to in"nity. This is slightly worse than the density for the best known quaternary code family with covering radius 2 and even codimensions [8] , which is approximately 1.504. However, it is a remarkable improvement on the previous record for the same parameters and odd codimensions [8] , which was approximately 1.938.
