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Abstract Charged particle production in deep-inelastic ep
scattering is measured with the H1 detector at HERA. The
kinematic range of the analysis covers low photon virtual-
ities, 5 < Q2 < 100 GeV2, and small values of Bjorken-x,
10−4 < x < 10−2. The analysis is performed in the hadronic
centre-of-mass system. The charged particle densities are
measured as a function of pseudorapidity (η∗) and trans-
verse momentum (p∗T ) in the range 0 < η∗ < 5 and 0 <
p∗T < 10 GeV in bins of x and Q2. The data are compared
to predictions from different Monte Carlo generators imple-
menting various options for hadronisation and parton evolu-
tions.
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1 Introduction
Deep-inelastic scattering (DIS) processes at the ep collider
HERA can access small values of Bjorken-x at low four
momentum transfers squared Q2 of a few GeV2. In the re-
gion of low x, characterised by high densities of gluons and
sea quarks in the proton, the parton interaction with the vir-
tual photon may originate from a cascade of partons emitted
prior to the interaction as illustrated in Fig. 1. In perturba-
tive Quantum Chromodynamics (QCD) such multi-parton
emissions are described only within certain approximations
valid in restricted phase space regions. At sufficiently large
Q2 and not too small x the Dokshitzer–Gribov–Lipatov–
Altarelli–Parisi (DGLAP) [1–5] evolution equation is ex-
pected to be a good approximation. The DGLAP equation
corresponds to a strong ordering of the transverse momenta
of the propagator partons, kT,i , with respect to the proton di-
rection, which implies strong ordering of the transverse mo-
menta of the emitted partons, pT,i  pT,i+1, in the parton
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Fig. 1 Generic diagram for deep-inelastic ep scattering at small x. The
transverse momenta of the emitted gluons are labeled as pT,i , while the
proton longitudinal momentum fractions and the transverse momenta
carried by the propagating gluons are denoted by xi and kT,i , respec-
tively
cascade from the proton towards the virtual photon. At small
x the DGLAP approximation is expected to become in-
adequate and the Balitsky–Fadin–Kuraev–Lipatov (BFKL)
[6–8] scheme may be more appropriate, which has no or-
dering in kT of the partons along the ladder. The Ciafaloni–
Catani–Fiorani–Marchesini (CCFM) evolution [9–12] aims
to unify the DGLAP and BFKL approaches. It introduces
angular ordering of gluon emissions to implement coherence
effects. At small x the CCFM evolution equation is almost
equivalent to the BFKL approach, while it reproduces the
DGLAP equations for sufficiently large x and Q2.
Measurements of the proton structure function F2(x,Q2)
[13, 14] are well described by the Next-to-Leading-Order
(NLO) or Next-to-Next-to-Leading Order (NNLO) DGLAP
evolution [15–25], suggesting that this observable may be
too inclusive to exhibit signals for BFKL dynamics. Devia-
tions from the kT ordering at HERA are observed in jet pro-
duction [26, 27], transverse energy flow [28, 29], forward jet
production [30–32] and measurements of forward π0 pro-
duction [33]. Studies of the transverse momentum spectrum
of charged particles have been proposed in [34] as a more
direct probe of the underlying parton dynamics. In that pa-
per it has been shown with the help of QCD models that the
high-pT tail is sensitive to parton radiation, while the contri-
bution from hadronisation is small. Previous measurements
of the transverse momentum and pseudorapidity dependence
of particle densities performed by the H1 collaboration [35]
were limited in statistical precision.
This paper presents a study of charged particle produc-
tion in ep collisions for 5 < Q2 < 100 GeV2. The analysis
is performed in the hadronic centre-of-mass frame, i.e. in
the virtual photon-proton rest frame. The charged particle
densities as a function of pseudorapidity and transverse mo-
mentum are measured differentially in x and Q2.
The data set used for the analysis was collected with the
H1 detector in 2006 when positrons and protons collided
with energies of 27.6 GeV and 920 GeV, respectively, corre-
sponding to a centre-of-mass energy of
√
s = 319 GeV. The
integrated luminosity of the data set is 88.6 pb−1, which is
about seventy times larger than what was available for the
previous H1 measurement [35]. This allows for a more de-
tailed study of the dynamical features of parton evolution in
the proton at small x.
2 QCD models
Parton cascade and hadronisation processes leading to
charged particle production in ep collisions are modeled
using different Monte Carlo (MC) programs. Brief descrip-
tions of the MC event generators considered in this analysis
are given below.
• The RAPGAP [36] MC generator matches first order QCD
matrix elements to DGLAP based leading logarithm ap-
proximations for parton showers with strongly ordered
transverse momenta of subsequently emitted partons. The
factorisation and renormalisation scales are set to μf =
μr =
√
Q2 + pˆT 2, where pˆT is the transverse momen-
tum of the outgoing hard parton from the matrix element
in the centre-of-mass frame of the hard subsystem.
• The DJANGOH [37] MC generator uses the Colour
Dipole Model (CDM) as implemented in ARIADNE
[38], which models first order QCD processes and cre-
ates dipoles between coloured partons. Gluon emission is
treated as radiation from these dipoles, and new dipoles
are formed from the emitted gluons from which further
radiation is possible. The radiation pattern of the dipoles
includes interference effects, thus modelling gluon co-
herence. The transverse momenta of the emitted partons
are not ordered, producing a configuration similar to the
BFKL treatment of parton evolution [39, 40].
• The CASCADE [41, 42] MC generator uses off-shell lead-
ing order QCD matrix elements, supplemented with par-
ton emissions based on the CCFM evolution equation.
The equation requires an unintegrated gluon density (see
[41, 42]), which takes the transverse momenta of the
propagators into account. In contrast to the DGLAP evo-
lution equation, the CCFM equation only contains gluon
splitting g → gg.
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• The Herwig++ [43] MC program with the POWHEG
(POsitive Weight Hardest Emission) option [44], com-
bines the full matrix element including virtual corrections
at O(αs) with a DGLAP-like parton shower simulation.
The Herwig++ MC program uses the Coherent Parton
Branching algorithm [45, 46], which implements coher-
ence via ordering in qˆ which is defined as qˆ = pT /(1− z)
and qˆ = pT /(z(1 − z)) for initial and final state shower-
ing, respectively [47]. Here (1 − z) is the light-cone mo-
mentum fraction of the emitted parton and pT is the trans-
verse momentum of the splitting products.
• Photoproduction background is generated with the PHO-
JET [48, 49] program, which uses a two-component dual
parton model [50] including diffractive processes and
vector meson production.
The RAPGAP and DJANGOH predictions are calculated
using the CTEQ6L(LO) [51] set of Parton Distribution
Functions (PDF), while CASCADE uses the default A0 unin-
tegrated gluon density set [52]. The predictions of Herwig++
were obtained with the default PDF MRST 02 NLO [53]. To
simulate hadronisation the Lund string fragmentation model
[54] is used, as implemented in JETSET [55] for DJANGOH
and PYTHIA [56] for both RAPGAP and CASCADE. The pa-
rameters of the Lund string fragmentation model used here
are tuned to describe e+e− results [57]. The tuning was per-
formed by the ALEPH collaboration using hadronic Z de-
cay data and the PYTHIA6.1 simulation with Bose-Einstein
correlations turned on. In addition, the tune obtained by
the Professor tool [58] using LEP data is also tested. Her-
wig++ incorporates the cluster model [59, 60] of hadroni-
sation, in which colour-singlet clusters of partons form af-
ter the perturbative phase and then decay into the observed
hadrons.
DJANGOH and RAPGAP are also used together with the
H1 detector simulation in order to determine the accep-
tance and efficiency and to estimate the systematic uncer-
tainties associated with the measurement. The programs
are interfaced to HERACLES [61] to simulate the QED-
radiative effects. The generated events are passed through
a detailed simulation of the H1 detector response based on
the GEANT simulation program [62] and are processed us-
ing the same reconstruction and analysis program chain as
for data. For the determination of the detector effects both
the RAPGAP and DJANGOH predictions are studied. Both
models describe all relevant control distributions reason-
ably well [63]. To improve the determination of the de-
tector corrections the transverse momentum, pseudorapid-
ity and multiplicity of charged particles as well as inelas-
ticity y, defined as y = Q2/(s · x), are reweighted to the




A full description of the H1 detector can be found else-
where [64–66] and only the components most relevant for
this analysis are briefly mentioned here. The coordinate sys-
tem of H1 is defined such that the positive z axis is pointing
in the direction of the proton beam (forward direction) and
the nominal interaction point is located at z = 0. The polar
angle θ is then defined with respect to this axis. The pseu-
dorapidity is defined to be η = − ln(tan(θ/2)).
Charged particles are measured within the central track-
ing detector (CTD) in the polar angle range 20◦ < θ < 165◦,
which is also used to reconstruct the interaction vertex. The
CTD comprises two large cylindrical jet chambers (CJCs),
and the silicon vertex detector [67, 68]. The CTD is oper-
ated inside a 1.16 T solenoidal magnetic field. The CJCs
are separated by a cylindrical drift chamber which improves
the z coordinate reconstruction. A cylindrical multiwire pro-
portional chamber [69], which is mainly used in the trigger,
is situated inside the inner CJC. The trajectories of charged
particles are measured with a transverse momentum resolu-
tion of σ(pT )/pT ≈ 0.2 %pT /GeV ⊕ 1.5 %. The forward
tracking detector (FTD) [70] measures the tracks of charged
particles at polar angles 6◦ < θ < 25◦. In the region of an-
gular overlap, FTD and short CTD track segments are used
to reconstruct combined tracks, extending the detector ac-
ceptance for well-reconstructed tracks. Both the CTD and
the combined tracks are linked to hits in the vertex detec-
tors: the central silicon tracker (CST) [67, 68], the backward
silicon tracker (BST) [71] and the forward silicon tracker
(FST) [72]. These detectors provide precise spatial coordi-
nate measurements and therefore significantly improve the
primary vertex spatial resolution. The CST consists of two
layers of double-sided silicon strip detectors surrounding the
beam pipe covering an angular range of 30◦ < θ < 150◦ for
tracks passing through both layers. The BST consists of six
double wheels of strip detectors measuring the transverse
coordinates of charged particles. The FST design is similar
to the BST and consists of five double wheels of single-sided
strip detectors.
The lead-scintillating fibre calorimeter (SpaCal) [66]
covering the region 153◦ < θ < 177.5◦, has electromagnetic
and hadronic sections. The calorimeter is used to measure
the scattered positron and the backward hadronic energy
flow. The energy resolution for positrons in the electromag-
netic section is σ(E)/E ≈ 7.1 %/√E/GeV⊕1 %, as deter-
mined in test beam measurements [73]. The SpaCal provides
energy and time-of-flight information used for triggering
purposes. A backward proportional chamber (BPC) in front
of the SpaCal is used to improve the angular measurement of
the scattered lepton. The liquid argon (LAr) calorimeter [74]
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covers the range 4◦ < θ < 154◦ and is used in this analy-
sis in the reconstruction of the hadronic final state. It has
an energy resolution of σ(E)/E ≈ 50 %/√E/GeV ⊕ 2 %
for hadronic showers, as obtained from test beam measure-
ments [75].
3.2 Event reconstruction
The DIS kinematics is reconstructed based on the measure-
ment of the scattered electron and the hadronic final state
(HFS) particles. In the so-called eΣ -method [76] the kine-
matic variables Q2, y and x are given by:






y = 2Ee Σ[Σ + E′e(1 − cos θe)]2
and x = Q
2
s · y ,
(1)
where s is the square of the centre-of-mass energy, E′e and
θe the energy and polar angle of the scattered lepton, re-
spectively, Ee being the energy of incoming lepton and
Σ = ∑i (Ei − pz,i) where the sum runs over all hadronic
final state (HFS) particles i. This method provides an op-
timum in resolution of the kinematic variables and shows
only little sensitivity to QED radiative effects. The HFS
particles are reconstructed using an energy flow algorithm
[77–79]. This algorithm combines charged particle tracks
and calorimetric energy clusters, taking into account their
respective resolution and geometric overlap, into hadronic
objects, while avoiding double counting of energy.
3.3 Data selection
DIS events were recorded using triggers based on electro-
magnetic energy deposits in the SpaCal calorimeter. The
trigger efficiency is determined using independently trig-
gered data. For DIS events the trigger inefficiency is neg-
ligible in the kinematic region of the analysis.
The scattered lepton, defined by the most energetic
SpaCal cluster, is required to have an energy E′e larger
than 12 GeV. The kinematical phase space is defined by
5 < Q2 < 100 GeV2 and 0.05 < y < 0.6, corresponding to
the geometric acceptance of the SpaCal. The upper cut on y
reduces background from photoproduction. In addition, x is
required to be in the range of 0.0001 < x < 0.01.
Additional selections are made to reduce QED radia-
tion effects and to suppress background events. The z co-
ordinate of the event vertex is required to be within 35
cm of the nominal interaction point. Events with high en-
ergy initial state photon radiation are rejected by requiring
35 <
∑
i (Ei − pz,i) < 75 GeV. Here, the sum extends over
all HFS particles and the scattered electron. This cut further
suppresses photoproduction background events to a level of
about 0.5 %.
The tracks used in the analysis are measured in the CTD
alone (central tracks) or result from combinations of CTD
and FTD information (combined tracks). Central tracks are
required to have transverse momenta in the laboratory frame
pT > 150 MeV. The momentum of a combined track is re-
quired to be larger than 0.5 GeV to ensure that the track
has enough momentum to cross the endwall of the CJC.
Both central and combined tracks are required to originate
from the primary event vertex and to be in the pseudorapid-
ity range −2 < η < 2.5 measured in the laboratory frame.
Using only tracks assigned to the event vertex, the contri-
butions from in-flight decays of K0S , Λ and from photon
conversions and from other secondary decays are reduced.
Further track quality cuts [63] are applied to ensure a high
purity of the track reconstruction.
3.4 Definition of experimental observables
The results of this analysis are presented in the hadronic
centre-of-mass frame (HCM), to minimise the effect of the
transverse boost from the virtual photon. The transformation
to the HCM frame is reconstructed with the knowledge of
the kinematic variables Q2 and y [63]. The transverse mo-
mentum and pseudorapidity of charged particles in the HCM
frame are labelled as p∗T and η∗. Since in this frame the pos-
itive z∗ axis is defined by the direction of the virtual photon,
HFS particles with η∗ > 0 belong to the current hemisphere
and particles with η∗ < 0 originate from the target (proton
remnant) hemisphere.
Charged particle densities as a function of transverse mo-
mentum and pseudorapidity are defined as (1/N)(dn/dp∗T )
and (1/N)(dn/dη∗), respectively. Here, dn is the total num-
ber of charged particles with transverse momentum (pseu-
dorapidity) in the dp∗T (dη∗) bin and N denotes the number
of selected DIS events. For distributions measured differen-
tially in x and Q2, dn and N are the numbers for the respec-
tive (x,Q2) bin.
Hadronisation is expected to be more relevant at small
transverse momenta, while the hard parton radiation is ex-
pected to contribute more significantly at high p∗T (p∗T >
1 GeV) [34]. To distinguish hadronisations effects from par-
ton evolution signatures, the charged particle density is mea-
sured as a function of η∗ for 0 < p∗T < 1 GeV and for
1 < p∗T < 10 GeV. The p∗T dependence of the charged parti-
cle densities is studied in two different pseudorapidity inter-
vals, 0 < η∗ < 1.5 and 1.5 < η∗ < 5, referred to as the “cen-
tral region” and “current region”, respectively, as illustrated
in Fig. 2. Such division approximately defines the regions
where the sensitivity to the hard scatter is largest (current
region), and where the parton shower models can be tested
(central region). The target region, η∗ < 0, is not accessible
in this analysis.
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Fig. 2 The two pseudorapidity regions analysed in this paper. The re-
gion 0 < η∗ < 1.5 and 1.5 < η∗ < 5, are denoted as “central” and “cur-
rent” regions, respectively
4 Data corrections
The data are corrected to the number of stable charged
particles including charged hyperons, with proper lifetime
cτ > 10 mm, in the phase space given in Table 1. Correc-
tion factors are calculated for each analysis bin from the ra-
tio of the number of generated stable charged particles to the
number of reconstructed tracks. The bin widths are chosen
such that a purity1 of more than 75 % is ensured in all bins.
The correction takes into account detector effects like lim-
ited resolution and losses near the phase space boundaries,
as well as a small residual contamination from weak decays
of neutral particles (e.g. K0 and Λ).
In addition to migrations between bins inside the mea-
surement phase space, there are migrations from outside of
the analysis phase space and there is background from pho-
toproduction. These contributions are subtracted prior to ap-
plying the correction factors according to the procedure out-
lined in [32].
The DJANGOH MC was used to correct the data. The dif-
ferences to the correction factors obtained from RAPGAP
Table 1 Phase space for charged particles
DIS selection
Four momentum transfers squared 5 < Q2 < 100 GeV2
Inelasticity 0.05 < y < 0.6
Charged particles
Pseudorapidity in the laboratory frame −2 < η < 2.5
Transverse momentum in the laboratory frame pT > 150 MeV
Pseudorapidity in the HCM frame 0 < η∗ < 5
Transverse momentum in the HCM frame 0 < p∗T < 10 GeV
1The purity is defined as the ratio of the number of charged parti-
cles generated and reconstructed in a given bin to the total number
of charged particles in the phase space of the analysis which are recon-
structed in this bin.
are taken as systematic uncertainties. The correction fac-
tors strongly depend on η∗ and to a lesser extent on p∗T .
In the 1.5 < η∗ < 5 region they vary between 1 and 1.8
with the largest values seen at high p∗T and large η∗. In the
0 < η∗ < 1.5 region, the correction factors rise up to 2.6 at
high p∗T , due to the limited detector acceptance in this re-
gion. The two MC models predict very similar correction
factors for most of the phase space region, but differences
up to 5.5 % are observed at small η∗ and high p∗T .
5 Systematic uncertainties
The following sources of systematic uncertainties are con-
sidered for all measured quantities.
• The systematic uncertainty on the SpaCal energy scale is
1 % [80], which results in a systematic uncertainty of typ-
ically 0.4 % for the measured single differential distribu-
tions.
• The SpaCal angular resolution of 1 mrad leads to a sys-
tematic uncertainty of about 0.1 % for the measured dis-
tributions.
• The hadronic energy scale uncertainty is known to a pre-
cision of 2 % [81]. The scale uncertainty enters into the
uncertainty of the phase space calculations, which depend
on E − Pz of the HFS, and also affects the boost to the
HCM frame. The systematic effect on the present mea-
surements is about 0.3 %.
• The systematic uncertainty arising from the model depen-
dence of the data correction is taken as the difference
of the correction factors calculated using RAPGAP and
DJANGOH MC. The resulting uncertainty on the measure-
ments varies between 0.2 % and 5.5 %.
• The systematic uncertainty associated with the track re-
construction (e.g. track reconstruction efficiency, vertex
reconstruction efficiency, weak decays and nuclear inter-
action uncertainties) is estimated to be:
– 1 % for central tracks. The track reconstruction ef-
ficiency was determined from the analysis of curling
tracks and of the decay angle distribution of charged pi-
ons from the decay K0S → π+π−. Data agree with the
simulation within 0.5 % for pT > 100 MeV [82]. Nu-
clear interactions of pions and kaons have been investi-
gated by the analysis of secondary vertices of charged
particles located in the material between the two CJCs
and originating from interactions with the detector ma-
terial. The nuclear interaction cross sections for these
hadrons are found to be smaller in the simulation than
in data. After correcting for these deficits, the agree-
ment between data and MC in the overall track effi-
ciency is found to be better than 1 %.
– 10 % for combined tracks [63, 70]. This was checked
using all selected central tracks, as well as by using
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pions from K0S decays, as a function of transverse mo-
mentum and pseudorapidity. Consistent results are ob-
tained from both samples showing agreement of data
and MC within 10 %.
The systematic uncertainty associated with the track
reconstruction is applied as an independent uncorrelated
uncertainty on every data point. The resulting uncertainty
on the measurements varies between 1 % and 5.4 % and is
1.6 % on average. An additional systematic uncertainty of
0.2 % is assigned due to the different K0S contamination
seen in data and MC for both central and combined tracks.
The corresponding effect arising from Λ contamination is
expected to be negligible.
• The systematic uncertainty on the remaining photopro-
duction background is estimated to be 30 %. This results
in an uncertainty on the measured densities up to 0.9 %
at small x and Q2. At large x and Q2 the contribution
from photoproduction is small and its uncertainty is neg-
ligible.
The dominant systematic uncertainties are the uncertain-
ties arising from the model dependence of the data correc-
tion, which are largely correlated, and uncertainties associ-
ated with the track reconstruction, which are uncorrelated.
The systematic uncertainties shown in the figures and tables
are calculated by adding all contributions in quadrature. The
total systematic uncertainty for the single differential mea-
surements is below 2.5 % for most analysis bins.
6 Results
The measurements of the charged particle densities as a
function of pseudorapidity and transverse momentum in the
phase space summarised in Table 1 are listed in Tables 2 to 9
and shown in Figs. 3 to 10.
6.1 Charged particle densities as a function of
pseudorapidity
The charged particle densities as a function of η∗ were mea-
sured separately for p∗T < 1 GeV and for 1 < p∗T < 10 GeV,
as shown in Fig. 3. In the soft p∗T region, the pseudorapid-
ity distribution is almost flat in the 1.5  η∗  3 range with
about 1.7 charged particles per unit of pseudorapidity. The
distribution falls at small η∗ due to the cut on pseudorapid-
ity in the laboratory frame. In the hard p∗T region the dis-
tribution becomes more peaked near η∗ = 2.5, with a max-
imum of 0.23 charged particles per unit of pseudorapidity.
For 1 < p∗T < 10 GeV the density increases rather strongly
up to η∗ ≈ 2.5, a behaviour expected from the strong or-
dering of transverse momentum towards the hard scattering
vertex.
Table 2 Charged particle densities as a function of η∗ for 0 < p∗T <
1 GeV with relative statistical (stat.) and systematic (sys.) uncertainties
given in per cent. The phase space is defined in Table 1
0 < p∗T < 1 GeV
η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
0.0–1.0 1.019 0.06 6.2
1.0–1.6 1.577 0.03 3.4
1.6–2.1 1.717 0.03 2.7
2.1–2.6 1.754 0.03 2.1
2.6–3.1 1.706 0.03 1.4
3.1–3.7 1.467 0.04 1.4
3.7–5.0 0.691 0.08 1.7
Table 3 Charged particle densities as a function of η∗ for 1 < p∗T <
10 GeV with relative statistical (stat.) and systematic (sys.) uncertain-
ties given in per cent. The phase space is defined in Table 1
1 < p∗T < 10 GeV
η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
0.0–0.5 0.0807 0.26 6.9
0.5–1.0 0.1448 0.14 4.6
1.0–1.5 0.1835 0.11 2.4
1.5–2.0 0.2066 0.10 1.4
2.0–2.5 0.2255 0.09 1.8
2.5–3.0 0.2251 0.09 1.9
3.0–3.7 0.1668 0.13 2.3
3.7–5.0 0.0329 0.42 4.5
Figure 3 also shows the predictions of the DGLAP-like
model RAPGAP based on different PDF sets. In the soft p∗T
region all NLO PDFs (HERAPDF1.0 [13], CTEQ6.6 [83],
GRV98NLO [84]) show similar results and predict less par-
ticles compared to calculations using the default LO PDF set
CTEQ6L(LO). All predictions are close to the data. At large
p∗T , differences between the NLO PDF sets are observed,
with CTEQ6L(LO) being closest to the data, although the
differences to the data are still larger than the differences
between the various PDF predictions. Similar PDF uncer-
tainties are observed when using the CDM model as imple-
mented in DJANGOH.
To check the sensitivity to hadronisation effects, the
RAPGAP predictions obtained with three sets of fragmenta-
tion parameters are compared to the data in Fig. 4: parame-
ters tuned by ALEPH [57], by the Professor tuning tool [58]
and default PYTHIA6.424 fragmentation parameters. Signif-
icant differences between these three samples are seen in
the soft p∗T region, where the data are best described by the
ALEPH tune. At large transverse momenta they give similar
results but none of them describes the data.
Predictions from models with different approaches for
QCD radiation (see Sect. 2) are shown in Fig. 5. The data
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Table 4 Charged particle densities as a function of η∗ for 0 < p∗T <
1 GeV for different Q2 and x intervals with relative statistical (stat.)
and systematic (sys.) uncertainties given in per cent. The phase space
is defined in Table 1
0 < p∗T < 1 GeV
Q2, x intervals η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
5 < Q2 < 10 GeV2
0.0001 < x < 0.00024
0.0–1.0 1.398 0.14 5.8
1.0–1.6 1.621 0.09 3.5
1.6–2.1 1.727 0.08 2.8
2.1–2.6 1.760 0.08 3.5
2.6–3.1 1.749 0.08 3.5
3.1–3.7 1.650 0.10 2.6
3.7–5.0 0.683 0.23 2.1
5 < Q2 < 10 GeV2
0.00024 < x < 0.0005
0.0–1.5 1.241 0.22 4.4
1.5–2.3 1.682 0.12 2.7
2.3–2.8 1.732 0.10 3.2
2.8–3.3 1.671 0.10 2.1
3.3–3.9 1.347 0.12 2.0
3.9–5.0 0.652 0.24 2.1
5 < Q2 < 10 GeV2
0.0005 < x < 0.002
0.5–2.0 1.288 0.21 4.4
2.0–2.9 1.613 0.13 1.8
2.9–3.7 1.272 0.15 2.0
3.7–5.0 0.554 0.28 2.5
10 < Q2 < 20 GeV2
0.0002 < x < 0.00052
0.0–1.0 1.464 0.15 5.9
1.0–1.6 1.721 0.10 2.5
1.6–2.1 1.820 0.09 2.6
2.1–2.6 1.865 0.09 2.8
2.6–3.1 1.857 0.09 2.1
3.1–3.7 1.680 0.10 1.6
3.7–5.0 0.784 0.23 1.7
10 < Q2 < 20 GeV2
0.00052 < x < 0.0011
0.0–1.5 1.268 0.22 5.2
1.5–2.3 1.790 0.12 2.6
2.3–2.8 1.819 0.10 2.1
2.8–3.3 1.685 0.10 1.7
3.3–3.9 1.312 0.12 1.9
3.9–5.0 0.700 0.23 2.0
10 < Q2 < 20 GeV2
0.0011 < x < 0.0037
0.5–2.0 1.34 0.20 8.6
2.0–2.9 1.650 0.13 1.9
2.9–3.7 1.263 0.14 2.3
3.7–5.0 0.550 0.28 3.4
20 < Q2 < 100 GeV2
0.0004 < x < 0.0017
0.0–1.0 1.461 0.15 5.8
1.0–1.6 1.820 0.09 2.7
1.6–2.1 1.928 0.08 2.4
2.1–2.6 1.951 0.08 2.4
2.6–3.1 1.883 0.08 2.2
3.1–3.7 1.601 0.10 1.7
3.7–5.0 0.883 0.21 2.1
Table 4 (Continued)
0 < p∗T < 1 GeV
Q2, x intervals η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
20 < Q2 < 100 GeV2
0.0017 < x < 0.01
0.0–1.5 1.077 0.20 5.4
1.5–2.2 1.783 0.09 2.6
2.2–2.9 1.714 0.09 1.8
2.9–3.7 1.445 0.11 1.9
3.7–5.0 0.634 0.22 2.0
Table 5 Charged particle densities as a function of η∗ for 1 < p∗T <
10 GeV for different Q2 and x intervals with relative statistical (stat.)
and systematic (sys.) uncertainties given in per cent. The phase space
is defined in Table 1
1 < p∗T < 10 GeV
Q2, x intervals η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
5 < Q2 < 10 GeV2
0.0001 < x < 0.00024
0.0–0.5 0.1365 0.39 5.7
0.5–1.0 0.1551 0.29 3.5
1.0–1.5 0.1679 0.27 2.3
1.5–2.0 0.1818 0.26 3.5
2.0–2.5 0.1961 0.26 2.4
2.5–3.0 0.2084 0.24 2.4
3.0–3.7 0.1984 0.31 2.3
3.7–5.0 0.0501 1.02 3.6
5 < Q2 < 10 GeV2
0.00024 < x < 0.0005
0.0–1.0 0.1115 0.70 7.3
1.0–1.5 0.1575 0.33 3.4
1.5–2.0 0.1758 0.31 3.3
2.0–2.5 0.1903 0.30 5.2
2.5–3.0 0.2037 0.29 1.9
3.0–3.7 0.1626 0.38 2.6
3.7–5.0 0.0311 1.33 8.0
5 < Q2 < 10 GeV2
0.0005 < x < 0.002
0.5–1.5 0.1244 0.66 4.5
1.5–2.0 0.1675 0.32 4.7
2.0–2.5 0.1811 0.31 3.0
2.5–3.0 0.1686 0.32 2.3
3.0–3.7 0.0978 0.51 3.0
3.7–5.0 0.01071 2.21 4.7
10 < Q2 < 20 GeV2
0.0002 < x < 0.00052
0.0–0.5 0.1506 0.42 6.1
0.5–1.0 0.1764 0.30 2.1
1.0–1.5 0.1959 0.28 2.7
1.5–2.0 0.2180 0.26 1.7
2.0–2.5 0.2444 0.25 1.9
2.5–3.0 0.2646 0.23 2.7
3.0–3.7 0.2334 0.31 1.4
3.7–5.0 0.0552 1.03 2.7
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Table 5 (Continued)
1 < p∗T < 10 GeV
Q2, x intervals η∗ range 1/N · dn/dη∗ stat. (%) sys. (%)
10 < Q2 < 20 GeV2
0.00052 < x < 0.0011
0.0–1.0 0.123 0.69 8.3
1.0–1.5 0.1910 0.30 3.4
1.5–2.0 0.2145 0.27 3.1
2.0–2.5 0.2409 0.26 3.6
2.5–3.0 0.2415 0.26 2.6
3.0–3.7 0.1750 0.37 2.4
3.7–5.0 0.0315 1.34 3.7
10 < Q2 < 20 GeV2
0.0011 < x < 0.0037
0.5–1.5 0.1496 0.58 6.6
1.5–2.0 0.2086 0.27 3.8
2.0–2.5 0.2246 0.26 4.5
2.5–3.0 0.1997 0.28 3.8
3.0–3.7 0.1051 0.48 3.8
3.7–5.0 0.01028 2.38 7.7
20 < Q2 < 100 GeV2
0.0004 < x < 0.0017
0.0–0.5 0.1581 0.42 6.1
0.5–1.0 0.2105 0.27 2.3
1.0–1.5 0.2479 0.23 2.5
1.5–2.0 0.2820 0.22 2.1
2.0–2.5 0.3188 0.20 2.3
2.5–3.0 0.3386 0.20 1.4
3.0–3.7 0.2601 0.28 1.5
3.7–5.0 0.0602 0.95 1.8
20 < Q2 < 100 GeV2
0.0017 < x < 0.01
0.0–1.0 0.118 0.63 9.0
1.0–1.5 0.251 0.22 4.5
1.5–2.0 0.2966 0.19 3.4
2.0–2.5 0.3167 0.19 2.1
2.5–3.0 0.2799 0.20 2.1
3.0–3.7 0.1587 0.34 2.4
3.7–5.0 0.02112 1.49 4.6
Table 6 Charged particle densities as a function as a function of p∗T
in the region 0 < η∗ < 1.5 shown with relative statistical (stat.) and
systematic (sys.) uncertainties given in per cent. The phase space is
defined in Table 1
0 < η∗ < 1.5
p∗T range [GeV] 1/N · dn/dp∗T [GeV−1] stat. (%) sys. (%)
0.2–0.4 3.952 0.01 2.0
0.4–0.6 2.431 0.02 1.6
0.6–1.0 0.954 0.04 1.8
1.0–2.0 0.1686 0.15 2.5
2.0–4.0 1.549 · 10−2 0.70 2.0
4.0–10.0 7.15 · 10−4 5.41 1.9
Table 7 Charged particle densities as a function as a function of p∗T
in the region 1.5 < η∗ < 5 shown with relative statistical (stat.) and
systematic (sys.) uncertainties given in per cent. The phase space is
defined in Table 1
1.5 < η∗ < 5
p∗T range [GeV] 1/N · dn/dp∗T [GeV−1] stat. (%) sys. (%)
0.0–0.3 5.24 0.01 1.8
0.3–0.6 6.10 0.01 1.7
0.6–1.0 2.234 0.02 1.8
1.0–1.5 0.6193 0.05 1.5
1.5–2.1 0.1849 0.10 1.5
2.1–3.0 5.23 · 10−2 0.23 2.0
3.0–4.0 1.381 · 10−2 0.47 2.0
4.0–5.0 4.14 · 10−3 0.84 2.4
5.0–6.3 1.402 · 10−3 1.67 2.8
6.3–7.9 3.98 · 10−4 3.47 2.5
7.9–10.0 1.061 · 10−4 7.60 3.2
Table 8 Charged particle densities as a function of p∗T in the region
0 < η∗ < 1.5 for different Q2 and x intervals shown with relative sta-
tistical (stat.) and systematic (sys.) uncertainties given in per cent. The
phase space is defined in Table 1
0 < η∗ < 1.5








5 < Q2 < 10 GeV2
0.0001 < x < 0.00024
0.2–0.4 4.76 0.03 3.2
0.4–0.6 2.92 0.04 2.9
0.6–1.0 1.144 0.10 3.7
1.0–2.0 0.1955 0.39 3.0
2.0–4.0 1.489 · 10−2 1.89 3.2
4.0–10.0 5.69 · 10−4 15.36 6.0
5 < Q2 < 10 GeV2
0.00024 < x < 0.0005
0.2–0.4 3.99 0.05 2.5
0.4–0.6 2.53 0.06 2.6
0.6–1.0 0.994 0.14 2.9
1.0–2.0 0.1611 0.52 3.3
2.0–4.0 1.286 · 10−2 2.58 2.7
4.0–10.0 5.1 · 10−4 21.40 4.9
5 < Q2 < 10 GeV2
0.0005 < x < 0.002
0.2–0.6 2.097 0.11 3.0
0.6–1.0 0.659 0.19 3.4
1.0–2.0 0.1113 0.74 2.8
2.0–4.0 8.82 · 10−3 3.40 3.1
4.0–10.0 3.3 · 10−4 34.47 5.5
10 < Q2 < 20 GeV2
0.0002 < x < 0.00052
0.2–0.4 4.97 0.04 2.5
0.4–0.6 3.060 0.05 2.7
0.6–1.0 1.229 0.11 2.6
1.0–2.0 0.2155 0.40 3.5
2.0–4.0 1.960 · 10−2 1.87 3.1
4.0–10.0 9.2 · 10−4 14.13 3.3
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Table 8 (Continued)
0 < η∗ < 1.5








10 < Q2 < 20 GeV2
0.00052 < x < 0.0011
0.2–0.4 4.05 0.05 3.0
0.4–0.6 2.593 0.06 2.9
0.6–1.0 1.033 0.13 3.5
1.0–2.0 0.1811 0.50 4.2
2.0–4.0 1.623 · 10−2 2.34 5.8
4.0–10.0 7.5 · 10−4 18.91 3.2
10 < Q2 < 20 GeV2
0.0011 < x < 0.0037
0.2–0.6 2.124 0.10 4.5
0.6–1.0 0.692 0.18 4.1
1.0–2.0 0.129 0.66 4.8
2.0–4.0 1.119 · 10−2 3.12 3.0
4.0–10.0 4.42 · 10−4 28.92 6.0
20 < Q2 < 100 GeV2
0.0004 < x < 0.0017
0.2–0.4 5.00 0.04 2.5
0.4–0.6 3.156 0.04 2.4
0.6–1.0 1.296 0.97 2.8
1.0–2.0 0.2474 0.36 3.7
2.0–4.0 2.579 · 10−2 1.57 4.7
4.0–10.0 1.40 · 10−3 11.28 2.8
20 < Q2 < 100 GeV2
0.0017 < x < 0.01
0.2–0.4 3.356 0.05 2.8
0.4–0.6 2.254 0.05 2.8
0.6–1.0 0.945 0.12 3.6
1.0–2.0 0.1905 0.42 5.4
2.0–4.0 2.185 · 10−2 1.74 6.9
4.0–10.0 1.21 · 10−3 1 3.18 3.5
are compared to the CDM model DJANGOH, the DGLAP-
based MC RAPGAP and Herwig++ and the CCFM model
CASCADE. In the soft p∗T region, DJANGOH and RAPGAP
describe the data within the PDF uncertainties (Fig. 3). Her-
wig++, which uses the cluster fragmentation model, pro-
vides a reasonable description of the data in the central re-
gion. The effect of not using the POWHEG option in Her-
wig++ also has been investigated. Only small differences
were observed which are not considered further in this pa-
per. CASCADE predicts too high multiplicities in most of the
measured η∗ range. In the region of 1 < p∗T < 10 GeV the
best description of the data is achieved by DJANGOH. RAP-
GAP strongly undershoots the data in the central region. Her-
wig++ predicts a spectrum which is even below the predic-
tion of RAPGAP. CASCADE is significantly above the data
in a wide range of η∗.
The charged particle densities as a function of η∗ are
shown in Fig. 6 for p∗T < 1 GeV in eight (x,Q2) bins. The
data are compared to predictions of the DJANGOH, RAP-
GAP, Herwig++ and CASCADE generators. DJANGOH pro-
vides a good description of the data over the full kinematic
Table 9 Charged particle densities as a function of p∗T in the region
1.5 < η∗ < 5 for different Q2 and x intervals shown with relative sta-
tistical (stat.) and systematic (sys.) uncertainties given in per cent. The
phase space is defined in Table 1
1.5 < η∗ < 5








5 < Q2 < 10 GeV2
0.0001 < x < 0.00024
0.0–0.3 5.60 0.04 2.5
0.3–0.6 6.83 0.04 2.8
0.6–1.0 2.290 0.07 3.6
1.0–1.5 0.639 0.14 3.3
1.5–2.1 0.1897 0.30 2.7
2.1–3.0 5.12 · 10−2 0.69 4.0
3.0–4.0 1.378 · 10−2 1.40 4.8
4.0–5.0 3.97 · 10−3 2.46 8.6
5.0–6.3 1.40 · 10−3 4.68 9.7
6.3–7.9 4.34 · 10−4 9.33 6.2
7.9–10.0 9.3 · 10−5 20.80 13.2
5 < Q2 < 10 GeV2
0.00024 < x < 0.0005
0.0–0.3 5.57 0.04 2.8
0.3–0.6 6.64 0.04 2.6
0.6–1.0 2.207 0.08 2.2
1.0–1.5 0.587 0.17 1.7
1.5–2.1 0.161 0.36 1.8
2.1–3.0 4.12 · 10−2 0.85 3.2
3.0–4.0 1.002 · 10−2 1.83 5.7
4.0–5.0 2.63 · 10−3 3.46 6.7
5.0–6.3 7.69 · 10−4 7.08 5.7
6.3–7.9 2.46 · 10−4 13.98 10.4
7.9–10.0 6.65 · 10−5 32.90 18.6
5 < Q2 < 10 GeV2
0.0005 < x < 0.002
0.0–0.3 4.96 0.05 2.2
0.3–0.6 5.74 0.04 2.1
0.6–1.0 1.863 0.08 3.4
1.0–1.5 0.472 0.19 2.4
1.5–2.1 0.1214 0.40 2.5
2.1–3.0 2.85 · 10−2 1.02 5.5
3.0–4.0 6.14 · 10−3 2.40 6.1
4.0–5.0 1.55 · 10−3 4.94 5.4
5.0–6.3 4.401 · 10−4 10.49 12.8
6.3–7.9 1.11 · 10−4 24.17 13.6
10 < Q2 < 20 GeV2
0.0002 < x < 0.00052
0.0–0.3 5.975 0.04 1.5
0.3–0.6 7.16 0.04 2.0
0.6–1.0 2.517 0.07 1.7
1.0–1.5 0.742 0.15 2.4
1.5–2.1 0.2317 0.29 2.3
2.1–3.0 6.82 · 10−2 0.64 3.4
3.0–4.0 1.848 · 10−2 1.30 3.6
4.0–5.0 5.83 · 10−3 2.27 5.2
5.0–6.3 2.00 · 10−3 4.45 2.5
6.3–7.9 5.88 · 10−4 8.91 2.9
7.9–10.0 1.942 · 10−4 17.77 5.3
Eur. Phys. J. C (2013) 73:2406 Page 11 of 17
Table 9 (Continued)
1.5 < η∗ < 5








10 < Q2 < 20 GeV2
0.00052 < x < 0.0011
0.0–0.3 5.824 0.05 1.5
0.3–0.6 6.77 0.04 1.7
0.6–1.0 2.332 0.08 2.2
1.0–1.5 0.657 0.16 1.8
1.5–2.1 0.1948 0.31 2.3
2.1–3.0 0.053 8 0.74 3.0
3.0–4.0 1.297 · 10−2 1.56 5.9
4.0–5.0 3.94 · 10−3 2.90 4.5
5.0–6.3 1.33 · 10−3 5.80 6.9
6.3–7.9 3.40 · 10−4 12.91 6.3
7.9–10.0 7.7 · 10−5 30.96 8.6
10 < Q2 < 20 GeV2
0.0011 < x < 0.0037
0.0–0.3 5.12 0.05 2.2
0.3–0.6 5.65 0.04 2.4
0.6–1.0 1.946 0.08 2.0
1.0–1.5 0.538 0.17 2.2
1.5–2.1 0.1481 0.35 3.9
2.1–3.0 3.89 · 10−2 0.85 3.6
3.0–4.0 8.643 · 10−3 1.94 3.4
4.0–5.0 2.10 · 10−3 3.93 4.7
5.0–6.3 6.43 · 10−4 8.90 12.9
6.3–10.0 7.7 · 10−5 46.70 10.6
20 < Q2 < 100 GeV2
0.0004 < x < 0.0017
0.0–0.3 6.25 0.04 1.6
0.3–0.6 7.32 0.04 1.7
0.6–1.0 2.673 0.07 2.1
1.0–1.5 0.851 0.13 2.5
1.5–2.1 0.2898 0.24 2.4
2.1–3.0 9.21 · 10−2 0.52 2.9
3.0–4.0 2.790 · 10−2 1.01 2.2
4.0–5.0 9.30 · 10−3 1.75 3.0
5.0–6.3 3.28 · 10−3 3.37 3.4
6.3–7.9 9.64 · 10−4 6.79 4.2
7.9–10.0 3.06 · 10−4 14.41 3.9
20 < Q2 < 100 GeV2
0.0017 < x < 0.01
0.0–0.3 5.652 0.04 1.5
0.3–0.6 6.052 0.04 1.6
0.6–1.0 2.244 0.06 1.7
1.0–1.5 0.697 0.13 1.8
1.5–2.1 0.2323 0.24 1.9
2.1–3.0 7.12 · 10−2 0.52 2.1
3.0–4.0 2.025 · 10−2 1.05 1.9
4.0–5.0 6.32 · 10−3 1.92 3.9
5.0–6.3 2.20 · 10−3 3.87 4.0
6.3–7.9 5.91 · 10−4 8.42 6.0
7.9–10.0 1.38 · 10−4 19.37 20.1
range. In general the description of the data by RAPGAP is
somewhat worse, with overshooting the data by about 10 %
at low x. Herwig++ predicts smaller charged particle densi-
ties than observed in data in most of the phase space with
differences of the order of 10 % at the highest Q2. CAS-
CADE is significantly above the data for η∗ < 3 in all (x,Q2)
bins.
In Fig. 7 the charged particle densities as a function of η∗
are shown in (x,Q2) bins for 1 < p∗T < 10 GeV. The shape
of the distributions changes with x and Q2 more strongly
than what is observed for p∗T < 1 GeV (Fig. 6). At small
values of x and Q2 the measured distribution is less de-
pendent on η∗ compared to the region at high x and Q2.
None of the models describes all aspects of the data. In gen-
eral DJANGOH is closest to the data. However it fails to de-
scribe the data at low and medium x in the central pseudo-
rapidity region, with downwards deviations of the order of
20 %. The RAPGAP prediction is below the data, with the
strongest deviation observed at small x and small η∗. Her-
wig++ significantly undershoots the data. The prediction of
CASCADE agrees reasonably well with the measurement at
low x and Q2, but overshoots the data significantly as x or
Q2 increases.
6.2 Charged particle densities as a function of transverse
momentum
In Fig. 8 the charged particle densities as a function of p∗T
are shown for two pseudorapidity intervals, 0 < η∗ < 1.5
(central) and 1.5 < η∗ < 5 (current). The shapes of the mea-
sured p∗T distributions in the two pseudorapidity ranges are
similar. The spectrum falls by more than four orders of mag-
nitude from p∗T < 1 GeV to p∗T ≈ 8 GeV. The measure-
ments are compared to the predictions of the DJANGOH,
RAPGAP, Herwig++ and CASCADE generators. DJANGOH
provides in general a good description of the data, while
only at high p∗T in the current region deviations from the
measurement are observed. The other models fail to de-
scribe the data, with the strongest deviations being observed
in the central region. The ratio of RAPGAP to data shows
a sharp drop at p∗T ≈ 1 GeV. The p∗T spectra predicted by
Herwig++ are even softer than those predicted by RAPGAP.
CASCADE in general produces higher particle densities than
measured.
In Figs. 9 and 10 the charged particle densities as a func-
tion of p∗T are shown for eight (x,Q2) bins for the central
and the current region, respectively. In the central region the
measurement shows a dependence on x, such that the num-
ber of soft particles is decreasing with increasing x for fixed
Q2. In the current region this effect is less pronounced. The
DJANGOH model provides in general a good description of
the data over the full kinematic range in both pseudorapidity
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Fig. 3 Charged particle density as a function of η∗ for (a) p∗T < 1 GeV and for (b) 1 < p∗T < 10 GeV compared to RAPGAP predictions with
different proton PDFs. The predictions are obtained using the ALEPH tune
Fig. 4 Charged particle density as a function of η∗ for (a) p∗T < 1 GeV for (b) 1 < p∗T < 10 GeV compared to RAPGAP predictions for three
different sets of fragmentation parameters. The predictions are obtained using CTEQ6L(LO) PDF
regions, degrading at high p∗T in the lowest (x,Q2) bin. Sig-
nificant deviations of the RAPGAP predictions from data are
observed in the central region at low x and Q2. The descrip-
tion becomes somewhat better at larger values of x and Q2.
The same trend is observed for the current region, but the
overall data description is better. Herwig++ fails to describe
the measurements at high p∗T in the whole phase space. At
lowest x and Q2 the spectrum is much softer than the one
obtained with RAPGAP, while at high x and Q2 both predic-
tions are similar. CASCADE describes the data in the lowest
x and Q2 bin at high p∗T only.
7 Conclusion
This paper presents a study of charged particle production
in ep collisions at low Q2 measured with the H1 detec-
tor. The kinematic range of the analysis covers low pho-
ton virtualities, 5 < Q2 < 100 GeV2, and small values of x,
10−4 < x < 10−2. The analysis is performed in the hadronic
centre-of-mass system. The charged particle densities as a
function of pseudorapidity (η∗) and transverse momentum
(p∗T ) are measured in bins of x and Q2. The charged parti-
cle densities as a function of pseudorapidity show different
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Fig. 5 Charged particle density as a function of η∗ for (a) p∗T < 1 GeV for (b) 1 < p∗T < 10 GeV compared to DJANGOH, RAPGAP, Herwig++
and CASCADE Monte Carlo predictions
Fig. 6 Charged particle density
as a function of η∗ for
p∗T < 1 GeV for eight intervals
of Q2 and x compared to
DJANGOH, RAPGAP, Herwig++
and CASCADE Monte Carlo
predictions
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Fig. 7 Charged particle density
as a function of η∗ for
1 < p∗T < 10 GeV for eight




Fig. 8 Charged particle density as a function of p∗T in the ranges (a) 0 < η∗ < 1.5 and (b) 1.5 < η∗ < 5 compared to DJANGOH, RAPGAP,
Herwig++ and CASCADE Monte Carlo predictions. The ratios of MC predictions to the measurements are shown on the bottom of the figure
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Fig. 9 Charged particle density
as a function of p∗T in the range
0 < η∗ < 1.5 for eight intervals
of Q2 and x compared to
DJANGOH, RAPGAP, Herwig++
and CASCADE Monte Carlo
predictions
shapes, depending on the p∗T range. For 0 < p∗T < 1 GeV
the density of particles is approximately constant for 1 <
η∗ < 3.5, while for 1 < p∗T < 10 GeV the density increases
with increasing η∗ up to η∗ ≈ 2.5, a behaviour expected
from the strong ordering of transverse momentum towards
the hard scattering vertex. The charged particle densities
as a function of transverse momentum show an x depen-
dence at small η∗ (0 < η∗ < 1.5), such that the number of
soft particles is decreasing with increasing x, while in the
1.5 < η∗ < 5 range this effect is less visible.
In order to relate the charged hadron spectra to the parton
dynamics at small x, the data are compared to QCD models
with different evolution approaches for simulating the par-
ton cascade and with different hadronisation schemes. The
data allow the validity of different models to be tested. At
small p∗T , the data are reasonably well described by DJAN-
GOH (based on the Colour Dipole Model), as well as by
RAPGAP (based on the DGLAP shower evolution). At high
p∗T and at low η∗, RAPGAP severely undershoots the data.
The differences are most pronounced at lowest x and Q2,
and decrease with increasing x and Q2 values. Herwig++
which is also based on DGLAP but uses a cluster fragmen-
tation model reasonably describes the low p∗T region but
undershoots the data even more than RAPGAP at high p∗T .
CASCADE (based on CCFM) gives a reasonable descrip-
tion only at the lowest x and Q2, but overall predicts higher
charged particle densities than observed in data. The Colour
Dipole Model implemented in DJANGOH is the best among
the considered models and provides a reasonable description
of the data.
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Fig. 10 Charged particle
density as a function of p∗T in
the range 1.5 < η∗ < 5 for eight
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