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With the growing complexity of vehicle control systems it is becoming increasingly
important to understand the interaction between drivers and vehicles. Existing driver
models do not adequately characterise limitations resulting from drivers’ physical systems.
In particular, sensory dynamics limit the ability of drivers to perceive the states of real or
simulated vehicles. Therefore, the aim of this thesis is to understand the impact of sensory
dynamics on the control performance of a human driver in real and virtual environments.
A new model of driver steering control is developed based on optimal control and state
estimation theory, incorporating models of sensory dynamics, delays and noise. Some
results are taken from published literature, however recent studies have shown that sensory
delays and noise amplitudes may increase during an active control task such as driving.
Therefore, a parameter identification procedure is used to fit the model predictions to
measured steering responses of real drivers in a simulator. The model is found to fit
measured results well under a variety of conditions.
An initial experiment is designed with the physical motion of the simulator matching
the motion of the virtual vehicle at full scale. However, during more realistic manoeuvres
the physical motion must be scaled or filtered, introducing conflicts between measurements
from different sensory systems. Drivers are found to adapt to simple conflicts such as
scaled motion, but they have difficulty adapting to more complicated motion filters.
The driver model is initially derived for linear vehicles with stochastic target and
disturbance signals. In later chapters it is extended to account for transient targets and
disturbances and vehicles with nonlinear tyres, and validated once again with experimental
results. A series of simulations is used to demonstrate novel insights into how drivers use
sensory information, and the resulting impact on control performance. The new model
is also shown to predict difficulties real drivers have controlling unstable vehicles more
reliably than existing driver models.
Supporting data is available at https://doi.org/10.17863/CAM.9741
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“I continuously go further and further learning about my own limitations, my
body limitation, psychological limitations. It’s a way of life for me.”
— Ayrton Senna
1.1 Background and motivation
Over the last century the development of the motor car has revolutionised the way people
travel, impacting on countless aspects of society. Today there are estimated to be over a
billion cars on the road, and the number is expected to exceed two billion by 2030 [1].
The automotive industry has become a leading economic driver for many countries; in
2015 the UK automotive industry employed over 800,000 people and turned over more
than £70 billion [2]. This has a significant environmental impact, with road transport
currently accounting for around 16% of global CO2 emissions [3], therefore increasing
fuel efficiency and reducing emissions has become a top priority for vehicle manufacturers.
Developments in computing over the last few decades have fundamentally changed the
way that vehicles are designed, tested and manufactured. Every component is analysed
extensively using mathematical models and CAD and FEA packages, and vehicle systems
are prototyped virtually long before any physical testing is carried out. Optimisation
techniques are used with metrics which quantify objectives such as speed, safety and
efficiency. However some less tangible objectives such as handling, ride comfort and
aesthetics are harder to quantify and rely to some extent on subjective human judgements.
In spite of this ability to model and analyse vehicle systems in great detail, the role of
the driver in the closed-loop driver-vehicle system is still poorly understood. Therefore, to
assess the performance of the vehicle it is necessary to carry out extensive testing with real
drivers, which is expensive and time-consuming. High-performance driving simulators
are increasingly being used to test vehicles with a driver in the loop without requiring the
manufacture of a prototype vehicle. However, simulators are only able to provide a limited
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amount of physical motion feedback, and it is unclear how this affects the performance
of the driver compared to a real vehicle. There is therefore significant motivation for
understanding how drivers interact with vehicles in real and virtual environments.
Current trends in vehicle design are moving towards the development of autonomous
vehicles, which has the potential to completely change the way that humans and vehi-
cles interact [4]. However, before full autonomy is reached there are several stages of
automation which must be passed through, in which the driver shares partial control of the
vehicle [5]. In designing semi-autonomous vehicles it is of crucial importance to be able
to predict how the driver will respond to any interventions by an automated vehicle system.
Furthermore, human drivers are still likely to be on the roads for many decades, therefore
even a fully autonomous vehicle must have an awareness of how to interact with vehicles
controlled by human drivers.
1.2 Driver modelling
Driving a vehicle involves a wide range of information processing levels, from the high-
level navigation task to the low-level control of vehicle speed and direction. The focus
of this work is on the low-level control task, since this is where the interaction between
driver and vehicle is most significant. Donges [6] considered the steering control task
as the superposition of a target-following task (feedforward control) and a disturbance-
rejection task (feedback control). Disturbances may act on the vehicle from sources such
as wind gusts, uneven road surfaces and nonlinearities in the vehicle dynamics, or they
may originate from the driver due to physiological constraints, noise and nonlinearities.
A simplified block diagram of the tasks involved in feedforward and feedback control
of a vehicle is shown in Figure 1.1. The driver previews the upcoming road geometry
using their visual system and then, using an internal model of the vehicle dynamics, plans
a target trajectory combining path and speed profiles while also calculating corresponding
feedforward control actions [7, 8]. Simultaneously, the driver senses the motion of the
vehicle in relation to the target profiles and generates feedback control actions to reduce
the effects of disturbances [8, 9]. Figure 1.1 assumes that feedback of vehicle motion
is not used directly for generating the feedforward control action, however the feedback
loop is able to correct for any discrepancies introduced by imperfections in the driver’s
feedforward control.
Modelling driver steering control mathematically has been a subject of research for
several decades. Comprehensive reviews of early methods are provided by MacAdam [10]
and Plöchl and Edelmann [11]. Recent research has focussed on the application of optimal



























Figure 1.1: Block diagram of tasks carried out while driving. The driver perceives the motion
of the vehicle and the upcoming road geometry, plans a desired trajectory, then calculates
the required steering angle and pedal forces to follow this trajectory.
control theory, using model predictive or linear quadratic controllers that are able to
preview the target path, as shown in Figure 1.2, and calculate an optimal sequence of
control actions to follow this target [12–14]. This approach has been extended to include
neuromuscular dynamics [15–18], and to the control of nonlinear vehicle dynamics [19–
21]. Feedforward and feedback control are usually assumed to share a common objective
function, however recent studies have synthesised independent feedforward and feedback
controllers to examine the robustness of the driver’s control strategy to disturbances [8, 9].
While driver steering control has a well-defined objective, to follow a target line and
stay within road boundaries, the motivation for drivers’ speed choice depends on the
situation. During normal driving, drivers balance factors such as safety, comfort, journey
time and control effort [22, 23]. Drivers have been found to decrease their speed to
minimise their lateral acceleration in corners [24–26]. Road width has also been found to
affect speed choice, with drivers adjusting their speed to remain within lane boundaries [27,
28]. In contrast, racing drivers aim to maximise their lateral acceleration within the limits
of the tyres in order to minimise lap time [7, 8, 29]. In situations with heavy traffic, driver
speed choice may also be dictated by the speed of other vehicles, aiming to maintain a safe
distance behind the car in front [30, 31].
Despite these developments, most models assume the driver has full knowledge of the
vehicle states, bypassing the motion perception block in Figure 1.1. No existing driver
models are known which take full advantage of current understanding of human sensory










Figure 1.2: Preview model of drivers’ perception of the upcoming target path, used for
feedforward steering and speed control. The driver looks straight ahead and takes a series of
measurements of the lateral displacement of the target path up to the preview horizon.
can be drawn with research into pilots in the aerospace industry. Sensory dynamics have
been considered in greater detail in this field, and much of the existing research into
human sensory dynamics has been carried out by aerospace engineers to understand human
perception during control tasks. In particular, models incorporating the pilot’s sensory
dynamics have been used in conjunction with experiments carried out in flight simulators
to understand how sensory information is used during real and simulated flight [32–40].
There is a significant opportunity to apply the techniques and outcomes from these studies
to develop understanding of sensory perception during driving.
1.3 Research strategy
Mathematical modelling of vehicles generally begins with physical models of the separate
vehicle components. The performance of each component can be investigated using
physical testing, aided by sensors to measure variables such as stresses, accelerations and
temperatures. Models of each subsystem can then be combined to give an understanding
of the global performance of the whole vehicle. In contrast, the performance of the
driver is primarily dependent on control calculations carried out in the brain. Techniques
for measuring brain activity are currently crude and imprecise, therefore the driver is
essentially a ‘black box’. The only way to determine what is going on inside the driver’s
brain is to hypothesise a model, subject the driver and the model to the same inputs and
compare the measured output from the driver with the prediction of the model.
It is important to be able to characterise the inputs to, and outputs from, the driver’s
brain accurately in order to develop models which simulate the control performance of the
human driver. Measurements can generally only be taken once neural signals have passed
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through the physical systems of the driver, so by incorporating accurate models of these
systems measurements can be related more reliably to the driver’s control actions. The
control output of the driver is shaped by neuromuscular dynamics to give the steering angle
and pedal forces, which can be measured easily. Various studies have developed models
of a driver’s neuromuscular dynamics to understand how the driver’s control intention is
shaped by physical limitations of the neuromuscular system [15–18].
Existing driver models have generally failed to characterise the inputs to the driver’s
brain accurately. It has been assumed that drivers have access to perfect measurements of
the vehicle states and the upcoming road path. However, in reality the driver is only able
to access a limited number of measurements taken by their sensory organs. Analogously
to neuromuscular dynamics shaping the control output, the control inputs are shaped by
the physical dynamics of the driver’s sensory systems. There are also inherent delays in
conduction and processing of sensory signals, and random noise which degrades the ability
of the driver to perceive the true vehicle states. It is necessary to understand the limitations
introduced by sensory dynamics in order to predict how a human driver will respond under
different conditions.
Bigler [41] began the development of a driver model which considers sensory percep-
tion, incorporating results from studies of human sensory systems into a model of driver
steering control. However, as discussed further in Chapter 2, human sensory systems do
not necessarily perform the same during driving as they do during passive measurements.
Studies from the aerospace industry have shown how system identification procedures
can be used to identify models of human perception during active control tasks [32–40].
Therefore, the overall strategy for this research is to carry out experiments with human
drivers, and use similar identification techniques to identify parameter values for a model
of driver steering control which incorporates sensory dynamics, building on the model
developed by Bigler [41].
1.4 Aim and objectives
The main aim of this work is:
to understand the impact of sensory dynamics on the control performance of a
human driver in real and virtual environments.
Achieving this aim requires the fulfilment of several objectives, which are to:
• Use relevant published research to assess current knowledge of the performance
of human sensory systems.
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• Develop a new driver model which accounts for the role of sensory dynamics,
and validate this model with measurements from human drivers.
• Understand how drivers are affected by the limited physical motion feedback in
a driving simulator.
• Determine whether drivers with different levels of experience use sensory infor-
mation differently.
• Use the driver model to explore how sensory measurements are used during
driving, and how they affect the performance of the driver.
1.5 Thesis structure
The remainder of this thesis is presented in seven chapters which describe the steps taken
to achieve the aim and objectives defined in Section 1.4. A review of the literature on
human sensory dynamics is presented in Chapter 2, to understand the state of the art in
human sensory perception research and highlight key results which could be incorporated
into a model of driver control behaviour. The initial development of a new model of
driver steering control is described in Chapter 3, including an experiment carried out
in a simulator with human drivers and an identification procedure used to fit the model
prediction to experimental results.
The experiment described in Chapter 3 was designed so that the physical motion
feedback could be replicated at full scale, to simulate a real driving task as closely as
possible. To understand how drivers are affected by the limited physical motion usually
available in a driving simulator, the performance of drivers with scaled or filtered physical
motion is investigated in Chapter 4. The driver model developed in Chapters 3 and 4 is
derived for a linear vehicle, using random target and disturbance signals with stationary
statistical properties. To address these limitations, the response of drivers to transient
target and disturbance signals is investigated in Chapter 5. The model is then extended to
represent drivers’ control of a vehicle with nonlinear tyres in Chapter 6.
The work described in Chapters 2 to 6 focuses on the development of a new driver
model and validation of this model using experiments carried out by human drivers. Various
simulations are carried out in Chapter 7 to investigate the predictions, applications and
limitations of the new model. It is hoped that this will motivate further research into
the role of sensory dynamics during driving. The main conclusions of the thesis and
suggestions for further work are summarised in Chapter 8. A detailed summary of the new
driver model, including a full mathematical derivation, is presented in Appendix A.
Chapter 2
Sensory perception literature review
When designing vehicle systems it is important to consider how the driver and vehicle
interact. A survey of existing driver models in Chapter 1 shows that there is currently
little understanding of the role of sensory dynamics in the driver-vehicle control
task. A substantial amount of research has been carried out in the fields of biology
and neuroscience to investigate human perception, cognition and action in various
circumstances. In this chapter a review of the literature is carried out to consolidate
information from previous studies which can be used when incorporating human
sensory systems into the design of a driver model. Key results are highlighted from
studies measuring sensory dynamics, delays and thresholds, and research into the
integration of stimuli from different sensory systems. This review provides a basis for
further study into sensory perception during driving. An amended version of this
chapter has been published as a journal paper [42].
2.1 Introduction
Driving is one of many human sensorimotor tasks that involve perceiving stimuli in the
surrounding environment and responding with a physical action [43]. The neurophysio-
logical processes involved in such tasks are shown in Figure 2.1. A stimulus may excite
various senses, which produce chemical signals characterised by the dynamics of the
sensory receptors (explored in Section 2.2). Sensory signals are then transmitted through
the nerves as electrical impulses caused by firing neurons, with the firing rate encoding
a frequency-modulated signal [44]. Certain stimuli can elicit reflexive responses which
bypass the brain by activating motor neurons emerging from the spinal cord [44].
There are physical and biochemical limitations to the speed with which each of the
processes shown in boxes in Figure 2.1 can be carried out, therefore time delays are
introduced into the sensorimotor system. These delays are discussed further in Section 2.3.
In addition, noise is introduced due to nonlinearities in the receptor and neuromuscular















































Figure 2.1: Diagram of the main processes carried out by the sensorimotor system to generate
a physical response to a sensory stimulus. Processes which introduce time delays are shown
by boxes, and sources of noise are shown by ovals.
dynamics, errors in the brain’s internal models and spontaneous firing of neurons [45].
This means that humans are unable to measure stimuli with perfect accuracy or plan and
execute an ideal response. It also results in thresholds below which stimuli cannot be
perceived, as discussed in Section 2.4.
Once sensory signals are received in the brain, they are processed in the sensory
cortex to extract information from the encoded signals transmitted through the nerves [46].
Information from different senses is integrated to form a single representation of the
environment using internal models of the human body and the surrounding world [47, 48],
as explained in Section 2.5. Based on this, a physical response to the perceived stimuli is
planned. Signals required to activate the muscles are generated in the motor cortex, and
fine-tuned in the cerebellum using feedback from the sensory measurements [46]. Signals
are then transmitted along motor neurons which activate muscle fibres, causing them to
contract. Physical responses are shaped by the dynamic properties of the activated muscles.
In the context of driving, neuromuscular dynamics have been modelled for drivers’ arms
holding a steering wheel [15–17] and legs actuating a gas pedal [18].
An important feature of perception during driving tasks is that the stimuli perceived
by the driver’s sensory systems arise from the motion of the vehicle, which is controlled
by the driver. This means that the driver is involved in an active closed-loop perception
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and control task, as opposed to a passenger who is a passive observer [49]. The driver is
able to anticipate future motion of the vehicle when integrating sensory measurements, as
discussed in Section 2.5. During driving multimodal stimuli are perceived simultaneously
by different senses in various axes, in contrast with unimodal stimuli which stimulate one
sensor in a single axis. Care must be taken when relating results from investigations carried
out in passive, unimodal conditions to models of active, multimodal control and perception.
This is discussed in relation to sensory delays in Section 2.3 and thresholds in Section 2.4.
The scope of this review is broad and thus it is not possible to review every topic
in great detail; each section could be extended significantly. However the aim of the
review is to give an overview of key results from the literature, with particular focus
on motivating and informing further development of driver models incorporating human
sensory dynamics. Both steering and speed control are considered concurrently, since in
many cases the sensory mechanisms discussed are relevant for both control tasks. The
main findings of the review are summarised and discussed in Section 2.6. This review
considerably extends earlier reviews by Bigler and Cole [41, 50].
2.2 Sensory dynamics
Various sensory systems are used by the driver to infer the state of the vehicle and its
surroundings. The main senses used in the control of vehicle speed and direction are:
• Visual: The visual system is the only means the driver has of detecting the
upcoming road geometry. It is also used to sense the motion of the vehicle
relative to the surrounding environment.
• Vestibular: The vestibular organs are located within the inner ear, and they sense
rotations and translations of the driver’s head.
• Somatosensors: Somatosensors include a wide range of sensory organs which
detect various states of the body, such as contact pressure, temperature and limb
position. They include proprioceptors which detect joint angles and muscle
lengths and tensions.
The following subsections give an overview of the published literature on these three
sensory systems. Other senses such as hearing may also play a role but are not discussed.
2.2.1 Visual system
Visual perception is the subject of significant research activity in psychology, neuroscience
and biology. There is still much to understand about how a human interprets the neural
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signals received by the retina from a potentially complex three-dimensional visual scene
containing objects that might be familiar or unfamiliar, and moving or stationary, with a
moving or stationary observer. Detailed discussions of the processes involved in visual
perception are presented in [51–56]. For the purpose of driver modelling it is not necessary
or feasible to model all of these processes, therefore this review focuses on the most
relevant results for modelling visual perception in a driving environment.
In the two-level model of vehicle control [6] the visual system is used in both the
feedback task and the feedforward task. The feedback task involves using the visual system
in combination with the vestibular and somatosensory systems to perceive the motion of
the vehicle, which is used to respond to disturbances. In the feedforward task, the visual
system views the geometry of the road ahead of the vehicle so that future control actions
can be calculated. Higher levels of the driving task, not considered in this review, involve
the visual system in perceiving additional information such as motion of other vehicles
and pedestrians.
2.2.1.1 Perception of self-motion (feedback)
Visually-induced motion perception is typically caused by motion of the eyes relative
to fixed surroundings, although illusory self-motion perception known as vection can be
induced by moving surroundings [57]. Since vehicle motion is primarily planar, the role of
the driver’s visual system in perceiving self-motion is mainly concerned with three axes:
longitudinal and lateral translations, and yaw (heading) rotations.
Various mechanisms have been suggested for visual motion perception. ‘Optic flow’
describes the velocity field created as points in the visual scene flow over the retina, along
lines known as streamers [51, 52, 58]. Optic flow patterns while driving on straight and
curved roads are shown by the dashed lines in Figure 2.2. For straight motion, the streamers
all originate from a point directly in front of the observer known as the focus of radial
outflow (FRO). This can be used as a visual cue to control the vehicle’s heading direction,
for example by aligning with the vanishing point at the end of a straight road [51]. For
rotational motion the streamers are curved and the FRO does not exist, although the point
on the horizon directly in front of the observer may still be used as a visual cue to heading
direction [59]. However, Riemersma [60] suggested that the FRO and heading direction
are too crude to play a role in car driving. Multi-level models of perception of motion from
optic flow have been developed [61–63], however these descriptions do not lead easily to
a simple relationship between vehicle motion and visually perceived motion, as they are
dependent on the characteristics of the surroundings.
Alternatively, it has been proposed that humans measure the rate of change of vectors










Figure 2.2: Potential candidates for visual cues used while driving. Optic flow patterns are
shown by dashed lines.
between themselves and specific objects in the visual field [64, 65]. This allows drivers
to calculate the ‘time-to-collision’ with objects, which can be particularly useful when
following a leading vehicle [31]. The distance and relative velocity of the objects can
only be inferred with prior knowledge of the object’s size or by comparison between two
visually similar environments [65, 66]. The road edges and centre line have also been
identified as key visual features used by drivers [60, 67].
Because of the variety of mechanisms involved in visual perception, it is difficult to
say what constitutes the ‘input’ to the visual system. Optic flow models would suggest that
velocities are measured, although the FRO can be used to measure heading direction (yaw
angle), and translational displacements can be discriminated with reference to stationary
features such as road markers. Gordon [65] used the unnatural appearance of the accel-
eration field to argue that accelerations and higher derivatives are not directly sensed by
the visual system, therefore the most appropriate inputs to the feedback component of the
driver’s visual system are translational and angular velocities. Since displacements and
angles can only be measured with respect to references such as road markers, they can be
included within models of drivers’ feedforward visual perception.
It is not clear from the mechanisms involved in visual perception whether perceived
rotational and translational velocities depend on the frequency of the stimulus. A simple
modelling approach is to assume unity gains between the actual and perceived velocities.
Alternatively, the frequency response of the visual system could be estimated from sensory
threshold measurements (see Section 2.4) [68, 69]. Riemersma [60] and Bigler [41] both
measured thresholds of visual perception of lateral and yaw velocities, superimposed on a
constant longitudinal velocity. Both studies presented subjects with a typical driving scene,
with Riemersma [60] displaying edge lines for a straight road and Bigler [41] displaying a
more realistic rendering of a straight road bordered by trees. Riemersma [60] found that
lateral and yaw thresholds are independent of longitudinal speed. Bigler [41] measured
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thresholds for stimuli of different frequencies, and analysing the results as in [68, 69]





with lateral velocity or yaw angular velocity as inputs. The same cutoff frequency
ωvi = 0.810 rad/s fits the results for both lateral and yaw motion. A similar low-pass
characteristic was also seen by Riemersma [60]. In the absence of direct measurements of
nervous responses to sensory stimulation, this model inferred from sensory threshold data
can be used to give some insight into the function of the visual system. However, further
research is needed to validate this approach.
2.2.1.2 Perception of road geometry (feedforward)
One of the key characteristics of driving tasks is the ability of the driver to use their visual
system to ‘preview’ the road ahead in order to carry out feedforward control. Studies have
investigated the key features of road geometry which are perceived while driving, often
using eye-tracking instrumentation to investigate where drivers look. On straight roads
drivers generally focus near the FRO, while on curved roads drivers scan the geometry of
the curve [70]. Many studies have found that drivers focus on the ‘tangent point’ on the
inside of a bend [71–74], as shown in Figure 2.2. The angle between the vehicle heading
and the tangent point can be used to estimate the road curvature [71] and required steering
angle [73]. Other studies have suggested that drivers look at a point on the predicted
vehicle path, the ‘future path point’ [75] as shown in Figure 2.2. There is no overwhelming
evidence in favour of the tangent point over the future path point or other nearby points as
a fixation point during driving [76–78].
Eye-tracking studies have found that drivers generally focus on a point around 1 to
2 s ahead of the vehicle on straight roads [6, 71], and that their gaze tends to move to an
upcoming curve around 1 s before they steer in that direction [79, 80]. Drivers have also
been found to make short ‘look-ahead fixations’, looking further along the road for short
periods of time [81]. While eye-tracking instrumentation is useful for determining the gaze
direction of a driver, Land and Lee [71] noted that it does not necessarily indicate where
the driver is directing their attention, because the driver may be using their peripheral
vision to gather information about road geometry away from the gaze point. To determine
what information is needed by the driver, steering performance has been measured with
only certain parts of the road visible [59, 82]. Performance was not degraded from the full
visibility condition if drivers could see a near point 0.53 s ahead and a distant point 0.93 s
ahead [82].
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Steen et al. [83] reviewed many studies which proposed one, two or multi-point preview
models, and concluded that a two-point preview model was the most realistic, with one
point close to the driver and one more distant point. However, Sharp and Valtetsiotis [13]
used a shift register to formulate a multi-point preview controller using visual information
taken from a single preview point, suggesting that a human driver in a moving vehicle could
use memory to construct a multi-point image of the road geometry from data sensed at
one discrete point. The use of optimal control theory to calculate gains on previewed road
geometry has shown that looking beyond a certain point results in diminishing returns [13,
14]. The point at which this occurs depends on the dynamic properties of the vehicle and
the driver, and the amount of control effort applied by the driver.
2.2.2 Vestibular system
There is some disagreement in the literature as to the relative importance of the vestibu-
lar system in non-visual motion perception. Studies into thresholds of human motion
perception in the dark generally assumed that the influence of the vestibular system is
much larger than the somatosensors [68, 69, 84–87]. Motion perception thresholds for
subjects with vestibular deficiencies have been found to be no different to normal subjects
in some studies [88, 89], but much higher in others [90, 91]. The relative importance
of the vestibular and somatosensory systems may depend on the precise nature of the
stimuli, however the vestibular system is undoubtedly an important source of information
for drivers.
The vestibular system consists of two sets of organs located in the inner ear: the
semi-circular canals (SCCs) which sense rotational motion, and the otoliths which sense
translational motion [46]. Many studies have investigated the function of the vestibular
system in primates and humans, either directly by measuring electrical signals in the brain
or indirectly by measuring the vestibulo-ocular reflex (VOR), a reflexive eye motion which
uses vestibular information to compensate for head movements.
2.2.2.1 Otoliths
The otoliths are formed from small granular particles contained in a gelatinous membrane
which is in turn connected to sensory cells via hairs called cilia. When subjected to transla-
tional acceleration, inertial forces on the otoliths deflect the cilia and excite the sensory
cells [46]. Most mathematical models are based on empirical data from experiments carried
out on humans and animals.
It is a natural extension of Einstein’s equivalence principal [92] that the otoliths cannot
discriminate between a translational acceleration and a change in orientation of the gravity
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Table 2.1: Otolith model parameters. The gain Koto has been adjusted to give comparable
outputs, since the scaling of the perceived signal is arbitrary.
Study Koto Toto1 Toto2 Toto3
Young and Meiry [93] 0.4 13.2 5.33 0.66
Hosman [94] 0.4 1 0.5 0.016
Telban and Cardullo [95] 0.4 10 5 0.016
Soyka et al. [68] 0.0225 22.05 0.62 0.016
vector. Young and Meiry [93] developed an otolith model relating the perceived and actual





(1 + Toto2s)(1 + Toto3s)
]
(2.2)
and identified values for the parameters, given in the first row of Table 2.1.
Fernandez and Goldberg [96] measured the afferent firing rate (AFR) in the brains of
squirrel monkeys subjected to accelerations at various frequencies and magnitudes. They
developed a model of the otoliths containing a fractional exponent, which is difficult to
implement practically. Therefore Hosman [94] proposed a simplified version in the same
form as Equation 2.2. Based on this and other research, Telban and Cardullo [95] suggested
slightly modified parameter values. Soyka et al. [68] used a signal-in-noise model to find a
transfer function for the otoliths which optimised the fit to sensory threshold measurements
(see Section 2.4). Suggested otolith parameters from these studies are summarised in the
remaining rows of Table 2.1. Bode plots of the otolith transfer function using the different
parameters are compared in Figure 2.3. In general the otoliths exhibit a low-pass response.
For a driving task, the mid-range frequencies (between 10−1 and 101 rad/s) are the most
important, and in this range the otolith response is roughly proportional to acceleration.
There are differences in the details of the frequency responses measured in different studies,
which highlights the difficulty in achieving repeatable results when using different subjects,
equipment and methodologies.
2.2.2.2 Semi-circular canals
The SCCs consist of sets of three elliptical cavities which are each filled with fluid [46].
Angular motion about any axis causes the fluid to move within these cavities, causing
deflections of small hairs which excite sensory cells. Early models of the SCCs were
based on considerations of the physical dynamics of the organs. Steinhausen [97] used
observations of motion within the SCCs of fish to develop the ‘torsion-pendulum’ model.
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Figure 2.3: Bode plot for otolith transfer function (Equation 2.2) with parameters from different
studies, given in Table 2.1. Input is acceleration.
Young and Oman [98] extended this model to include an additional ‘adaptation’ term TSCCa
to match trends seen in experimental results. Fernandez and Goldberg [45] added a lead







(1 + TSCC2s)(1 + TSCC3s)
]
(2.3)
which relates the perceived and actual angular acceleration.
Fernandez and Goldberg [45] measured the AFR of squirrel monkeys in response
to angular accelerations of various amplitudes and frequencies. Hosman [94] suggested
alternative parameter values based on results from the literature, neglecting the adaptation
time constant TSCCa since it lies outside the bandwidth of interest for driving tasks. Telban
and Cardullo [95] reviewed several relevant studies and suggested slight modifications
to the parameters of Equation 2.3. They also proposed a simplified transfer function for





(1 + TSCCas)(1 + TSCC2s)
]
(2.4)
(there is a typographical error in [95], with s in the numerator instead of s2). This transfer
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Table 2.2: SCC model parameters. Parameters which the authors have suggested may
be neglected are given in brackets. The gain KSCC has been adjusted to give comparable
outputs, since the scaling of the perceived signal is arbitrary.
Study KSCC TSCCa TSCC1 TSCC2 TSCC3
Fernandez and Goldberg [45] 5.73 80 0.049 5.70 0.005
Hosman [94] 5.73 (80) 0.110 5.90 0.005
Telban and Cardullo [95] 5.73 80 (0.060) 5.73 (0.005)
Soyka et al. [69] 2.2 (∞) 0.014 2.16 0.005
function neglects the short time constants TSCC1 and TSCC3, which affect frequencies well
above the range of normal head movements. Soyka et al. [69] optimised time constants to fit
sensory threshold measurements using a signal-in-noise model. Similarly to Hosman [94],
they neglected the adaptation time constant TSCCa. SCC parameters found from various
studies are summarised in Table 2.2. Bode plots of the SCC transfer function using the
different parameters are compared in Figure 2.4. The key feature of the transfer function is
roll-off at high and low frequencies, with zero response to constant angular acceleration.
At mid-range frequencies the transfer functions have the characteristics of an integrator,
hence why Telban and Cardullo [95] suggested the SCCs measure angular velocity rather
than acceleration. The agreement between different studies is much higher than for the
otoliths. This could be because they are based on similar models of the physical dynamics
of the SCCs, although the transfer function found from sensory thresholds [69] also agrees
well at mid-range frequencies.
2.2.3 Somatosensors
During driving the information provided by the visual and vestibular systems is comple-
mented by the somatosensors [46]. A subset of these are known as proprioceptors, which
sense motion and forces of the joints and muscles. These are particularly important in
allowing the driver to sense the angle and torque of the steering wheel, which can allow
experienced drivers to assess the contact between the tyre and the road. Proprioceptors are
also used to sense the displacements and forces of the foot pedals. The following subsec-
tions discuss the properties of the muscle spindles, which measure muscle displacement,
and the Golgi tendon organs (GTOs), which measure muscle force. Other somatosensors
which may play a role include skin and joint receptors which give information on touch
and joint angle [99, 100], and graviceptors which respond to the motion of fluid within
the body [101]. While these can give the driver useful information, such as contact forces
between the body and the seat [102], the nature of these stimuli means they are difficult to
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Figure 2.4: Bode plot for SCC transfer function (Equation 2.3) with parameters from different
studies, given in Table 2.2. Input is angular acceleration.
measure and quantify, and therefore the existing literature does not lend itself to application
within driver models.
2.2.3.1 Muscle spindles
Muscle spindles are sensors which detect the length and rate of change of length of the
muscles. They produce two separate signals, one dependent on muscle velocity and length
(type Ia afferent) and one dependent on muscle length only (type II afferent) [46]. An
empirical linear model of the muscle spindle response, based on measurements taken in
cats, was formulated by Poppele and Bowman [103], with the Ia and II afferent responses
to muscle displacements given by:
HIa(s) =
s(s + 0.44)(s + 11.3)(s + 44)
(s + 0.04)(s + 0.816)
(2.5)
HII(s) =
(s + 0.44)(s + 11.3)
(s + 0.816)
(2.6)
More complicated nonlinear models have also been developed which can predict the
afferent responses accurately under a wide variety of conditions [104, 105].
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2.2.3.2 Golgi tendon organs
GTOs respond to forces in the muscles. They share a nerve with the Ia afferent response of
the muscle spindles, giving a response known as a type Ib afferent [46]. A linear model of
the GTOs was first proposed by Houck and Simon [106], again based on measurements in
cats. Their model was stated as a transfer function between muscle force and Ib afferent
response by Prochazka [107]:
HIb(s) = 333
(s + 0.15)(s + 1.5)(s + 16)
(s + 0.2)(s + 2)(s + 37)
(2.7)
A nonlinear model of the GTOs has also been developed [108], and has been found to
describe the static and dynamic properties of the GTOs accurately.
2.3 Time delays
As shown in Figure 2.1, there are various ways in which delays are introduced between
sensory stimuli and the driver’s control response. Delay sources include receptor dynamics,
nerve conduction, neural processing and neuromuscular dynamics. Various techniques have
been used in the literature to measure delays in human response to sensory stimulation. The
simplest of these is to apply a stimulus and measure the time taken for a physical response
(such as pressing a button) to be recorded. Some studies have used more sophisticated
methods of applying stimuli, such as galvanic vestibular stimulation (GVS) which bypasses
the vestibular organs by applying an electrical stimulus directly to the nerves [109]. Other
methods have been used to detect responses at other points in the sensorimotor process,
such as measuring the VOR to identify reflexive delays, using magnetoencephalography
(MEG [110]) or electroencephalography (EEG) to measure electrical impulses within the
brain, or using electromyography (EMG) to record electrical activity in the muscles.
When interpreting sensory time delays measured in different studies with various
techniques, it is important to consider which of the delay components shown in Figure 2.1
are included in the measurement. The aim of this section is to use results from the
literature to estimate the total delay between stimulus and response for each sensory
system. However, it can be difficult to separate the effects of pure time delays from lags
due to the dynamics of the sensors and muscles, and the time taken for signals to rise
above noise levels [111]. Nevertheless, results from the literature can be used to find an
approximate estimate of the time delays in human sensory systems.
EMG has been used to measure the response of the muscle spindles to applied muscle
stretches, finding delays of 25–30 ms for the Ia afferent and 40 ms for the II afferent [112].
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Bigler [41] combined these with measured nerve conduction delays [46, 113] to give delays
of 34 ms and 48 ms for the Ia and II afferents. As the Ib afferent response of the GTOs
shares the same nerve as the Ia muscle spindle response, the time delay for the Ib afferent
may be the same as the Ia muscle spindle response. However these values do not include
any neural processing time, so the total delays are likely to be larger.
Reaction times for drivers’ responses to simulated wind gusts have been measured
in a driving simulator [114]. Mean delays of 0.56 s without motion feedback and 0.44 s
with motion feedback were found. These measurements encompass the complete process
between stimulus application and physical response shown in Figure 2.1, including all
delays, lags and noise. Therefore they can be considered as upper bounds for the delays
in the visual system and combined visual-vestibular systems during driving. MEG has
been used to record neural responses to visual stimuli and delays of 140–190 ms have
been found [115, 116], although it is unclear how much neural processing is carried out
before and after this response is measured. Vestibular reflex delays have been measured by
actively stimulating vestibular nerves using GVS and measuring the latency to the onset of
the VOR [117, 118]. Delays of 5–9 ms have been found, showing that the conduction of
vestibular reflex signals is very fast.
There is a growing body of evidence, reviewed by Barnett-Cowan [119], that despite
the very fast conduction of vestibular reflex signals, vestibular processing can take much
longer than for other sensory signals. Vestibular delays have been found to be significantly
longer than visual delays when measuring brain responses using EEG [120] or overall
reaction times [121]. Impulses in the brain occurred 100 ms and 200 ms after visual and
vestibular stimuli respectively, with a further 135 ms until a button was pressed in both
cases. This gives visual and vestibular delays of 235 ms and 335 ms, however these delays
may include the time taken for the stimuli to rise above threshold levels (as modelled by
Soyka et al. [111]) so they could be overestimates [119].
Visual and vestibular delays measured by Barnett-Cowan et al. [120, 121] are signifi-
cantly lower than those found in a driving simulator [114]. Furthermore, Barnett-Cowan
et al. [120] measured larger vestibular delays than visual delays, whereas Wierwille et
al. [114] found that adding vestibular stimuli significantly reduced the overall delay. This
could indicate that sensory delays are dependent on the conditions in which the stimuli
are applied. Delays due to nerve conduction and sensory and neuromuscular dynamics
result from biochemical processes which are unlikely to depend significantly on the precise
nature of the task. However, it is likely that neural processing time is affected by the
complexity of the task and the presence of distracting information and stimuli. Studies
have investigated the intermittent nature of cognitive processing [122, 123], which may
play a part in increasing reaction times with increased mental load.
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Rather than passively responding to stimuli, drivers actively control the motion of the
vehicle. It is difficult to measure time delays during an active control task, as response
times are affected by the closed-loop dynamics. Some insight can be gained by looking at
studies which have identified visual and vestibular delays during closed-loop pilot control
tasks [32–40]. In general vestibular delays have been found to be lower than visual delays,
with vestibular delays from 0.05 to 0.23 s and visual delays from 0.18 to 0.32 s. These
delays are consistent with the values measured in passive conditions, however due to the
large variability in measurements it is difficult to say whether delays are longer in active
or passive conditions. Delays have been found to increase in the presence of additional
stimuli [37] and in real flight compared with a simulator [39]. This indicates that perceptual
delays are higher during multimodal conditions.
2.4 Perception thresholds
Due to limits of human sensory organs and noise caused by spontaneous neuron firing,
sensory systems have thresholds below which stimuli cannot be perceived. Perception
thresholds are defined as the smallest stimulus which can be detected, and are commonly
measured by asking subjects to distinguish something about the stimulus, such as its
direction. In reality these thresholds are not precise, but a smooth transition from 0 to
100% probability of detection over a range of values. This cumulative probability distri-
bution is known as a psychometric function [124], and is often modelled as a cumulative
normal distribution. Variations on the ‘up-down’ method [125] are commonly used to
measure perception thresholds, and depending on the method used the thresholds measured
correspond to different probabilities of detection, generally between 65 and 80%.
The ‘just noticeable difference’ (JND) is defined as the smallest change in amplitude
from a reference stimulus which is required before the difference between the two stimuli
is noticed. From experiments on the perception of lifted masses, Weber [126] found that
the JND in mass was proportional to the reference mass. This result has been found to be
applicable for many perceptual systems, and has become known as ‘Weber’s law’ with the
constant of proportionality known as the ‘Weber fraction’. Figure 2.5 shows how JNDs
vary with stimulus intensity for a stimulus following Weber’s law.
Most published measurements of perception thresholds were carried out under passive,
unimodal conditions, meaning that subjects were exposed only to the one stimulus of
interest and they did not perform any task other than perceiving the stimulus. However,
during driving multiple senses are stimulated simultaneously in different axes, and the
driver is carrying out an active control task. Groen et al. [127] defined the ‘indifference









Figure 2.5: JNDs for a stimulus following Weber’s law. Weber’s law states that JNDs increase
linearly with stimulus intensity. The constant of proportionality is known as the Weber fraction,
and the y-intercept is the perception threshold.
threshold’ as the threshold for perception of a stimulus in the presence of other congruent
or incongruent stimuli. JNDs are a special case of indifference thresholds, when the
background stimulus is in the same axis and modality as the stimulus which is being
detected. Another special case of the indifference threshold is for congruent stimuli from
two different sensory modalities (e.g. visual and vestibular systems), where the indifference
threshold marks out a ‘coherence zone’ of stimuli which are perceived as consistent with
each other.
2.4.1 Threshold models
The simplest model of sensory thresholds is a ‘dead zone’ where the perceived amplitude is
zero. There are two possible methods for modelling this, as shown in Figure 2.6. Method 2
is the most applicable of these, as method 1 implies that the perceived amplitude would
be smaller than the actual amplitude, even above the perception threshold. The dead zone
model is useful for simplicity, however it assumes that the psychometric function is a step
function, and it cannot be used directly to model JNDs.
Recent studies have suggested that sensory thresholds arise primarily as a result of
noise in the sensory channels and the brain. Soyka et al. [68, 69] developed models of
translational and rotational motion perception thresholds based on additive noise (AN)
applied to the outputs of the otolith and SCC transfer functions. Perception thresholds
were defined as the minimum stimulus amplitude required for the output to exceed the
noise level. Both studies found good fits to experimental results, although the transfer
functions had to be adjusted slightly from those found in the literature (see Section 2.2).
This model predicts the frequency dependence of perception thresholds, and is valid for
arbitrary motion inputs rather than solely sinusoidal motion. A similar principle was used
by Bigler [41] to model JNDs as well as perception thresholds, by adding signal-dependent







Method 1 Method 2
Figure 2.6: Two methods of modelling sensory thresholds as dead zones. In method 1 the
perceived amplitude increases from zero after the threshold is reached, whereas in method 2

















Figure 2.7: Sensor model incorporating additive and signal dependent noise [41]. Noise is
added after the sensor transfer function to represent spontaneous neuron firing in the brain.
noise (SDN) as well as AN to the output of the sensor transfer function [128]. This sensor
model is shown in Figure 2.7.
2.4.2 Passive threshold measurements
Thresholds and JNDs have been measured in passive conditions for a variety of stimuli.
Soyka et al. [68, 69] showed that sensory thresholds could be predicted by finding when
the output of the sensory transfer function rises above a specific noise amplitude, therefore
this model can be used in reverse to infer noise amplitudes from sensory threshold measure-
ments. In the following subsections noise amplitudes are found in this way for the different
senses using sensory threshold measurements from the literature. These measurements
have all been taken under passive unimodal conditions, therefore since thresholds have
been found to increase under active or multimodal conditions (see Section 2.4.3) the noise
amplitudes found in this section can be considered as lower bounds. For each sensory
system, the signal-in-noise model of Soyka et al. [68, 69] is used to identify additive noise
2.4 Perception thresholds 23
amplitudes using two different transfer functions: (i) a published sensor transfer function
from considerations of the sensory dynamics; and (ii) a sensor transfer function optimised
to fit threshold data. It is unclear which of the two transfer functions is more appropriate
for driver modelling. The parameters derived from sensory threshold measurements may
describe the behaviour at low amplitudes better, however they may not completely match
the dynamic behaviour of the sensory system. Noise amplitudes are given in units with a *
symbol at the end, to indicate that the noise is added to the stimuli after filtering by the
sensory transfer functions.
2.4.2.1 Visual thresholds
Various studies have measured perception thresholds and JNDs for the visual perception of
self-motion. A driving simulator display was used by Bigler [41] to measure yaw angle
and lateral displacement thresholds. The display was not calibrated to give full-scale visual
feedback so the absolute values of the measured thresholds may not be at the correct scale,
however the frequency response should not depend on the display scaling. The results are
shown in Figure 2.8. The visual transfer function given in Equation 2.1 was used with the
model of Soyka et al. [68, 69] to give predicted thresholds, shown by the solid lines in
Figure 2.8. The model fits the thresholds very well, which is not surprising considering
that the visual transfer function was found by fitting parameters to these results. The
additive noise levels found are 0.0011 rad/s* for the yaw angular velocity and 0.032 m/s*
for the lateral velocity. The measurements were also fitted to a simple model of the visual
system dynamics, with unity transfer functions between actual and perceived yaw and
lateral velocities. The fit using this model is shown by the dotted lines in Figure 2.8, and
the noise values found are 0.0013 rad/s* for the yaw angular velocity and 0.035 m/s* for
the lateral velocity. Visual JNDs have been measured for a range of yaw velocities, and
Weber fractions of 7% [129], 10% [130] and 11% [131] have been found. No studies have
been found which measure visual JNDs for lateral motion.
A few studies have investigated limits of visual perception of motion in the longitudinal
direction. Reinterpretation of the data collected by Bremmer and Lappe [66] gives a
longitudinal displacement JND of 450 mm, with a reference displacement of 4 m. This
gives a Weber fraction of 10%, however extrapolating from measurements taken for
this relatively short displacement of 4 m may be inaccurate. Monen and Brenner [132]
determined the smallest step increase in forward velocity necessary for the difference to be
perceived within half a second, and found a large Weber fraction of around 50%.
Thresholds of visual perception involved in feedforward control have not been measured
explicitly. Authié and Mestre [133] measured JNDs in path curvature, finding a Weber
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Figure 2.8: Visual feedback perception thresholds measured by Bigler [41], for sinusoidal
yaw angles and lateral displacements superimposed on constant velocity forward motion.
fraction of approximately 11%. Bigler [41] used the results of Legge and Campbell [134],
who found the angular resolution of the retina to be around 1.5 arcmin, to calculate additive
and multiplicative noise variances for visual perception of road geometry. However these
results were found by asking subjects to indicate when they could detect a change in
position of a small dot, which is likely to be significantly easier than picking out the full
road geometry from a complicated visual scene.
2.4.2.2 Otolith thresholds
Perception thresholds for translational accelerations in the horizontal plane have been
measured extensively. Measurements have been taken in the longitudinal (x) and lateral (y)
directions and the thresholds have been seen to be similar in both directions [84], therefore
they are considered together in this section. Thresholds have also been measured in the
vertical (z) direction [135], however this axis is not so relevant for the driver’s control task.
The ‘up-down’ method [125] was used to measure thresholds in several studies, where
participants were subjected to sinusoidal stimuli with amplitudes which changed for each
trial [68, 84, 87]. Other studies used gradually increasing or decreasing motion amplitudes,
and asked subjects to indicate when they started or stopped perceiving motion [137,
138]. Thresholds for decreasing amplitudes were found to be lower than for increasing
amplitudes. It was thought that this was because the subjects were already ‘tuned in’ to
the signal so were able to pick it out from the noise more easily. In all of these studies,
the subjects were moved in only one axis at a time while seated in the dark, so they were
focused on the acceleration stimulus without any other distractions.
Thresholds for the discrimination of the direction of sinusoidal accelerations in the
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Figure 2.9: Lateral (y) and longitudinal (x) acceleration thresholds measured in several
different studies, compared with models found from dynamics and thresholds of the otoliths.
horizontal plane from studies using the up-down method are combined in Figure 2.9.
There is a large variability in results between different studies and even within each study,
indicating that perception thresholds are sensitive to differences in experimental methods
and participants. Predicted thresholds are also shown in Figure 2.9, found using the
signal-in-noise model of Soyka et al. [68]. The transfer function given in Equation 2.2
was used with two different sets of parameters from Table 2.1. The dashed line shows the
prediction using parameters suggested by Telban and Cardullo [95] from the dynamics of
the otoliths and measurements of brain responses, and the solid line shows the prediction
using parameters optimised by Soyka et al. [68] to fit measured thresholds. The ‘threshold’
model was fitted to the measurements of Soyka et al. [68] only, whereas the noise level
for the ‘dynamics’ model was optimised to fit the whole data set. The noise levels found
were 0.0377 m/s2* for the dynamics model and 0.015 m/s2* for the thresholds model. The
thresholds model fits the results much better than the dynamics model, which predicts that
thresholds plateau at a lower frequency than reality.
Naseri and Grant [139] measured JNDs for sinusoidal accelerations at 0.4 and 0.6 Hz
with varying amplitudes. The results were found to fit Weber’s law well, although a depen-
dence on frequency was also seen. A Weber fraction of 5% was found for measurements
taken at 0.4 Hz, whereas a value of 2% was found for measurements taken at 0.6 Hz.
2.4.2.3 Semi-circular canal thresholds
Various studies have measured thresholds for perception of angular velocity, using either
the up-down method [69, 85, 86] or by gradually increasing or decreasing amplitudes [137,
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Figure 2.10: Yaw angular velocity thresholds measured in several different studies, compared
with models found from the dynamics of the SCCs and from threshold measurements.
138], in a similar way to the otolith measurements. Measured thresholds from studies
using the up-down method are compared in Figure 2.10. The data all follow a similar trend,
with a fairly low amount of scatter compared to the otolith results. Predicted thresholds
are also shown using the signal-in-noise model of Soyka et al. [69], based on the transfer
function given in Equation 2.3. The solid line was found using parameters optimised by
Soyka et al. [69] to fit threshold measurements, and the dotted line was found using the
parameters suggested by Telban and Cardullo [95] for the SCCs, choosing the noise level
to fit measured thresholds as well as possible. Both sets of SCC parameters are given
in Table 2.2. The noise levels found were 0.025 rad/s* for the ‘thresholds’ model and
0.0231 rad/s* for the ‘dynamics’ model. Both models fit the results well, although the
model optimised to fit threshold measurements matches more closely as expected.
JNDs for angular velocity perception have been measured by Mallery et al. [90] and
dos Santos Buinhas et al. [130], finding Weber fractions of 3% and 13% respectively. The
difference between these values may be a result of the fact that Mallery et al. [90] measured
JNDs at larger amplitudes than dos Santos Buinhas et al. [130]. Mallery et al. [90] also
found that the gradient (JND/amplitude) was higher at low amplitudes, and suggested a
power law should be used rather than Weber’s law. However it is debatable whether JNDs
for the SCCs should follow a power law when most sensory systems follow Weber’s law.
2.4.2.4 Somatosensor thresholds
Various studies have measured perception thresholds for the displacements of different
limbs, however Bigler [41] is thought to be the first to have directly measured thresholds



























Figure 2.11: Thresholds for the perception of steering wheel angular displacement, measured
by Bigler [41].
for the perception of steering wheel angle. The results are shown in Figure 2.11. These
results cannot be used to find noise levels for the somatosensors without making some
assumptions about the relationship between steering wheel displacement and the displace-
ments, velocities and forces of the muscles, and further assumptions about the method
used to integrate information from the Ia, Ib and II afferents. Further work is necessary to
determine appropriate noise levels for the somatosensors.
Newberry et al. [140] measured JNDs in steering wheel angle, and reported a Weber
fraction of 14%. However, this was achieved by fitting a line with zero perception threshold,
and a better fit to the data can be achieved by including the effect of a non-zero threshold.
This gives a good linear fit to the measurements, with a Weber fraction of 9.6% and a
perception threshold of 0.006 rad. The stimulus profile and frequency was not reported
by Newberry et al. [140], however the extrapolated perception threshold is similar to that
measured by Bigler [41] for stimuli at 1 Hz (see Figure 2.11).
No studies are known to have directly measured perception thresholds for steering
wheel force or torque. Steering wheel force JNDs were measured by Newberry et al. [140],
and extrapolating from these measurements gives a perception threshold of 0.45 N and
a Weber fraction of 9.6%. It is interesting to note that the Weber fraction found for the
GTOs using this method matches the Weber fraction found for the muscle spindles almost
exactly, suggesting that there may be a perceptual link between the two sensors. The
GTO afferent and the primary muscle spindle afferent share the same nerve conduction
path [46], so since JNDs are related to noise along the transmission path this could explain
the similarity.
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2.4.3 Active and multimodal thresholds
The studies summarised in Section 2.4.2 all measured thresholds of a single stimulus in
isolation, during passive conditions where the subject was concentrating on the stimulus.
However, sensory stimuli which occur during driving are very different to the stimuli
applied in these controlled studies, so these results may not be directly applicable to
driving tasks. Stimuli in driving tasks are perceived under active rather than passive
conditions, and several stimuli are perceived simultaneously. Therefore the indifference
threshold (threshold in the presence of other stimuli [127]) should determine the limits of
perception during driving.
By asking subjects to perform a secondary control task in a separate motion axis, it has
been found that increasing the mental load on subjects causes an increase in perception
thresholds [137, 141]. Due to the equivalence of translational accelerations and shifts in the
gravity vector the brain can easily be fooled into misinterpreting the two types of motion.
Presenting subjects with visual cues simulating a translational acceleration while they were
undergoing rotational motion caused thresholds for the rotation to increase by factors of 5
to 6 [142, 143]. During an active driving task thresholds increased by factors up to 4 for
some subjects, but didn’t change at all for others [143]. The participants whose thresholds
did not increase during the active driving task reported higher levels of immersion in
the simulation, indicating that immersion is linked to participants’ ability to perceive the
motion accurately.
Pitch and roll thresholds have been measured with masking vertical motion cues,
finding a significant linear increase in pitch and roll thresholds with vertical motion
amplitude [144, 145]. In contrast to these studies, Valente Pais et al. [146] found no
significant effect of vertical motion amplitude on pitch rate thresholds. In this study the
pitch and vertical motion were applied at the same frequency, which may have caused
the motion cues to be perceived as coherent. Indifference thresholds for pitch rotation
in the presence of longitudinal visual motion were found to have the same frequency
response as the perception thresholds measured in passive conditions, but increased by
a constant gain [127, 142]. This result has been used to hypothesise that the presence
of additional sensory stimuli scales perception thresholds by a constant gain, without
affecting the frequency response. This is consistent with the models of Soyka et al. [68,
69] and Bigler [41] (shown in Figure 2.7), where the threshold is placed after the sensory
transfer function and the additional stimuli cause an increase in the noise level. Groen
et al. [127] suggested that the increase in noise level is linearly dependent on the amplitude
of the additional stimulus, which is equivalent to Weber’s Law in the special case of the
additional stimulus being in the same axis and modality as the measured stimulus.
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Recent studies have used parameter identification methods to estimate threshold values
during an active control task in the same axis, and thresholds in active conditions have been
found to be around 1.6 times larger than thresholds measured in passive conditions [147,
148]. It is evident from the literature that various factors cause thresholds to increase from
values measured in passive conditions, including mental load, the presence of other stimuli
and carrying out an active control task. It therefore may not be appropriate to rely on
passive threshold measurements to model sensory dynamics during an active driving task.
2.4.4 Coherence zones
The term ‘coherence zone’ was coined by van der Steen [149] to describe the range of
amplitudes of inputs to two sensory systems (such as visual and vestibular systems) which
are perceived as consistent with each other, as shown in Figure 2.12. The coherence zone
can be defined in terms of the point of mean coherence (PMC), coherence zone width
(CZW) and gain of mean coherence (GMC) as shown.
Coherence zones between the visual and vestibular systems have been measured at
various amplitudes and frequencies [149–151]. The GMC was found to decrease with
increasing stimulus amplitude, with subjects preferring larger vestibular motion than visual
motion at small amplitudes and the opposite at larger amplitudes. Significant differences
























Figure 2.12: Coherence zone between visual and vestibular stimuli. The coherence zone
width (CZW) is the difference between the upper and lower limits, and the point of mean
coherence (PMC) is the point halfway between the limits. The gain of mean coherence (GMC)
is defined as the ratio of the vestibular amplitude to the visual amplitude at the PMC, and
represents the preferred gain between the visual and vestibular cues.
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zones are highly dependent on experimental conditions. Contrary to results found for
perception thresholds, coherence zones do not change significantly during an active control
task [152]. This indicates that the perceptual mechanisms behind perception thresholds
and coherence zones may not be directly linked. The concept of a coherence zone has been
extended to the detection of heading direction [153] and phase differences [154, 155]. Jonik
et al. [155] found that physical motion can lead visual motion by up to 22 deg without the
difference being detected. This result was independent of the stimulus frequency, showing
that humans can be considered as phase error detectors rather than time delay detectors.
Research has shown that, when asked to tune physical motion to match visual motion,
subjects pick higher amplitudes when tuning downwards from high amplitude motion than
when tuning upwards from low amplitude motion [156]. Correia Grácio et al. [157] defined
the ‘optimal zone’ as the area between these upper and lower optima, and found that it
lay within the coherence zone. Similar to the PMC, GMC and CZW for coherence zones,
the optimal zone was defined in terms of the point of mean optimal gain (PMO), ‘gain
of mean optimal’ (GMO) and optimal zone width (OZW). In contrast to coherence zone
measurements, the OZW was found not to vary with amplitude or frequency, however the
GMO was found to decrease at higher amplitudes and frequencies. The GMO was also
found to be strongly affected by the field of view, resolution and depth of the visual scene,
with more realistic scenes giving GMOs closer to unity [158].
Two approaches to modelling CZWs were compared by dos Santos Buinhas et al. [130],
one matching the perceived intensity of the two stimuli and applying this to averaged
JNDs, and one summing the JNDs for the two individual stimuli. Comparison of model
predictions with experimental data showed that summing JNDs provides the best fit,
explaining the results particularly well at lower amplitudes. dos Santos Buinhas et al. [130]
suggested that PMCs could be modelled using Stevens’ power functions of perceived
stimulus intensity, however this method was not experimentally verified.
2.5 Sensory integration
The sensory systems described in Section 2.2 provide the central nervous system (CNS)
with measurements which can be used to estimate vehicle states while driving. However,
these measurements are shaped by the sensor dynamics, delayed (see Section 2.3) and also
contain additive and signal-dependent noise (as described in Section 2.4). The CNS must
therefore carry out sensory integration to give a single estimate of the vehicle states from
the noisy, delayed, filtered information received from each of the sensors.
In a real-world driving scenario, the driver is presented with coherent sensory in-
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formation. Any discrepancies between information from the different sensors is due to
sensory noise, or incomplete information available to a particular sensor. However, in
some situations the information presented to the different senses may be incoherent or
biased, in which case the driver may use a different integration strategy. This is particularly
relevant for motion in virtual environments, where the visual, vestibular and somatosensory
information presented to the driver may not all accurately reflect the real-world stimuli. An
overview of methods and results from investigations of sensory integration in a variety of
virtual environments (not specific to driving) is given by Campos and Bülthoff [159]. The
following subsections build on this, focusing on results which suggest how information
from the sensory systems summarised in Section 2.2 may be integrated during driving.
2.5.1 Integration of coherent sensory measurements
The simplest model of sensory integration is a linear weighting of the estimates from
different sensory systems [160]. Appropriate weightings can be identified from experi-
ments, however the scope of models with fixed weightings is limited. For many sensory
systems, the CNS has been found to integrate measurements using statistically optimal
methods [161–169]. These methods are based on Bayes’ theorem [170], which relates
the a posteriori probability P( Î | Ŝ) of condition Î given observation Ŝ to the probabil-
ity P(Ŝ | Î) of observation Ŝ given condition Î, the a priori probability P( Î), and the
observation probability P(Ŝ) (which is usually assumed uniform):
P( Î | Ŝ) =
P(Ŝ | Î)P( Î)
P(Ŝ)
(2.8)
Optimal integration of sensory cues involves choosing from the set of all possible
conditions Î = { Îi | i = 1, . . . ,NÎ } the condition Îi which has the highest probability
P( Îi | Ŝ) based on the set of observations Ŝ = {Ŝi | i = 1, . . . ,NŜ} from the different
sensory channels. For a continuous set of possible conditions Î a probability density
function of P( Î | Ŝ) can be plotted. Equation 2.8 shows that P( Îi | Ŝ) depends on an
assumption about the probability distribution P( Î) before the measurements are made,
known as a ‘prior’.
There are various ways in which the optimal value of Î can be chosen, such as the
‘maximum a posteriori’ (MAP) estimate, the ‘minimum mean square error estimate’
(MMSE) and the ‘maximum likelihood estimate’ (MLE) [171, 172]. However, if the priors
P( Î) and P(Ŝ) are uniform and the probability distributions are symmetric these estimates
are identical, and can found by maximising the likelihood function P(Ŝ | Î).
If the probability distributions of the sensory estimates Ŝi are all Gaussian, the MLE
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The variance σ2 of the combined estimate Ŝ is found from Equation 2.10 to be lower











Oruç et al. [162] showed that a Gaussian prior can be included in the MLE analysis as
an additional input, weighted by the inverse of its variance as usual. MacNeilage et al. [174]
used this result to model the integration of visual and vestibular cues to disambiguate
between an acceleration and a shift in the gravity vector, incorporating priors to model the
assumptions that humans are normally in an upright position and that smaller accelerations
are more likely than larger ones. Soyka et al. [175] measured off-centre yaw rotation
thresholds and found that SCC and otolith signals were integrated, although the results
suggested information from additional sensory systems may also have been used.
Near-optimal Bayesian integration of visual and vestibular information has been mea-
sured in several studies [164–169]. In contrast to these studies, de Winkel et al. [176] only
found results that fit the MLE model for 3 out of 8 participants and Nesti et al. [177] found
that combined visual-vestibular thresholds were higher than predicted by a MLE model.
Butler et al. [178] found that participants exhibited optimal visual–vestibular integration
90% of the time with a stereoscopic visual display compared with 60% of the time with a
binocular display. This suggests that the realism of the visual scene may affect whether or
not visual and vestibular information is integrated optimally. Some studies have found that
vestibular cues are weighted higher than visual cues [165, 166] while others have found
that visual cues are weighted higher [167]. Prsa et al. [167] suggested that over-weighting
of otolith signals and under-weighting of SCC signals may occur when vestibular cues are
integrated with visual cues.
In order to develop effective and efficient control strategies for interacting with their
surroundings, humans use their experience to develop internal models of themselves and
the world around them [47]. They are able to use learning methods to adapt these models to
changes in the environment [48] such as astronauts entering microgravity [179]. Using an
internal model, a recursive state estimator can be used to provide new a priori estimates at
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each time step to give improved estimates of the system states. A common implementation
of this method is the Kalman filter [180, 181]. It is assumed that the observer has an
internal model of the system given in state-space form:
x(k + 1) = Ax(k) + Bu(k) + w(k)
y(k) = Cx(k) + v(k)
(2.11)
The main difference between a driver and a passenger is that the driver has knowledge of
the inputs u, although they are perturbed by process noise w. Both driver and passenger
measure the outputs y, which are perturbed by measurement noise v. The new estimate of
the states x̂(k + 1) is predicted by propagating the current input u(k) and state estimate
x̂(k) through the internal model of the system. A correction is then added based on the
error between the previous estimated output Cx̂(k) and measured output y(k), weighted
by the ‘Kalman gain’ K(k):
x̂(k + 1) = Ax̂(k) + Bu(k) +K(k) {y(k) − Cx̂(k)} (2.12)
The time-varying Kalman gain K(k) is calculated to give a statistically optimal minimum-
variance estimate, weighting the estimates based on the covariances of the Gaussian noise
w and v. If the covariances are time-invariant, a steady-state linear filter can be found to
give the optimal state estimate for the system. Various studies have proposed models of
visual-vestibular integration based on Kalman filters [182–184] and Kalman filters have
also been used to model estimation of vehicle states for pilots [185] and drivers [41].
One implication of MLE models of human sensory integration is that the observer
must have access to estimates of the noise variance for each sensory channel. Ernst and
Bülthoff [186] suggested that the variance could be determined by looking at the responses
over a population of independent neurons. Several studies have attempted to build realistic
neural models to describe this behaviour [187–189], and they have found that a close
approximation to MLE can be achieved in such a way. Fetsch et al. [166] studied the
integration of visual and vestibular cues to heading angle in humans and monkeys with
varying reliability of the visual cues. They found that both humans and monkeys were able
to dynamically re-weight the cues between trials, indicating that they were able to measure
the reliability of each cue.
2.5.2 Integration of biased sensory measurements
While MLE is an optimal method of combining measurements from noisy sensory channels
with the same mean, if the signals are biased such that their means are no longer coherent,


















Figure 2.13: Maximum likelihood integration of two biased sensory channels. Probability
distributions of the sensors Ŝ1 and Ŝ2 (solid lines) are both biased, and using MLE causes
this bias to carry through to the combined estimate (dashed line).
using MLE will cause the bias to carry through into the ‘optimal’ sensory estimate as
seen in Figure 2.13 [190]. There will always be differences between measurements Ŝi
from noisy sensory channels, however it is impossible to separate the effects of stochastic
variations about the mean from bias in the sensory channels without prior knowledge of
the bias. The CNS may integrate biased sensory measurements using the MLE method if
conflicts are small [165, 191, 192] or if the conflicting information is presented in different
motion axes [193]. de Winkel et al. [194] found that over half of subjects integrated visual
and physical heading information regardless of the size of the bias. However other studies
have found evidence of various strategies for reducing bias in perceived signals [195–198].
When presented with two different sensory cues, the CNS must decide whether or not
they are coherent (originating from the same source). If they are coherent, differences
between them are a result of stochastic variations and the cues can be combined using
MLE. If not, the cues should be treated separately, treating the situation as a ‘cue conflict’.
Körding et al. [195] proposed a model using Bayes’ rule to decide whether or not two
cues are coherent based on a prior describing the likelihood of the cues coming from the
same source. The model was validated using experimental results, however Seilheimer
et al. [163] noted that Körding et al. [195] did not vary the reliability of the cues, so it is
unclear whether the model is valid in all cases. A similar Bayesian model incorporating
priors was proposed by Knill [199]. They found that the weight applied to a cue shrunk as
the size of the conflict increased, but it did not decrease to zero. However other studies
have found that under some circumstances humans will ‘veto’ a cue that does not fit with
the other sensory measurements [196, 200].
Ghahramani et al. [201] proposed an additional stage of ‘cue calibration’ before cues
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are fully integrated, where the difference between the estimates is reduced. The values of
estimates Ŝ1 and Ŝ2 are calibrated by adding ∆Ŝ1 and ∆Ŝ2, given by:
∆Ŝ1 = c1(Ŝ2 − Ŝ1)
∆Ŝ2 = c2(Ŝ1 − Ŝ2)
(2.13)
This improves internal consistency [197], ensuring that the estimates from different sensory
systems agree with each other, although it doesn’t necessarily improve external accuracy
(the overall accuracy of the CNS’s combined estimate). If c1 + c2 = 1, calibration achieves
full internal consistency by adjusting both estimates to the same value, otherwise the
reduction in the difference between estimates is smaller. Several studies have shown that
vision dominates the other senses under certain conditions [161, 202], so a model of ‘visual
capture’ has been proposed [161, 186]. In this model the non-visual sensory estimate
adapts to equal the visual estimate, giving ci = 0 for the visual channel and ci = 1 for the
other channel. Alternatively, Ghahramani et al. [201] proposed that calibration may be
based on reliability, with each calibration constant ci proportional to the variance σ2i of the
sensory estimate Ŝi. Burge et al. [197] tested this model in an experiment on visual-haptic
estimation of slant, and reported strong evidence in favour of this reliability-based cue
calibration.
Reliability-based calibration does not make physical sense as a method for reducing
sensory bias, however, as the reliability of a cue is independent of its bias [190]. A sensory
estimate could have low variance (high reliability) and high bias, or a high variance (low
reliability) but low bias. For example, in Figure 2.13 the cue with the higher variance has
the lower bias. Evidence opposing reliability-based calibration was found by Girshick and
Banks [200], who showed that the vetoed cue was not necessarily the cue with the highest
variance. Fixed-ratio calibration (with constants ci learned from past experience) was
found to fit measurements better than reliability-based calibration by Zaidel et al. [198],
who also explained how erroneous indications of reliability-based calibration could appear
using the methods of Burge et al. [197].
Linear cue calibration has been observed for conflicting visual and vestibular measure-
ments in several studies although, as with coherent measurements, there is disagreement
about which sense is more highly weighted. Visual dominance was found by Rader et
al. [203], whereas the vestibular system was found to dominate by Harris et al. [204].
Ohmi [205] found that visual cues dominated when conflicts were small but vestibular cues
dominated when conflicts were large. Zacharias and Young [206] found that vestibular
cues dominated visual cues at higher frequencies, so the dominant sensory system may
depend on the frequency content of the motion.
















Figure 2.14: Model of the ‘optokinetic influence’ proposed by van der Steen [149]
Experimental studies have shown that when a consistent conflict is observed between
the visual and vestibular systems, the perceived motion will eventually drift towards the
visual estimate [207]. van der Steen [149] proposed a model of the ‘optokinetic influence’,
where the visual estimate attracts the vestibular estimate over a transient period due to the
onset of visual self-motion (vection). This is modelled by passing the difference between





giving the optokinetic influence which is then added to the vestibular output as shown
in Figure 2.14. An implication of this model is that pre-filtering the vestibular cues by
the inverse of the vestibular dynamics, or conversely pre-filtering the visual cues by the
vestibular dynamics, should cause the visual and vestibular cues to be perceived as coherent
even though they differ substantially. Wentink et al. [208] tested this hypothesis using
subjective feedback from experiments in a simulator, and found that pre-filtering the
vestibular cues by the inverse of the vestibular dynamics did indeed result in coherent
perception. However pre-filtering the visual cues by the vestibular dynamics produced
cues which were perceived as coherent for only half the motion conditions.
Zacharias [209] developed a detailed empirical model of visual-vestibular integration
under cue-conflict conditions, shown in Figure 2.15. Borah et al. [182] developed an
adaptive version of this model, multiplying the visual estimate by the gain K and combining
it with the vestibular estimate using a Kalman filter. Telban and Cardullo [95] extended the
model of Zacharias [209], using some of the modifications suggested by Borah et al. [182]
and including the optokinetic influence modelled by van der Steen [149], and showed that
latencies measured in previous studies on humans could be predicted. However, further
validation work is needed to determine whether this model is more generally applicable.
Wright et al. [210] subjected participants to conflicting visual and vestibular motion in the
vertical axis with a realistic visual display. The results were found to be incompatible with
linear weighting conflict models and the more complicated model of Zacharias [209], as


























Figure 2.15: Visual-vestibular integration model proposed by Zacharias [209], adapted
from [95]. Visual measurements are filtered through an internal model of the vestibular
dynamics, subtracted from the vestibular measurements and passed through a high-pass
filter to resolve steady-state conflicts. Cues are weighted by K , which varies between 0 and 1
based on cosine-bell weighting functions. Large conflicts drive K to 0, vetoing the visual cue.
Small conflicts give K between 0.5 and 1, based on the magnitude of the visual cue.
vestibular amplitude. More research is clearly needed to understand how humans integrate
biased sensory estimates in different conditions.
2.6 Discussion
Key results from the literature on human sensory dynamics are presented in Sections 2.2
to 2.5. In this section these results are summarised and discussed with a view to under-
standing and modelling driver steering and speed control. Results for the human sensory
systems which are most relevant to driver modelling are summarised in Table 2.3. Transfer
functions are presented which have either been found from models of the sensory dynamics
and measurements of brain activity or inferred from sensory threshold measurements.
Using the transfer functions found from sensory threshold data may give more accurate
results near the limits of perception, however they may not capture all of the dynamic
behaviour of the sensory system.
Noise magnitudes have been inferred from sensory threshold measurements using the
signal-in-noise model of Soyka et al. [68, 69]. These were found from passive threshold
measurements taken for one sensory stimulus at a time, however thresholds have been
found to increase in active conditions and in the presence of other sensory stimuli by
factors between 1.5 and 6 [137, 141–145, 147, 148]. Therefore the noise values shown in
Table 2.3 should be considered as lower bounds. Most sensory systems have been found









































































































































































































































































to approximate Weber’s law, with JNDs increasing with stimulus amplitude, therefore
Weber fractions have been included in Table 2.3. Increases in sensory noise with stimulus
amplitude can be modelled by including signal-dependent noise [41, 128].
Estimates of sensor delays are also given in Table 2.3 for each system, comprising
of all components of the time delay between stimulus application and physical response.
However, there is still some uncertainty about the precise values, as it is thought that
delays in neural processing may be dependent on the exact nature of the stimuli and the
task being carried out. It is unclear whether delays increase or decrease during active
conditions, however they have been found to increase with additional stimuli in multimodal
conditions [37, 39].
For many types of stimuli, coherent sensory information has been found to be integrated
in a statistically optimal fashion [161–169]. Humans build up internal models of themselves
and their surroundings [47, 48] and a Kalman filter can be used to model optimal sensory
integration using internal models [180–185]. For incoherent sensory information, when
conflicting information is presented to the different sensory channels, sensory integration is
less well understood. A variety of models have been proposed, however no overwhelming
evidence has been found in favour of any of them. Consideration of how humans integrate
incoherent or biased sensory measurements may be important when studying drivers in
virtual environments, however in normal driving sensory measurements are coherent.
Since sensory parameters have been found to change under active or multimodal
conditions, it may not be appropriate to apply the results shown in Table 2.3 directly
to a driver model. It is very difficult to measure sensory parameters directly during
realistic driving conditions. However, by developing a model of driver control behaviour
incorporating sensory dynamics, parametric identification methods could be used to gain
some insight into the performance of sensory systems while driving. Procedures for
parameter identification have been developed [211, 212] and used to identify models of
drivers [213, 214] and pilots [32–40].
It is hoped that the information presented in this literature review will inform and
motivate future researchers to consider the influence of sensory dynamics in driving tasks.
The differences highlighted between active and passive measurements indicate that it is
not always appropriate to apply results from the sensory perception literature directly to
driver models. However, identification methods have been used in recent aerospace studies
to investigate perception during active control tasks, and there is clear scope for applying
similar techniques to studying drivers. The danger in such an approach is that identification
of a large number of sensory parameters may become infeasible. Therefore care must be
taken to increase the complexity of sensory models slowly, and use carefully designed
experiments to isolate different features of sensory perception during driving. This review
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should serve as a guide for potential areas of investigation, and a reference to compare
with new results.
2.7 Conclusion
The results summarised in this literature review give an insight into various different sen-
sory systems, and how they can be used to model driver control behaviour. Sensory transfer
functions have been studied extensively, and there is little disagreement between differ-
ent studies. Sensory integration is reasonably well understood under normal conditions,
however there is no consensus on how humans integrate conflicting sensory information.
Studies have shown that sensory thresholds increase under active and multimodal con-
ditions, but further research is necessary to determine how and why this happens. Time
delays also increase during multimodal conditions, however it is not clear whether they
vary during active control tasks. There is a great deal of scope for improving the available
knowledge on human sensory perception during active control tasks, so future research
should focus in this area. It is hoped that the information in this review will motivate the
development of more sophisticated driver steering and speed control models which take
account of the driver’s sensory dynamics.
Chapter 3
Driver model development and identification
Existing models of driver steering control do not consider the driver’s sensory dynam-
ics. Many aspects of human sensory perception have been researched extensively,
as reviewed in Chapter 2. Therefore, a new driver model is proposed incorporating
sensory transfer functions, noise and delays. An experiment was carried out in a
driving simulator, aiming to replicate a real-world driving scenario with no motion
scaling. The results of this experiment are used to identify parameter values for the
new driver model, and the new model is found to describe the results of the experiment
well. While some parameter values vary depending on the experimental conditions, a
fixed-parameter model is still able to provide a good approximation to the measured
results. The identified parameter values are compared with results from the literature
and are found to be physically plausible, supporting the hypothesis that driver steering
control can be predicted using models of human perception and control mechanisms.
3.1 Introduction
As discussed in Chapter 1, there is significant motivation for developing driver models
which allow quantitative analysis and optimisation of the driver-vehicle system without
relying on track testing and subjective driver feedback. Various models of driver steering
control exist, as reviewed by MacAdam [10] and Plöchl and Edelmann [11], however few of
these consider the driver’s sensory dynamics. The role of sensory dynamics during driving
can be explained within the ‘two-level’ model proposed by Donges [6]. In this model
a feedforward controller observes the road ahead, plans a trajectory for the vehicle and
calculates the required steering inputs, while a feedback controller corrects for disturbances
about this planned trajectory. The feedforward controller operates based on inputs from the
visual system alone, as modelled by optimal ‘preview’ controllers [13, 14]. The feedback
task involves using estimates of the vehicle states to correct for disturbances around the
planned path. Drivers cannot know all the vehicle states with complete accuracy, but
42 Driver model development and identification
instead take noisy, filtered, delayed measurements of different sensory variables and use
these to estimate the information required to control the vehicle [43]. The main sensory
systems used for the feedback task are the visual, vestibular and somatosensory systems.
A review of published literature relevant to sensory dynamics in driving tasks is
presented in Chapter 2, and the results of this can be used to assist with the design of a
new driver model incorporating sensory dynamics. The new model builds on the work of
Bigler [41], who used measurements from the literature to develop a driver steering control
model incorporating sensory dynamics, noise and delays. However, the predictions of the
model developed by Bigler [41] matched experimental results poorly. Recent studies have
shown that sensory thresholds increase significantly during an active control task [143,
147, 148] and in the presence of additional sensory stimuli [127, 142–145]. An active
control task such as driving requires attention to be shared between the task itself and the
perception of concurrent sensory stimuli, in contrast with passive measurements where
the subject is concentrating solely on one sensory stimulus. Therefore, to understand how
sensory systems are used during driving an identification procedure should be used to fit
the model to measurements from an active driving control task, rather than using passive
measurements from previous studies.
The aim of this work is to develop a new model of driver steering control which uses
models of the underlying physical processes involved in drivers’ perception and control.
The derivation of this new model is presented in Section 3.2. Preliminary analysis of
this model was carried out previously [215], using results from an experiment in a flight
simulator [36] to validate the modelling approach for an aeroplane control task. The design
of a new experiment is described in Section 3.3, following similar procedures to Zaal
et al. [36] to measure steering control behaviour in a driving simulator. An identification
procedure described in Section 3.4 is used to find parameter values to fit the data from
the experiment, giving the results presented in Section 3.5. The findings are discussed in
Section 3.6 and the main conclusions are summarised in Section 3.7.
3.2 New driver steering control model
A new parametric driver steering control model is derived in this section, incorporating
human sensory dynamics. The model is built around an optimal control strategy, hypothe-
sising that on average drivers achieve close to the best possible performance within the
limitations of their sensory and motor systems. Driving a vehicle is a complicated task
involving many physical and neural processes, so various simplifying assumptions and
omissions are made to allow a more reliable analysis. These assumptions can be relaxed in
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Figure 3.1: Summary of steering task described by new parametric driver model. The driver
follows a target path f t while compensating for disturbances fv and fω .
the future once more is known about the role of sensory dynamics in the core driving task.
The scope of the model does not extend to speed choice or control, therefore only vehicles
travelling at constant longitudinal speed are considered. However, the principles behind
this model could be extended to include variable-speed vehicles. The task of trajectory
planning and optimisation is also not modelled; the driver is assumed to follow a given
target path of negligible thickness. This limitation could be overcome by cascading a tra-
jectory planning model which calculates a desired trajectory based on the road geometry [7,
8] with the steering control model which attempts to follow this trajectory. To reduce the
computational effort involved in simulating the model and provide efficient mathematical
solutions for the controller, linear dynamics are used to model the driver-vehicle system.
Tyre friction characteristics are not considered, and the yaw angle of the vehicle is assumed
to be small. These assumptions are addressed in later chapters.
The steering task described by the model is shown in Figure 3.1, combining the
feedforward and feedback tasks described by the two-level model [6]. The feedforward
task involves following the target path f t, and the feedback task involves compensating for
random disturbances fv and fω. These disturbances may come from a variety of sources
such as wind gusts, vehicle nonlinearities and driver noise, however they can be modelled
as additive disturbances referred to the vehicle lateral velocity v and yaw velocity ω. The
target and disturbance signals f t, fv and fω are collectively known as forcing functions, as
under controlled conditions they can be synthesised artificially in order to identify different
loops of the driver-vehicle control system [36]. It is assumed that the aim of the driver is
to minimise the tracking error between the vehicle lateral displacement and the target path.
The structure of the new parametric model is shown in Figure 3.2. The plant describes
the system controlled by the driver, including models of the vehicle dynamics and the
driver’s neuromuscular dynamics and sensory systems. The driver’s control strategy
follows the linear quadratic Gaussian (LQG) framework, combining a linear quadratic






























Figure 3.2: Structure of new driver steering control model. Target and disturbance signals
are input as white noise wt, wv and wω , then filtered in the plant. The plant input δ̂ and
outputs y are perturbed with process and measurement noise w and v, so a Kalman filter
estimates the plant states x̂. An LQR controller computes an optimal plant input δ̂.
regulator (LQR) with a Kalman filter to give statistically optimal control actions and state
estimates based on the driver’s internal model of the plant. Previous studies have used
an LQR controller to model driver steering control while following a target path [13, 14],
hypothesising that an experienced driver will learn to steer in an approximately optimal
fashion. Various studies have found evidence that humans combine visual and vestibular
information optimally [164–169], and humans have been found to use internal models
to assist with various motor control tasks [47, 48]. A Kalman filter uses an internal
model to achieve optimal state estimation in the presence of additive white noise [181].
Sections 3.2.1 to 3.2.4 describe the various components of the new driver model, and a full
mathematical derivation of the complete model is presented in Appendix A.
3.2.1 Plant
The plant describing the dynamics of the system controlled by the driver is shown in
Figure 3.3. It is assumed that the driver’s internal model is a perfect representation of the
true plant. The plant input δ̂ plus process noise w is filtered by the driver’s neuromuscular
dynamics, giving the steering angle δ. Forcing functions f t, fv and fω are generated by
filtering white noise plant inputs wt, wv and wω, and added to the vehicle’s lateral velocity
v and angular velocity ω. The driver previews the upcoming target f t, with measurements
delayed by a visual delay τvi to give perceived displacements evi. The vehicle lateral
acceleration is sensed through the otoliths and the angular velocity is sensed through the
semi-circular canals (SCCs), with a vestibular delay of τve in both cases, giving perceived
lateral acceleration ave and angular velocityωve. The plant is modelled in discrete time with
sample time Ts, allowing the delays to be implemented explicitly using a shift register [16].


























































Figure 3.3: Structure of plant in new driver model. The plant describes the dynamics controlled
by the driver, including the vehicle dynamics, driver’s neuromuscular and sensory dynamics,
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Figure 3.4: Preview model of driver’s visual system. The driver measures lateral displace-
ments of the target path relative to a line projected forward from the vehicle. Measurements
are taken at intervals of UTs up to a prediction horizon Np = Tp/Ts time steps ahead.











Figure 3.5: Single-track model of lateral vehicle dynamics. The front and rear tyre pairs are
each represented as a single tyre, with constant cornering stiffnesses Cf and Cr.
A ‘preview’ model is used to describe the driver’s visual perception of the upcom-
ing target path [13, 14]. The driver previews future values of the target path up to the
preview horizon Tp as shown in Figure 3.4. The previewed displacements epn(k) for
n = 0,1, . . . ,Np, where Np = Tp/Ts, are given by:
epn(k) = f t(k + n) − y(k) − nUTsψ(k) (3.1)
assuming small yaw angles ψ. The vehicle is chosen for simplicity to be a two degree-






































The vehicle dynamics are discretised using a zero-order-hold method.
3.2.2 LQR controller
For a time-invariant linear plant an LQR controller can be calculated, consisting of a gain
vector KLQ which acts on the plant states to give an optimal plant input δ̂, which minimises
a cost function J. Additive white noise does not affect the optimal solution, so the white
noise plant inputs w, wt, wv and wω can be ignored. The cost function incorporates costs





qeep0(k)2 + qδ δ̂(k)2
}
(3.3)
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Previous studies have included costs on yaw angle error [13, 14], and it is also possible
to include additional terms such as steering velocity in the cost function. However for
simplicity only two costs are included. The optimal solution only depends on the relative
weightings, therefore qe is set to 1 m−2. As the steering cost is placed on δ̂ rather than δ,
the cost on steering inputs is shaped by the neuromuscular transfer function Hnm(s). The
optimal gain KLQ can be found using the Matlab function dlqr.
3.2.3 Kalman filter
The LQR gain KLQ multiplies the plant states x(k) to give an optimal plant input δ̂.
However, the driver only has access to measurements of the plant outputs, perturbed by
process and measurement noise w and v. Therefore, a Kalman filter is used to compute
an optimal estimate of the plant states based on the computed plant input δ̂ and noisy
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t are the variances of the process noise w and the disturbance
and target white noise inputs wv, wω and wt; V 2p , V
2
a , and V
2
ω are the variances of the
measurement noise added to the plant outputs evi, ave, and ωve; and 1(1, Np+1) represents a
column vector of (Np + 1) ones.
This model assumes that the measurement noise has the same variance for all previewed
target path displacements evi. Previous studies have accounted for an increase in noise with
distance from the observer and eccentricity from the gaze direction [41], however there is
a lack of research into how drivers view the geometry of an upcoming target path. The
assumption of constant measurement noise Vp across all previewed displacements, while
clearly a simplification, was not found to affect the fit to experimental results significantly.
A time-invariant Kalman filter HKF(s) can be calculated for this system using the Matlab






3.2.4 Model transfer functions and parameters
As explained in Section 3.1, previous studies reviewed in Chapter 2 have shown that
measurements taken in passive conditions may not be applicable to active control tasks
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such as driving [137, 141–145, 147, 148]. Therefore, most of the parameters of the model
are found using an identification procedure to fit to experimental results. However, the
forms of some of the transfer functions can be fixed using results from the literature.
Models of the vestibular system are taken from [95]:
HSCC(s) =
458.4s2




(5s + 1)(0.016s + 1)
(3.7)
Drivers’ neuromuscular dynamics are approximated by a second-order filter [15, 216]:
Hnm(s) =
ω2nm
s2 + 2ζnmωnms + ω2nm
(3.8)
Pick and Cole [15] studied drivers’ neuromuscular dynamics by applying torque distur-
bances to a steering wheel and found values of ωnm = 5.65 rad/s and ζnm = 0.43 for drivers
with relaxed arms and ωnm = 23.2 rad/s and ζnm = 0.24 with tensed arms. It is unclear
which of these is more appropriate for driver steering modelling, as drivers’ arms may be
partially tensed, therefore ωnm and ζnm are identified to fit experimental data.
The values of some of the remaining parameters, such as the vehicle dynamics and the
spectra and amplitudes of the forcing functions, are given by the experimental conditions.
However various other parameters values must be identified, including the steering cost
weight qδ, preview time Tp, the visual and vestibular delays τvi and τve, noise amplitudes
W , Va, Vω and Vp, and neuromuscular parameters ωnm and ζnm.
If the driver previews the upcoming target path they should be able to compensate
for their internal latencies to follow the target without any delay. However, preliminary
analysis of the experimental results showed that the drivers sometimes steered earlier than
expected, as if they were following a ‘shifted’ version of the target f t. This could be
because the drivers aligned a different part of the car with the target than the centre of mass.
An additional time constant Tt is therefore included to model this effect, such that the driver
attempts to follow f t (t − Tt) rather than f t (t). In total there are eleven parameters which
are neither determined by the experimental conditions nor fixed using results from the
literature, and these are found using an identification procedure to fit experimental data.
3.3 Steering control experiment
A new model of driver steering behaviour based on the dynamics of human sensory systems
is presented in Section 3.2. To investigate how sensory information is used during driving,
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an experiment was carried out to provide data which can be used to identify values for
the parameters of this model. A similar parameter identification procedure has previously
been carried out in [215] to fit the model to an experiment carried out by pilots in a flight
simulator [36]. The new experiment was designed following similar principles to measure
driver steering control in a combined target-following and disturbance-rejection task.
The experiment was carried out in a driving simulator, rather than a real vehicle on a test
track, due to the control that this allows over the experimental set-up. Driving simulators
have limited available travel, so the vehicle motion is usually scaled down or filtered to
fit within these physical limitations. This results in a conflict between the information
perceived by the visual and vestibular systems. There is some disagreement in the literature
as to how sensory conflicts are perceived by humans (see Chapter 2). Therefore, to ensure
the drivers used their sensory systems in the simulator in the same way as they would in a
real vehicle, the vehicle motion was designed to fit within the simulator limits without any
scaling or filtering.
3.3.1 Steering control task
The steering control task carried out in the experiment was the same as the task described by
the model in Section 3.2 (shown in Figure 3.1). The vehicle moved at constant longitudinal
speed U and the drivers were asked to follow a target lateral displacement f t as closely
as possible. Disturbances fv and fω were added to the lateral velocity and yaw angular
velocity of the vehicle as shown in Figure 3.3. The target and disturbance forcing function
signals f t, fv and fω were generated by filtering Gaussian white noise to match the
assumptions made in the driver model. White noise signals wt, wv and wω were generated
in discrete time by choosing random numbers from a zero-mean normal distribution. The




ω of these signals were adjusted between trials, as discussed in
Section 3.3.3.
The forcing functions were tuned during preliminary testing to ensure that the ampli-
tudes were as large as possible without exceeding the simulator limits, and that a large
range of frequencies was included without becoming uncomfortable for the driver. The
spectrum of the target forcing function f t was chosen by combining a high-pass filter, to
attenuate low frequencies and ensure that the target path was within the simulator limits,
with a low-pass filter to restrict the bandwidth of the target. The filters were chosen to have
40 dB/dec roll-off at high and low frequencies, with upper and lower cutoff frequencies of
2 rad/s and 0.1 rad/s:
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Figure 3.6: Bode diagram of the forcing functions used in the experiment, for U = 10 m/s
Time (s)







0.15 f tfv filtered by (1/s)













Figure 3.7: First 40 s of the forcing functions used in trial A7. Disturbance forcing functions
have been filtered to show their effect on the vehicle lateral displacement.
The spectrum of fv was chosen so that, in the absence of any steering, the vehicle’s lateral
displacement y would have the same spectrum as f t. This was achieved by multiplying
H f t(s) by s, however this resulted in large-amplitude high-frequency components which
caused very large velocities and accelerations. Therefore, the spectrum was multiplied by
an additional low-pass filter with cutoff frequency 3 rad/s:





H f t(s) (3.10)
The spectrum of fω was chosen similarly, multiplying H f t(s) by s2/U so that the lateral
displacement due to fω was the same as f t, and multiplying by a low-pass filter with cutoff
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frequency 3 rad/s to reduce the amplitude of high frequencies:








H f t(s) (3.11)
Bode diagrams for each of the forcing function filters are plotted in Figure 3.6, and
time-domain examples of the forcing functions used in one of the trials are shown in
Figure 3.7.
3.3.2 Simulation conditions
A moving-base driving simulator was used for the experiment, with a high-fidelity visual
display and a motion platform which applied physical feedback to the driver. To confirm
that the bandwidth of the simulator is sufficiently high to provide an accurate recreation of
the desired motion signals at the required frequencies, the spectra of the demanded and
measured simulator motion are calculated using a discrete Fourier transform and plotted in
Figure 3.8. The spectra are seen to be similar for all frequencies with significant motion
amplitudes. The lateral and yaw motion applied to the driver was not scaled or filtered in
any way during the experiment. No longitudinal motion was used, however since humans













































Figure 3.8: Comparison of demanded and measured simulator motion. The lateral accelera-
tion and yaw angular velocity for trial A7, driver 1 have been passed through the vestibular
dynamics to give the spectra of the perceived signals.
52 Driver model development and identification
Table 3.1: Vehicle parameter values used in experiment
Cornering Cornering Moment Steering
Mass Length Length stiffness stiffness of inertia ratio Speed
Parameter m lf lr Cf Cr I G U
Units kg m m kN/rad kN/rad kgm2 – m/s
Base (B) vehicle 650 1.85 1.65 100 230 450 10 –
Slow (S) vehicle 650 1.85 1.65 100 230 450 30 10
Fast (F) vehicle 650 1.85 1.65 100 230 450 150 40
Fast (F*) vehicle 650 1.85 1.65 100 230 450 30 40
cannot detect constant velocities the visual and physical motion was perceived as coherent.
Simulated engine noise was played to mask the sounds of the motion platform.
The vehicle used in the experiment was the single-track model shown in Figure 3.5,
with dynamics given in Equation 3.2. Suitable parameter values were identified by fitting
the lateral and yaw responses of the single-track model to data from a high-accuracy
nonlinear vehicle model, using a least-squares method with the same steering input to
both models. A consequence of the difference in model complexity is that not all of the
identified parameter values of the single-track vehicle model are close to the corresponding
parameter values of the high-accuracy model. However, comments from the drivers during
the experiment confirmed that the identified single-track vehicle model gave a realistic
steering response. The identified parameter values are summarised as the ‘base’ vehicle in
Table 3.1. For the experiment, two different vehicle speeds were chosen, a ‘fast’ vehicle
with U = 40 m/s and a ‘slow’ vehicle with U = 10 m/s, which gives larger amplitudes of
yaw motion without exceeding the lateral displacement limits of the simulator. Due to the
small size of the target displacements, the steering ratio G was increased for both vehicles
to reduce the sensitivity of the vehicle to steering inputs. An amended fast vehicle (F*),
with a smaller steering ratio, is also included in Table 3.1 for use in later chapters.
In the experiment of Zaal et al. [36], the visual display used by the pilots consisted of a
screen which showed a line representing the target aeroplane pitch angle and a cross-hair
showing the actual pitch angle. This display did not give the pilots any information about
future values of the target angle. In contrast, drivers are usually able to see the road ahead
of them, previewing the upcoming target path as shown in Figure 3.4. This allows them to
compensate for delays in the visual feedback loop by planning steering actions in advance.
Two types of visual display were designed for the experiment, one which allowed the driver
to preview the upcoming target path in order to replicate a more realistic driving scenario,
and one without preview to allow delays in the visual system to be investigated. Examples
of the two displays are shown in Figure 3.9. In both cases the vehicle moved along a
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Figure 3.9: Visual display examples, with and without preview. Note that the simulator display
was much higher fidelity than these examples.
straight road, with objects such as trees and buildings next to the road for use as visual cues
to speed and depth. In the ‘no preview’ case, a straight target line moved laterally across
the road, with the lateral displacement of each point on this line equal to f t(t) at time t.
This allowed the driver to see the current value of f t without any information about future
values of the target. In the preview case the target line was fixed to the road, allowing the
driver to see the upcoming target.
In a real vehicle, lateral forces generated by the tyres on the front axle are communicated
to the driver through torque at the steering wheel, and this can give the driver useful
information about the vehicle states. The new driver model does not currently take account
of steering torque feedback, therefore the steering system was modelled as parallel spring
and damper, with transfer function:
HSTF(s) = kSTF + cSTFs (3.12)
between steering angle and resistive torque. This provided some resistance to steering,
however it didn’t give the driver any information about the vehicle states. The stiffness kSTF
was set to 8 Nm/rad and the damping coefficient cSTF to 1 Nms/rad. Drivers’ perception of
more sophisticated torque feedback can be investigated in the future and incorporated into
the driver model.
3.3.3 Experiment procedure and trials
The experiment consisted of fourteen trials, with a range of conditions designed to explore
different aspects of the driver’s control strategy. The conditions are summarised in Table 3.2.
Various forcing function combinations were tested with the slow and fast vehicles, with or
without preview. For trials with no target (marked 0 in the preview column) the ‘preview’
and ‘no preview’ models are equivalent. There were five test subjects in total, all male
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Table 3.2: Experimental conditions for each trial
Forcing function amplitudes
Trial Wt (m*) Wv (m/s*) Wω (rad/s*) Vehicle Preview
A1 1.58 0 0 F ✗
A2 1.58 0 0 F ✓
A3 0 1.58 0 F 0
A4 0 0 1.58 F 0
A5 0 1.11 1.11 F 0
A6 0.79 0.79 0.79 F ✗
A7 0.79 0.79 0.79 F ✓
A8 1.58 0 0 S ✗
A9 1.58 0 0 S ✓
A10 0 1.58 0 S 0
A11 0 0 1.58 S 0
A12 0 1.11 1.11 S 0
A13 1.11 1.11 1.11 S ✗
A14 1.11 1.11 1.11 S ✓
and aged between 24 and 30. All five drivers possessed driving licences and had at least
six years experience driving cars on public roads. Drivers 1–4 all had a small amount
of experience driving in a simulator. Driver 5 was a professional test driver with a great
deal of experience driving simulated and real cars. Reaction times [217] and sensory
thresholds [87] have been found to increase with age, therefore the small age range of
the subjects allows measured differences to be linked to driving experience. However, the
identified parameter values may be lower than values expected for older drivers.
Practice runs of several of the trials were carried out before the experiment to familiarise
the drivers with the steering task and the different disturbances and vehicle models. During
the experiment the order of the trials was randomised. Before the experiment began each
subject was told how the conditions may vary between the trials, however in order to avoid
biasing their expectations they were not told anything about the specific conditions of each
trial.
3.4 Identification procedure
An identification procedure can be used to find values for the parameters of the new
driver model presented in Section 3.2 which give the best possible fit to the results of the
experiment described in Section 3.3. The identification procedure consists of two stages,
Box–Jenkins identification to fit general polynomial transfer functions to the experimental
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results, and parametric identification to find a set of parameter values for the new driver
model. The procedure is run separately for each of the five drivers. In addition, the
measured steering angles are averaged over the five drivers to give a set of ‘averaged data’,
which is also used for identification. The averaged data should contain less random noise
compared with the data for the individual drivers, allowing an average set of parameter
values to be found more reliably. However, it relies on the assumption that the drivers were
using similar control strategies. The first 15 s of each trial are excluded from the data used
for identification, as the drivers may have taken some time to work out the conditions of
the trial and settle on a control strategy. The final 30 s of each trial are also excluded, so
that the fit of the last 30 s can be measured to validate the predictive power of the model
and to check for over-fitting (see Section 3.5.4).
3.4.1 Box–Jenkins identification
The first identification stage involves fitting general transfer functions to the measured data
to estimate the contribution of linear control behaviour to the measured steering actions.
This gives an approximate upper bound on how well the parametric driver model could be
expected to fit. The Box–Jenkins method is used to estimate polynomial transfer functions
between each of the model inputs ( f t, fv, fω) and the model output (δ) [211, 218]. The
method also finds a model of the noise spectrum Hn(s).
Odhams and Cole [214] investigated a similar identification method for a driver model,
varying the orders of the polynomial transfer functions, and found that if the order is too
low the fit will be poor but if it is too high bias may be introduced due to over-fitting. Using
5th order polynomials resulted in a good compromise, therefore this order is chosen for the
Box–Jenkins identification. The Box–Jenkins method can also make allowances for time
delays between each input channel and the output, however the method does not estimate
these directly from the data so they have to be known in advance. To find optimal values
of these time delays, Box–Jenkins identification is carried out with a range of different
delays and a genetic algorithm is used to iterate towards values which give the best fit to
the experimental results.
3.4.2 Parametric identification
The new parametric driver model depends on eleven variable parameters which are neither
fixed in advance nor taken from the experimental conditions. Upper and lower bounds are
chosen for these parameters based on physical considerations, as summarised in Table 3.3.
Ljung [211] presented two methods for identification of systems operating in closed-
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Table 3.3: Upper and lower bounds for identified parameter values. The symbol * after a set
of units indicates that the variable is filtered.
Parameter qδ Va Vω Vp W τvi τve Tt Tp ωnm ζnm
Units – m/s2* rad/s* m rad* s s s s rad/s –
Upper bound 2 1 1 5 1 0.5 0.5 1 2 50 2
Lower bound 10−3 10−3 10−3 10−3 10−3 0.03 0.03 -1 0 0 0
loop, direct identification where the system is simulated in open-loop and indirect identi-
fication where the system is simulated in closed-loop. As the feedback transfer function
(the vehicle) is known in this case the indirect method is the most appropriate, and should
result in lower bias than the direct method. The simulated steering angle δsim can be com-
pared with the measured steering angle δexp and the mean-square difference (δsim − δexp)2
minimised to find the optimum set of parameter values. This difference (δsim − δexp) is
composed of modelling error, which can be reduced by improving the accuracy of the
model, and random noise introduced by the driver, which cannot be reduced.
If the driver noise is not white, bias may be introduced into the identification of the
driver model. Ljung [211] showed that this bias can be reduced by filtering the prediction
error so that the noise term approximates white noise. This requires filtering by the inverse
of the noise model Hn(s) (found in the Box–Jenkins identification procedure) to give a
weighted prediction error ε. This increases the amplitude of high frequencies, however
the bandwidth of a driver’s steering control is physically limited. Therefore a low-pass









(δsim(s) − δexp(s)) (3.13)
Previous studies have carried out simulations of similar identification procedures for driver
models and shown that filtering by the inverse of the noise model is effective in reducing
bias in the identified parameter values [213, 214].
Finding the optimum set of parameter values involves minimising the mean-square
weighted prediction error ε. Due to the number of parameters involved and the complicated
relationships between them this is a difficult minimisation task, which is likely to have
many local minima. A stochastic method is required to explore the entire search space
and find the global minimum solution. A genetic algorithm is therefore used, starting
with a population of 100 random solutions between the upper and lower bounds and using
principles of natural selection to ‘mate’ and ‘mutate’ the best solutions, allowing the
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Table 3.4: Conditions for each step of the parametric identification procedure, to find a single
set of parameter values for each driver. Parameters held constant in each step are shown by
a bullet (•).
Parameters held constant
Step Trials qδ Va Vω Vp W τvi τve Tt Tp ωnm ζnm
1 A1, A3–A6, A8, A10–A13 • •
2 A1, A3–A6, A8, A10–13 • • •
3 A2, A7, A9, A14 • • • • • • • •
4 A1–A14 • • •
population to converge towards the global minimum over 100 iterations [212]. A second
minimisation stage is then carried out to focus in on the minimum using a gradient search
method, taking the genetic algorithm solution as the starting point. The Matlab function
fmincon is used for this stage with the SQP algorithm.
Initially, single sets of parameter values are identified for each driver to fit the results
of all trials. Minimisation over a multidimensional search space can be difficult, and as
the number of parameters increases so does the difficulty of finding the global minimum.
Therefore the identification procedure is carried out in several steps to reduce the number
of parameters identified at any one time. The conditions for each step are given in Table 3.4.
In step 1 parameter values are identified for the trials without preview. This allows the
target shift Tt to be set to zero and the preview time Tp to be held constant at 0.1 s, since
the driver is not able to obtain additional information by looking further ahead.
Parameters W , Va, Vω and Vp affect not only the linear component of the modelled
control strategy, but also the predicted amplitude and distribution of the random noise
introduced by the driver. It is desirable for the noise amplitude predicted by the model to
match the noise amplitude found in the experiment. The modelling error is assumed to be
small, so that the driver noise is given by the difference between the measured steering
angle δexp and the modelled steering angle δsim. Simulations showed that the predicted
noise amplitude is affected much more by the process noise than the measurement noise.
Therefore, after step 1 the average ratio of the measured to the modelled noise amplitudes
is found and used to scale W . In step 2, W is then held constant while the remaining
parameter values are identified to fit the results of the non-preview trials once more.
In step 3 optimal values of Tt and Tp are found from the trials with preview. The value
of Vp is also allowed to vary, because if the number of preview points increases the noise
on each preview point must also increase to give the same overall level of uncertainty in
the measurements. The target shift Tt was found to be unnecessary for trials with the fast
vehicle, so Tt is set to zero for these trials. The other eight parameters are held constant at
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the values found in step 2. In step 4 a further optimisation is carried out, holding Tt, Tp and
W constant at the values found previously and identifying the remaining eight parameter
values to minimise the average weighted prediction error across all fourteen trials.
Once a single set of parameter values is found to fit all of the trials as well as possible,
separate parameter sets are identified for each trial individually. To reduce the computation
time and the number of parameters needing to be optimised, the preview time Tp, the target
shift parameter Tt and the process noise amplitude W are held constant, using the values
found for the single parameter set. When running the parametric identification procedure
for the averaged data, the value of W is held constant throughout at the average of the
values identified for the separate drivers, to give a realistic predicted noise amplitude.
3.5 Results and analysis
In the following subsections, the results of the experiment and the model identification
procedure are analysed in various ways. In Section 3.5.1 the agreement between the
parametric driver model and the results of the experiments is investigated. The identified
parameter values are compared between drivers and between trials in Section 3.5.2, and
the noise levels predicted using these parameters are compared with those found in the
experiment in Section 3.5.3. Additional measurements are used to check the model for
over-fitting in Section 3.5.4, and the convergence of the identification procedure is tested
using simulated results. In Section 3.5.5 the performance of each driver is compared by
running simulations using the identified parameter values.
3.5.1 Agreement between model and measurements
It is possible to quantify the agreement between the measured and modelled steering angles
by calculating the ‘variance accounted for’ (VAF). This value represents the percentage of
the variance in the measured signals δexp which is matched by the model prediction δsim,


















VAF values are plotted in Figure 3.10 to quantify the agreement between the predicted and
measured steering angles for each of the five drivers as well as the averaged data.
As expected, VAFs are largest for the Box–Jenkins model, giving an approximate
upper bound on the percentage of the steering signal which is linear. VAFs are lowest
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Figure 3.10: Agreement between driver model predictions and experimental data. VAF
values are plotted for all five drivers and for the averaged data. The fit of the Box–Jenkins
model is compared with the fit of the new parametric model, either using separate parameter
sets fit to each trial or a single parameter set to fit the results of all trials.
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for the single parameter sets, as the separate parameter sets are able to get closer to the
optimum for each individual trial. In general the VAFs for the separate parameter sets are
very close to the VAFs for the Box–Jenkins model, indicating that the parametric model
structure can explain the observed linear driver steering behaviour very well. VAFs for
the single parameter sets are reasonably close to the VAFs for the separate parameter sets.
For the individual drivers there are some trials where the single parameter sets do not fit
as well, showing that the drivers’ individual control performance may change between
trials, however the results using the single parameter set fit much better for the averaged
data. The VAFs are higher for the averaged data than for the individual drivers, which is
expected as averaging should reduce the amount of noise in the results. A single set of
parameter values is found for the averaged data which gives VAFs greater than 71% for all
trials, and 82% on average.
3.5.2 Identified parameter values
A comparison of the single parameter sets identified for each of the drivers is shown in
Figure 3.11. In general the parameter values are similar between the different drivers,
showing that the drivers were using similar control strategies. The parameter values found
using the averaged data all fall within the range of the parameter values found for the
individual drivers, so the averaged data appears to be a valid representation of a typical
driver’s steering control strategy.
The identified parameter values highlight various trade-offs between different param-
eters, which have similar effects on the modelled steering action. Comparison of the
identified visual delay τvi and neuromuscular frequency ωnm shows that drivers with lower
values of one parameter also had lower values of the other. Decreasing the neuromuscular
frequency increases the lag in the neuromuscular system, therefore this is compensated
for by a reduction in the visual delay, although the vestibular delay is not affected. The
neuromuscular damping ζnm decreases with ωnm, possibly to compensate for some change
in the characteristics of the neuromuscular system as ωnm decreases.
One of the most significant differences between the drivers is in the steering cost qδ.
This parameter describes the trade-off between steering effort and path-following error, and
is a choice made by each of the drivers rather than a physical limitation. The performance
of the drivers is compared further in Section 3.5.5. Some difference between the drivers
is also seen in the process noise W , and this is discussed in Section 3.5.3. Due to the
complexity of the model and the number of parameters, as well as the amount of noise in
the measurements for each driver, the fact that the parameter values are a similar order of
magnitude and in most cases close in value for the different drivers is encouraging. Further
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Steering cost qδ (rad−2*) a noise Va (m/s2*) ω noise Vω (rad/s*)
Visual noise Vp (m) Process noise W (rad*) Preview time Tp (s)
Vestibular delay τve (s) Visual delay τvi (s) Target shift Tt (s)
NM frequency ωnm (rad/s) NM damping ζnm
Driver number Driver number Driver number
0 2 4 6 0 2 4 6 0 2 4 6
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Figure 3.11: Single parameter sets found to fit all the trials. Values found for the individual
drivers are shown by markers, and values found for the averaged data are shown by horizontal
lines. Separate values of the steering cost qδ are identified for the fast and slow vehicles.
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discussion is given in Section 3.6 to determine whether the identified values are physically
appropriate.
To investigate whether drivers’ sensory parameters vary between trials, separate param-
eter sets identified for each trial using the averaged data are plotted in Figure 3.12. The
process noise W , preview time Tp and target shift Tt are held constant during this identi-
fication procedure, however for the other parameters there is a wide spread of identified
values. This highlights the difficulty of identifying such a large number of parameters for
individual trials. Part of the reason for this large spread of results is that the effect of certain
parameters is larger in some trials than others. For example, the visual noise amplitude
Vp is not very important for trials with zero target (A3–A5, A10–A12) so a large range of
identified values of Vp is seen for these trials. The noise amplitude Vω is lowest for trials
with both v and ω disturbances (A5–A7, A12–A14), indicating that for the other trials the
driver did not place much weight on the angular velocity measurements. This shows that
drivers use angular velocity measurements mainly to distinguish between translational and
rotational disturbances. Comparison of the values of Vω found for trials A5–A7 with those
found for trials A12–A14 shows that Vω is larger for the slower vehicle. This indicates that
the measurement noise may be partly signal-dependent, as angular velocities were larger
in the trials with the slow vehicle. Consistent visual delay values τvi are identified for the
trials with a target but without preview (A1, A6, A8, A13), which are close to the value
identified for all the trials. When the driver can preview the target they can compensate for
their visual delay, so it is more difficult to identify reliable values.
Further trends can be seen in the identified results which indicate how certain parameter
values depend on the experimental conditions. For example, the neuromuscular damping
ζnm is higher for trials with zero target (A3–A5, A10–A12) and lower for the remaining
trials without preview (A1, A6, A8, A13) than for those with preview (A2, A7, A9, A14).
Since the cost function weight qδ is applied to the plant input δ̂ before the neuromuscular
dynamics, the cost function is shaped by the neuromuscular transfer function. These
variations in ζnm may therefore indicate changes in the driver’s internal cost function. In
addition, the visual noise Vp is higher for trials without preview, which could be because
the drivers found it more difficult to take reliable measurements with this unnatural visual
display.
The results shown in Figure 3.12 indicate that certain sensory parameters vary slightly
under different conditions. It may be possible to develop a more accurate driver model by
investigating and accounting for all of these variations. However, the agreement found
between the measurements and the model predictions shown in Figure 3.10 demonstrates
that a good approximation to the drivers’ control strategies can be found using a constant
set of parameter values.
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Steering cost qδ (rad−2*) a noise Va (m/s2*) ω noise Vω (rad/s*)
Visual noise Vp (m) Process noise W (rad*) Preview time Tp (s)
Vestibular delay τve (s) Visual delay τvi (s) Target shift Tt (s)
























A0 A5 A10 A15
Trial number
A0 A5 A10 A15
Trial number













































A0 A5 A10 A15
Trial number














Figure 3.12: Parameter values identified for each trial separately using averaged data. The
single parameter set identified to fit all of the trials for the averaged data is shown by horizontal
lines.
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3.5.3 Measured and modelled driver noise amplitudes
One of the objectives of the identification procedure described in Section 3.4.2 is to find
a set of parameter values which predicts driver noise levels similar to those seen in the
experiments. This is achieved by scaling the process noise amplitude W based on the ratio
between the measured and modelled noise amplitudes. The measurement noise amplitudes
Va, Vω and Vp are not scaled; while the Kalman filter is able to reduce the effects of
measurement noise by using other measurements and an internal model of the system, the
process noise is added immediately before the plant so cannot be reduced as effectively by
the driver. Simulations confirmed that most of the noise in the modelled steering action
originates from the process noise.
Assuming small modelling error, the driver noise is defined as (δsim − δexp). The ratio
between the measured and modelled RMS noise amplitudes is shown in Figure 3.13a,
using the single parameter sets identified for each driver. Overall the noise amplitudes
match well between the model and the experiment. On average the ratio is close to 1,
although the modelled noise is generally slightly larger than the measured noise, which
could be because measurement noise amplitudes were not scaled. There is a reasonable
amount of variation between trials, with the experimental noise generally larger for the
trials with the slow vehicle (A8–A14).
To investigate the reasons behind the variation in noise amplitudes across the different
trials, the values of W are scaled by the ratio of the experimental to the modelled RMS
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(b) Adjusted values of W
Figure 3.13: Ratio of measured and modelled RMS driver noise amplitudes. In (a), a constant
value of W is used for each driver, whereas in (b) the values of W have been adjusted for
each trial to match the noise levels more closely.




























(a) W vs. RMS(δ)
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(b) Mean SNR (RMS(δ)/W )
Figure 3.14: Investigation into signal-dependent process noise. The identified process noise
W is compared with the RMS steering angle δ in (a), and a strong linear correlation is seen.
The mean SNR is compared between drivers in (b).
again. The agreement between the measured and simulated steering angles is not affected,
with the VAFs using the adjusted values of W on average 0.4% higher than the VAFs
using a constant value of W . The resulting ratios between measured and modelled noise
amplitudes are shown in Figure 3.13b. These ratios are much closer to 1 than the ratios
found using constant W values in Figure 3.13a. The predicted noise amplitude is still on
average slightly larger than the measured noise amplitude, which could be a result of the
measurement noise amplitudes not being adjusted.
The adjusted values of W are plotted against the RMS steering angle for each trial in
Figure 3.14a. There is a clear linear relationship, showing that process noise is signal-
dependent rather than additive. The amplitude RMS(δ) of steering actions applied by the
driver varies between trials and depends on the task and the driver’s internal cost function.
Therefore it may be more appropriate to define a constant signal-to-noise ratio (SNR)
RMS(δ)/W between the RMS steering angle and the RMS process noise, rather than a
constant value of W . SNRs for each driver are compared in Figure 3.14b. There is some
variation between the drivers, however comparison of Figure 3.14b with Figure 3.13b
shows that the SNR correlates with the ratio of measured to predicted noise amplitudes. For
example, driver 4 has a larger SNR in Figure 3.14b, but the model is shown to underestimate
the noise level in Figure 3.13b, showing that the values of W should be slightly higher. The
opposite is seen for drivers 1 and 5. Taking this into account, there is very little difference
between the SNRs for the different drivers, with a value of 0.57 found on average. This
value may seem very low (the noise level is almost twice that of that signal), however the
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closed-loop dynamics of the driver allow some of the noise to be compensated for, so the
effect of the noise is not as significant as the small SNR might suggest.
3.5.4 Model and procedure validation
Measurements from the last 30 s of each trial are not used in the identification procedure,
but are kept to validate the predictive power of the different models and to check for
over-fitting. If over-fitting had occurred, the model would fit the experimental results
much better for the data that was used for identification. To check this, average VAF
values are calculated over all the trials for each driver, either using the signals between
15 s–90 s (which are used for identification) or using the signals between 90 s–115 s (the
last 5 s are neglected as the drivers may have steered differently as the end of the target
line approached). The results are compared for all three models in Table 3.5.
Table 3.5 shows that some over-fitting may have occurred in the Box–Jenkins results
and the results for the separate parameter sets, as the average VAF is lower in the final
30 s for all drivers except driver 4 using these models. This is not seen for the averaged
data, showing that the reduction in driver noise due to the averaging of the measurements
reduces the level of over-fitting. These results show that the VAFs given in Figure 3.10 for
the Box–Jenkins model and single parameter sets may include a portion which is spuriously
fitting to random variations in each trial. It also indicates that the separate parameter sets
found for each trial may not always be reliable.
In contrast, the results for the single parameter sets do not show any evidence of
over-fitting. VAFs are lower in the last 30 s for drivers 3 and 5, but higher for drivers 2
and 4 and very similar for driver 1. This shows that by optimising over all of the trials
Table 3.5: Validation of new driver model. Average VAF values over all the trials are compared,
using the steering angles measured between 15–90 s (which are used in the identification
procedure) and between 90–115 s (which are not used).
Box–Jenkins Parametric (separate) Parametric (single)
average VAFs (%) average VAFs (%) average VAFs (%)
Driver (15–90 s) (90–115 s) (15–90 s) (90–115 s) (15–90 s) (90–115 s)
1 76.6 69.7 71.1 64.7 59.7 59.6
2 81.1 80.6 79.3 78.3 70.8 71.7
3 74.0 71.2 70.6 66.3 64.0 61.8
4 64.2 68.3 59.5 63.7 52.4 58.0
5 79.2 72.4 77.2 66.6 69.7 63.6
Averaged data 88.6 88.8 86.6 86.2 81.8 83.4
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any random variations are evened out, allowing a single set of parameter values to be
found without fitting to the random noise in the results. Therefore the single parameter
sets identified to fit all the trials are more likely to be reliable than the separate parameter
sets found for the individual trials.
Simulated measurements can be used to check that the identification procedure de-
scribed in Section 3.4 reliably converges to the correct parameter values. Representative
steering angles are created for each trial using the driver model with the parameter values
identified for the averaged data over all trials, shown in Figure 3.11. Measurement and
process noise are added with the identified amplitudes, to give results with similar noise
levels to the real measurements. An ensemble of ten sets of simulated results for each
trial is created with different random noise signals, and the identification procedure is run
for each set. Since the agreement between measured and modelled noise amplitudes is
investigated in more detail in Section 3.5.3, step 1 of the identification procedure given in
Table 3.4 is omitted and the process noise amplitude W is set to the correct value.
The resulting identified parameter values are shown in Figure 3.15. These demonstrate
that in general the procedure does reliably converge to the correct parameter values. There
is some slight variation, as is expected when the measurements contain a significant amount
of noise, however the identified parameters do not deviate substantially from their true
values. Figure 3.15 highlights some small biases in the identified visual parameters, with
both Tp and Vp underestimated slightly. This is likely to be because Tp is set to a small
value of 0.1 s during step 2 of the procedure, resulting in a bias towards lower values
during further steps. Although this bias should be considered when analysing the identified
visual parameters, it only has a small bearing on the results and overall the identification
procedure is shown to be reliable.
3.5.5 Driver performance comparison
The aim of the drivers during each trial was to follow the target f t as closely as possible,
which is modelled as a minimisation of the mean-square tracking error e2 = ( f t − y)2.
Therefore one way to quantify the performance of the drivers in each trial is to find the
RMS value of e, and averaging this value over all the trials gives a performance metric
for comparing the different drivers against each other. However, for a given driver, the
accuracy with which they follow the target path also depends on their control effort, which
can be quantified as the RMS value of the steering angle δ (or more accurately the plant
input δ̂, however this cannot be measured directly from the experimental data). A driver
who decides to use more steering effort may be able to achieve a lower path-following
error than a driver who chooses to steer less. This trade-off is reflected in the cost function
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Figure 3.15: Validation of identification procedure. Identified parameter values are shown for
ten repetitions of the procedure, using simulated measurements with added noise.
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Figure 3.16: Steering error against steering effort for each of the drivers. Experimental results
averaged over all trials are shown by large markers. Simulated results with varying steering
weight qδ are shown by small markers.
of the parametric driver model (Equation 3.3), which includes costs on both e and δ̂.
The average RMS tracking errors and average RMS steering angles across all the trials
for each driver are shown by the large markers in Figure 3.16. As expected, the general
trend is that the path-following error decreases as the steering effort increases. Points
towards the lower left of the graphs represent better drivers who achieved a lower tracking
error with smaller steering actions. By this metric, driver 1 performed worse than drivers
2 and 5, and driver 2 also performed better than driver 3. However it is difficult to give
a more general comparison of the drivers as it is not clear how tracking error varies with
steering effort for a given driver.
To investigate the trade-off between tracking error and steering effort, simulations of
all the trials are run using the parametric driver model with the parameter values identified
for each driver. The steering cost qδ is varied logarithmically between 10−2 and 102, and
the average RMS tracking errors and steering angles are calculated for each driver. These
results are shown by the small markers in Figure 3.16. In Figure 3.16a, the process noise
amplitude W is kept constant as qδ varied. In Figure 3.16b, for each value of qδ the value
of W is chosen based on the constant SNRs shown in Figure 3.14b for each driver.
The simulation results trace out performance curves for each of the drivers, showing the
trade-off between steering effort and path-following error represented by the cost function
weights. With constant values of W (Fig. 3.16a), the tracking error increases very steeply
at low steering angle amplitudes, and significant differences are seen between the drivers.
However, taking the more realistic approach of keeping the SNR constant (Figure 3.16b)
gives much shallower curves. The differences between drivers are small, reflecting the
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Figure 3.17: Measured and modelled vehicle lateral displacement y during the first 60 s of





















Figure 3.18: Spectral density of the driver noise referred to the steering angle δ, as found in
the experiment and as predicted by the model for trial A7 with driver 2, using the adjusted
process noise amplitude as described in Section 3.5.3.
similarity in the identified parameter values. It would be interesting to attempt to validate
these results experimentally by asking drivers to steer with different amounts of effort,
however drivers may find it difficult to consciously drive at a different operating point than
they would naturally choose.
The performance curves would be expected to pass through the large markers repre-
senting the operating points found in the experiment, however the tracking errors from
the simulations are much lower than the values found in the experiment. The reason for
this can be seen by looking at the vehicle lateral displacements, as shown in Figure 3.17.
Even though the RMS noise level on the steering angle is similar in the simulation and
the experiment, the lateral displacement is much further from the target in the experiment.
This is because the noise in the experimental results contains more low frequencies than
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the modelled noise, leading to large low-frequency path-following errors. This can be seen
in Figure 3.18, where the spectral density of the experimental noise (δsim(s) − δexp(s)) is
compared with the spectral density predicted by the model.
These low-frequency discrepancies may result from the small lateral displacements
of the target forcing function, which were difficult for the driver to see accurately. In
the trial shown in Figure 3.17 the driver seems to have been consistently to the left of
the target by about 10 cm, which may be because he wasn’t able to see such a small
misalignment. Figure 3.18 shows that the noise model spectral density does not match the
results particularly well at low or high frequencies, so the assumption of white process and
measurement noise may not be completely valid. However, at the mid-range frequencies
which are more important for a driving task the fit is good.
3.6 Discussion
The results presented in Section 3.5 can be used to give an insight into driver steering
control behaviour and sensory systems during a realistic driving task, allowing knowledge
of the underlying mechanics of human perception to be combined with understanding of
the higher-level control strategies used while driving.
3.6.1 General discussion of results
Experimental data has been used to identify parameter values for a new parametric driver
model based on a physical understanding of human sensory dynamics. The VAF values
presented in Section 3.5.1 show that the new model fits the experimental results almost
as well as the upper bound given by the Box–Jenkins model. This result supports the
hypothesis that driver steering control can be predicted using models of the underlying
sensory mechanisms. The new model fits the results of all trials well with a single fixed set
of parameter values. Simplifications have been made in the modelling of human sensory
dynamics, such as neglecting visual perception of vehicle motion and assuming constant
measurement noise on each previewed lateral displacement. The good agreement between
the model and experimental results shows that these assumptions are reasonable.
Another assumption made in the model is that the measurement and process noise is
Gaussian, white and additive. In Section 3.5.3 the process noise W is found to correlate
linearly with RMS steering angle, indicating that process noise is signal-dependent rather
than additive. The ω measurement noise Vω is found in Section 3.5.2 to be larger for the
slow vehicle than the fast vehicle. The angular velocities were also larger for the slow
vehicle, so this result could indicate that the measurement noise is also signal-dependent.
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Signal-dependent noise could be included explicitly in the driver model [41, 128], however
this increases the complexity and computational requirements since the standard LQR
and Kalman filter solutions are no longer optimal. As long as the conditions do not vary
significantly over time a simpler solution may be to choose the additive noise amplitudes
W , Vω, Va and Vp based on the expected average signal amplitudes. In Section 3.5.5 the
model is shown to underestimate noise amplitudes at low frequencies and overestimate
them at high frequencies. However the fit is better at the mid-range frequencies which are
more important for driver steering control, so the assumption of Gaussian white noise may
still be sufficiently accurate.
Parameter values identified for each of the five drivers are found in Section 3.5.2 to
be similar in general. The trade-off between steering effort and path-following error is
explored in Section 3.5.5, and simulations with signal-dependent process noise W show
that performance curves for all drivers are similar. It is interesting that the professional
driver (driver 5) did not perform any better than the other drivers during this experiment.
This could be because the identified delays and noise amplitudes are linked to physical
limitations which are similar in most healthy humans, so for simple tasks like those carried
out in the experiment more experienced drivers do not necessarily have any advantage. The
advantage of a professional driver is likely to be more apparent in the nonlinear handling
regime near the limit of tyre adhesion, and in planning the optimum target trajectory.
3.6.2 Comparison of parameter values with results from literature
A review of relevant literature relating to sensory dynamics during driving is carried out in
Chapter 2, therefore the identified parameter values can be compared with results from the
literature to determine whether the new parametric driver model gives a realistic description
of the function of sensory systems during driving. A comparison between the single set
of parameter values identified to fit the averaged data and estimates from the literature is
presented in Table 3.6.
There is some disagreement in the literature as to the values of delays in the visual
and vestibular systems, and it can be difficult to distinguish between pure delays, lags and
time taken to overcome threshold levels [111]. Transmission of vestibular reflex signals
has been found to be very fast [117, 118], however other studies have suggested that
neural processing of vestibular information may take longer than processing of visual
information [119–121]. The identified vestibular delay of 0.19 s is slightly longer than the
visual delay of 0.16 s, supporting the hypothesis that processing of vestibular information
takes longer than visual information. Both of these values are within the (somewhat large)
range suggested by results from the literature, and they can be used as a more specific
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Table 3.6: Comparison of identified parameter values with estimates from literature. Identified
values are found using the averaged data.
Parameter qδ (fast) qδ (slow) Va Vω Vp W
Units rad−2* rad−2* m/s2* rad/s* m rad*
Identified 0.13 0.087 0.46 0.033 1.1 0.32
Literature – – 0.038 0.023 – –
Parameter τvi τve Tt Tp ωnm ζnm
Units s s s s rad/s –
Identified 0.16 0.19 -0.55 0.85 10 0.54
Literature 0.10–0.56 0.05–0.44 – 1 5.65–23.2 0.24–0.43
estimate of sensory delays during a driving task.
Soyka et al. [68, 69] developed a signal-in-noise model of sensory thresholds, which
can be used to infer noise amplitudes from measured threshold data. Estimated noise
amplitudes using this approach are compared with identified values in Table 3.6. The
identified value of Vω is 1.4 times the value found from sensory threshold measurements,
whereas the identified value of Va is 12 times larger. Studies have found that vestibular
thresholds may increase by factors between 1.5 and 6 during an active control task [137,
141–145, 147, 148], which can explain the larger value of Vω but not of Va. However,
while the angular velocities in the experiment were very small and close to threshold levels,
the accelerations were much larger than the perception threshold. The ‘just noticeable
difference’ for accelerations increases with stimulus amplitude [139], so the identified
noise amplitude Va may include signal-dependent as well as additive noise. Taking this
into account, the identified noise amplitudes are plausible.
Studies measuring drivers’ gaze direction have found that drivers tend to look around
1 s ahead [6, 71, 79, 80]. They may also use their peripheral vision to gather additional
information, however Land and Horwood [82] found that viewing the road path more than
1 s ahead is not necessary for good steering performance. The identified preview time Tp is
0.85 s, which is slightly shorter than the 1 s found in the literature. This may be a result of
the small lateral target displacements and the assumption of constant visual noise Vp, when
in reality the target would become more difficult to see as the preview distance increases.
Previous studies have assumed that drivers look far enough ahead for the control gains on
the previewed displacements to settle to zero, in order to achieve the best possible tracking
performance [13, 14]. The LQR preview gains are plotted in Figure 3.19 for preview times
of 0.85 s and 4 s. The gains take around 4 s to settle to zero, so this indicates that the
drivers did not measure all the useful visual preview information in the experiment. The
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Figure 3.19: LQR gains on the previewed displacements for Tp = 0.85 s and Tp = 4 s. Due
to the visual time delay, the first Nvi states correspond to target points which the car has
already passed, hence why their gains are zero.
identified target shift Tt (which is only used for the slow vehicle) is 0.55 s, implying that
the drivers steered 5.5 m ahead of the target on average. They may have aligned the front
of the vehicle with the target rather than the centre of mass, although this cannot account
for the full distance. Another explanation is that at low speeds the assumption of constant
preview time could be invalid, and drivers actually look further ahead so that the preview
distance isn’t too short. This would cause them to steer earlier as observed.
The identified neuromuscular frequency ωnm is between the values found for relaxed
and tensed arms by Pick and Cole [15], however the identified damping ratio ζnm is higher
than the values found in both cases. In reality the driver’s neuromuscular system interacts
in closed-loop with the spring-damper torque feedback of the steering wheel, however this
interaction is not captured in the model. Therefore, the identified neuromuscular transfer
function incorporates this complete closed-loop system, which acts as a low-pass filter
between δ̂ and δ. While the transfer function for the neuromuscular dynamics in the model
is intended to correspond to the dynamics of the driver’s arm muscles, it also plays a role
in shaping the cost function. The steering cost is applied to δ̂, based on the hypothesis that
the driver aims to minimise control inputs to the neuromuscular dynamics. However, the
driver may have other costs, for example derivatives or filtered versions of δ̂, and these
may come across in the identified neuromuscular parameter values.
Overall, comparison of the identified sensory parameter values with values found in
the literature shows the identified values to be physically plausible. Although the identified
noise amplitudes are larger than values inferred from sensory threshold measurements, this
aligns with expectations during an active control task with multimodal sensory stimuli. The
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aim of the new driver model is to predict driver steering behaviour based on considerations
of the physiological processes involved, so it is encouraging that the identified parameter
values give a reasonable description of human sensory systems.
3.6.3 Implications and limitations
A novel model of driver steering control has been developed based on an optimal control
strategy, incorporating models of the driver’s sensory dynamics. The model fits exper-
imental results well, and identified sensory parameters are physically plausible when
compared with measurements from the literature. These results support the hypothesis
that drivers achieve close to the best possible control performance within the limitations of
their sensory and motor systems. Experienced drivers will have spent many hours driving,
allowing them to learn how best to use sensory information to control a vehicle.
The new model gives a physical basis for the driver’s control decisions which is
lacking in many existing models. Furthermore, this work has more general implications
for the understanding of neuronal information processing during active control tasks. The
identified time delays and noise parameters give an insight into the limitations of human
sensorimotor systems in such a task, and how they compare with previous studies which
have generally taken measurements under controlled, passive conditions. It is also shown
that the processing carried out in the brain during an active control task such as driving can
be modelled reliably by an optimal controller and state estimator.
The driver model presented in this chapter has several limitations. The model is only
derived for constant speed vehicles, and the yaw angle of the vehicle is assumed to be small.
A linear vehicle model is used, which is a reasonable approximation for regular driving,
however under more extreme conditions drivers may operate in the nonlinear region close
to the limit of adhesion of the tyres. The current model is derived for random targets and
disturbances, however further work is necessary to determine how drivers deal with more
predictable or transient conditions. The derivation of the driver model assumes that there
are no conflicts between the senses, and the experiment was carefully designed to allow
the vehicle motion to be replicated at full scale. However, it is necessary to investigate how
drivers behave when there are sensory conflicts, in particular when the motion is scaled or
filtered. These limitations are addressed in Chapters 4 to 6.
3.7 Conclusion
A new parametric model of driver steering control has been developed, incorporating
human sensory dynamics and hypothesising that the driver’s control strategy is close to
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optimal within the limitations of their sensory and motor systems. Model predictions match
experimental results well, with identified parameter values able to fit averaged steering
measurements with a ‘variance accounted for’ greater than 71% in all trials, and 82% on
average. The identified parameter values are physically plausible compared with values
from the literature. Identified vestibular delays are longer than visual delays, supporting
previous studies which have suggested that processing of vestibular information takes
longer than visual information.
The identified process noise amplitude W is linearly correlated with the RMS steer-
ing angle δ, showing that process noise is signal-dependent. The signal-to-noise ratio
RMS(δ)/W is consistent across the different trials and drivers, at around 0.57. Some
evidence of signal-dependence is also seen in the identified measurement noise amplitudes.
The model predicts smaller low-frequency and larger high-frequency driver noise ampli-
tudes than were measured in the experiment, which indicates that the assumptions of the
model do not characterise the noise profile completely. However, at mid-range frequencies
which are more important for driver steering control the noise model fits well.
Differences between the test subjects mainly resulted from different cost function
weightings, and if this is accounted for the performance of each driver was similar. A pro-
fessional driver did not perform any better than less experienced drivers in this experiment.
Further work is necessary to address the limitations of the current model, considering
nonlinear vehicles, more realistic road profiles and the effects of sensory conflicts on a
driver’s control performance.
Chapter 4
Driver control with sensory conflicts
A new model of driver steering control incorporating sensory dynamics is proposed
in Chapter 3, and an identification procedure is used to find parameter values to fit the
results of an experiment carried out in a driving simulator with full-scale lateral and
yaw motion. This chapter describes further experiments investigating how drivers steer
with conflicts between their visual and vestibular measurements, caused by scaling
or filtering the physical motion of the simulator relative to the virtual environment.
The predictions of several variations of the new driver model are compared with
the measurements to understand how drivers perceive sensory conflicts. Drivers are
found to adapt well in general, unless the conflict is large in which case they ignore
the physical motion and rely on visual measurements. Drivers make greater use of
physical motion which they rate as being more helpful, achieving a better tracking
performance. Sensory measurement noise is shown to be signal-dependent, allowing
a single set of parameters to be found to fit the results of all the experiments. The
model fits the measurements well, with an average ‘variance accounted for’ of 76%.
4.1 Introduction
In Chapter 3, a new model of driver steering control is developed incorporating models of
the driver’s sensory systems and assuming optimal integration of noisy sensory measure-
ments. Values of the physical parameters of the model are found using an identification
procedure to fit to results from an experiment carried out in a driving simulator, and
are compared with estimates found from a review of the literature on sensory dynamics
presented in Chapter 2. The model fits the experimental results well, and the parameter
values are found to be physically plausible when compared with results from the literature.
The experiment carried out in Chapter 3 was carefully designed so that the lateral
and yaw motion applied to the driver in the moving-base simulator matched the motion
of the simulated vehicle at full scale. The information perceived by the driver’s visual
and vestibular systems was coherent, without any sensory conflicts. Studies summarised
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in Chapter 2 indicate that humans generally integrate coherent sensory information in a
statistically optimal fashion [164–169], and use an internal model of their surroundings
to predict future system states [47, 48]. This is reflected in the driver model by a Kalman
filter, which uses an internal model and sensory measurements to give an optimal state
estimate. In Chapter 3 it is assumed that the driver’s internal model closely matches the
real driver-vehicle system, with any discrepancies represented as Gaussian process noise.
Carrying out experiments in a driving simulator allows the physical motion applied to
the driver to be controlled independently from the displayed visual motion. By controlling
the inputs to the driver’s visual and vestibular systems separately, it is possible to identify
the separate control actions resulting from the different sensory systems more effectively
than in the full-scale motion experiment in Chapter 3. In particular, trials carried out with
no physical motion allow the visual system to be explored in isolation, so that the distinct
roles of the visual and vestibular systems in car driving can be studied. However, subjecting
the driver to different visual and physical motion causes conflicts between the visual and
vestibular measurements. The literature surveyed in Chapter 2 indicates that incoherent
sensory information may not always be integrated in an optimal fashion, although exactly
how sensory conflicts are resolved is not fully understood [195–210].
The driver model is adjusted in Section 4.2 to give a more realistic description of
the driver’s visual system, and to present various approaches to modelling perception of
sensory conflicts. The procedures for three additional experiments carried out to measure
drivers’ control actions with scaled or filtered motion are described in Section 4.3, and the
parameter identification procedure used to fit the driver model to the experimental results
is discussed in Section 4.4. The results are presented in Section 4.5, and a single set of
model parameter values is found to fit the results of all four experiments in Section 4.6.
The implications of the results are discussed in Section 4.7, and the main conclusions are
summarised in Section 4.8.
4.2 Driver model adjustments
The driver model developed in Chapter 3 assumes that the visual and physical motion
presented to the driver are coherent. Various adjustments must be made to the driver model
to represent steering behaviour in a simulator with scaled or filtered physical motion.
4.2.1 Modified visual system model
In Chapter 3, the driver’s visual system is modelled as a straight-line preview of the
upcoming road path, measuring the lateral displacements between the target path and a line









Figure 4.1: Effect of yaw and lateral motion on previewed displacements, with visual system
model used in Chapter 3
projected ahead of the vehicle. This is a simple description which has been used in previous
studies [13, 14]. However there are several disadvantages to this model which may become
more apparent when the motion is scaled and the driver places a greater emphasis on
the visual information. If the vehicle displaces laterally, the previewed displacements all
change by the same amount. However if the vehicle yaws, the previewed displacements
change in proportion to their distance from the vehicle, as shown in Figure 4.1. This means
that as the preview time Tp increases, the influence of the yaw motion on the modelled
steering control increases relative to the lateral motion. Therefore the relative weightings
on lateral and yaw visual measurements are controlled by Tp, which could obscure other
effects of varying the preview time. A further implication is that the driver’s control action
depends on Tp, even when there is zero target or no preview. This is unrealistic, as the
driver cannot obtain additional information by looking further ahead in these conditions.
To address these issues, the model of the visual system is modified as shown in
Figure 4.2, based on an intrinsic coordinate description derived by Timings and Cole [219].
The simulated driver measures the first lateral displacement e and the angles φ0 to φNp of
each target segment, which are measured relative to the vehicle’s yaw angle. Assuming
small target and vehicle yaw angles, the previewed angles are given by:
φn(k) =
f t(k + n + 1) − f t(k + n)
UTs
− ψ(k) (4.1)
where f t is the lateral displacement of the target path, ψ and U are the vehicle yaw angle
and longitudinal speed and Ts is the sample time. The new model has one more plant
output than before; instead of (Np + 1) previewed displacements with RMS measurement
noise Vp there are (Np + 1) previewed angles with RMS noise Vφ plus a measurement of e
with RMS noise Ve.
80 Driver control with sensory conflicts
f t(k)
f t(k + 1)
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Figure 4.2: Modification made to model of the driver’s visual system. Rather than previewing
lateral displacements of the target path, the driver measures the current tracking error e and
upcoming target angles φ.
The simulated driver’s control action should not change with Tp if the target is a straight
line or cannot be previewed, as the visual system will simply take more measurements
of (−ψ) as Tp increases. However, the Kalman filter will combine these additional mea-
surements using a maximum likelihood estimation (MLE) method to give a more accurate
estimate of ψ, so the previewed angle noise magnitude Vφ must be adjusted to compensate
for this. The Kalman filter combines (Np + 1) measurements with variance V 2φ using MLE,















The combined variance σ2φ should be independent of preview time, which can be achieved
by choosing the noise Vφ on each previewed angle so that:
Vφ = σφ
√
Np + 1 (4.3)
This method is found to achieve the desired result of a control action which is independent
of the preview time when the target is zero or cannot be previewed. The new model also
separates the visual perception of lateral displacements and yaw angles, allowing their
relative weightings to be varied without changing the preview time. Drivers may also
take measurements of lateral and yaw velocities using their visual system, however for
simplicity these are neglected. Another advantage of this model is that it can easily be
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adapted to investigate a more realistic driving manoeuvre with large target yaw angles,
such as a corner or a circuit [219].
4.2.2 Perception of motion scaling or filtering
The driver model derived in Chapter 3 assumes that the motion of the simulator is at full
scale. This assumption can be removed easily by inserting motion filters into the plant.
The lateral acceleration is filtered by a lateral motion filter Hma (s) before reaching the
otoliths, and the yaw angular velocity is filtered by a yaw motion filter Hmω (s) before
being perceived by the SCCs. A complete derivation of the plant including motion filters
is given in Appendix A.
In Chapter 3 it is assumed that the driver has an accurate internal model of the driver-
vehicle dynamics, with any discrepancies represented by Gaussian process noise. However,
since humans in some circumstances exhibit suboptimal integration of conflicting sensory
information (see Chapter 2), several variations of the model are developed to represent
different assumptions about how the driver perceives the motion scaling or filtering. These
variations are all based on internal model estimates H′ma (s) and H
′
mω (s) of the motion
filters, which are not necessarily equal to the real motion filters Hma (s) and Hmω (s).
The implemented driver model variations are summarised in Table 4.1. In model M0
the internal model motion filters are 0, so the simulated driver ignores any perceived
physical motion. In model M1 the internal model motion filters are 1, so the simulated
driver is not aware that the physical motion is scaled or filtered. In model M2 the correct
scaling factors or filters are used in the internal model, representing a driver who can
perceive and account for any scaling or filtering. In model M3 the internal model filters are
defined as gains K′ma and K
′
mω, which are optimised as part of the parameter identification
Table 4.1: Variations of the driver steering control model, represented by different internal
models of the motion scaling factors
Model Internal model lateral motion filter Internal model yaw motion filter
M0 H ′ma (s) = 0 H ′mω (s) = 0
M1 H ′ma (s) = 1 H ′mω (s) = 1
M2 H ′ma (s) = Hma (s) H ′mω (s) = Hmω (s)
M3 H ′ma (s) = K ′ma (optimised) H ′mω (s) = K ′mω (optimised)
M4 H ′ma (s) =


HHP1(s) Hma (s) = HHP2(s)
HHP2(s) Hma (s) = HHP1(s)
Hma (s) otherwise
H ′mω (s) =


HHP1(s) Hmω (s) = HHP2(s)
HHP2(s) Hmω (s) = HHP1(s)
Hmω (s) otherwise
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procedure to fit the measured steering angles. Finally, for the filtered motion trials an
additional model M4 is defined, which assumes correct scaling factors but switches the
two high-pass filters HHP1(s) and HHP2(s) (defined in Section 4.3.3), to investigate the
extent to which drivers can perceive subtle differences in motion filters.
4.3 Sensory conflict experiments
To investigate how drivers steer when there are conflicts between the information perceived
by their visual and vestibular systems, three experiments were carried out following a
similar procedure to the full motion experiment described in Chapter 3. Each experiment
consisted of trials lasting 120 s, in which the drivers followed a randomly deviating target
line (close to a straight line) while random disturbances were added to the vehicle’s lateral
and yaw velocities. In the first two experiments the lateral and yaw motion were scaled by
constant scaling factors; the first experiment focussed on trials where the driver could not
preview the upcoming target path and the second involved only trials with preview. The
third experiment investigated the effect of filtering the motion as well as scaling.
Except where specified otherwise experimental conditions were the same as in the full
motion experiment described in Chapter 3. Forcing function filters H f t(s), H f v (s) and
H fω (s) were given by Equations 3.9, 3.10 and 3.11. A linear single-track vehicle was used,
with parameters summarised in Table 3.1. Two types of visual display were presented, one
allowing the driver to preview the upcoming target and one without preview, as shown
in Figure 3.9. Steering torque feedback was represented by a parallel spring and damper,
as in Equation 3.12, with kSTF = 8 Nm/rad and cSTF = 1 Nms/rad. For ease of reference
to the trials in the different experiments, each trial is labelled with a letter and a number,
e.g. trial B8. The letter refers to the experiment, with A = full motion (experiment from
Chapter 3), B = scaled motion without preview, C = scaled motion with preview and D =
filtered motion. The number refers to the trial number within each experiment.
4.3.1 Scaled motion without preview
In the first experiment the physical motion was scaled relative to the virtual vehicle motion,
and the drivers were not able to preview future target information, allowing visual delays to
be identified more easily. In total 13 trials were carried out, with conditions summarised in
Table 4.2. In addition, two of the trials from the full motion experiment (A6 and A13) are
included in the analysis. Since the full motion trials and the scaled motion trials without
preview were carried out on the same day by the same drivers, trials A6 and A13 were only
carried out once per driver and the results are used in the analysis for both experiments.
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Table 4.2: Experimental conditions for each scaled motion trial, without preview. Trials A6
and A13 from the full motion experiment are included in the analysis for comparison.
Forcing function amplitudes Motion filters
Trial Wt (m*) Wv (m/s*) Wω (rad/s*) Hma (s) Hmω (s) Vehicle Preview
A6 0.79 0.79 0.79 1 1 F ✗
B1 1.11 1.11 1.11 0.5 1 F ✗
B2 1.11 1.11 1.11 0.2 1 F ✗
B3 1.11 1.11 1.11 0 1 F ✗
B4 1.11 1.11 1.11 0 0 F ✗
A13 1.11 1.11 1.11 1 1 S ✗
B5 1.11 1.11 1.11 0.5 1 S ✗
B6 1.11 1.11 1.11 0.2 1 S ✗
B7 1.11 1.11 1.11 0 1 S ✗
B8 1.11 1.11 1.11 0 0 S ✗
B9 5.53 5.53 5.53 0.2 1 F* ✗
B10 5.53 5.53 5.53 0.2 0.5 F* ✗
B11 5.53 5.53 5.53 0.2 0.2 F* ✗
B12 5.53 5.53 5.53 0.2 0 F* ✗
B13 5.53 5.53 5.53 0 0 F* ✗
To limit the scope of the experiment the forcing function amplitudes Wt, Wv and Wω
were always equal to each other, although this equal amplitude varied across the trials to
maximise use of the available simulator travel.
Three different vehicles were used in the experiment. The same fast (F) and slow (S)
vehicles were used as in Chapter 3, with parameters summarised in Table 3.1. In trials
A6 and B1–B4, the fast vehicle was used and various lateral motion scaling factors were
tested, with trial B4 having no physical motion at all. Trials A13 and B5–B8 were the
same but with the slow vehicle (and slightly different amplitudes). In trials B9–B13, the
forcing functions were scaled up by a factor of five so that the lateral displacements of the
vehicle were larger, giving vehicle motion of a more realistic amplitude. The lateral motion
was scaled down by a factor of five to stay within the simulator limits, while different yaw
scaling factors were tested. These trials were carried out with the fast vehicle, although to
make it easier to follow this larger amplitude target the steering ratio G was scaled down
by a factor of five, giving the F* vehicle which is also summarised in Table 3.1.
4.3.2 Scaled motion with preview
The second experiment consisted of twelve trials which also investigated scaled motion,
but allowed the driver to preview the upcoming target to reflect a more realistic driving
84 Driver control with sensory conflicts
Table 4.3: Experimental conditions for each scaled motion trial, with preview
Forcing function amplitudes Motion filters
Trial Wt (m*) Wv (m/s*) Wω (rad/s*) Hma (s) Hmω (s) Vehicle Preview
C1 5.53 5.53 5.53 0 0 F* ✓
C2 5.53 5.53 5.53 0 0.5 F* ✓
C3 5.53 5.53 5.53 0 1 F* ✓
C4 5.53 5.53 5.53 0.1 1 F* ✓
C5 5.53 5.53 5.53 0.2 1 F* ✓
C6 5.53 5.53 5.53 0.2 0.5 F* ✓
C7 5.53 5.53 5.53 0.2 0.2 F* ✓
C8 5.53 5.53 5.53 0.2 0 F* ✓
C9 5.53 5.53 5.53 −0.1 0 F* ✓
C10 5.53 5.53 5.53 −0.1 1 F* ✓
C11 5.53 5.53 5.53 −0.15 −0.15 F* ✓
C12 5.53 5.53 5.53 0.15 −0.15 F* ✓
scenario. Because the aim of this set of trials was to reflect more realistic driving conditions,
the larger forcing function magnitudes used in trials B9–B13 were used throughout the
experiment, and the fast (F*) vehicle was also used for all trials. The conditions for the
scaled motion experiment with preview are given in Table 4.3. Before the experiment the
drivers carried out a practice trial with the same conditions as trial A7, as a reminder of
the procedure of the experiment. In trials C9–C12 negative scaling factors were applied
to the motion, to investigate how drivers cope with conflicts in the direction of visual and
physical motion. Because some of the motion conditions were rather unnatural, practice
runs lasting 30 s were carried out before each trial to give the drivers additional time to
settle into a control strategy.
4.3.3 Filtered motion
The final experiment was designed to investigate the extent to which drivers can perceive
and compensate for filters of varying complexity applied to the vehicle motion. Two
high-pass filters were used, the first HHP1(s) being a simple first-order high-pass filter with





The second HHP2(s) includes a notch at 4 rad/s, which gives extra phase lead at high
frequencies and allows the cutoff frequency for the high-pass filter to be reduced to 8 rad/s:























Figure 4.3: Bode diagram of motion filters HHP1(s) and HHP2(s)
HHP2(s) =
(
s2 + 2s + 16





These filters are much simpler than those normally used in driving simulators. They are
designed to allow comparison between a simple filter and one with more complicated phase
characteristics, to test the extent to which drivers are able to develop accurate internal
models of filters with varying complexity. A Bode diagram of the two filters is shown
in Figure 4.3. The conditions for each of the filtered motion trials are given in Table 4.4.
There were twelve trials consisting of different combinations of motion gains and the two
high-pass filters. Preview was included in all of the filtered motion trials, and drivers had
30 s of practice before the start of each trial. Trials D1 and D2 had the same conditions as
trials C1 and C5, however they were repeated in the filtered motion experiment.
4.3.4 Full motion
The full motion experiment is described in detail in Chapter 3. However for reference the
conditions of each trial are repeated in Table 4.5.
4.3.5 Test subjects and procedure
The experiments were each carried out by five drivers, one of whom was a professional
test driver. The test subjects were the same across all the experiments, and were the same
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Table 4.4: Experimental conditions for each trial with filtered motion
Forcing function amplitudes Motion filters
Trial Wt (m*) Wv (m/s*) Wω (rad/s*) Hma (s) Hmω (s) Vehicle Preview
D1 5.53 5.53 5.53 0 0 F* ✓
D2 5.53 5.53 5.53 0.2 1 F* ✓
D3 5.53 5.53 5.53 HHP1(s) 1 F* ✓
D4 5.53 5.53 5.53 HHP2(s) 1 F* ✓
D5 5.53 5.53 5.53 0.2 HHP1(s) F* ✓
D6 5.53 5.53 5.53 0.2 HHP2(s) F* ✓
D7 5.53 5.53 5.53 HHP1(s) HHP1(s) F* ✓
D8 5.53 5.53 5.53 HHP2(s) HHP2(s) F* ✓
D9 5.53 5.53 5.53 HHP2(s) HHP1(s) F* ✓
D10 5.53 5.53 5.53 0.5HHP1(s) HHP1(s) F* ✓
D11 5.53 5.53 5.53 0.5HHP2(s) HHP1(s) F* ✓
D12 5.53 5.53 5.53 HHP1(s) −0.2 F* ✓
Table 4.5: Experimental conditions for each trial with full motion
Forcing function amplitudes Motion filters
Trial Wt (m*) Wv (m/s*) Wω (rad/s*) Hma (s) Hmω (s) Vehicle Preview
A1 1.58 0 0 1 1 F ✗
A2 1.58 0 0 1 1 F ✓
A3 0 1.58 0 1 1 F 0
A4 0 0 1.58 1 1 F 0
A5 0 1.11 1.11 1 1 F 0
A6 0.79 0.79 0.79 1 1 F ✗
A7 0.79 0.79 0.79 1 1 F ✓
A8 1.58 0 0 1 1 S ✗
A9 1.58 0 0 1 1 S ✓
A10 0 1.58 0 1 1 S 0
A11 0 0 1.58 1 1 S 0
A12 0 1.11 1.11 1 1 S 0
A13 1.11 1.11 1.11 1 1 S ✗
A14 1.11 1.11 1.11 1 1 S ✓
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as those who completed the full motion experiment in Chapter 3. Within each experiment
the order of the trials was randomised.
As well as collecting quantitative data such as the steering angle and vehicle motion, in
the scaled motion experiment with preview and the filtered motion experiment the drivers
were asked for subjective feedback about each trial. The drivers were asked to rate from -5
to 5 how useful the physical motion was in controlling the vehicle (i.e. 0 neutral, 5 very
useful and -5 very distracting). They were also encouraged to give comments on what
they perceived, their choice of control strategy and how well they felt able to adapt to the
sensory conflict and control the vehicle.
In Chapter 3 the identification procedure was run for each of the drivers separately to
investigate any differences between the steering control strategies of drivers with different
levels of experience. In addition, the time domain steering signals were averaged over the
five drivers to give a set of average responses for each trial, reducing the amount of noise
in the measurements. Differences between the drivers were found to be small, and the
parameters identified for the averaged data were all within the range of those identified
for the individual drivers. Therefore in this chapter the analysis was carried out for the
averaged results only.
4.4 Parameter identification
The identification procedure described in Section 3.4 is used to identify parameter values
for the scaled and filtered motion trials. The fit of each of the model variations described
in Section 4.2.2 is optimised to test which definition of the driver’s internal model best
represents the measured steering behaviour of real drivers.
Some of the parameter values are fixed during the identification procedure using the
results from Chapter 3. The target shift Tt is set to zero for all trials without preview or
using the fast vehicle, which covers all of the trials in the new experiments. The process
noise W is found in Chapter 3 to depend linearly on the RMS steering angle δ. Therefore a





Based on the results from Chapter 3, SNRW is set to 0.57.
The identification procedure is run for each trial to find the ten remaining parameter
values: Steering cost qδ, vestibular measurement noise Va and Vω, visual measurement
noise σφ and Ve, time delays τvi and τve, preview time Tp and neuromuscular parameters
ωnm and ζnm. For models M3 and M0, when the lateral or yaw scaling is zero the
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corresponding noise values Va and Vω do not affect the simulated steering behaviour.
Furthermore, when both scaling factors are zero the vestibular delay τve does not affect
the simulated steering behaviour, and for trials without preview Tp also does not affect
the simulated steering behaviour, as explained in Section 4.2.1. This reduces the number
of parameters that need to be identified for certain trials. For model M3 there are two
additional parameters to identify: the internal model scaling factors K′ma and K
′
mω.
When the driver is using both visual and vestibular information to work out the states
of the vehicle it is difficult for the identification procedure to separate the responses to the
two sets of sensory information. Therefore, parameter values are first identified for trials
with no physical motion, and identified noise parameters for the visual system (Ve and σφ)
are held constant while identifying the remaining parameter values for the other trials. As
in Chapter 3, Box-Jenkins models are fitted to the results of each trial to give an upper
bound on the agreement between a linear model and the experiment results, and to provide
an estimate of the noise spectrum which is used to reduce bias in the identified parameter
values.
4.5 Results
The results of the parameter identification procedure are presented and discussed in this
section. Results are shown for each of the three new experiments in Sections 4.5.1 to 4.5.3.
The identification procedure is also carried out once more for the full motion experiment,
and these results are shown in Section 4.5.4.
4.5.1 Scaled motion without preview
The identification procedure is run first with the visual-only trials B4, B8 and B13. The
visual noise amplitudes Ve and σφ are then held constant within each of the three sets of
five trials (A6 & B1–B4, A13 & B5–B8, B9–B13) which used the same vehicle. The
results rely on the assumption that the visual noise amplitudes are approximately constant
within each set of five trials, which is reasonable as the trials within each set have the same
vehicle parameters and forcing function amplitudes (except trial A6), so the characteristics
of the visual motion perceived by the drivers should be similar within each set.
The agreement between the measured and predicted steering angles using the different
variations of the driver model is quantified for each trial by calculating the variance
accounted for (VAF) as defined in Equation 3.14. The results are shown in Figure 4.4.
The highest VAF values are found for model M3, which is expected as all the other model
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Figure 4.4: VAF values for trials with scaled motion, without preview. Results are presented
for each model variation described in Section 4.2.2. The shaded area shows the upper bound
given by the Box-Jenkins model.
values in all trials, showing that the drivers were making use of the physical motion to
control the vehicle. For all trials one of models M1 and M2 fits the results almost as well as
model M3, however the two models fit better for different trials. For trials A6 and B1–B4,
which used the fast vehicle with small forcing functions, model M1 fits the best, indicating
that the drivers were not aware of the scaling applied to the motion. For trials A13 and
B5–B8, representing the slow vehicle with small forcing functions, models M1 and M2
both fit the results well. For trials B9-B13, which used the fast vehicle with large forcing
functions, model M2 fits the results best, showing that with larger forcing functions the
driver is able to estimate the correct motion scaling factors.
Identified measurement noise amplitudes for the trials carried out in this experiment
are plotted against the corresponding RMS signal amplitudes in Figure 4.5. The noise
amplitudes generally increase linearly with signal amplitude. This supports the hypothesis
that measurement noise is signal-dependent, matching studies which found that sensory
just-noticeable-difference (JND) values follow Weber’s law [90, 130, 133, 139]. For
the acceleration a and visual angles φ, very large noise amplitudes are identified for the
lowest signal amplitudes. When the noise level is much larger than the signal, the driver
places very little weight on that measurement. Therefore the results indicate that there are
thresholds below which drivers are unable to perceive each sensory signal. This result is
also found in previous studies of human sensory perception, as discussed in Section 2.4.
Two potential methods for modelling signal-dependent noise with thresholds are shown
















































Figure 4.5: Identified measurement noise amplitudes vs. RMS signal amplitudes, using
model M2. RMS values correspond to perceived signals, filtered by sensory transfer functions.
Vestibular noise amplitudes Va and Vω are not plotted for trials with no translational or rotational
motion. Visual noise amplitudes Ve and σφ are only plotted for the three no-motion trials.























Figure 4.6: Two methods of modelling signal-dependent sensory noise. In (a) the threshold
is represented by a non-zero y-intercept, in (b) the noise amplitude remains constant for low
signal amplitudes.
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in Figure 4.6. Previous studies have generally used the description shown in Figure 4.6a: a
straight line with an intercept greater than zero on the noise axis to represent the sensory
threshold [41]. An alternative description is shown in Figure 4.6b, where the noise
amplitude is proportional to signal amplitude with zero intercept, but below the threshold
level η the noise amplitude is constant. The results shown in Figure 4.5 support the
description shown in Figure 4.6b, as the plotted points generally fit closely to straight lines
passing through the origin. Although the identified noise magnitudes are much higher
at low amplitudes in Figure 4.5, holding the noise amplitude constant as in Figure 4.6b
will give similar results since the noise amplitude is still much larger than the signal
amplitude. The noise characteristics of each sensory channel can therefore be described by











Similar relationships are defined for ωve and evi. Since the previewed target angles φvi are











Previous studies have modelled signal-dependent noise with an amplitude which varies over
time depending on the instantaneous signal amplitude [41, 128]. However this approach
makes the control and state estimation calculations significantly more complicated. It is
reasonable to assume that the driver estimates constant noise amplitudes V based on the
RMS signal amplitudes over a period of time, such as a single trial.
To investigate whether this signal-noise relationship can describe driver steering per-
formance across a range of conditions, a single set of parameter values is identified to fit
the results of all of the trials from this experiment. Model M2 is used as this gives the
best fit to the results with the more realistic, larger forcing functions. SNRs are found
from the reciprocals of the gradients of the trend lines shown in Figure 4.5. Thresholds are
chosen to be the lowest RMS signal amplitude for which the identified noise magnitude
isn’t significantly above the trend line. For the angular velocity ω and path-following
error e these values are simply the lowest signal amplitudes, as the trials did not have low
enough signal amplitudes to fall below threshold levels. The remaining parameter values
which are identified are: steering cost weight qδ, visual and vestibular delays τvi and τve,
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Figure 4.7: VAFs using a single parameter set identified to fit all trials, with scaled motion and
without preview. VAFs are compared against values for separate parameter sets identified for
each trial and an upper bound given by a Box-Jenkins model.
Table 4.6: Single set of parameter values for scaled motion trials without preview. Noise
amplitudes are found from the signal-dependent relationship shown in Figure 4.5.
Parameter qδ (A6 and B1–B4) qδ (A13 and B5–B8) qδ (B9–B13) τvi τve ωnm ζnm
Units rad−2* rad−2* rad−2* s s rad/s –
Value 0.0478 0.0356 0.210 0.20 0.22 16.6 0.224
and neuromuscular frequency ωnm and damping ζnm. Three values of qδ are identified, one
for the fast vehicle with small forcing functions (trials A6 and B1–B4), one for the slow
vehicle (trials A13 and B5–B8) and one for the fast vehicle with large forcing functions
(trials B9-B13).
The resulting VAFs for each trial using the optimised single parameter set are compared
against the Box-Jenkins upper bound and the separate parameter sets found for each trial in
Figure 4.7. The single parameter set fits the results very well, almost as well as the separate
parameter sets. This shows that the signal-dependent description of the driver’s sensory
noise levels allows the model to predict variations in control behaviour with different signal
amplitudes. The results do not fit quite as well for the first five trials (the fast vehicle with
small forcing functions), which may be related to the poor fit of model M2 under these
conditions. The parameter values identified to fit all of the trials from this experiment are
given in Table 4.6.
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4.5.2 Scaled motion with preview
For the scaled motion experiment with preview, delays τvi and τve are fixed at the values
given in Table 4.6. Delays are more difficult to identify for the preview trials since the driver
can use previewed information to plan steering actions in advance, as seen in Chapter 3.
Parameter values are first identified for the trial with no physical motion (C1) and the
visual noise amplitudes are fixed at the identified values when running the identification
procedure across the remaining trials. For this experiment the preview time Tp is also
allowed to vary between 0 and 2 s.
The resulting VAFs for each variation of the driver model are shown in Figure 4.8. In
contrast to the results without preview, model M1 is the worst fit across all trials. Model
M2 in general fits very well, with the VAFs almost the same as model M3. For some of
the trials model M0 fits as well as model M2, in particular for the last four trials where
there was negative scaling. This indicates that the drivers ignored the physical motion in
these trials and controlled the vehicle mainly using visual measurements. This agrees with
studies which have found that humans sometimes ‘veto’ sensory information which does
not fit with other measurements [196, 200]. The VAFs are lower for the last four trials
in general, which may be because the drivers were not able to make optimal use of such
counter-intuitive physical motion.
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Figure 4.8: VAF values for trials with scaled motion, with preview. Results are presented for
each model variation described in Section 4.2.2. The shaded area shows the upper bound
given by the Box-Jenkins model.









































Figure 4.9: Correlation between metrics for scaled motion experiment with preview: RMS
path-following error; difference in VAF values between models M2 and M0; and average driver
subjective ratings.
extent to which drivers used the physical motion in a given trial. The difference should
not be less than zero, as a similar control strategy to model M0 can always be achieved
for model M2 by having large vestibular noise amplitudes. Another useful metric is the
driver’s success in tracking the line in each of the trials, which can be measured by finding
the RMS path-following error e = ( f t − y). The drivers were also asked to give subjective
ratings of the extent to which the physical motion was helpful for the task. The ratings were
given on a scale of -5 to 5, with positive values meaning the physical motion was helpful
and negative values meaning the physical motion was unhelpful. The VAF difference,
RMS path-following error and driver subjective ratings are compared in Figure 4.9. There
is a clear correlation between the three metrics. Figure 4.9a shows that the higher the
drivers rated the physical motion, the more they used their vestibular measurements to
control the vehicle. For unhelpful physical motion (rated below zero) the drivers appear to
have ‘vetoed’ the physical motion and focussed on visual measurements only. Figure 4.9b
shows that the subjective ratings also correlate with path-following error, with drivers able
to follow the target more closely for physical motion which was rated as more useful.
4.5.3 Filtered motion
For the third experiment the time delays are once again fixed at the values given in Table 4.6.
Parameter values are first identified for the zero-motion trial (D1) and the visual noise
amplitudes are then fixed when identifying parameter values for the remaining trials. The
identification procedure is run for model variations M0, M2, M3 and M4. Model M1 is
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Figure 4.10: VAF values for trials with filtered motion. Results are presented for each model
variation described in Section 4.2.2. The shaded area shows the upper bound given by the
Box-Jenkins model.
The resulting VAFs are shown in Figure 4.10. Compared to the other experiments there
is less variation in VAF values between the trials, and also less variation between models.
Model M3 is always close to the best-fitting model. In contrast to the other experiments,
model M3 does not contain all other model variations as it assumes the motion is scaled
rather than filtered. The fact that model M3 still fits well could indicate that the driver
cannot determine the complexities of a motion filter and instead assumes the motion is
scaled. However, model M2 performs similarly in trials D1, D2 and D6–D12. There is not
enough difference between the simulated control strategies in these trials to determine the
extent to which the driver is aware of the filtering. It should be noted that model M3 has
more scope to adapt to fit the measured results due to the two extra parameters K′ma and
K′mω, so the high VAF may be a result of over-fitting.
Model M3 does have a significantly larger VAF than model M2 in trials D3 and D4.
These are trials where the yaw motion was at full scale, so would have been very large in
comparison to the lateral motion. It is possible that the full-scale yaw motion dominated
the drivers’ perception, and they were not able to pay enough attention to the lateral motion
to determine the motion filters, instead assuming the motion was scaled. Model M4 also
has higher VAFs than model M2 in trials D3 and D4, however model M2 fits better than
M4 for trials D6–D9. The results do not conclusively show the extent to which drivers can
compensate for complicated filter dynamics, since there is no clear pattern to which of
models M2 and M4 fits the results best.
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Model M0 is always the worst-fitting of the models. This indicates that the driver is
making use of the physical motion perceived through their vestibular organs. The only
trials where the other models do not fit better than model M0 are trials D1, where there
was no physical motion, and D2, where the motion was scaled rather than filtered. It
is therefore evident that drivers are able to use filtered physical motion to inform their
steering control strategy. General comparison of the VAF values shown in Figure 4.10
with the values found for the scaled motion trials in the previous experiments (shown in
Figures 4.4 and 4.8) shows that the VAF values are around 5% lower on average for the
filtered motion trials. This shows that the drivers did not match the modelled optimal
controller as well in this experiment. This may be because the complexity of the motion
filters made it more difficult for the drivers to build up an accurate internal model. It is
interesting that trials D1 and D2 have lower VAF values than the equivalent trials C1 and
C5 with the same conditions. Because the trial order was randomised in each experiment,
exposure to trials with filtered motion could have affected the drivers’ confidence in their
internal models even for trials with scaled motion.
4.5.4 Full motion
The identification procedure is run once again for the trials from the full motion experiment
described in Chapter 3, to check whether the results change with the updated model of
the visual system and to compare the fit of the different model variations. Since there are
no trials without physical motion and the forcing function amplitudes varied across the
trials, the visual noise amplitudes are identified separately for each trial. The identification
procedure is run for the trials without preview initially, then the time delays are fixed at the
values given in Table 4.6) while parameter values are identified for the trials with preview.
The resulting VAF values are shown in Figure 4.11. Results for models M1 and M2 are
identical, since the trials all had scaling factors of 1. The results for model M3 are no better
than models M1 and M2, showing that the drivers were aware that the motion was not
scaled. Model M0 fits as well as the other models for trials A1–A4 and A8–A11 which had
one forcing function at a time, indicating that the drivers did not use the physical motion
much for these trials. However for trials A5 and A12, where there were disturbances on
both v and ω, model M0 fits slightly worse than the others. This shows that the physical
motion is useful for determining the difference between v and ω disturbances, which is
the same conclusion that was drawn in Chapter 3 when looking at identified sensory noise
anplitudes. Model M0 fits much worse in trials A6–A7 and A12–A14, so with both target
and disturbance forcing functions the physical motion is very useful to the drivers.



























Figure 4.11: VAF values for trials with full motion. Results are presented for each model
variation described in Section 4.2.2. The shaded area shows the upper bound given by the
Box-Jenkins model.
model. They are slightly higher than the values found in Chapter 3 (shown in Figure 3.10),
showing that the adjusted model of the visual system describes measured steering behaviour
more effectively. The VAFs are closest to the Box-Jenkins upper bound for trials with only
one forcing function (A1–A4 and A8–A11), but not quite as close for trials involving a
combined target-following and disturbance-rejection task. This shows that increasing the
complexity of the task reduces drivers’ ability to perform it in an optimal manner.
4.5.5 Noise parameters and subjective ratings
In Section 4.5.1 identified sensory noise amplitudes are found to depend linearly on RMS
stimulus amplitude for scaled motion trials without preview, as shown in Figure 4.5.
Sensory noise amplitudes are plotted against RMS signal amplitudes for all of the trials
in Figure 4.12. The results for the scaled motion trials with preview also fit the signal-
dependent noise model, with SNRs generally similar to those seen for the trials without
preview. However, SNRφ is much larger for trials with preview, which may be because dif-
ferent information is measured in the two cases; without preview the driver only measures
the vehicle yaw angle whereas with preview they also measure target path angles.
Identified noise amplitudes for the filtered motion trials also generally fit the signal-
dependent relationship, although the identified values of Va are sometimes much larger
than expected, indicating that the drivers did not use acceleration measurements as much
in certain trials. This could be a result of the yaw motion dominating the vestibular
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Figure 4.12: Noise vs. signal amplitudes for trials from all four experiments, using model
variation M2.
Average subjective rating











































Figure 4.13: Correlation between three metrics for two experiments: scaled motion with
preview and filtered motion. Metrics are RMS tracking error, difference in VAF values between
models M2 and M0, and average driver subjective ratings.
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measurements, as discussed in Section 4.5.3. There is no clear correlation between RMS
signal amplitudes and sensory noise amplitudes for the full motion trials. For the other
experiments trials without physical motion can be used to investigate the visual system
in isolation, allowing the separate roles of the visual and vestibular systems to be studied.
This is not possible for the full motion trials, resulting in unreliable estimates of the sensory
noise amplitudes as shown in Figure 4.12.
In Section 4.5.2 a correlation is found between driver subjective ratings, path-following
error and the VAF difference between models M2 and M0, shown in Figure 4.9. Subjective
ratings were not collected for the full motion or scaled motion without preview experiments,
however results for the scaled motion with preview and filtered motion experiments
are plotted in Figure 4.13. Figure 4.13b shows that in both experiments the drivers’
performance correlated with their subjective ratings, with drivers able to follow the target
line more closely for more highly rated motion conditions. However the correlation
between subjective ratings and VAF difference is not seen for the filtered motion trials in
Figure 4.13b. This could be because the added complexity of the motion filters made it
more difficult for the drivers to evaluate the motion conditions effectively compared to the
scaled motion trials.
4.6 Single set of parameter values
In total, 51 trials were carried out across four experiments to investigate the role of sensory
dynamics in a driver’s control of a vehicle. The new driver model aims to replicate the
processes carried out by the driver in order to predict steering control behaviour over a
range of conditions. For the model to have predictive ability it is necessary to find a fixed
set of parameters to fit the results from all the experiments as closely as possible. The
four trials with negative scaling are excluded, since the drivers were found to veto the
vestibular information under these unnatural conditions. Parameter values are identified for
model M2, which is shown in Sections 4.5.1 to 4.5.4 to give the best overall fit to measured
results, and model M0, to compare the agreement of a model which does not use vestibular
measurements.
4.6.1 Identification procedure
In Section 4.5.1, sensory noise amplitudes are found to depend linearly on stimulus
amplitudes, with thresholds below which the noise amplitudes remain constant. The noise
characteristics for each sensory channel are therefore described by a signal-to-noise ratio
(SNR) and a threshold η. The driver model depends on 16 variable parameters:
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• Steering cost weight: qδ
• Sensory SNRs: SNRa, SNRω, SNRφ, SNRe
• Process noise SNR: SNRW
• Sensory thresholds: ηa, ηω, ηφ, ηe
• Visual and vestibular delays: τvi, τve
• Neuromuscular frequency and damping: ωnm, ζnm
• Preview time: Tp
• Target shift: Tt (see Chapter 3, only used for slow vehicle with preview)
In addition, separate values of SNRφ are identified for the trials with preview (SNRφp) and
the trials without preview (SNRφNP), as σφ is found in Section 4.5.2 to be much larger for
trials with preview. The same threshold ηφ is used for both cases.
To reduce the risk of over-fitting and find more reliable parameter estimates, the
procedure is carried out in several steps which minimise the number of parameters identified
at any one time. The steering cost weight qδ is a choice of the driver rather than a physical
parameter, and is found to vary significantly between trials. Separate values of qδ are
therefore found for each trial using an initial estimate of the other parameter values, and
these values of qδ are then held constant throughout the remaining identification procedure.
The initial estimate is formed from the parameters found to fit the scaled motion trials
without preview in Section 4.5.1, plus values of Tt = −0.55 s (from Chapter 3), Tp = 1 s
(from the values identified for previous trials) and SNRφ = 0.841 for the preview trials
(the average of the scaled and filtered motion results). As explained in Chapter 3, the
noise amplitudes in the model can be used to estimate the amount of driver noise measured
in the steering angle, which can be compared to the modelling error to check the noise
parameters are sensible. The process noise SNR (SNRW ) is therefore held constant during
the parameter identification procedure, after which the predicted and measured noise
amplitudes are compared. SNRW is then adjusted and the identification procedure is
repeated iteratively until the predicted and measured noise amplitudes are similar.
The number of parameters identified at one time can be reduced further by running
the procedure for carefully chosen subsets of the trials before optimising across all trials.
Firstly, parameter values are identified for trials with no physical motion, so that parameters
Va, Vω, ηa, ηω, τve and Tt are not needed. The preview time Tp is fixed at a value of 1 s.
Identifying parameters for the trials with no physical motion allows the visual system
to be studied in isolation, giving more reliable estimates of the visual noise amplitudes.
Therefore, values of SNRe, SNRφ, ηe and ηφ identified for the trials with no motion are
held constant over the rest of the procedure. Next, parameter values are identified for all the
trials without preview, so that Tp and Tt are not needed. These trials allow the delays τvi and
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τve to be estimated more reliably, as the driver cannot use preview to compensate for delays
in their visual system. Therefore the values of τvi and τve are fixed while the remaining
eight parameters are optimised to fit all of the trials. Finally, all of the parameters except
for SNRW , Tp, Tt, τvi and τve are optimised to fit the results of all the trials, using Matlab’s
fmincon function and starting from the values identified in the previous stage.
4.6.2 Results
The resulting VAF values using the identified parameter sets are plotted in Figure 4.14. The
VAFs for model M0 are lower than for model M2 for all trials except those with negative
motion scaling. This highlights the importance of considering vestibular measurements
when modelling driver steering behaviour. For model M2, the fit is worse for the single
parameter set than for the separate parameter sets, as expected. However, in general the
model fits well, with an average VAF across all trials of 76%. The model does not fit as
well for trials C9–C11 and C2–B4, which are also the worst-fitting trials using separate
parameter sets. In general the model fits better for trials with scaled motion than with
filtered or full motion. This could be because the full motion trials had unrealistically
small forcing functions, and in the filtered motion trials the drivers were not able to build
up accurate internal models of the motion filtering.
In addition to generating a noise-free steering angle prediction, the model can also




























Separate parameter sets (M2)
Single parameter set (M2)
Single parameter set (M0)
Figure 4.14: VAF values for all trials using a single set of parameter values, compared with
VAFs for parameters found individually for each trial and the Box-Jenkins upper bound.































Figure 4.15: Bounds for ratio of measured to predicted noise amplitude. Predicted noise
amplitude is defined by the identified single set of parameter values, measured noise amplitude
is defined as RMS(δsim−δexp) for the upper bound and RMS(δBJ−δexp) for the lower bound.
compared with the measured noise level to check that the noise parameters give physically
realistic values. The measured noise is estimated by finding the difference between the
measured and modelled steering angle (δsim − δexp), however if the modelling error is
significant this may give an overestimate. An alternative method is to find the difference
between the measured steering behaviour and the Box-Jenkins prediction (δBJ − δexp),
however this gives an underestimate since the Box-Jenkins model fits the results better
than the parametric driver model. Nonlinear driver behaviour is assumed to be negligible.
Using both methods to give upper and lower bounds, the ratios between the measured
and predicted noise levels for model M2 are plotted in Figure 4.15. The upper and lower
bounds are close together, giving an accurate estimate of the noise level in the experiments.
On average the ratio is close to 1, showing that the noise parameters in the model are
realistic, although the model underestimates the amount of noise in the target-only trials
with preview (A2 and A9).
The values of the identified parameters are given in Table 4.7. The time delays and
neuromuscular parameters are similar to the values found in Chapter 3, however SNRW
is larger and the magnitude of the target shift Tt is smaller. The noise parameters are
compared with estimates from the literature in Section 4.7. These parameters can be used
to simulate driver steering control under a variety of conditions and, supported by the VAF
values shown in Figure 4.14, they should be able to give a good approximation to measured
control behaviour.
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Table 4.7: Single set of parameters identified to fit the results of all trials carried out across
all four experiments. Model variation M2 is used for all trials.
Parameter SNRa SNRω SNRφp SNRφNP SNRe SNRW τvi τve
Units – – – – – – s s
Value 0.390 0.406 1.46 0.415 0.901 2.28 0.19 0.23
Parameter Tt Tp ωnm ζnm ηa ηω ηφ ηe
Units s s rad/s – m/s2* rad/s* rad m
Value -0.26 0.87 14.3 0.537 0.221 0.0235 0.0129 0.0559
4.7 Discussion
A series of experiments was carried out to determine how drivers steer when the motion
of the vehicle sensed through their vestibular organs doesn’t directly match what they see
with their visual system. The driver steering control model derived in Chapter 3, with an
updated model of the visual system discussed in Section 4.2.1, can be used to predict the
observed steering behaviour. Several variations of the model are defined in Section 4.2.2,
based on different assumptions about the driver’s internal model of motion scaling or
filtering. Parameter values are identified for each model variation to give the best possible
fit to measured results, as discussed in Section 4.4. In general model variation M2 fits the
measurements best, showing that drivers are generally able to develop an internal model
of the scaling or filtering applied to the motion, and adapt their control strategy to make
optimal use of this knowledge. For trials carried out using the fast vehicle with scaled
motion, no preview and small forcing functions, model M1 fits better, indicating that
drivers may not be aware of any motion scaling when the forcing functions are small. In
some trials model M0 fitted as well as the other models, showing that the drivers were not
making significant use of the physical motion perceived through their vestibular organs.
The difference in VAF values between models M2 and M0 can be used to quantify the
extent to which drivers use their vestibular measurements. In Section 4.5.2 a correlation is
found between this measure, the average subjective ratings given by the drivers for how
useful the physical motion was in controlling the vehicle, and the RMS path-following
error which measures how closely the drivers followed the target. Drivers used higher
rated physical motion more, ignoring or ‘vetoing’ physical motion which they considered
to be unhelpful. They also achieved a better tracking performance for physical motion
which they rated more highly. These results show that it is important for the driver to be
subjected to realistic physical motion to achieve their best driving performance, and this
has important implications for experiments carried out in driving simulators. The fact that
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the results of the model correlate with both the opinions and performance of the drivers is
encouraging, as it shows that the model is a reasonable description of how vehicle motion
is perceived by drivers in reality. It also shows that the model may be used to give a
quantitative estimate of how useful the physical motion is to the driver, without having to
rely on subjective feedback.
In Chapter 3 the process noise amplitude W is found to be linearly dependent on RMS
steering angle. In Section 4.5.1 this signal-dependence is also seen for the measurement
noise, with a threshold below which the noise amplitude remains constant. This is similar
to sensory threshold measurements from the literature, summarised in Chapter 2. Studies
have measured thresholds below which motion cannot be perceived, and this has been
linked to noise in the sensory systems by Soyka et al. [68, 69]. Just-noticeable difference
(JND) values have also been found to increase linearly with stimulus amplitude, following
Weber’s law [90, 130, 133, 139]. Using this linear relationship between stimulus and noise
amplitudes, a single set of parameter values is identified in Section 4.6 to fit the results
of all 51 trials carried out over four experiments. The steering angles simulated using the
single parameter set fit the measured results well, with VAFs of 76% on average. The
driver model can therefore be used with these parameter values to predict driver steering
behaviour under various conditions.
The values of the identified parameters can be compared with results from the litera-
ture to investigate whether they are compatible with studies of human sensory systems,
summarised in Chapter 2. There is some disagreement in the literature as to whether
vestibular or visual delays are longer, however the identified delay values of τvi = 0.19 s
and τve = 0.23 s indicate that the vestibular delay is slightly longer. This result supports
studies which suggest that vestibular processing takes longer than visual processing [119–
121]. The identified preview time Tp is 0.87 s, which is slightly shorter than the 1 s
measured in eye-tracking studies [6, 71, 79, 80, 82]. It is similar to the value found in
Chapter 3, where it was thought that the shorter preview time might be a result of the small
forcing functions. However in this chapter it has also been found to fit well for trials with
larger forcing functions. This shortened preview horizon may compensate for the fact that
the noise on the previewed angles is constant, whereas in reality the uncertainty of visual
measurements is likely to increase with distance ahead of the driver.
The identified sensory noise thresholds can be compared against values from the
literature, discussed in Chapter 2. Sensory thresholds summarised in Table 2.3 can be
converted to η values by multiplying by the identified SNRs, using Equation 4.7. Identified
sensory noise parameters are compared with values found from the literature in Table 4.8.
The identified thresholds are in general much larger than the values found from the
literature. This could be for several reasons. Firstly, the values from the literature were
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Table 4.8: Comparison of identified sensory thresholds with values from literature. Literature
values are noise values summarised in Table 2.3 multiplied by SNRs given in Table 4.7. Visual
noise values have been converted from velocities to displacements.
Parameter ηa ηω ηφ (no preview) ηφ (preview) ηe
Units m/s2* rad/s* rad rad m
Identified 0.221 0.0235 0.0129 0.0129 0.0559
Literature 0.015 0.0093 0.0005 – 0.0360
calculated from threshold measurements taken in passive conditions, focussing on one
stimulus at a time. Studies have found that thresholds increase during an active control task
and when multiple stimuli are presented together [137, 141–145, 147, 148]. Secondly, the
identified noise parameters correspond to the noise added to each sensory signal, however
by integrating the information perceived over time humans can develop more accurate
sensory estimates. Taking account of these effects, the identified threshold values are
reasonable in comparison with knowledge of sensory systems from the literature.
The new driver model is found to fit experimental data well over a range of conditions
with a fixed set of parameter values. However, the model does not fit as well when sensory
conflicts are large, for example trials C9–C12 with negative scaling. This indicates that
distracting physical motion may lead to sub-optimal control strategies from the driver. The
driver model also does not fit as well when the motion is filtered instead of scaled, which
may be a result of discrepancies between the driver’s internal model and the true motion
filters. Further research is necessary to understand and quantify how errors in the driver’s
internal model affect their steering control actions.
4.8 Conclusion
The driver model presented in Chapter 3 has been extended to investigate the effects of
conflicts between the motion perceived by a driver’s visual and vestibular systems. This
model is tested using experiments carried out by five drivers in a moving-base simulator.
In general, drivers are found to develop an internal model of the motion scaling or filtering,
and adjust their control actions accordingly. Drivers are able to do so more effectively
with scaled motion than with filtered motion, indicating that their ability to compensate for
motion filtering depends on the filter’s complexity. With large discrepancies between the
perceived physical and visual motion such as negative scaling, drivers ‘veto’ the physical
motion and rely solely on visual measurements.
Drivers were found to make greater use of physical motion which they gave a higher
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subjective rating, and this allowed them to achieve a better path-following performance.
This highlights the importance of physical motion perception in allowing drivers to perform
at their best, and must be considered carefully when designing experiments in a driving
simulator. Sensory measurement noise is signal-dependent, with thresholds below which
the noise magnitudes are constant. A single set of parameters has been found for the
driver model which fits experimental results well overall across all 51 trials carried out
over 4 experiments, with variance accounted for (VAF) values of 76% on average. These
parameters also give estimated noise magnitudes which match the values measured in the
experiments well. The driver model can be used with these parameter values to predict
driver steering control behaviour over a wide range of conditions.
Chapter 5
Transient target and disturbance signals
A new model of driver steering control behaviour which incorporates the driver’s
sensory dynamics is developed in Chapters 3 and 4. The model is based around an
optimal controller with filtered white noise target and disturbance forcing functions.
However, during real driving targets often consist of combinations of regular shapes,
and disturbances can include transient events such as impulses. The driver model is
therefore updated to account for transient targets and disturbances, and the predictions
of the model are compared with measurements of real drivers’ responses to transient
forcing functions. Simulator motion scaling and filtering is found to have a significant
effect on drivers’ responses, with more realistic physical motion resulting in faster
reaction times and more successful disturbance rejection. The new model fits mea-
sured results well, although drivers are unable to develop an accurate internal model
of motion filters, perceiving phase distortions introduced by filtering as disturbances.
5.1 Introduction
A review of the literature presented in Chapter 2 demonstrates that there is a significant
opportunity for applying current knowledge of human sensory perception to models of
driver-vehicle interaction. A new driver model incorporating sensory dynamics is therefore
developed in Chapter 3, and extended in Chapter 4 to account for conflicts between visual
and vestibular measurements when driving in a simulator. Experiments were carried
out by real drivers for comparison with the predictions of the new model. To match
the assumptions made in the derivation of a linear quadratic Gaussian (LQG) control
strategy, the target and disturbance forcing functions in these experiments were formed
from filtered white noise. This is a reasonable representation of certain disturbances
which may be encountered during driving such as aerodynamic nonlinearities, road surface
irregularities and driver noise. However, in some situations disturbances may consist
of distinct, transient events such as hitting a kerb or pothole or a sudden gust of wind.
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While the random target paths used in Chapters 3 and 4 allow the driver’s visual system to
be studied, in reality target manoeuvres often consist of smooth, regular shapes such as
straight lines and corners. Obstacle avoidance manoeuvres in emergency scenarios can
also be considered as a transient target event similar to a lane change [220, 221].
To investigate the separate roles of the driver’s visual and vestibular systems, an
experiment was carried out in Chapter 4 with the physical simulator motion scaled or
filtered relative to the motion of the virtual vehicle. This resulted in conflicts between the
driver’s visual and vestibular measurements. In general, drivers were found to develop an
internal model of the motion scaling and filtering to compensate for the sensory conflicts
when combining measurements from their different senses. However, they did so less
successfully when the motion was filtered rather than scaled. Filtering the motion results in
phase distortions and complicated motion discrepancies, and it is unclear whether drivers
can separate these from the effects of disturbances on the vehicle.
Previous studies investigating combined target-following and disturbance-rejection
performance of drivers or pilots have generally considered random disturbances with
stationary statistical properties [9, 36], although a limited amount of research has been
carried out with transient disturbances. Drop et al. [35] showed that a predictable target
signal allows pilots to employ some feedforward control behaviour, even if the future path
isn’t explicitly displayed. During experiments with simulated step wind gusts drivers have
been found to achieve lower reaction times [114] and better control performance [222]
when physical as well as visual motion information is available. Cole [17] measured
and modelled the response of a driver’s neuromuscular system to step steering torques,
and Tagesson and Cole [223] used this model to explain driver responses to destabilising
steering torques caused by split-friction braking. However, there is a lack of research into
the sensory perception of transient vehicle disturbances during driving.
The driver model is adjusted to account for transient target and disturbance forcing
functions in Section 5.2. The procedure for a new experiment investigating the response
of real drivers to transient forcing functions is presented in Section 5.3. A parametric
identification procedure used to fit the adjusted driver model to data from the experiment is
described in Section 5.4, and the results of this are presented in Section 5.5 and discussed
in Section 5.6. The main conclusions are summarised in Section 5.7.
5.2 Adjustments to driver model
The scope of the driver model developed in Chapters 3 and 4 is deliberately limited
to study the effects of sensory dynamics on driver steering behaviour under controlled
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conditions, and various simplifying assumptions are made to reduce the complexity of
the model. However, under real-world driving conditions these assumptions may not be
valid, therefore it is necessary to extend the model to represent a more realistic driving
scenario. In Section 5.2.1 the model is extended to incorporate large-angle target paths. In
Section 5.2.2 the implications of forcing functions which are transient rather than stochastic
are discussed, and the model is adapted to account for these considerations.
5.2.1 Large-angle target
The model derived in Chapter 3 assumes that the driver follows a target line which is
close to straight, with small lateral deviations of the target path given by the target forcing
function f t. The simulated driver takes measurements of the lateral displacements between
the target and a straight line projected ahead of the vehicle, ‘previewing’ the upcoming
road with their visual system. In Chapter 4 the model of the driver’s visual system is
revised to a more realistic description which consists of measurements of the current lateral
displacement of the vehicle relative to the target, and the angles of each upcoming segment
of the target path relative to the vehicle yaw angle. These models assume that both the
target angles and the vehicle yaw angle are small in order to linearise the vehicle dynamics.
However, to describe a range of realistic driving conditions it is necessary to extend the
model to allow large-angle target paths such as circles and corners.
Timings and Cole [219] showed that vehicle motion can be linearised about a non-
straight target path by describing the target and vehicle position in intrinsic coordinates.
The updated description of the driver’s visual system in Chapter 4 is a step towards this,
however the definition of the target path also needs to be revised. The new intrinsic
description of the target path is shown in Figure 5.1. As before, the target path coordinates
are spaced a distance UTs apart, however the target is defined by a curvature f κ rather than
a lateral displacement f t. Rather than requiring the total target path angle and vehicle yaw
angle ψ to be small, this method only assumes that the path curvature f κ and the relative
path-following angle φ0 are small. The new model can be used to analyse the results of the
experiments described in Chapters 3 and 4 by converting f t to an equivalent f κ:
f κ (k) =
f t(k + 1) − 2 f t(k) + f t(k − 1)
(UTs)2
(5.1)
The target white noise amplitude is the same for both descriptions of the target path
(Wκ = Wt), however it is necessary to change the filter H f t(s) to H f κ (s):





H f t(s) (5.2)
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Figure 5.1: Intrinsic coordinate description of target, allowing large-angle target paths
The driver’s visual system is modelled as in Chapter 4. The driver previews the
upcoming road angles relative to the vehicle, given by φ =
{
φ0 . . . φNp
}
, where:
φn(k + 1) = φ(n+1) (k) − Tsω(k) (5.3)
and the most distant previewed angle φNp is given by:
φNp (k + 1) = φNp (k) − Tsω(k) +UTs f κ (k + Np) (5.4)
The driver also measures the path-following error e. Assuming small f κ and φ0, from the
geometry in Figure 5.1 this can be found from:
e(k + 1) = e(k) +UTsφ0(k) − Tsv(k) (5.5)
As in previous chapters, the target angles φvi and tracking error evi measured by the driver’s
visual system are delayed by the visual delay τvi. The driver also measures the lateral
acceleration ave and angular velocity ωve, which are delayed by the vestibular delay τve
and filtered by the vestibular dynamics.
The small angle assumptions made in this derivation allow a linear simulation to be
run, even with large overall angles in the target path and the vehicle dynamics. However,
to plot the path followed by the vehicle the Cartesian coordinates of the target path and
vehicle must be calculated. For the target, the x and y components xt and yt are given by:




UTs f κ (i)+
-
(5.6)
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UTs f κ (i)+
-
(5.7)
The position of the vehicle is linearised about the target path as shown in Figure 5.1 [219],
and is given by finding the point located e away from the target coordinate in a perpendicu-
lar direction:
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(5.8)
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(5.9)
Because of the approximations made in the linearised derivation, the true longitudinal
speed of the vehicle is not exactly U at all times, but accelerates and decelerates to keep in
line with the target. However, assuming that the driver follows the target path reasonably
closely these longitudinal accelerations are negligible.
5.2.2 Transient forcing functions
In Chapters 3 and 4 the forcing functions are defined as filtered white noise so that the
LQR controller and Kalman filter implement a statistically optimal control strategy. The
forcing functions used in the experiments were designed to match this description, with
known spectra H f t(s) (or H f κ (s)), H f v (s) and H fω (s), and magnitudes Wt (or Wκ), Wv
and Wω. It is assumed that the driver is aware of these spectra and magnitudes and includes
them in an internal model of their surroundings.
While some sources of disturbances during driving can be described accurately by
stationary random signals, others occur at distinct points in time and have particular
transient characteristics. Transient disturbances could also represent a sudden departure
from the linear regime of the tyre, such as an unexpected skid. More sustained manoeuvres
involving the nonlinear region of the tyre are investigated in Chapter 6. Target paths in
real driving generally do not follow a random distribution, although it may be possible
to model them as such with a much lower frequency spectrum than the targets used in
Chapters 3 and 4. Often target paths consist of discrete, transient manoeuvres such as lane
changes, corners and circuits that follow predictable curvature profiles.
In Chapter 4 several driver model variations are suggested, where the driver’s internal
model representations H′ma (s) and H
′
mω (s) of the motion filters do not match the true
filters Hma (s) and Hmω (s). A similar approach can be taken for transient forcing functions,




















Figure 5.2: Predicted forcing function signals based on three internal model filters: white
noise; an integrator; and a double integrator.
by defining internal model representations H′f v (s), H
′
fω (s) and H
′
f κ (s) of the target and
disturbance spectra. For simplicity three basic filters are considered: White noise (unity
transfer function), an integrator (transfer function 1/s) and a double integrator (transfer
function 1/s2). These filters define the expected relative amplitudes of frequencies in the
forcing function signal, however they also predict the future trajectory of the signal in the
time domain, as shown in Figure 5.2. If the driver has measured the initial forcing function
signal given by the solid line, the three filters give different predictions about what is most
likely to come next. If white noise is assumed, the predicted future values are all zero,
independent of what has come before. For an integrator, the future values are assumed to
be equal to the previous measured value, and for a double integrator the signal continues at
a constant gradient.
The three types of target used in the experiment described in Section 5.3 were a straight
line (for which all filters would give the same results since f κ is always zero), lane changes
and corners. The target curvature profile f κ is shown for the lane change and corner tracks
in Figure 5.3. The lane change consists of two short impulses, so the prediction shown in
Figure 5.2 for a white noise spectrum would be the most accurate. The corner consists of a
triangular curvature profile. The prediction of the double integrator would be consistent
with this, although it would be inaccurate close to the middle and end of the corner. Using
an integrator as the equivalent target filter should give a reasonable prediction for both of
these cases. In normal driving the path followed by a driver will have a smoothly varying
curvature, since large changes would cause a sudden jump in acceleration, therefore
the choice of an integrator H′f κ (s) = 1/s is appropriate. The disturbances used in the
experiment were based on impulses, therefore it is most appropriate to choose white noise
equivalent filters H′f v (s) = H
′
fω (s) = 1.
In addition to the spectra of the forcing functions, the simulated driver has an internal

























Figure 5.3: Target curvature profiles fκ for a lane change and a corner




ω of their white noise representations. In
Chapters 3 and 4 these are assumed to equal the true RMS amplitudes of the white noise
signals from which the forcing functions are calculated, bandwidth-limited by the Nyquist
frequency 1/(2Ts). For transient forcing functions it is necessary to find equivalent white
noise amplitudes for the forcing functions, but it is not obvious how they should link to
the signal itself. Similarly, the driver’s internal model includes estimates of the RMS
measurement noise amplitudes Va, Vω, Ve and Vφ, and the process noise amplitude W . In
Chapter 3 the process noise is found to vary linearly with the RMS steering angle, and
similar relationships are found for the measurement noise in Chapter 4. Noise amplitudes
V are linearly dependent on stimulus magnitude M , with a constant signal-to-noise ratio











In Chapter 4, stimulus magnitudes are defined as the RMS signal value, for example
Ma = RMS(ave). However, the RMS value may not always be an appropriate measure
of the magnitude of transient signals. For example, in a straight line trial with impulse
disturbances there are large periods of zero signal between impulses, resulting in a very
small RMS value. Alternatively, in a corner the driver is subjected to large steady-state
centripetal accelerations, resulting in a large RMS acceleration. To investigate how drivers
perceive transient signals, equivalent signal magnitudes M are identified to fit experimental
data using a procedure described in Section 5.4. The results are discussed in Section 5.5.
The driver model assumes that the forcing functions have stationary statistical properties
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during each trial, hence the need to define equivalent filters and magnitudes for each signal.
However, in reality transient forcing functions have time-varying characteristics. A time-
varying Kalman filter was implemented with time-varying signal magnitudes M (k) which
were proportional to the current value of the corresponding signal, however the results
were found to fit measured steering behaviour poorly. It is reasonable to assume that
for a short trial the driver bases their control strategy on constant equivalent magnitudes.
However, over longer, more variable driving scenarios (for example if one trial were to
transition directly into another) the driver may use learning or adaptive methods to adjust
their control strategy. A limited amount of research has been carried out to identify pilots’
responses to time-varying motion gains and vehicle dynamics [224–226], however further
research is necessary to understand how drivers adapt to changing conditions.
5.3 Experiment procedure
Experiments were carried out in Chapters 3 and 4 to measure the steering behaviour of
real drivers so that parameter values for the new driver model could be identified. Drivers
carried out a combined target-following and disturbance-rejection task in a moving-base
simulator, with the target and disturbance signals formed from filtered white noise. A
new experiment was designed to investigate how drivers respond to target and disturbance
signals formed from distinct, transient events, with a procedure similar to the previous
experiments. A linear single-track vehicle model was used, with parameters summarised
in Table 3.1. The longitudinal speed U was always 40 m/s, however the steering ratio G
varied depending on the conditions of the trial to make it easier for the drivers to carry out
small or large manoeuvres as necessary. The target line was always fixed to the road so the
drivers could preview the upcoming target.
To allow the drivers to follow large-angle target paths without exceeding the simulator
limits, and to investigate how drivers’ responses to transient disturbances are affected by
sensory conflicts, the physical motion of the simulator was scaled or filtered relative to the
motion of the virtual vehicle in a similar way to the experiments described in Chapter 4.
Four motion conditions were tested: no motion, full motion, scaled motion and filtered
motion. The scaled motion trials used scaling factors of 0.2 on the lateral motion and
0.5 on the yaw motion. The filtered motion trials had scaling factors in the same ratio,
adjusted for each trial to fit within the simulator limits, with both lateral and yaw motion
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5.3.1 Disturbances
Three types of disturbance were used in the experiment: white noise disturbances for com-
parison with previous results; transient impulse disturbances; and ‘shaped’ disturbances
which were designed to mimic discrepancies caused by filtering the vehicle motion. The
impulse disturbances were formed of lateral and/or translational impulse accelerations,
designed to act for a short amount of time to push the vehicle in one direction. This
is not possible if the disturbances are added directly to v and ω as in Chapters 3 and 4,
since velocity step disturbances would require a constant steering angle from the driver
after the impulse. The vehicle model was modified to add fv and fω to the lateral and
yaw accelerations rather than velocities, as shown in Figure 5.4. There are nine possible
combinations of the signs of v and ω impulse disturbances (including zero meaning that no
disturbance is added), as shown in Table 5.1. Some or all of these impulse combinations
were included in each transient disturbance trial.
One of the objectives of the experiment was to determine the extent to which drivers









































Figure 5.4: Comparison of old and new methods for adding disturbances to vehicle
Table 5.1: Possible combinations of signs of fv and fω impulse disturbances
Impulse disturbance number I1 I2 I3 I4 I5 I6 I7 I8 I9
Sign of fv 0 0 0 1 1 1 −1 −1 −1
Sign of fω 0 −1 1 0 −1 1 0 −1 1
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Figure 5.5: Design of shaped transient disturbances. Vehicle and simulator motion is com-
pared using motion filters and/or shaped disturbances
the vehicle motion. To investigate this, ‘shaped’ disturbances were created. They were
designed corresponding to each impulse disturbance to give resulting vehicle motion equal
to the filtered motion of the simulator. The design of the shaped disturbances is illustrated
in Figure 5.5. In the top left is a trial with full motion and no added shaped disturbance.
The car undergoes some motion, which may result from an impulse disturbance or the
driver steering to follow a target. In the top right is the same trial, with filtered motion.
In the bottom left, a shaped disturbance is added to the full motion trial so that both the
simulator and vehicle motion match the simulator motion from the trial shown in the top
right. In the bottom right is a filtered motion trial with an added shaped disturbance.
The shaped disturbances were calculated so that, if the driver were to steer identically
in both cases, the vehicle motion with an added shaped disturbance would match the
simulator motion with filtered motion and no additional disturbance. The latter was found
by simulating each impulse disturbance using the driver model, including any target-
following components such as lane changes. If the lateral and angular velocities of the
car are v and ω, and the corresponding simulator velocities are vsmr and ωsmr, the shaped
disturbances fv and fω can be found from:


(vsmr − v)(k + 1)
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Shaped disturbances S1 to S9 were calculated for the nine impulse disturbance variations
I1 to I9 outlined in Table 5.1, combined with any transient manoeuvres introduced by the
target in each trial.
Due to the adjustments made to the method of adding disturbances shown in Figure 5.4,
new filters were defined for the white noise disturbances:














The white noise disturbance amplitudes were Wv = 31.6 m/s2* and Wω = 15.8 rad/s2*.
5.3.2 Targets
Three types of target were used in the experiment: a straight line to investigate the
effects of transient disturbances in isolation; lane changes to measure responses to small-
displacement transient target events; and a track consisting of a series of corners to
investigate how drivers steer for a more realistic large-angle target profile. The nature of
the three target profiles required different sets of disturbances to be included in each case.
5.3.2.1 Straight line
Trials were carried out with a straight line target to measure the feedback component of
driver steering control in isolation. Since drivers’ responses are expected to be symmetrical
in the lateral direction, identical impulse disturbances were not tested in both directions.
In addition, no useful measurements would be obtained with no target or disturbances.
Therefore only four out of the nine impulse disturbances given in Table 5.1 were tested: I3,
I4, I5 and I6. The equivalent shaped disturbances were also tested, and the direction of
each disturbance was randomised. Each trial was split into blocks lasting 8 s, with one
disturbance at the start of each block, and the order of the blocks was randomised. Blocks
began at multiples of 10 s, plus up to two seconds added randomly so the driver could not
guess when the disturbance would occur. Four trials were carried out with the straight
line target, testing each motion condition. An example of the disturbances from one of the
straight line trials is given in Figure 5.6.
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Figure 5.6: Disturbance signals for trial T2, with a straight line target and full motion
5.3.2.2 Lane changes
To investigate how drivers respond to transient target events in addition to disturbances,
trials were carried out with a target consisting of continuous lane changes as shown in
Figure 5.7a. The direction of the lane change alternated, and the disturbances were added
at the onset of the lane change. The nature of the control task depends on the direction
of the disturbances relative to the lane change, therefore all nine impulse disturbances
given in Table 5.1 were tested, plus the shaped versions of each of them. The order of the
disturbances was randomised, and as there were eighteen disturbances in total they were
split over two trials. It was not possible to carry out the lane changes with full motion
without exceeding the simulator limits, and due to time constraints lane change trials with
no motion were not carried out. Since each condition required two trials to test all the
disturbances, four trials were carried out in total to investigate lane changes with scaled
and filtered motion.
5.3.2.3 Corners
The intrinsic target description given in Section 5.2.1 allows the vehicle motion to be
linearised about a large-angle target path. Therefore a target profile was designed to
investigate how drivers follow a more realistic target with large angles, consisting of
corners connected by straights. The layout of this target is shown in Figure 5.7b. It consists
of clothoid corners, with a triangular curvature profile as shown in Figure 5.3b. The shape
of each corner is identical, although the direction varies to avoid the drivers developing
motion sickness from constantly turning in the same direction.
It was not possible for the motion to be full-scale or scaled for the cornering trials, due
to the large low-frequency components in the vehicle yaw angle and lateral acceleration.
Therefore trials were carried out with filtered motion and no motion. In addition, it is
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Figure 5.7: Lane change and corner targets for transient disturbance experiment. Corre-
sponding curvature profiles fv are shown in Figure 5.3.
difficult to define a shaped disturbance in the same way as the straight line and lane change
trials because the discrepancy between full and filtered motion is very large, so only the
impulse disturbances were used. The disturbances were placed at one of two points of
the corner, the onset of the change in curvature (corner entry) and the point of maximum
curvature (mid-corner). As with the lane change trials, the disturbances for the corner trials
were split over two trials for each condition to reduce the length of each trial and allow the
drivers to take breaks if necessary.
5.3.3 Trials and procedure
The conditions of each of the trials carried out in the experiment are given in Table 5.2.
In addition to trials containing a mixture of impulse and shaped transient disturbances,
three additional trials were carried out with white noise disturbances, to compare with
previous results and investigate how drivers react to a transient target profile with random
disturbances. Each trial began with around 20 s of practice time for the drivers to adapt to
the conditions of the trial. Trial T1 was carried out first, followed by trials T2 to T9 in a
random order and then trials T10 to T15 in a random order.
As in previous experiments five drivers were tested, four normal drivers (drivers 1 to 4)
and one professional test driver (driver 5). Drivers 1, 4 and 5 were the same as those who
carried out the experiments in Chapters 3 and 4, however drivers 2 and 3 were new test
subjects. The results of all five drivers were also averaged to give a set of averaged data,
which should contain less noise than the data from the individual drivers. Except where
otherwise indicated, parameter values were identified to fit the averaged data.
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Table 5.2: Conditions of each trial for the transient disturbance experiment. Motion filter
HHP3(s) is given in Equation 5.11.
Motion filters Steering
ratio
Trial Target Disturbances Hma (s) Hmω (s) G
T1 Straight line White noise 0.2 0.5 3.3
T2 Straight line Transient 1 1 0.6
T3 Straight line Transient 0.2 0.5 3.3
T4 Straight line Transient 0.4HHP3(s) HHP3(s) 3.3
T5 Straight line Transient 0 0 3.3
T6 Lane change Transient 0.2 0.5 3.3
T7 Lane change Transient 0.2 0.5 3.3
T8 Lane change Transient 0.3HHP3(s) 0.75HHP3(s) 3.3
T9 Lane change Transient 0.3HHP3(s) 0.75HHP3(s) 3.3
T10 Corners White noise 0 0 10
T11 Corners White noise 0.1HHP3(s) 0.25HHP3(s) 10
T12 Corners Transient 0 0 10
T13 Corners Transient 0 0 10
T14 Corners Transient 0.1HHP3(s) 0.25HHP3(s) 10
T15 Corners Transient 0.1HHP3(s) 0.25HHP3(s) 10
5.4 Parameter identification
Parameter values for the driver model are identified in Chapter 4 to fit the results of 51 trials
carried out under a range of conditions. When using the model to simulate the transient
disturbance trials many of the parameters are fixed at these values, given in Table 4.7.
However various additional parameters are introduced for trials with transient target or
disturbance profiles. These are:





chapters the target and disturbance forcing functions were generated from filtered





were equal to the true RMS values Wκ, Wv and Wω of these white noise signals.
However if the forcing functions consist of transient events it is necessary to
find equivalent magnitudes for the transient signals.
• Sensory signal equivalent magnitudes Ma, Mω, Mφ and Me. In Chapter 4, sen-
sory noise is found to be proportional to the magnitudes of the corresponding
sensory signal. With white noise disturbances these magnitudes can be charac-
terised as the RMS values of the signals, however this may not be appropriate
when the sensory signals contain transient events (see Section 5.2.2).
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• Cost function weight qδ. The value of this weight must be identified as it may
vary from trial to trial.
The values of these additional parameters are identified using a similar procedure to
Chapters 3 and 4 to fit the predictions of the driver model to the steering angles measured
in the experiment.
In Chapter 4 several variations of the driver model are presented based on possible
differences between the driver’s internal model of the motion scaling or filtering and the
real system. These variations are summarised in Table 4.1. Model variations M0 to M3
are also used for analysing the results of the transient experiment. In model M0 the driver
assumes there is no motion, and in model M1 the driver assumes the motion is at full
scale. In model M2 the driver’s internal model matches the true motion scaling factors or
filters, and in model M3 optimal internal model yaw and lateral motion scaling factors are
identified to fit the measured results as closely as possible.
In addition to predicting steering angle signals, the driver model can also estimate the
amplitude of random driver noise referred to the steering angle. In Chapters 3 and 4 the
process noise amplitude is adjusted to give predicted noise amplitudes similar to those
measured in the experiment. Preliminary simulations showed that it was not possible
to do this accurately with the transient disturbance experiment results, possibly due to
the time-varying nature of the driver noise in these trials. Therefore the steering angle
equivalent magnitude Mδ is set to the RMS steering angle RMS(δ) in each trial, and the
noise amplitude is not considered in the parameter identification procedure.
5.5 Results
The results of the transient disturbance experiment can be analysed in various different
ways. In Section 5.5.1 the performance of the five drivers in the experiment is compared.
Results of the parameter identification procedure are presented in Section 5.5.2 for the trials
with white noise disturbances, and Section 5.5.3 for the trials with transient disturbances.
Particular consideration is given to the shaped disturbances in Section 5.5.4, and attempts
to fit a single fixed set of parameter values to the results of multiple trials are described in
Section 5.5.5.
5.5.1 Driver performance comparison
Data measured in the transient disturbance experiment can be used to compare the per-
formance of the five drivers. A representative example of the steering angles measured
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Figure 5.8: Examples of each driver’s measured steering behaviour. Steering angles and
vehicle lateral displacements measured for each driver are compared for a section of trial T5.
for each driver is shown in Figure 5.8. The results are taken from a section of trial T5,
which had a straight-line target and no motion feedback. There is evidence of a variation in
steering strategies between the drivers, with different levels of oscillation in the measured
steering angles. However each driver seems to be consistent in their choice of strategy,
as the responses of each driver to the two disturbances shown in Figure 5.8 are generally
consistent with each other. This indicates that a fixed-parameter driver model is appropriate,
with drivers adopting a consistent control strategy throughout a given trial.
An interesting observation from Figure 5.8 is that the steering action of driver 3 contains
an oscillation at a frequency just under 1 Hz. The oscillation is consistent and periodic, and
doesn’t diminish after each disturbance. It is therefore unlikely to result from driver noise
or instability in the driver-vehicle control loop, so it appears so be deliberate. One possible
interpretation is that the driver is attempting to perform a ‘dual control’ task [227]. This is
a control task which has the additional objective of learning the system dynamics. The
driver may be adding in a known disturbance and measuring the resulting car movements
so that the vehicle dynamics can be better understood. As seen in Figure 5.8, the effect of
this oscillation on the path-following error is minimal.
An alternative method of comparing the performance of the different drivers is to plot
the RMS path-following error e against the RMS steering angle δ for each driver and
trial, as in Figure 5.9. The values for each trial are given by the small markers, with the
average values for each driver given by large markers. The results for each trial appear in
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Figure 5.9: Performance of each driver in each trial of the transient experiment. Average
values across all trials are shown by large markers.
three distinct groups, the first for the straight line trials which are grouped between RMS
steering angles of around 0.05 and 0.1 rad, the second for the lane change trials with RMS
steering angles between around 0.1 and 0.3 rad. The third group is for the cornering trials,
which required a large amount of low-frequency steering, resulting in much larger RMS
steering angles.
A surprising result seen in Figure 5.9 is that, when averaged across all trials, the drivers
who steered the least also achieved the lowest path-following errors. This is the opposite to
what would be expected, as it is assumed that the driver’s cost function represents a trade-
off between steering effort and target-following performance. This discrepancy may be a
result of differences in the experience of the different drivers, with more experienced drivers
able to achieve a lower path-following error while also minimising steering effort. Indeed
the best driver from the results in Figure 5.9 is driver 5, who is a professional test driver.
Since the shaped disturbances mimicked a high-pass filter and pushed the vehicle back
towards the line after the initial impulse, drivers with more aggressive steering strategies
may have overreacted in their response to the initial disturbance. The vehicle lateral
displacements plotted in Figure 5.9 indicate that variations in path-following performance
between the drivers were often caused by overshooting the target when responding to the
initial disturbance.
5.5.2 White noise disturbances
Three of the trials (T1, T10 and T11) had filtered white noise rather than transient dis-
turbances, providing a link between previous results and the new experiment. For these
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Figure 5.10: VAF values for trial T1, for each driver and averaged data, using model variations
M0, M2 and M3. The shaded area shows the upper bound given by a Box–Jenkins model.
trials it is not necessary to identify values for all of the parameters listed in Section 5.4,
as many can be fixed using knowledge of the conditions of the trials. Trial T1 had white
noise disturbances with a straight-line target, so is fully within the scope of the model
used in Chapter 4. The only parameter value that must be identified is the steering cost qδ.
Signal magnitudes Ma, Mω, Mφ and Me are all set to the RMS values of the corresponding
signals, as in Chapter 4. The correct forcing function magnitudes Wκ, Wv and Wv and
filters H f v (s) and H fω (s) are used in the simulated driver’s internal model.
Optimal values of qδ are identified to give the best fit to the results of trial T1 for each
of the drivers separately, plus the averaged data. The resulting VAF values are shown in
Figure 5.10, comparing model variations M0, M2 and M3 with the upper bound given by a
Box–Jenkins model. Model M1 is not shown as it was found to become unstable with the
chosen parameter values. In general the VAF values are high, particularly considering that
only one parameter value is identified (except for model M3 where the two internal model
scaling factors are also identified). This shows that the parameters found from previous
experiments are still applicable to a similar trial carried out on a different day, with some
different drivers. Except for driver 4, model M2 fits better than model M0, showing that
the physical motion information was used by the drivers.
Trials T10 and T11 combined filtered white noise disturbances with a large-angle
cornering target. This is an important situation to consider, as it is arguably the closest
match to real target and disturbance signals during normal driving. Since the disturbances
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be set equal to their true values. However, the target has a transient profile, therefore































































Figure 5.11: VAF values for trials T10 and T11, for each driver and averaged data, using
model variations M0, M2 and M3. The shaded area shows the upper bound given by a
Box–Jenkins model.
W ′κ is identified to fit experimental measurements. The measured target angles are clearly
dominated by the transient target profile, therefore an equivalent magnitude Mφ is also
identified. However, the other measured signals do not contain significant transient
components, therefore their RMS values are an appropriate quantification of the signal
magnitudes. The values of Ma, Mω and Me are set to the corresponding RMS signal values.
Parameter values are identified for trials T10 and T11 for each driver and the averaged
data, and the resulting VAF values are plotted in Figure 5.11. The VAFs are much higher
for these trials than for trial T1, since the steering angle signal contains large low-frequency
target-following components which must be similar for any controller that is able to follow
the target line successfully. Since trial T10 had no motion, models M0 and M2 are
equivalent in this trial. Model M3 fits slightly better for driver 4, however otherwise all
model variations give similar results. The VAFs are also close to the upper bound given by
the Box–Jenkins model, showing that the parametric driver model estimates the true driver
steering behaviour well and that it was reasonable to use the RMS values for Ma, Mω and
Me. The VAF values for each of the model variations are also close to the Box–Jenkins
upper bound for trial T11, as shown in Figure 5.11b. For drivers 2 and 3 model M3 fits
better than M0, which in turn fits slightly better than M2. However for the other drivers,
and the more reliable averaged data, all model variations fit the results similarly. Closer
inspection of the averaged data results reveals than model M3 fits best as expected, and
model M2 fits better than M0. This indicates that the drivers were using the motion,
however it didn’t make a significant difference to their control actions.
The values of the parameters identified for trials T1, T10 and T11 are given in Table 5.3.
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Table 5.3: Parameter values and noise ratio identified for trials T1, T10 and T11, using the
averaged data and driver model variation M2. Values given in brackets are fixed based on
the conditions of the trials.
Identified parameter values Noise
ratio
Trial qδ (rad−2*) Mφ/RMS(φ) Mφ/RMS(φ0) W ′κ/RMS( ḟκ ) (experiment/model)
T1 2.52 (1) (1) (1) 0.941
T10 2.19 0.181 1.47 7.13 0.681
T11 0.32 0.482 3.85 6.68 0.350
The order of magnitude of the identified values is similar for trials T10 and T11, although
the steering cost qδ is higher for trial T10, showing that drivers put in less steering effort
when there was no physical motion feedback. For both trials Mφ is lower than the RMS
value of φ. In Chapter 4 the RMS value of φ is calculated over the entire vector of
previewed angles, however for large-angle targets which curve away from the vehicle this
value is large. It may instead be more appropriate to link σφ to the RMS value of the yaw
tracking error φ0. This removes the large low-frequency components in the RMS value,
since φ0 mostly consists of small variations around the target path. For trial T10, which is
likely to give a more accurate estimate of visual system parameters, the identified value of
Mφ is 1.47 times the RMS value of φ0. For the trials carried out in Chapter 4, in which Mφ
is chosen to equal RMS(φ), the value of RMS(φ) is generally between 1.3 and 1.5 times
the value of RMS(φ0). This means that if Mφ was instead defined as RMS(φ0), SNRφ
should be decreased by a factor of around 1.4 from the value given in Table 4.7 to give
equivalent results. Doing so would result in a ratio Mφ/RMS(φ0) close to unity for trial
T10 in Table 5.3, showing that it is appropriate to let Mφ = RMS(φ0) even for large-angle
target paths.
For both of trials T10 and T11, the identified equivalent target forcing function mag-
nitude W ′κ is around 7 times larger than the RMS value of the equivalent white noise
input, which is the derivative of f κ since the equivalent target filter H′f κ (s) is chosen in
Section 5.2.2 to be an integrator. This could be partly due to the straight sections of the
cornering track, which add periods of zero curvature and reduce the overall RMS value.
However the maximum value of the derivative of f κ is only around 1.5 times larger than the
RMS value, so the identified value of Wκ is too large for any measure of the magnitude of
the target signal. This result indicates that the drivers put more weight on target following
than would be expected for a white-noise target of similar magnitude.
Table 5.3 also includes the ratio between the RMS noise level measured in the ex-
periment (defined as the RMS difference between the measured steering angle and the
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Box-Jenkins prediction) and the noise level predicted by the model. For trial T1 this value
is close to 1, showing that the parameter values found in Chapter 4 give a realistic estimate
of the driver noise amplitude. However, the model overestimates the noise level in trials
T10 and T11, showing that the equivalent noise amplitudes in the driver’s internal model
may not adequately represent noise levels for signals containing transient components.
5.5.3 Transient disturbances
The remaining trials combined transient disturbances with straight line, lane change and
cornering targets. The transient disturbances consisted of impulse accelerations and shaped
disturbances, which are discussed in further detail in Section 5.5.4. Each trial was carried
out with either no motion, full motion, scaled motion or filtered motion, allowing the
effects of different motion conditions on the drivers’ steering responses to be studied.
The averaged steering responses to each of the impulse disturbances in the straight line
trials are plotted in Figure 5.12, and the corresponding path-following errors are shown in
Figure 5.13. These allow driver steering behaviour under different motion conditions to
be interpreted more easily than responses to random white noise disturbances. It should
be noted that the disturbance magnitudes were smaller in trial T2, however they were
exactly the same in trials T3 to T5, allowing the responses to be directly compared for all
conditions except full motion.
Figures 5.12 and 5.13 show that the drivers steered similarly for disturbances I3, I4
and I5, which indicates that drivers respond to v and ω disturbances in similar ways. The
steering response was smaller for disturbance I5, in which fv and fω acted in opposite
directions. It is clear that the motion conditions had a significant and consistent effect on
the steering responses. Figure 5.12 shows that the response time was similar for the three
conditions with motion, however the drivers steered later and at a lower initial steering rate
without motion. This shows that physical motion information reduces drivers’ reaction
times to disturbances, even if the motion is scaled or filtered. In some cases the drivers
overshot the target in their initial response, requiring a second smaller steering action in the
opposite direction to the disturbance. This happened less in the full motion trial, although
this may be a result of lower amplitude disturbances. Comparison of the scaled motion and
filtered motion results shows that drivers steered more in their initial response and returned
to zero steering angle earlier with scaled motion, with a similar amount of overshoot in
both conditions.
The effects of the motion conditions on the path-following error e can be seen in
Figure 5.13. The error was smallest for the full motion trial, where the disturbance
amplitudes were smaller. The vehicle returned to the line slightly earlier with scaled rather













































Figure 5.12: Steering angle responses to impulse disturbances in straight line trials, for four
impulse types with various motion conditions. The same disturbances were used with scaled,
filtered and no motion. Smaller amplitude disturbances were used with full motion.
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Figure 5.13: Path-following error from impulse disturbances in straight line trials, for four
impulse types with various motion conditions. The same disturbances were used with scaled,
filtered and no motion. Smaller amplitude disturbances were used with full motion.
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than filtered motion, although the maximum deviations from the path were similar in both
cases. The path-following error was much larger with no motion, showing that physical
motion information allows drivers to respond to impulse disturbances more effectively.
The differences between motion and no motion are shown in Figure 5.13 to be greater than
the differences between scaled and filtered motion.
Similar plots for the lane change trials are shown in Figures 5.14 and 5.15. Only scaled
motion and filtered motion were tested, and there were nine types of impulse disturbance
to account for all possible combinations given in Table 5.1. The lane change manoeuvre
required one steering action in the direction of the lane change, followed by a counter-steer
of similar magnitude to straighten the car. Differences between the scaled and filtered
motion results are largest for disturbances I3–I6 and I9. These are the combinations where
at least one of the impulse disturbances acted in the direction of the lane change. For
the other combinations all disturbances were acting opposite to the lane change direction,
reducing the need for a counter-steering action to straighten the vehicle.
The steering angles plotted in Figure 5.14 show that differences between the two motion
conditions are small for the initial steering action. However the return phase was carried
out significantly later with filtered motion and often required an additional small correction.
The path-following errors plotted in Figure 5.15 show that this delayed counter-steer caused
the vehicle to overshoot the target with filtered motion when there was a disturbance acting
in the direction of the lane change. These results show that drivers are able to carry out
lane changes with disturbances much better when the motion is scaled rather than filtered.
Comparison of the steering angles and path-following errors for the cornering trials
with transient disturbances (T12–T15) did not reveal clear differences between the trials
with filtered motion and no motion. This could be because the task (and therefore the
motion) was dominated by the feedforward cornering component, which meant that the
filtered motion did not provide the drivers with much additional useful information about
the disturbances. If it were possible to carry out these trials with scaled or full motion
more clear differences may have been seen.
The identification procedure described in Section 5.4 can be used to fit the driver model
to measurements from the trials with transient disturbances. The resulting VAFs using
models M0, M1, M2 and M3 are plotted in Figure 5.16. In general the VAF values are
high, with model M3 fitting best as expected. VAF values are higher for the lane-change
trials than the straight-line trials, and much higher for the cornering trials. As discussed in
Section 5.5.2, this is because the low-frequency components associated with following the
targets dominate the measured steering angles in these trials. Model M2 fits the results
well for many of the trials, however model M1 fits better for trials T8 and T9 which had
filtered motion. Model M2 fits worse than model M3 for trial T4, which also had filtered
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Figure 5.14: Steering angle responses to impulse disturbances in lane change trials, for nine
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Figure 5.15: Path-following error from impulse disturbances in lane change trials, for nine
impulse types with scaled or filtered motion.
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Figure 5.16: VAF values for trials with transient disturbances, comparing different model
variations using the averaged data. The shaded area shows the upper bound given by a
Box–Jenkins model.
motion. This indicates that the drivers had difficulty learning accurate internal models of
the motion filters, which is similar to the result found in Chapter 4. Some insight into the
consequences of this can be found by looking at the time histories of the steering response
measured in the lane change trials compared with the predictions of models M1 and M2,
plotted in Figure 5.17.
Comparison of Figure 5.17a with Figure 5.17b shows that with filtered motion the
steering response was larger, more oscillatory and spread over a longer time period. The
prediction of model M2 does not exhibit such a significant oscillation, in contrast to
model M1 which is able to fit the measured behaviour well. This indicates that the drivers
exhibited some sub-optimal control behaviour, which can be accounted for by model M1
due to the discrepancy between the true motion filters and the driver’s internal model. The
fact that this sub-optimal control behaviour is seen with filtered motion but not with scaled
motion supports the hypothesis that it arises from errors in the driver’s internal model of
the motion filters. Introducing errors into the internal model degrades the optimality of the
control behaviour, causing oscillations or instability. By choosing the noise values in the
identification procedure model M1 can be tuned to give a similar amount of oscillation
to the steering signal measured in the experiments. However model M1 is not a good
candidate for an overall model of driver steering control, since it is not possible to find
a fixed set of parameter values which fits the experimental results well over a range of
trials. Further work is necessary to quantify discrepancies in the driver’s internal model,
and investigate how they affect the control performance of the driver.
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Figure 5.17: Measured and predicted steering responses using models M1 and M2. Steering
angles are compared for impulse disturbance I5 in lane change trials with (a) scaled or (b)
filtered motion.
5.5.4 Shaped disturbances
In addition to impulse acceleration disturbances, trials T2 to T9 contained shaped dis-
turbances which were designed to imitate distortions resulting from filtering the vehicle
motion, as explained in Section 5.3.1. The aim was to investigate the extent to which
drivers can distinguish between disturbances and motion filtering distortions. This question
can be approached from two directions: Firstly, will a driver react to a shaped disturbance
as if it were a filtering distortion? Secondly, will a driver react to a filtering distortion as
if it were a disturbance? These questions are addressed by comparing simulations using
the driver model with results measured in the experiment. A new variation of the driver
model M5 is defined, in which the driver’s internal model of the motion filters H′ma (s) and
H′mω (s) is equal to HHP3(s) (see Equation 5.11), multiplied by additional scaling factors
K′ma and K
′
mω, which are optimised during the identification procedure in a similar way to
model M3:
H′ma (s) = K
′
maHHP3(s) (5.16)
H′mω (s) = K
′
mωHHP3(s) (5.17)
This model variation represents a driver who believes that the motion is filtered, which may
be an erroneous assumption caused by shaped disturbances. The identification procedure
is run using this model for all trials with transient disturbances. The resulting VAFs are
compared with models M2 and M3 in Figure 5.18. The important trials for the first question






























Figure 5.18: VAF values using model M5 for trials with transient disturbances, compared
with models M2 and M3 and the Box–Jenkins upper bound.
M5 fits the measurements worse than models M3 and M2 for these trials, showing that the
shaped disturbances did not make the drivers believe the motion was filtered.
The second question can also be answered by looking at the results shown in Figure 5.18.
Model M3 represents a driver who believes that the motion is scaled, which implies that
any distortions caused by filtering of the motion are perceived as disturbances. This can be
compared with model M2, in which the driver is aware of the correct filtering, and model
M5, which allows for the driver misidentifying the motion gains while still being aware of
the filtered motion. The important trials for this question are T4, T8 and T9, which had
filtered motion. In trial T4 differences between the models are small, however model M3
fits the results best. In trials T8 and T9 model M3 fits much better than models M2 and
M5. This indicates that in trials with filtered motion the drivers steered as if the motion
was scaled, implying that any phase distortions caused by the filtering were perceived
as disturbances. M5 fits slightly better for the cornering trials, which could indicate that
drivers are able to perceive the filtering better when there is a larger discrepancy between
the scaled and filtered motion. However model M2 still fits worse than M3, so they are
not necessarily able to learn the motion filters accurately. Drivers may simply be able to
discount the lowest frequencies involved in the feedforward target-following task.
5.5.5 Single parameter set
For the driver model to provide useful predictions of driver steering behaviour it is necessary
to find a single fixed set of parameters which can match experimental results over a range
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of conditions. Therefore a single parameter set is identified to fit the results of trials
T1 to T15. Model M2 is used to represent a driver who is aware of the motion scaling
conditions, although results from Sections 5.5.3 and 5.5.4 show that this model may not
be as accurate for filtered motion trials. Section 5.2.2 explains how driver responses to
transient disturbances can be modelled by including equivalent magnitudes for each signal
in the simulated driver’s internal model. Results presented in Section 5.5.3 show that this
method can give a close fit to each individual trial. However it is not obvious how to
link these equivalent magnitudes to the properties of the signals to describe results across
different trials. Two hypotheses are tested: the first that the perceived magnitude of each
signal is proportional to its RMS value, for example:
Ma = KaRMS(ave) (5.18)
The second hypothesis is that the perceived magnitude of each signal is proportional to the
maximum signal value:
Ma = Kamax( |ave |) (5.19)
Using results discussed in Section 5.5.2, the RMS value of the previewed target angles is
defined as RMS(φ0) rather than RMS(φ), and similarly for the maximum value.
A similar identification procedure is used to that described in Section 4.6. Gains K are
identified corresponding to each signal magnitude M and forcing function amplitude W ′ to
scale either the RMS or maximum signal values as described in Equations 5.18 and 5.19.
RMS and maximum values are calculated from the data averaged over the five drivers. The
steering angle gain Kδ is fixed at a value of 1 in both cases. Initially a parameter set is
identified with a single steering cost qδ fixed across all trials. Separate values of qδ are
then identified to fit each trial separately in a similar way to the procedure in Section 4.6,
and these are held constant while identifying optimal signal gains once more.
The resulting VAF values are plotted in Figure 5.19. As expected, VAFs are lower
with a single fixed set of parameters than with separate parameter values for each trial.
The lowest VAFs are for trial T4, which had filtered motion. The model is expected to
fit less well for filtered motion trials, as it assumes the drivers have an accurate internal
model of the motion filtering, which is found in Sections 5.5.3 and 5.5.4 to be untrue.
In general the VAFs for the single parameter sets are reasonably close to the separate
parameter sets. However the ‘max’ model fits best for the straight line trials, whereas
the ‘RMS’ model fits best for the lane change trials. Both models fit similarly for the
cornering trials. These results indicate that neither the RMS value nor the maximum value
are appropriate descriptions of the signal magnitudes under all conditions, so the equivalent
signal magnitudes may depend on more complicated signal properties or a combination of
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Figure 5.19: VAFs for single parameter set fit to all trials of transient experiment, with signal
magnitudes proportional to either RMS value or maximum signal value
Table 5.4: Single set of parameter values identified to fit all trials in transient disturbance
experiment, for the ‘RMS’ model and the ‘max’ model. Values given in brackets were fixed.
Identified equivalent magnitude gains
Model Ka Kω Kφ Ke Kδ K f κ K f v K fω
RMS 0.32 0.046 9.6 10 (1) 0.10 0.33 8.9
max 0.24 0.35 8.7 10 (1) 0.0095 3.7 8.3
factors. Overall the ‘RMS’ model is a slightly better fit to experimental results.
The identified parameter values are given in Table 5.4. There are clear similarities
between many of the values found using the two models. This is interesting as the RMS
value is a lower estimate of signal amplitude than the maximum value, so lower gains
would be expected for the ‘max’ model. However the driver’s control strategy depends on
the relative rather than absolute noise values, so these similarities may be a result of setting
Kδ to 1 for both models. Small gains Ka and Kω are found for the vestibular measurements,
whereas large gains Kφ and Ke are found for the visual measurements. Similarly, a small
gain K f κ is found for the target and larger gains K f v and K fω are found for the disturbances.
These results show that the drivers placed more emphasis on disturbance-rejection than
target-following compared with previous trials. This is the opposite result to that found in
Section 5.5.2 for trials T10 and T11, although Figure 5.19 shows that the single parameter
set models do not fit as well for these trials.
In Section 5.5.3 various effects of the simulator motion conditions on the drivers’
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control responses are observed. Simulations can be carried out using the single parameter
set given in Table 5.4 to investigate whether these effects are predicted by the model. The
‘RMS’ model is used, since this gives the best overall fit to experimental results, and
the steering cost qδ is fixed at a value of 1. The results of the simulations are shown in
Figures 5.20, 5.21, 5.22 and 5.23. They can be compared with the experimental results
shown in Figures 5.12, 5.13, 5.14 and 5.15.
In general the predictions of the model demonstrate similar effects to those seen in the
experimental results. The steering angles plotted in Figure 5.20 show that the simulated
driver steers later and at a lower initial rate with no motion, similarly to Figure 5.12.
However with filtered motion the steering response is closer to the zero motion case
than the scaled motion case, which is different to the experimental results. Figure 5.21
shows that the predicted path-following error is larger for less realistic motion conditions,
similarly to Figure 5.13. However the predicted differences are smaller than those seen in
the experiments.
Figures 5.22 and 5.23 also show similar effects to the experimental results presented in
Figures 5.14 and 5.15 for the lane change trials. The simulated driver initiates the return
phase of the lane change manoeuvre later with filtered rather than scaled motion, resulting
in a larger path-following error. However, once again the differences are not as large in
the simulations as in the experimental results. This is for two reasons. Firstly, the value of
qδ was kept constant in the simulations whereas in reality the driver’s cost function may
depend on the motion conditions. Secondly, results given in Sections 5.5.3 and 5.5.4 show
that in reality drivers developed an inaccurate, possibly lower-order model of the motion
filtering. This would have degraded the driver’s steering performance, resulting in larger
path-following errors as seen in Figure 5.15. However the fact that the effects of different
motion conditions predicted by the model are qualitatively similar to those seen in the
experiments is encouraging.
5.6 Discussion
The new driver model incorporating sensory dynamics is updated in Section 5.2 to account
for target and disturbance signals consisting of transient events rather than filtered white
noise. The model is based on the hypothesis that on average drivers carry out a statistically
optimal control strategy within the limitations of their sensory dynamics. With white noise
forcing functions this optimal control strategy can be calculated accurately and efficiently.
However, when the forcing functions are transient some of the assumptions made in the
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Figure 5.20: Model steering responses to impulse disturbances in straight line trials, for four
impulse types with various motion conditions. The same disturbances were used with scaled,
filtered and no motion. Smaller amplitude disturbances were used with full motion.
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Figure 5.21: Model path-following error from impulse disturbances, for four impulse types
with various motion conditions. The same disturbances were used with scaled, filtered and
no motion. Smaller amplitude disturbances were used with full motion.
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Figure 5.22: Model steering responses to impulse disturbances in straight line trials, for nine
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Figure 5.23: Model path-following error with impulse disturbances in straight line trials, for
nine impulse types with scaled or filtered motion.
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with equivalent filters and amplitudes. However this approximation does not result in a
statistically optimal control strategy, as it ignores the time-varying nature of the statistical
properties of the signals. It is assumed that drivers’ learning and adaptation processes are
slow, so that within each trial the driver can be considered as a non-adaptive controller.
Results shown in Section 5.5 indicate that this assumption is reasonable.
An experiment was carried out as described in Section 5.3 to investigate the behaviour
of real drivers subjected to transient disturbances. One of the challenges of analysing the
results of an experiment with transient forcing functions is the lack of useful information
in the measured steering signals compared with the experiments carried out in Chapters 3
and 4. With white noise forcing functions the driver must constantly respond to varying
target and disturbance signals, resulting in a continuous measurement of driver control
responses over the length of the trial. In contrast, transient forcing functions only ‘force’
the driver for a small fraction of the trial. This makes it difficult to identify reliable
estimates of parameter values, since there is insufficient information to separate the effects
of different parameters. On the other hand, measurements with transient disturbances give
a new perspective on important features of driver steering control, and they also allow
differences in a driver’s control strategy to be more easily interpreted.
The results of the experiment are analysed in Section 5.5. The five drivers were
found to steer in different ways, including one driver who appeared to add an intentional
oscillatory disturbance in order to measure the state of the vehicle, following a ‘dual control’
strategy [227]. This is investigated further in Chapter 7. Parameter values identified in
Chapter 4 are used to compare the driver model with the results of trials containing white
noise disturbances. The model fits the results well, showing that reliable estimates can
be obtained for trials carried out at a different time to the experiments used to identify
parameter values, and with some new drivers. The model is also able to fit results from
trials with white noise disturbances but a more realistic cornering target.
In general the new driver model is able to fit experimental results well, even when the
assumptions of the model no longer strictly match the experimental conditions. For trials
with full motion, no motion or scaled motion drivers are able to build an accurate internal
model of the motion conditions and react to the perceived motion appropriately. However,
when the motion is filtered drivers are found to develop an inaccurate internal model of
the filtering, causing their steering behaviour to be somewhat oscillatory. In Section 5.5.4,
evidence is presented to show that drivers may perceive filtered motion as scaled in some
conditions, replacing the motion filters in their internal model with equivalent scaling
factors. This implies that any phase distortions introduced by the motion filters are
interpreted by the drivers as disturbances. Motion filters should therefore be carefully
designed to minimise these distortions. It should be noted that in these experiments the
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drivers had a limited amount of practice time, and with more experience drivers may be
able to develop more accurate internal models of the motion filters. However the results
indicate that in the absence of sufficient learning time, drivers may rely on a lower-order
approximation to the motion filters in their internal model.
In previous chapters, model M2 is found to give a reasonable fit to experimental results
under a range of conditions. This model variation assumes that any discrepancies between
the real system and the driver’s internal model can be included as part of the Gaussian
process noise. However the results found in Sections 5.5.3 and 5.5.4 highlight one of
the problems with this approach. Gaussian noise should on average have no impact on
the predicted control strategy. However more systematic errors in the driver’s internal
model can reduce the stability of the driver-vehicle system, resulting in oscillatory control
responses. Further work is necessary to quantify differences between the true system
and the driver’s internal model, and to investigate how they affect the steering control
performance of the driver.
Measurements from trials with transient impulse disturbances allow differences in
driver steering control under various motion conditions to be observed more clearly than
with random disturbances. Drivers are found to respond to disturbances earlier and more
effectively with physical motion, which agrees with the result found by Wierwille et
al. [114] that driver reaction times decrease when physical motion information is available.
The simplicity of the motion conditions is also found to affect driver control performance,
with drivers following a lane change much better with scaled motion than with filtered
motion. This has implications for experiments carried out in driving simulators, either with
a fixed base or with limited travel, as drivers may not perform as well as they would in
a real vehicle. These results agree with previous studies which have found that physical
motion information improves driver performance in a simulator [26, 114, 228]. These
effects are replicated using a fixed-parameter model in Section 5.5.5, although differences
between motion conditions are not as large as those observed in the experiment. This could
be due to drivers’ cost functions varying between trials, or drivers developing inaccurate
internal models of the motion filtering.
The single parameter set found in Section 5.5.5 fits experimental results reasonably
successfully, although neither the RMS nor the maximum signal values give a reliable
measure of perceived signal magnitudes under all conditions. Perceived signal magnitudes
are likely to depend on a combination of various properties of the signals. The transient
disturbance experiment tested drivers under a range of different conditions. However, not all
of the conditions are particularly representative of real driving scenarios. Whereas the trials
subjected drivers to a series of transient disturbances, in reality such disturbances occur
rather infrequently, and are generally superposed onto background random disturbances.
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This means that transient disturbances in reality are likely to be unexpected, unlike in the
experiments where the drivers were prepared for them. Drivers are therefore likely to
judge the signal magnitudes based on the underlying random disturbance signals and then
respond to the occasional transient disturbance based on these expectations.
5.7 Conclusion
The new driver model has been updated to account for target and disturbance signals
with transient rather than random characteristics, and an experiment was carried out
to test real drivers under these conditions. Driver performance was found to depend
on the motion conditions, with smaller reaction times and more accurate disturbance
rejection when physical motion feedback was present. Furthermore, drivers were found
to respond to disturbances more accurately when the physical motion was scaled rather
than filtered. These measured effects can be matched by predictions made by the updated
driver model, however it is difficult to find a fixed-parameter model to describe transient
steering behaviour under all conditions. Perceived magnitudes of transient signals cannot
be described fully by either the RMS or maximum values.
Drivers are generally able to develop an accurate internal model of scaled physical
motion, however when the motion is filtered drivers are found to rely on a simplified
internal model such as equivalent scaling factors, with any phase distortions caused by
motion filtering perceived as disturbances. This causes oscillatory steering behaviour and
a reduced control performance. Further work is necessary to quantify discrepancies in the
driver’s internal model and understand how they affect steering control behaviour.

Chapter 6
Control of nonlinear vehicle dynamics
While a linear model can represent the behaviour of a vehicle under normal driving
conditions, for more aggressive manoeuvres it is necessary to consider the nonlinear
behaviour of the tyres. The driver model developed in previous chapters is therefore
extended to account for nonlinear vehicle behaviour, and various nonlinear controllers
and state estimators are implemented based on different linearisations of the true
nonlinear dynamics. To compare the model predictions with the behaviour of real
drivers, an experiment was carried out in a driving simulator with a nonlinear vehicle.
Drivers were found to perform better when motion feedback was available, steering
less and following the target more closely. Comparing the experimental results with
predictions from the driver model shows that drivers are able to account for the
time-varying operating point of a nonlinear vehicle. The model is also able to match
the behaviour of experienced drivers near the friction limit of the tyres, however
further work is necessary to understand how an inaccurate internal model impedes the
performance of less experienced drivers.
6.1 Introduction
In previous chapters a new model of driver-vehicle steering control is developed incor-
porating human sensory dynamics. The new driver model is derived for a linear vehicle,
however in more extreme manoeuvres the vehicle may operate near the friction limit of the
tyres and the operating point of the vehicle may vary rapidly. It is therefore necessary to
develop a model which can describe a driver’s control of nonlinear vehicle dynamics.
Control of nonlinear vehicles has previously been motivated by finding the minimum
lap time for a racing car [7, 219, 229]. Nonlinear control algorithms are also increasingly
being developed for autonomous or semi-autonomous active steering systems [230–232].
However, these applications involve finding an optimal control performance rather than
matching the behaviour of a human driver. Various studies have attempted to model the
nonlinear control behaviour of a human driver, however they have neglected the effects of
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sensory dynamics [19–21, 233]. The aim of this work is to extend the results of previous
chapters to develop a more realistic nonlinear driver model that takes account of the
limitations of a human driver. For simplicity only constant-speed vehicles are considered,
although the same principles could be extended to model a driver’s combined lateral and
longitudinal control strategy.
An overview of the development of the nonlinear driver model is presented in Sec-
tion 6.2; for a more detailed mathematical derivation see Appendix A. Simulations were
carried out in [234] to compare different approaches to nonlinear control and state estima-
tion, and these results are used to guide the choices made in this chapter. To compare the
predictions of the model with the nonlinear steering behaviour of real drivers an experiment
was carried out in a driving simulator, as described in Section 6.3. Similarly to previous
chapters, a parameter identification procedure is used to fit the model to the results of the
experiment. The procedure is adjusted to account for the challenges of finding parameter
values for a nonlinear driver model, as discussed in Section 6.4. The results of the experi-
ment and parameter identification are presented in Section 6.5 and discussed in Section 6.6.
The main conclusions are summarised in Section 6.7.
6.2 Nonlinear driver model
The new driver model presented in Chapters 3 to 5 is derived for a constant-speed vehicle
with linear tyres. To represent a more realistic range of driving conditions the model
must be extended to account for a driver’s control of nonlinear vehicle dynamics. This
requires changes to the plant, state estimator and controller. A more detailed mathematical
derivation of the nonlinear driver model is outlined in Appendix A, and preliminary
simulations carried out using this model are presented in [234].
6.2.1 Plant
The plant for the nonlinear driver model is very similar to the plant derived for the
linear vehicle in Chapter 3, including modifications made to the visual system and target
description in Chapters 4 and 5. The only difference between the linear and nonlinear plant
is a nonlinear vehicle, in which the states describing the lateral velocity v and angular
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Figure 6.1: Nonlinear tyre force-slip characteristics
where AV is a nonlinear function. The disturbances are added linearly to the lateral and
angular accelerations as explained in Chapter 5. The remaining plant states are linear, so
they can be calculated using the linear state-space matrices derived in previous chapters.
In the experiment described in Section 6.3 the nonlinear vehicle was based on the
single-track model used in previous chapters, travelling at a constant speed of U = 40 m/s.
The linear vehicle included tyres with constant cornering stiffnesses Cf and Cr. For the
nonlinear vehicle these were replaced with nonlinear tyres, with lateral characteristics
described by the ‘magic formula’ [235]:
Fy = Fz D sin(C tan−1(B(1 − E)α + E tan−1(Bα))) (6.2)
For small slip angles this function is approximately linear, so an equivalent linear vehicle
can be found by letting Cf = dFyf/dαf = BCDFzf and Cr = dFyr/dαr = BCDFzr. Three
different tyres were simulated: a linear tyre (L), a nonlinear tyre with force monotonically
increasing as a function of slip angle (NI), and a nonlinear tyre with force decreasing past
the friction limit (ND). The force-slip characteristics of these three tyres are shown in
Figure 6.1, and the nonlinear tyre parameters are given in Table 6.1. All three tyres have
the same cornering stiffness at zero slip angle (Cf/Fzf = Cr/Fzr = 18 rad−1). Two different
vehicles were simulated, one with understeering characteristics and one with oversteering
characteristics. This was achieved by varying the balance of the vertical loads Fzf and
Fzr between the front and rear tyres. For simplicity the remaining parameters were kept
the same, including the position of the centre of mass, therefore the difference in lateral
loads could be accounted for by changes in the distribution of aerodynamic forces. The
parameter values for the two vehicles are given in Table 6.2. In trials NL5–NL8 (see
Section 6.3.4) the steering ratio G was lowered to 7 to reduce the steering torque feedback
in order to make these trials more comfortable for the drivers.
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Table 6.1: Nonlinear tyre parameter values
Tyre parameters
Tyre B C D E
Nonlinear increasing (NI) 12 1.5 1 1
Nonlinear decreasing (ND) 9 2.2 0.909 0.5
Table 6.2: Nonlinear vehicle parameter values
Moment Steering
Mass Length Length Force Force of inertia ratio Speed
Parameter m lf lr Fzf Fzr I G U
Units kg m m N N kgm2 – m/s
Understeering vehicle 650 1.85 1.65 9500 15000 450 10 40
Oversteering vehicle 650 1.85 1.65 12000 13000 450 10 40
6.2.2 State estimator
State estimation for a nonlinear plant can be achieved using an extended Kalman filter,
which operates on the same principles as the linear Kalman filter used in previous chapters.
Extended Kalman filters approximate the nonlinear plant dynamics by linearisation or
similar transformations. There are several variations of the extended Kalman filter which
can be implemented using code provided by the EKF/UKF Matlab toolbox [236]. These
include:
• LKF: Linear Kalman filter. A linear Kalman filter, found by linearising the plant
states about zero slip angle.
• EKF1: First-order extended Kalman filter. A linearised approximation to the
plant states is found at each time step.
• EKF2: Second-order extended Kalman filter. A quadratic approximation to the
plant states is found at each time step.
• UKF: Unscented Kalman filter. The nonlinear state covariance functions are
approximated at each time step using an unscented transform.
• FSF: Full state feedback. The state estimate is equal to the real states, removing
the effects of sensory dynamics.
Detailed derivations of each of the extended Kalman filters are given in [236]. These state
estimators were compared in [234], and the three extended Kalman filters (EKF1, EKF2
and UKF) were found to given identical results under most conditions. Therefore, EKF1
is used for the simulations carried out in this chapter, since it is the fastest to simulate.
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FSF was found to result in a better control performance as expected, however it does not
account for the sensory limitations of a human driver.
6.2.3 Controller






qeevi(k)2 + qδ δ̂(k)2
}
(6.3)
similarly to the LQR controller used in previous chapters. Various methods have been
implemented in the literature to control a nonlinear vehicle. Early approaches were
based on adaptive versions of classical control methods [19, 233], however advances
in computing power have increased the feasibility of optimisation-based methods. Full
nonlinear optimisation can be achieved using nonlinear programming algorithms [229,
231], however faster performance can be found by linearising the system dynamics [7, 20,
21, 219, 230, 232], and solving based on linear model predictive control (MPC) [237].
Various nonlinear controllers are implemented based on MPC, calculating an optimal
control sequence δ̂ over the prediction horizon, then taking the first of these as the next
control input δ̂. Whereas the LQR controller used in previous chapters has an infinite con-
trol horizon, for the MPC controllers the control horizon is chosen to equal the prediction
horizon Tp.
The nonlinear plant equations can be written in discrete-time state-space form:
x(k + 1) = A(x(k)) + Bδ̂(k) +Gw(k)
y(k) = Cx(k) + v(k) (6.4)
where x is the plant states, y is the plant outputs, δ̂ is the plant input, w is the process
noise (including white noise representations of the target and disturbances) and v is
the measurement noise. To reduce the computational load of the controller a reduced
plant is defined which includes only the states required by the controller, as explained
in Appendix A. The nonlinear state feedback function A can be linearised about states
xL(k + n), predicted n time steps ahead of the current time step k, with the approximation:
A(x(k + n)) ≈ A(xL(k + n)) + Ân(x(k + n) − xL(k + n)) (6.5)
where Ân is the Jacobian dA/dx evaluated at xL(k + n). Five different model predictive
controllers are implemented, with varying levels of approximation to the nonlinear plant
dynamics as illustrated in Figure 6.2:
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Figure 6.2: Illustration of linearisation carried out by different nonlinear controllers
• L0: Linearisation about zero slip angle, xL(k + n) = 0. This gives the same
result as the LQR controller derived in previous chapters (assuming the control
horizon is sufficiently long).
• LP0: Linearisation about the initial prediction state x(k) [20, 230, 232]. Â is
constant over the prediction horizon, linearised about xL(k + n) = x(k).
• LPF: Linearisation about the full prediction horizon [21, 219]. The solu-
tion starts from a nominal control sequence δ̂0, which is the previous opti-
mal sequence shifted by one time step, with a corresponding state trajectory
X0 =
[
x0(k) . . . x0(k + Np − Nvi + 1)
]
. The linearised matrix Ân is calcu-
lated about each nominal state xL(k + n) = x0(k + n).
• LPF∗: LPF constrained to stop the slip angles exceeding the force peak, plus a
constraint on the maximum change in δ̂ from the nominal control sequence [7].
• FNO: Full nonlinear optimisation [229, 231]. The full nonlinear equations are
used to predict the plant trajectory up to the prediction horizon.
A detailed derivation of each controller is given in Appendix A. Simulations were run to
compare the five controllers in [234]. In general a trade-off was found between simulation
speed and control performance. FNO performed best overall, however in many cases LPF*
performed equally well, and it was much faster to simulate. The only scenario in which
FNO performed significantly better than LPF* was with an oversteering vehicle and ND
tyres, which was particularly difficult to control for all controllers and state estimators.
6.3 Nonlinear experiment procedure
Simulations were carried out in [234] to compare the performance of the various nonlinear
state estimators and controllers presented in Section 6.2. However, the best-performing
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model does not necessarily correspond to the best model of a human driver, since drivers
may exhibit sub-optimal control behaviour or use a simplified internal model of the
nonlinear plant. A new experiment was designed and carried out in a simulator to test how
human drivers control a constant-speed vehicle with nonlinear tyres. The objectives of the
experiment were to:
• measure driver control performance for small perturbations about different
operating points on the tyre curve.
• measure driver control performance as the operating point varies through a
manoeuvre.
• investigate limitations of driver control near the friction limit of the tyres.
The overall procedure was similar to the experiments described in previous chapters, with
drivers following a target line while disturbances were added to the vehicle’s lateral and
angular velocities. The target line was always fixed to the road so the drivers could preview
the upcoming target. The vehicle travelled at a constant longitudinal speed of 40 m/s
throughout each of the trials, and the remaining tyre and vehicle parameters are given in
Tables 6.1 and 6.2.
6.3.1 Targets
Two different types of target were used in the experiment: a circle to measure driver
behaviour for small variations about a non-zero operating point; and a set of corners to
measure driver behaviour with a constantly varying operating point. The layout of both
targets is shown in Figure 6.3. The circle target consists of a straight line segment which
leads into a circle of constant radius Rcirc. Two different radii were tested, a larger radius
Rcirc1 = 140 m and a smaller radius Rcirc2 = 70 m. The cornering target consists of four
corners, each following a clothoid profile. The minimum radius varies between the corners,
with R1 = 78 m, R2 = 65 m, R3 = 71.5 m and R4 = 58.5 m.
6.3.2 Disturbances
For the trials with the circle target the disturbances were formed from filtered white noise
as in Chapters 3 and 4, to investigate responses to stochastic fluctuations about a steady
operating point. The disturbance filters H f v (s) and H fω (s) were the same as those used
in Chapter 5, given in Equations 5.14 and 5.15. For the cornering trials, both filtered
white noise disturbances (with spectra given by Equations 5.14 and 5.15) and transient
disturbances were tested. The transient disturbances were formed of acceleration impulses
as defined in Chapter 5, however the ‘shaped’ disturbances tested in the experiment in






































Figure 6.3: Target lines used in the nonlinear vehicle experiment
Chapter 5 were not used, due to the difficulty of implementing these for a large-angle target
path. In Chapter 5, various combinations of transient v and ω disturbances were applied
to the vehicle at the beginning and middle of each corner. In the nonlinear experiment,
the transient v and ω disturbances always had the same sign and acted in the middle of
the corner, but their direction relative to the corner was varied. Each of the four corners
with different radii was tested with transient disturbances in each direction, plus with no
disturbance, giving twelve corner/disturbance combinations per trial.
6.3.3 Motion scaling and filtering
Since the targets all had large steady-state lateral accelerations and steadily increasing yaw
angles, trials with scaled or full motion could not be run without exceeding the simulator
limits. Therefore each trial had either filtered motion or no motion. For the filtered motion







For the cornering trials, the cutoff frequency ωHP was 4 rad/s. In the circular trials it was
possible to have a much lower cutoff frequency of 0.2 rad/s, as the motion was small
apart from a large steady-state angular velocity and corresponding centripetal acceleration.
However, the transient caused by the entry into the circle would have resulted in a large
change in acceleration, therefore physical motion was switched off until 10 s into the trial.
The filters were also multiplied by scaling factors of 0.2 for the sway motion and 0.5 for
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the yaw motion. Each trial was repeated with and without physical motion using exactly
the same disturbance signals, to allow a direct comparison of how the physical motion
feedback was used by the drivers.
6.3.4 Trials and procedure
The conditions of each of the trials carried out in the experiment are shown in Table 6.3.
There were sixteen trials in total, half using a circular target and half using the cornering
target. Each condition was repeated with and without physical motion feedback, using
exactly the same disturbances so that the performance of the drivers with and without
motion could be compared directly.
Each trial began without disturbances to allow the drivers to get used to controlling
the vehicle. Disturbances began after 15 s for the circle trials, and after 2 corners for the
cornering trials. The circle trials with radius Rcirc1 (NL1–NL4) were carried out first, with
the order of these trials randomised. They were followed by the circle trials with radius
Rcirc2 (NL5–NL8) in a random order. Each of the trials with a circle target lasted 120 s.
The cornering trials with the understeering vehicle (NL9–NL12) were then carried out in a
random order, followed by the cornering trials with the oversteering vehicle (NL13–NL16)
Table 6.3: Conditions of each trial for the nonlinear vehicle experiment
Disturbances
Trial Target Type Wv (m/s2*) Wω (rad/s2*) Motion Vehicle Tyre
NL1 Circle Rcirc1 White noise 31.6 15.8 Filtered Understeering L
NL2 Circle Rcirc1 White noise 31.6 15.8 None Understeering L
NL3 Circle Rcirc1 White noise 31.6 15.8 Filtered Understeering NI
NL4 Circle Rcirc1 White noise 31.6 15.8 None Understeering NI
NL5 Circle Rcirc2 White noise 23.7 11.9 Filtered Understeering NI
NL6 Circle Rcirc2 White noise 23.7 11.9 None Understeering NI
NL7 Circle Rcirc2 White noise 23.7 11.9 Filtered Understeering ND
NL8 Circle Rcirc2 White noise 23.7 11.9 None Understeering ND
NL9 Corners White noise 23.7 11.9 Filtered Understeering NI
NL10 Corners White noise 23.7 11.9 None Understeering NI
NL11 Corners Transient – – Filtered Understeering NI
NL12 Corners Transient – – None Understeering NI
NL13 Corners White noise 15.8 7.9 Filtered Oversteering NI
NL14 Corners White noise 15.8 7.9 None Oversteering NI
NL15 Corners Transient – – Filtered Oversteering NI
NL16 Corners Transient – – None Oversteering NI
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in a random order. Each of the cornering trials lasted 170 s. The experiment was carried
out by the same five drivers as the transient disturbance experiment described in Chapter 5.
Drivers 1 to 4 are normal drivers and driver 5 is a professional test driver.
6.4 Parameter identification
In previous chapters, parameter values are identified to optimise the fit of the driver
model to experimental results using a procedure which combines a genetic algorithm
with a gradient search optimisation. This procedure is effective in finding optimal values
of several parameters simultaneously, however to find reliable parameter values each
optimisation requires many thousands of simulations of the driver model. The nonlinear
model takes much longer to simulate than the linear model, so it is not feasible to identify
a large number of parameter values in the same way. Therefore, where possible parameter
values for the nonlinear driver model are taken from previous work, and only the necessary
parameters are identified.
It is assumed that the addition of nonlinear vehicle dynamics should not significantly
affect the parameter values for the model, since the parameters describe the physical
systems of the driver rather than the vehicle. Most of the parameters are therefore set
to the values identified in Chapter 4, given in Table 4.7. Signal-dependent relationships
have been found for the driver noise amplitudes, for the process noise in Chapter 3 and
measurement noise in Chapter 4, allowing noise amplitudes to be estimated based on the
corresponding RMS signal amplitudes. In Chapter 4 the RMS value for the previewed
road angles is calculated over the entire vector φ, however in Chapter 5 it is found to be
more appropriate to link the previewed angle noise amplitude to the RMS value of the first
previewed angle φ0. To give equivalent results using this method the signal-to-noise ratio
SNRφ should be reduced to a value of 1.04, therefore this value is used for simulations
using the nonlinear driver model.
Experiments carried out in Chapter 5 showed that for signals containing significant
transient components it is not always appropriate to calculate noise amplitudes based
on the RMS signal amplitude. Therefore, several equivalent signal magnitudes M are
defined for the steering angle and each sensory measurement, and equivalent forcing




ω are used in the driver’s internal model. For a trial
with a large-angle transient target and white noise disturbances, results from Chapter 5
show that equivalent magnitudes for most signals can be set equal to their RMS values,
although a suitable equivalent target amplitude W ′κ must be identified. Trials with transient
disturbances require equivalent magnitudes to be identified for the plant input and outputs,
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Table 6.4: Equivalent signal magnitudes identified for nonlinear driver model. Identified
parameter values are given by a bullet (•).
Disturbances Ma Mω Mφ Me Mδ W ′v W ′ω W ′κ
White noise RMS(ave) RMS(ωve) RMS(φ0) RMS(evi) RMS(δ) Wv Wω •
Transient • • • • • • • •
and the forcing functions. The equivalent magnitudes identified for different trials from the
nonlinear experiment are summarised in Table 6.4. In addition, the steering cost weight qδ
is identified for each trial since it can vary depending on the choice of the driver.
The preview time Tp is identified in Chapter 4 to be 0.87 s. However, the LQR controller
has an infinite control horizon, and uses an internal model of the target spectrum to predict
future values of the target ahead of the prediction horizon. In the nonlinear model the
control horizon is equal to the prediction horizon, therefore it may be necessary to use a
larger value of Tp. One possible value is 1 s, since eye-tracking studies have measured that
drivers focus on a point on the road around 1 s ahead of them [6, 71, 79, 80]. Alternatively,
a preview time of 2 s allows the simulated driver to account for vehicle behaviour twice as
far into the future. The identification procedure is run with values of Tp = 0.87 s, 1 s and
2 s to investigate which value best describes the behaviour of real drivers.
Simulations carried out in [234] showed that all nonlinear state estimators perform
similarly, therefore the fastest (EKF1) is used in the identification procedure. FNO is the
best performing controller, however it is matched closely by LPF* under all conditions
except an oversteering vehicle with ND tyres. This condition was not tested in the
experiment, therefore controller LPF* is expected to give an optimal performance for all
trials. Since LPF* is much faster than FNO, LPF* is used in the identification procedure
and FNO is run once at the end to check it gives identical results. While these controllers
minimise the cost function most successfully, real drivers may be unaware of the full
nonlinear dynamics or may use simplifications to reduce their mental load, resulting in
a sub-optimal control performance. To test this hypothesis, parameter values are also
identified for controller LP0, and for a combination of controller L0 and state estimator
LKF. As in previous chapters, Box–Jenkins models are identified to fit the results of each
trial, however since the plant is nonlinear this no longer gives an upper bound on the fit of
the parametric driver model.
Due to numerical issues the RMS difference between the measured and modelled
steering angle does not vary smoothly with the parameter values. This means that gradients
of the optimisation function cannot be calculated reliably, so the gradient search method
cannot be used. Parameter values are therefore identified using a genetic algorithm only,
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with 10 iterations and a population of 12. This should be sufficient to give a reasonable
estimate of the two optimal parameters in the trials with white noise disturbances, however
it may lack the accuracy of previous estimates. In previous chapters, measurements from
all five drivers are averaged to give results for an average driver, with lower noise levels
than the separate measurements. However this is not possible for nonlinear trials, since the
principle of superposition does not apply with nonlinear dynamics. Therefore parameter
values are identified separately for each trial and driver.
6.5 Results
The results of the nonlinear vehicle experiment and the parameter identification procedure
can be analysed in various ways. In Section 6.5.1 the experimental results are used to
compare the performance of the five drivers and investigate the effects of physical motion
feedback. The agreement between the predictions of the driver model and the measured
results is quantified in Section 6.5.2. Simulations are run in Section 6.5.3 to investigate the
extent to which the driver model can match steering behaviour observed in the experiment,
and in Section 6.5.4 the performance of drivers and the model near the friction limits of
the tyres is investigated.
6.5.1 Driver steering performance
Steering angles and path-following errors measured during two corners of trial NL15
are plotted for each driver in Figure 6.4. This trial had a cornering target and transient
disturbances were added in the middle of the corners. The steering signals of the different
drivers all contain a significant oscillatory component, with a frequency and an amplitude
which are consistent over time and between the drivers, although the phase varies between
drivers. Since the oscillation is consistent and does not change in mid-corner it does not
appear to be caused by the disturbances. A similar oscillation is seen for one of the drivers
in Chapter 5. As discussed, this oscillation may be evidence of a dual-control strategy,
where drivers add a deliberate oscillation and measure the response of the vehicle in order
to estimate the vehicle operating point. Some of the drivers indicated in their comments
that this was a strategy they were deliberately carrying out. Dual control strategies for
determining the vehicle operating point are discussed further in Chapter 7. In the section
of trial NL15 plotted in Figure 6.4, drivers 1 and 4 had larger overall path-following errors
than the other drivers, both being consistently around 0.5 m away from the target line. This
could be because some drivers do not factor small steady-state path-following errors into
their cost function as significantly as others.
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Figure 6.4: Measured steering angles and path-following errors for all drivers during two
corners of trial NL15, with radii R4 and R1 and transient disturbances added in mid-corner
Eight pairs of identical trials were carried out with and without physical motion
feedback. This allows the influence of physical motion on the drivers’ control performance
to be determined by comparing these pairs of trials directly. The percentage change in
RMS steering angle and path-following error when motion feedback was added is shown
in Figure 6.5. The percentages are found with respect to the largest RMS value within each
pair, giving a symmetric percentage difference between −100% and 100%. The median
value over the five drivers for each pair of trials is also shown in Figure 6.5, chosen instead
of the mean due to outliers caused by accidental spins or skids in some of the trials.
Figure 6.5 shows that the addition of physical motion allowed the drivers to control the
vehicle better. With physical motion drivers were able to steer less while also following
the target line more closely. These results agree with findings from previous chapters
indicating that physical motion information is useful to drivers, and show that this can
be true even when the motion is filtered. It is possible that physical motion is even more
important for a nonlinear vehicle, as it is necessary for the driver to estimate the nonlinear
operating point to be able to control the vehicle effectively. Physical motion feedback gives
the drivers extra information which they can use to calculate the operating point of the
vehicle more accurately.
The performance of each driver in each trial from the nonlinear vehicle experiment
is compared in Figure 6.6. There is considerable variation between trials, which may




















































































(b) Path-following error e
Figure 6.5: Change in RMS steering angle and path-following error with physical motion.
Percentage differences are plotted for each driver and the median over the five drivers.
0 0.1 0.2 0.3 0.4 0.5


























Figure 6.6: Comparison of performance of each driver in nonlinear experiment. Individual
trials are shown by small markers, the median over all trials is shown by large markers.
be partly a result of varying conditions; in particular the cornering trials required larger
steering variations than the circular trials. Differences are also partly due to the control
performance of the drivers in each trial. In a few trials the driver-vehicle system became
unstable, resulting in path-following errors which were too large to fit within the axis limits
in Figure 6.6. The median values for each driver are shown in Figure 6.6 by the large
markers. Clear differences can be seen between the drivers. In general, the path-following
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error would be expected to decrease as the steering angle variation increases, with drivers
who put in more effort able to follow the path more closely. This is the case for drivers 1, 3
and 4, however drivers 2 and 5 performed better than the others on both counts. This may
indicate differences in experience between the drivers, and since driver 5 is a professional
test driver these results are consistent with expectations.
6.5.2 Driver model fit
Various possible approaches to nonlinear state estimation and control are proposed in
Section 6.2. These methods were implemented and simulations were used to compare the
performance of each combination of controller and state estimator in [234]. In general,
the more complicated implementations were found to take longer to simulate but result in
a better control performance. It is not known whether human drivers can carry out true
optimal control of a nonlinear vehicle, or whether they use simplifications similar to the
controllers and state estimators presented in Section 6.2. Therefore the predictions of
various combinations of controller and state estimator are compared with the experimental
results to investigate which combination best describes the control behaviour of a human
driver. Similarly to previous chapters, the fit of the driver model to the experimental results
is quantified by calculating the variance accounted for (VAF). VAF values for different
combinations of controller and state estimator are plotted in Figure 6.7.
In general the VAF values are high. This is partly due to the large low-frequency
target-following components which dominate the steering response, however it also shows
that all the controller/state estimator combinations can predict measured driver steering
behaviour. There is a large variation in VAFs between drivers, showing that the control
of some drivers is more predictable than others, which could result from different levels
of experience. VAFs are largest for drivers 2 and 5, who are also shown to be the better-
performing drivers in Figure 6.6. Low VAFs are seen for trial NL16 with driver 2, due to
the car undergoing a large skid in a particular section of this trial, however apart from this
the model fits the results of driver 2 well.
Differences between models are difficult to see in Figure 6.7 due to the large VAF
values, therefore the difference between the VAF found for each combination and the value
found for LPF*/EKF1 is plotted in Figure 6.8. For trials NL1 to NL4 (with the large radius
circular target) all models fit the results similarly, showing that for low-slip manoeuvres it
is not necessary to consider the varying operating point of the nonlinear tyres. However
for the other trials significant differences are seen between models. The largest VAFs are
for LPF*/EKF1, showing that drivers are able to consider the nonlinear operating point of
the vehicle, including how it might vary over the prediction horizon. In many cases this




























































Driver 1 Driver 2 Driver 3
Driver 4 Driver 5
Figure 6.7: VAF values for various nonlinear driver models, with Tp = 1 s. Trials NL1 to NL8
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Figure 6.8: Difference between VAF values with various nonlinear driver models, and with
controller LPF* and state estimator EKF1. Preview time is Tp = 1 s.
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Tp = 0.87 s
Tp = 1 s
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Figure 6.9: Difference between VAF values with various preview times and with Tp = 0.87 s,
using EKF1 and LPF*
model is seen in Figure 6.7 to fit better than the Box–Jenkins model, showing that no linear
model can fully capture the control behaviour of the drivers.
Parameter values are identified for model LPF*/EKF1 with three different preview
times, Tp = 0.87, 1 and 2 s. The differences between the VAFs found for each preview
time and the results found for Tp = 0.87 s are plotted in Figure 6.9. Some variation can
be seen between the drivers. For drivers 1, 3 and 4 the shorter preview times generally fit
the results better. For drivers 2 and 5, who had larger overall VAF values in Figure 6.7,
the longer preview times fit better for the circular trials and the shortest preview time fits
best for the cornering trials. There is little difference between preview times of 0.87 s
and 1 s (which is expected as the values are similar) however the VAFs are significantly
lower in many trials for a preview time of 2 s. Therefore a preview time of around 1 s is an
appropriate choice to match observed steering behaviour. This is consistent with results
from eye-tracking studies [6, 71, 79, 80], indicating that drivers do not predict the motion
of the vehicle past the point at which they direct their gaze.
Parameter values identified for each of the trials are shown in Figure 6.10, averaged
over the five drivers. Trials with transient disturbances (NL11, N12, NL15 and N16)
are excluded as the number of identified parameters is too large for these trials to give
reliable values with the limited number of iterations of the identification procedure. For
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Figure 6.10: Mean parameter values identified for trials with white noise disturbances, using
controller LKF* with Tp = 1 s. Identified parameters are the steering cost weight qδ and the
equivalent target magnitude W ′κ .
the remaining trials with white noise disturbances two parameter values are identified, the
equivalent target magnitude W ′κ and the steering cost weight qδ. Figure 6.10 shows that
there is some variation in the values of qδ and W ′κ identified for different trials, however
the values remain within a similar order of magnitude. The identified value of qδ is around
2 rad−2* on average, and the identified value of W ′κ is generally around 0.1 m
−1s−1. This is
much larger than the corresponding RMS signal amplitudes (which are zero for the circular
trials). As in Chapter 5, it is difficult to find a consistent link between the properties of the
target and the identified equivalent magnitudes.
Simulations are also run with controller FNO, using the parameter values identified for
LPF*. The resulting steering angles are almost identical, showing that in the conditions
tested LPF* is able to find the optimal nonlinear steering signal. This is expected, as LPF*
and FNO have been found to give identical values under almost all conditions [234].
6.5.3 Predicted effects of physical motion
Simulations can be carried out to determine the extent to which the driver model can
predict effects seen in the measurements taken from real drivers. The main aim of these
simulations is to find whether the model predicts the effects of adding physical motion











































































(b) Path-following error e
Figure 6.11: Predicted change in RMS steering angle and path-following error with physical
motion, calculated using simulations of the nonlinear driver model with LKF* and EKF1.
motion allowed drivers to steer less and follow the target path more accurately on average.
Based on the results shown in Section 6.5.2, controller LPF* and state estimator EKF1
are used for the simulations. Parameter values for the model are fixed using values found
in previous experiments, as discussed in Section 6.4. Approximate average values of
qδ = 2 rad−2* and W ′κ = 0.1 m
−1s−1 are taken from Figure 6.10. RMS signal magnitudes
in each trial are the median of the RMS values measured for the five drivers. The predicted
percentage differences in RMS steering angle and path-following error with the addition of
physical motion are plotted in Figure 6.11. These can be compared with the experimental
results shown in Figure 6.5. In general the percentage differences are smaller in magnitude
for the simulations in Figure 6.11 than the experimental results in Figure 6.5. This may be
a result of driver noise or internal model discrepancies in the measured results. However
the overall trends are the same, with the addition of physical motion predicted to allow the
driver to steer less and follow the target path more closely.
6.5.4 Performance near friction limits
One of the objectives of the experiment, defined in Section 6.3, was to investigate the
performance of drivers near the friction limits of the tyres. The experiment was carefully
designed to push the drivers near the limit on occasion without being so difficult that they
were not able to control the vehicle. On a few occasions drivers did lose control of the
vehicle, in which case the trials were repeated to get a complete set of data. However this
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(b) Trial NL8 (no motion)
Figure 6.12: Front slip angle for each driver during a period of trials NL7 and NL8. These
trials are identical except for the inclusion of physical motion feedback in trial NL7. The friction
limit of the tyre is given by the horizontal dashed line.
shows that real drivers sometimes have trouble controlling a vehicle near the friction limit.
Figure 6.12 shows a particular period of trial NL7, and the identical trial NL8 with
no physical motion feedback, where the random disturbances pushed the vehicle near the
friction limit of the tyres. The effects of this depend on the driver’s control actions, and it
is clear that there is some variation between drivers and over the two trials. In trial NL7
drivers 4 and 5 both managed to keep the vehicle within the friction limit, which is likely
to result in a better control performance. Driver 2 exceeded the friction limit briefly but
was able to reduce the slip angle again quickly. Driver 1 went further into the negative-slip
region of the tyre, and exhibited a degree of oscillatory control before the vehicle was
stabilised again. Driver 3 started in a very similar position to driver 2, however driver 3
was unable to control the vehicle effectively, going far into the negative slip region and
losing stability for several seconds afterwards.
In trial NL8 driver 4 once again stayed within the friction limit, however driver 5
exceeded it briefly. Drivers 1 and 2 both exceeded the friction limits by similar amounts to
trial NL7. Driver 3 controlled the vehicle similarly to driver 5, indicating that the instability
seen in Figure 6.13a may have been a random occurrence. Drivers are modelled as having
stochastic measurement and process noise perturbations, and the performance plotted in
Figure 6.12 depends in part on how these random signals happened to affect the steering
control at that crucial point of the trial. However, differences between drivers may also be
caused by systematic differences in control strategy, which could depend on experience or
internal model accuracy. For example, in trial NL7 drivers 2 and 3 started off in similar
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(b) Trial NL8 (no motion)
Figure 6.13: Simulated front slip angle for a period of trials NL7 and NL8. These trials are
identical except for the inclusion of physical motion feedback in trial NL7. The friction limit of
the tyre is given by the horizontal dashed line.
positions due to the combination of the disturbances and the driver noise, however driver 2
was able to recover control of the vehicle quickly whereas driver 3 underwent a significant
period of instability. Over the course of the experiment these differences led to observable
differences in performance, as seen in Figure 6.6.
It is difficult to determine the effects of adding physical motion feedback on control
performance near the limit by comparing Figures 6.12a and 6.12b. Since each line only
shows one run of a small section of each trial, most differences are likely to result from
random driver noise. However, some general patterns can be observed. At around 86 s the
average slip angles are closer to zero for trial NL8 than trial NL7. This could be a result of
drivers overreacting to reduce the slip angle as quickly as possible. With physical motion
feedback drivers were generally able to bring the slip angle within the limits without losing
as much lateral slip, which allowed them to follow the circular target line more closely.
Over the course of the experiment this could have led to the improved path-following
performance found with the addition of physical motion feedback in Section 6.5.1.
The corresponding slip angles predicted by the various combinations of controller
and state estimator tested in Section 6.5.2 are plotted in Figure 6.13. These are found by
simulating the driver models with the conditions described in Section 6.5.3. In general
all combinations perform similarly, although small differences are seen and there is an
oscillatory component for the linear model. All combinations avoid going past the friction
peak of the tyre, which is likely to be because no driver noise is added during the simula-
tions. There is also very little difference between the slip angles with and without physical
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(b) Trial NL8 (no motion)
Figure 6.14: Simulated front slip angle for trials NL7 and NL8, with driver noise added to
push the vehicle past the friction limit. These trials are identical except for the inclusion of
physical motion feedback in trial NL7. The friction limit of the tyre is given by the horizontal
dashed line.
motion feedback. The slip angles look very similar to the signals plotted for drivers 4 and
5 in Figure 6.12a, showing that the models give a good description of the behaviour of
more successful drivers near the friction limit. However they may not be able to represent
a driver who is less able to control the nonlinear vehicle near the limit of friction.
The slip angles plotted in Figure 6.13 avoid exceeding the peak force of the tyre since
there is no driver noise in the simulated signals. To test how the controllers behave past
the peak, a short transient impulse is added to the process noise w at 84 s. The resulting
slip angles are plotted in Figure 6.14. All combinations are able to control the vehicle,
although the prediction of the linear model has a significant oscillatory component. This
indicates that the drivers who are shown to have more difficulty stabilising the vehicle in
Figure 6.12 may have an incomplete or simplified internal model of the system dynamics.
The slip angle peak at 86 s is slightly closer to zero for trial NL8 than for trial NL7, which
is similar to the measured results shown in Figure 6.12.
6.6 Discussion
The driver model developed in previous chapters is extended to account for a driver’s
control of nonlinear vehicle dynamics. Various candidate controllers and state estimators
are proposed, as outlined in Section 6.2. A preliminary study was carried out to compare the
control performance and computational efficiency of these methods [234]. An experiment
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was designed to investigate the extent to which these models represent the control behaviour
of human drivers, as described in Section 6.3, and a parameter identification procedure
described in Section 6.4 is used to fit the driver model to experimental results.
Analysis of the measured steering signals in Section 6.5.1 shows that the drivers’
steering actions contained significant oscillatory components. This is similar to a result
found for one driver in Chapter 5. It is thought that this could indicate a ‘dual control’
strategy, where the driver adds a known oscillation and measuring the response of the
vehicle to try to determine the vehicle operating point. This is investigated further in
Chapter 7. The addition of motion feedback helped drivers steer with less effort and follow
the target path more closely. This agrees with results found in previous studies [222,
228, 238], and shows that fixed-base simulators may result in worse driver performance
than moving-base simulators or a real vehicle. Simulations described in Section 6.5.3
demonstrate a similar reduction in steering angle and path-following error with the addition
of physical motion, showing that the driver model is able to predict effects seen in the
experiment. The reduction is smaller in the simulations than the measured results, which
could be a result of driver noise causing larger differences between the two scenarios.
Alternatively, the absence of physical motion may result in the driver building up a less
accurate internal model, resulting in a further reduction of the driver’s control performance.
In general the nonlinear driver model is able to match experimental results well, al-
though the fit is better for better-performing drivers, including an experienced professional
driver. The model is a better representation of more experienced drivers than the sub-
optimal behaviour of inexperienced drivers. For trials involving low-slip manoeuvres a
linear driver model can fit as well as a nonlinear model, showing that the linear driver
model developed in previous chapters is a reasonable approximation for normal driving
conditions. However, for more extreme manoeuvres the best fit to measured driver be-
haviour is found using a model which considers the full time-varying nonlinear dynamics
of the vehicle. This shows that drivers are able to take account of a changing nonlinear
operating point. A slightly longer preview time of 1 s fits measured results slightly better
than the 0.87 s identified in previous chapters, which be may a result of the finite control
time for the MPC controllers. The value of 1 s is similar to preview times measured in
eye-tracking studies [6, 71, 79, 80], indicating that drivers generally direct their gaze
towards the furthest road information that they consider in their control calculation. It is
possible, however, that drivers use more distant previewed information when planning a
target trajectory [7, 219].
Various combinations of controller and state estimator are shown in Section 6.5.4 to be
able to control the vehicle beyond the tyre friction limit. Previous models used constraints
to keep the tyres below the friction peak [7], however the results shown in Section 6.5.4
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indicate that this is not always necessary. Simulations presented in [234] indicate that
linearised controllers have difficulty controlling an oversteering vehicle past the friction
peak, so the performance of the controllers past this peak may depend on the dynamics of
the vehicle. The measured performance of the various drivers near the friction limits of the
tyres is compared in Section 6.5.4. Some drivers performed better than others, which could
be due to a combination of stochastic driver noise and differences in experience and ability.
The performance of the best drivers was similar to the driver model prediction, showing
that the model is able to predict experienced drivers’ behaviour well. Less experienced
drivers found it harder to control the vehicle, resulting in some large unstable oscillations
in steering angle. Similar oscillations are found when simulating the driver model using a
linear controller and Kalman filter, so the measured behaviour of inexperienced drivers
may result from inaccuracies in the drivers’ internal models. Previous studies have used
multiple linearised internal models to represent differences in drivers’ awareness of the
nonlinear vehicle behaviour [21]. Further investigation is required to understand the
learning processes used by drivers to develop an internal model of a nonlinear vehicle, and
how an inaccurate internal model can affect a driver’s control performance.
6.7 Conclusion
The linear driver model developed in previous chapters has been modified to represent a
driver’s control of a nonlinear vehicle. This is an improvement on previous nonlinear driver
models which have not considered the sensory dynamics of the driver. An experiment was
carried out in a simulator to measure how real drivers control a vehicle with nonlinear tyres.
The addition of motion feedback was found to help drivers to steer less aggressively, and
follow the target path more closely. For manoeuvres involving large slip angles a nonlinear
driver model accounting for the time-varying nonlinear operating point fits the measured
results best, particularly for more experienced drivers. The model is also able to provide
accurate predictions of the effects of adding motion feedback and the performance of more
experienced drivers near the limit of friction. Further work is necessary to understand the
learning processes used to build up an accurate internal model, and how poorly developed
internal models affect the control strategy of less experienced drivers.
Chapter 7
Driver model applications and limitations
The role of human sensory dynamics in car driving is investigated in previous chapters
using a new driver model identified to fit experimental results. In this chapter the
predictions, applications and limitations of the new model are explored through a
series of simulations. New techniques are developed to allow reliable simulations
without reference to experimental data, and these are used to explore how sensory
dynamics affect a driver’s perception and performance. A simple optimisation of
a vehicle parameter is carried out, and the new driver model is shown to predict
difficulties real drivers have controlling unstable vehicles, unlike an ideal driver model
with full state feedback. This result allows vehicle systems to be designed to fit a
real driver, considering performance and stability simultaneously. The simulations
presented in this chapter highlight the advantages of using driver models incorporating
sensory dynamics to design vehicle systems which interact more naturally with the
human driver.
7.1 Introduction
A new model of driver steering control is developed in Chapters 3 to 6 which incorporates
the sensory dynamics of a human driver. The complete model is summarised in Appendix A,
and is a significant extension of previous models which represent an ‘ideal’ driver with no
sensory dynamics, delays or noise [12–14]. The driver controls a plant combining the open-
loop dynamics of the vehicle with the driver’s neuromuscular and sensory systems. The
‘ideal driver’ model assumes that the driver has full state feedback, whereas in reality the
driver must estimate the plant states based on noisy, filtered, delayed sensory measurements.
A series of experiments was carried out in a driving simulator in Chapters 3 to 6, to compare
the predictions of the model with measured steering behaviour. The new model is able
to fit the results of the experiments well, showing that it is representative of the steering
control strategy used by human drivers.
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The work described in previous chapters focuses on the development, identification and
validation of the new driver model. In this chapter the applications of the new model are
explored through simulations implemented to answer several important questions which
may be of interest to automotive engineers. The new model can give an insight into how
human drivers perceive and use sensory measurements, as shown through simulations
presented in Section 7.4.1. It can also be used to investigate the performance of human
drivers in various circumstances, as summarised in Section 7.4.2. Furthermore, a realistic
driver model can allow vehicle designers to evaluate the driver-vehicle system in closed
loop in order to optimise the design and set-up of the vehicle, as shown in Section 7.4.3.
In some cases the new model incorporating sensory dynamics is compared with an ideal
driver model with full state feedback, to highlight the advantages of including sensory
dynamics in a driver model.
In previous chapters, predictions from simulations using the driver model are compared
with results from experiments carried out by human drivers. However, often it is desirable
to obtain simulated results without going through a time-consuming and expensive testing
process. To carry out reliable simulations without measured data for reference some
adjustments must be made to the simulation procedure. Several new techniques to allow
reliable simulations without corresponding experimental data are presented in Section 7.2.
There is a large range of situations which could be simulated using the new driver model,
therefore a set of default conditions is chosen to limit the scope of the investigations and
allow each simulation to focus only on the important variables. These conditions are
defined in Section 7.3.
The simulations presented in this chapter are not intended to represent an exhaustive
list of all the potential uses of the new driver model, nor are they always a perfect match to
realistic driving conditions. They aim to illustrate the potential applications and limitations
of the new model and motivate further research. It is also hoped that some of the simulation
results are interesting to automotive engineers, and highlight the importance of considering
drivers’ sensory dynamics. There is considerable potential for applying these techniques
to real-world problems, and extending them to investigate further implications of sensory
dynamics for driver steering control.
7.2 Simulation techniques
In Section 7.4 various simulations are presented to explore the predictions of a driver
model incorporating sensory dynamics. This model is developed in previous chapters using
measurements from experiments undertaken by human drivers. However, to extract reliable
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predictions from the new model it is necessary to be able to run repeatable simulations
without relying on any measured results. Various techniques are developed to achieve this,
as described in Sections 7.2.1 to 7.2.3.
7.2.1 Calculating expected values
The new driver model is derived based on statistical principles, and includes various signals
which are approximated as Gaussian white noise. It is possible to generate approximate
white noise signals and include these as inputs to the driver model, however since these are
random signals they will change each time the simulation is repeated. It is often necessary
to find a reliable, consistent estimate of the expected value of a signal based on the statistics
of the random inputs. This can be achieved using spectral analysis theory [239].
For a linear time-invariant system y( jω) = H ( jω)u( jω), with one input u, one output
y and transfer function H ( jω), the power spectral density (PSD) Sy (ω) of the output is
given by:
Sy (ω) = |H ( jω) |2 Su(ω) (7.1)
where Su(ω) is the PSD of the input. The expected RMS value of y for a single-sided








Sy (ω) dω (7.2)
Simulated Gaussian white noise can be generated by choosing a random sequence of
numbers from a normal distribution. This gives noise with a constant spectral density at all
frequencies up to the Nyquist frequency ω = π/Ts. If the input u is zero-mean Gaussian




Tsσ2u/π 0 ≤ ω ≤ π/Ts
0 otherwise
(7.3)
If the system y( jω) = H( jω)u( jω) has several uncorrelated white noise inputs u,
the output PSD is equal to the sum of the output PSD values resulting from each input
separately, calculated using Equation 7.1. The expected RMS value can then be calculated
as usual from Equation 7.2. This method can be implemented to find expected values of
signals calculated using the linear driver model. The transfer function H( jω) which gives
the desired output based on the stochastic forcing function and driver noise inputs must be
derived, taking account of the closed-loop driver-vehicle system. Equations 7.1 and 7.2
can then be used to calculate the expected RMS value of the signal based on the RMS
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forcing function and driver noise amplitudes. The resulting expected value is repeatable
and does not depend on the specific values of any random signals. This procedure is only
valid for a linear model; for the nonlinear model the expected signal values can only be
found approximately through simulation with randomly generated noise signals.
7.2.2 Finding consistent signal and noise magnitudes
Experimental results from Chapter 3 indicate that the process noise magnitude W depends
linearly on the magnitude of the steering angle RMS(δ), with a constant signal-to-noise
ratio SNRW . Similarly, in Chapter 4 measurement noise is found to be signal-dependent,
with constant SNRs for each sensory channel plus thresholds η below which the noise
amplitude remains constant. When fitting the driver model to experimental results in
previous chapters, the RMS signal magnitudes can be taken directly from the measurements.
However, when running simulations without corresponding measurements from human
drivers these RMS values are not known until after the simulation. Since these values
vary with the driver model parameters there is a circular dependence between RMS signal
magnitudes and driver noise magnitudes. To produce a reliable simulation of driver
behaviour it is necessary to find a consistent set of RMS signal and noise magnitudes,
based on the identified SNRs and thresholds.
An iterative procedure can be used to achieve a consistent set of RMS signal and noise
magnitudes, as illustrated in Figure 7.1. Initially the driver model is simulated based on
an arbitrary estimate of the RMS signal amplitudes. These values are then updated with
the expected RMS signal amplitudes from the simulation, calculated using the procedure
described in Section 7.2.1, and the process is repeated iteratively. This procedure is able
to converge on a consistent set of RMS values, except in cases where the driver-vehicle
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Figure 7.1: Iterative procedure used to find consistent signal and noise magnitudes
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7.2.3 Equivalent scaling factors
Experiments were carried out in Chapter 4 to investigate the extent to which drivers in
a simulator are able to adapt to scaling or filtering of the physical motion feedback. In
general drivers were found to be able to build an accurate internal model of motion scaling,
however they found it more difficult to do so for filtered motion. Evidence was found in
Chapter 5 to indicate that drivers may assume that motion is scaled rather than filtered,
perceiving any filtering distortions as disturbances. Modelling this requires substituting
the real motion filters Hma (s) and Hmω (s) with ‘equivalent scaling factors’ (ESFs) in
the driver’s internal model estimates H′ma (s) and H
′
mω (s). To investigate how such a
misunderstanding of the motion filtering may affect a driver’s control performance, a
procedure is defined to find ESFs for a given set of filtering conditions.
The results found in Chapters 4 and 5 do not give a clear indication of how ESFs
depend on the properties of the motion filters. It is plausible that the driver might judge the
scaling of the motion based on differences between the amplitudes of motion perceived
through their visual and vestibular systems. One way to model this is to define the ESFs
as the ratio between the expected RMS values of the signals perceived by the vestibular








E [RMS(ωve) | Hmω (s) = 1]
(7.5)
The expected values are calculated using the method described in Section 7.2.1. The driver
model is then simulated iteratively as described in Section 7.2.2 to give a consistent set of
ESFs in addition to signal and noise magnitudes. This procedure has some limitations, as
the vestibular transfer functions shape the expected values in a different way to the visual
system, however it is a simple way of calculating reasonable ESFs.
The new driver model assumes that drivers have a near-perfect internal model of
the system dynamics, with any discrepancies modelled as white Gaussian process noise.
However, this neglects the potential effects of more systematic internal model discrepancies,
which may affect the performance and stability of the driver-vehicle system. There are
a number of ways in which such discrepancies could occur, of which replacing motion
filters with ESFs is one possibility. The results of simulations with this substitution can
be used to gain a general insight into how internal model discrepancies might affect the
performance of a driver.
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7.3 Default simulation conditions
The new driver model can be used to simulate a wide range of scenarios by changing the
characteristics of the modelled driver, vehicle or target and disturbance signals. Simulations
are presented in Section 7.4 which give a general introduction to some of the potential
applications of the new model. To allow each simulation to focus only on the important
variables a default set of conditions is defined, which is used for all simulations except
where otherwise indicated. For a real application the simulation conditions can be adjusted
to match the particular scenario being studied.
To allow the simulations to be compared with results from previous chapters, many of
the conditions are chosen to match those used for the experiments carried out by human
drivers. In general a linear vehicle is used, since this allows simulations to be run much
more quickly and expected signal values to be calculated reliably using the procedure
described in Section 7.2.1. The vehicle parameters are those given for the base vehicle
in Table 3.1, with a constant longitudinal speed U = 40 m/s. Disturbances are added
directly to the lateral and yaw accelerations as described in Chapter 5. In simulations of
the nonlinear driver model, the understeering vehicle parameters given in Table 6.2 are
used with the nonlinear increasing tyre parameters from Table 6.1.
In Chapter 5 it is found to be difficult to define a fixed set of parameter values to model
a driver’s response to transient disturbances, since the noise magnitudes are dependent
on the characteristics of the transient signals. Furthermore, the procedure described in
Section 7.2.1 for finding expected signal magnitudes relies on the forcing functions being
formed from filtered white noise. Therefore all simulations presented in Section 7.4 use
filtered white noise target and disturbance signals. This is a reasonable approach for vehicle
design and evaluation, since the results are dependent on the general statistical properties
of the target and disturbances rather than one specific realisation of the signals.
The disturbance filters H f v (s) and H fω (s) are given by Equations 5.14 and 5.15, with
RMS magnitudes Wv = 30 m/s2* and Wω = 25 rad/s2*. This matches the spectra of the
disturbances used in Chapter 5, and each disturbance requires a similar level of steering
response from the driver. The target filter is chosen to give a curvature profile similar
to real driving, with larger low-frequency components than the targets used in previous
chapters, given by:






with Wκ = 0.15 m−1*. To represent driving a real car, motion filters Hma (s) and Hmω (s)
are set to unity.
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Most of the driver parameters are set to the identified values given in Table 4.7.
Following the results of Chapter 5, SNRφ is adjusted to a value of 1.04, with the signal
magnitude Mφ defined as RMS(φ0). All other signal magnitudes are defined by the RMS
values, found using the iterative procedure described in Section 7.2.2. A value of 1 is used
for the cost function weight qδ, which is a reasonable average of values found in previous
chapters. In general it is assumed that the driver has a perfect internal model of the plant,
although a few simulations explore the implications of internal model discrepancies by
replacing the motion filters with ESFs as described in Section 7.2.3. Simulations are
also run for an ‘ideal’ driver model, which has full state feedback and no process or
measurement noise. This removes the effects of sensory dynamics and delays, and is in
line with previous models of driver steering control [12–14].
7.4 Simulations and results
Simulations are run using the new driver model to test the predictions of the model,
understand the model’s limitations and motivate further research. The simulations are
designed to answer various questions which may be of interest to automotive engineers.
These questions are split into three categories: those relating to the driver’s perception are
presented in Section 7.4.1; results concerning the performance of the driver are shown
in Section 7.4.2; the implications of using the new model for the design of vehicles are
investigated in Section 7.4.3.
7.4.1 Perception
The new driver model includes representations of the physical systems used by drivers
to perceive vehicle motion. It is possible to use the model to explore how these sensory
systems operate during driving, what they perceive and how the measurements are used.
7.4.1.1 How does each sensory measurement affect the driver’s control action?
A Kalman filter is used in the new model to represent the driver’s integration of sensory
measurements from their visual and vestibular systems. The measurements are combined
to give an optimal state estimate based on an internal model of the system and estimates
of the process and measurement noise magnitudes. Using the linear relationship between
signal and noise magnitudes identified in previous chapters, it is possible to use the driver
model to explore how each sensory measurement is used under different conditions.
Transfer functions can be found between each of the sensory measurements and the
simulated steering angle, using the principle of linear superposition to split the steering
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Figure 7.2: Sensory weightings with various forcing function amplitudes. Weightings show
the proportion of steering angle RMS resulting from each sensory measurement with the task
varying between disturbance-rejection and target-following.
signal into contributions from each measurement. The procedure described in Section 7.2.1
is used to calculate the expected RMS values of the steering angle contribution from
each sensory measurement. These values are then divided by the total expected steering
angle RMS in order to give a measure of the relative weighting of each of the sensory
measurements.
To investigate how a driver’s use of sensory measurements depends on the control
task, relative weightings are found for various target and disturbance forcing function
amplitudes. A forcing function gain Kff is varied from 0 to 1, such that Wκ = 0.15Kff m−1*,
Wv = 30(1 − Kff) m/s2* and Wω = 25(1 − Kff) rad/s2*. This gives a task which transitions
from disturbance-rejection only (following a straight target path) at Kff = 0 to target-
following only at Kff = 1.
The relative weightings of the sensory measurements for different levels of target and
disturbance signals are shown in Figure 7.2. The weightings add up to more than 1 since
the contributions of the different measurements are sometimes out of phase with each other,
so combine destructively. In all cases the visual measurements, particularly the previewed
target angles φvi, are weighted much more highly than the vestibular measurements. For
the disturbance-only task (Kff = 0) each vestibular measurement is weighted around a
quarter as strongly as the previewed target. However as the task becomes increasingly
target-following the influence of the vestibular measurements generally decreases while the
previewed target weighting increases. For pure target-following there is a small non-zero
weighting on the vestibular measurements, which is likely to be a result of the feedback
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Figure 7.3: Sensory weightings with various scaling factors on the physical motion feedback.
component introduced by driver noise. There is a peak in all responses for Kff around 0.6,
where the different sensory measurements interact particularly destructively.
To investigate how a driver’s use of sensory measurements depends on signal amplitude,
relative sensory weightings are also found with the lateral and yaw physical motion scaled
by various factors from 0 to 1. The results are shown in Figure 7.3. For signals which are
above threshold levels, the sensory weightings are independent of signal amplitude. This is
a result of the signal-dependent measurement noise; when the signal amplitude increases
the noise level increases in proportion, therefore the overall reliability of the signal is
unchanged. Below threshold levels sensory weightings decrease approximately linearly to
zero, and the weightings of other sensory measurements vary slightly to compensate.
7.4.1.2 How accurately can a driver estimate the vehicle states?
The new driver model can be used to investigate how accurately a driver is able to estimate
the states of the vehicle, depending on the simulated driving task and the driver noise
amplitudes. This can be quantified by finding the perception error, defined as the difference
between the true and estimated states. The procedure described in Section 7.2.1 is used to
calculate the expected RMS perception error for the two vehicle states, v and ω. Target
and disturbance amplitudes are varied by changing Kff in a similar way to the results
presented in Figure 7.2. The expected perception errors are plotted as a percentage of the
total expected RMS value of each state in Figure 7.4. The perception errors are largest for
disturbance-rejection only, and decrease as the target-following component increases. This
is expected, as the driver can use previewed target information to predict the future motion
176 Driver model applications and limitations
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1




























Figure 7.4: Vehicle state perception error with various forcing function amplitudes, defining a
task which varies between disturbance-rejection and target-following.
of the vehicle, whereas disturbances affect the vehicle states but are only perceived after
the sensory delays.
For pure target-following (Kff = 1), perception errors for both v and ω are around
10% of the total signal. These errors arise primarily from the driver noise, which has a
similar effect to disturbances. When disturbances are added the perception error in v is
much larger than in ω, however this may depend on the conditions of the simulation such
as the vehicle dynamics and disturbance distributions. Simulations are also carried out
with varying motion scaling factors, and the perception errors are found to remain constant
for motion above threshold levels, similarly to the results seen in Figure 7.3.
7.4.1.3 How do sensory dynamics affect a driver’s estimate of the operating point
of a nonlinear vehicle?
When controlling a nonlinear vehicle it is even more important for the driver to be able
to estimate the vehicle states correctly. This is because the nonlinear vehicle responds
differently to steering inputs as the operating point changes. For the constant-speed vehicle
with nonlinear tyres tested in Chapter 6, the operating point of the vehicle can be defined
by the front and rear slip angles αr and αf . Results from an experiment carried out in a
simulator in Chapter 6 showed that real drivers can account for the time-varying operating
point of a nonlinear vehicle.
Simulations of the nonlinear driver model are run to determine how sensory dynamics
affect a driver’s ability to estimate the operating point of a nonlinear vehicle. Similarly to
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Figure 7.5: Slip angle perception error with various forcing function amplitudes, defining a
task which varies between disturbance-rejection and target-following.
the results presented in Figure 7.4, the forcing function gain Kff is varied from 0 to 1 to
change the task from disturbance-rejection to target-following. The RMS perception error
for the front and rear slip angles is found in each case as a percentage of the total RMS
value of each slip angle. The procedure described in Section 7.2.1 to calculate expected
values cannot be used for a nonlinear model, therefore simulated white noise signals are
used as inputs to the driver model. Due to the uncertainty introduced by using simulated
random noise signals, each condition is repeated 100 times and the mean results are found.
The resulting slip angle perception errors are shown in Figure 7.5. Similarly to the
state perception errors shown in 7.4, the operating point perception errors increase with
disturbance amplitude. For pure target-following (Kff = 1) the slip angles are estimated
with an inaccuracy of around 10%. With the conditions tested the front slip angle is
estimated more accurately than the rear slip angle, however this is likely to depend on the
vehicle dynamics.
7.4.1.4 Can a dual-control strategy be used to enhance the driver’s understanding
of the system dynamics?
In the transient disturbances experiment carried out in Chapter 5, one driver was found to
add a deliberate oscillation into their steering action. It was hypothesised that this could
be evidence of a dual-control strategy, where the response to a deliberate disturbance is
measured to understand the system dynamics better [227]. A similar result was found for
all five drivers in the nonlinear vehicle experiment in Chapter 6. Simulations are therefore

























Figure 7.6: Effect of dual-control disturbances on v perception error. RMS v perception error
is plotted as a percentage of RMS v magnitude, for dual-control disturbances with various
amplitudes and frequencies.
carried out to investigate how such a dual-control strategy could be used during driving.
The driver model is modified by adding an additional dual-control disturbance to the
control signal δ̂. This disturbance is also included as an input to the state estimator, to
represent a deliberate disturbance which is controlled by the driver. To give an oscillation
with a consistent frequency as observed in the experiments, the dual-control disturbance
distribution HDC(s) is described by a notch filter:
HDC(s) =
s2 +QDCs + ω2DC
s2 + (1/QDC)s + ω2DC
(7.7)
with QDC = 10. The frequency ωDC and amplitude of the dual-control disturbance are
varied, and the expected RMS v perception error is calculated as a percentage of RMS(v).
The results are shown in Figure 7.6. As the amplitude of the dual-control disturbance
increases, the perception error decreases as a proportion of the overall signal magnitude.
This indicates that the driver is able to predict a larger proportion of the variation in v,
and this could help them learn a more accurate internal model of the vehicle dynamics.
The largest reduction in perception error is found for a frequency around 10 rad/s, which
is similar to the frequency of the oscillations measured in Chapter 6. This shows that a
dual-control strategy could explain the oscillations seen in the experiments.
Similar simulations are carried out with the nonlinear driver model, since the dual-
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Figure 7.7: Effect of dual-control disturbances on slip angle perception error. RMS α per-
ception error is plotted as a percentage of RMS α magnitude, for a sinusoidal dual-control
disturbance added with a frequency ωDC = 10 rad/s.
control oscillation was mainly seen in Chapter 6 during experiments with nonlinear tyres.
The dual-control disturbance is formed from a pure sinusoid with a fixed frequency
ωDC = 10 rad/s, and the amplitude is varied. Each simulation is repeated 100 times and the
mean front and rear slip angle perception errors are calculated. The low-frequency target
signal defined in Section 7.3 was found to cause a large amount of variability in the RMS
perception errors, making it difficult to find reliable results. Therefore the target magnitude
Wκ is set to zero.
The results are shown in Figure 7.7. Similarly to the results for the linear vehicle
presented in Figure 7.6, increasing the amplitude of the dual-control disturbance results in
a lower percentage perception error for the front and rear slip angles. This shows that the
addition of a known disturbance can allow the driver to understand the operating point of a
nonlinear vehicle better.
7.4.2 Performance
It is important to be able to understand how the closed-loop driver-vehicle system will
perform under different conditions, in order to predict how drivers will react in certain
situations and design vehicles to achieve a desired performance level. It is hoped that the
inclusion of sensory dynamics in a driver model will result in a more realistic representation
of the performance of a real driver.
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7.4.2.1 Over what bandwidth can a driver react to target and disturbance signals?
It has been observed that drivers are limited in the bandwidth of control actions they can
apply to a vehicle. This is partly due to their neuromuscular dynamics filtering the steering
control input [15, 16], however sensory dynamics may also play a role. The noise and
delays in a driver’s sensory systems limit the speed with which the driver is able to respond
to disturbances, which has a bandwidth-limiting effect.
The linear driver model is simulated to investigate how well drivers are able to respond
to different frequencies contained within white noise target and disturbance signals. The
forcing function filters are all set to unity, with Wκ = 0.01 m−1*, Wv = 10 m/s2* and
Wω = 10 rad/s2*. The PSD of the path-following error Se(ω) is found both with and
without driver steering control. The ratio between these PSDs is then calculated to
demonstrate the proportion of the forcing function signals which cannot be controlled by
the driver. The simulation is repeated for three steering weights of qδ = 0.1, 1 and 10.
The results are shown in Figure 7.8. For the target forcing function f κ the driver is able
to follow all low-frequency components, however they are unable to follow components
above 15 rad/s at all. The proportion of target components followed at frequencies between
0 and 15 rad/s depends on the steering cost weight, with a lower cost resulting in better

























Figure 7.8: Bandwidth of driver responses to target and disturbance signals. Results are
presented as a gain which represents the ratio between the path-following error e with and
without driver control at each frequency.
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For the disturbance forcing functions fv and fω the results are more surprising. The
driver is similarly able to remove the effects of the lowest-frequency disturbances, and
is unable to respond to high-frequency disturbances. However, some of the effects of
disturbances in the mid-frequency range are amplified by the driver, which seems like a
poor control choice. This occurs because, unlike the target, the disturbances cannot be
previewed. The driver is unaware of what disturbances are coming next, so cannot tailor
their control response to reduce the disturbances at all frequencies. Since low-frequency
disturbances affect the path-following error the most, the driver aims to minimise these as
much as possible, even if it results in a poor performance at mid-range frequencies.
It should be noted that the results presented in Figure 7.8 show what happens when the
driver responds to white noise forcing functions. Since the driver has an internal model
of the forcing function distributions, if the forcing functions contain a greater proportion
of high frequencies the driver will adapt their control strategy to place more emphasis on
reducing the high-frequency disturbances.
7.4.2.2 Under what conditions is the driver-vehicle system stable?
Stability is an important consideration during the design and evaluation of vehicle systems.
A stable system responds to a bounded input with a bounded output, whereas the output
of an unstable system grows indefinitely. Open-loop stability of the plant depends on the
characteristics of the vehicle dynamics. Analysis of the single-track vehicle model shows
that the open-loop vehicle stability criterion is given by [240]:
(lf + lr)2CfCr + mU2(lrCr − lfCf) > 0 (7.8)
The driver operates as a closed-loop control system with the vehicle, potentially
allowing the plant to be stabilised even for an unstable vehicle. The ideal driver model
is derived as an LQR controller with full state feedback. If the plant is stabilisable the
LQR controller is guaranteed to give a stable closed-loop system [241]. The driver model
with sensory dynamics combines the LQR controller with a Kalman filter, giving an LQG
control strategy. If the plant is detectable and the internal model is a perfect representation
of the real plant, this is also guaranteed to give a stable closed-loop system [241]. This
means that for any sensible linear vehicle model (which may be open-loop unstable), for a
fixed set of noise amplitudes the simulated driver-vehicle system is stable.
Although the simulated driver-vehicle system is stable for a fixed set of noise am-
plitudes, under some circumstances the iterative procedure described in Section 7.2.2
fails to converge on a set of signal and noise amplitudes which are consistent with the
signal-dependent noise characteristics. This lack of convergence can be considered as an
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Figure 7.9: Stability of driver-vehicle system. Signal-noise iteration gain KSNI is plotted for
various forcing function amplitudes and vehicle centre of mass positions. The limit of stability
(KSNI = 1) is shown by the dashed red lines.
indication of the instability of the driver-vehicle system, as the increase in expected signal
amplitudes resulting from the driver’s control of the vehicle causes the noise amplitudes
to keep growing without converging on an equilibrium point. The change in the expected
steering angle RMS between each iteration of the procedure given in Section 7.2.2 can be
quantified as a signal-noise iteration gain KSNI, given by:
KSNI =
E [RMS(δ)] (i + 1)
E [RMS(δ)] (i)
(7.9)
where i is the iteration number. This value is found to converge towards a constant factor
after a sufficient number of iterations. A stable system converges to a gain KSNI = 1, with
values greater than 1 indicating that the driver-vehicle system is unstable.
The signal-noise iteration gain KSNI is plotted in Figure 7.9 to investigate the stability
of the driver-vehicle system under various conditions. The open-loop stability of the
vehicle is varied by changing the centre of mass position lr, with the total wheelbase kept
constant by choosing lf such that lf + lr = 3.5 m. Each forcing function is investigated
independently, with the other forcing function amplitudes set to zero. The forcing function
amplitudes are varied by changing gains K f v , K fω, and K f κ, such that Wv = 30K f v m/s2*,
Wω = 25K fω rad/s2* and Wκ = 0.15K f κ m−1*.
Figure 7.9 shows that the stability of the driver-vehicle system is independent of forcing
function amplitude. The open-loop vehicle stability criterion is given by Equation 7.8,
which is plotted for varying centre of mass position in Figure 7.10. The vehicle is unstable
when the centre of mass is near the rear of the car, for lr < 0.24 m. This is the same as
the point at which the closed-loop driver-vehicle system is seen to become unstable in
Figure 7.9. Therefore, with the vehicle and forcing functions tested, the stability criterion
for the closed-loop driver-vehicle system is the same as for the open-loop vehicle.
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Figure 7.10: Stability criterion for single-track vehicle with varying centre of mass position
7.4.2.3 Do drivers perform differently in a simulator compared to a real vehicle?
The increasing availability of high-performance driving simulators has resulted in a large
amount of vehicle validation taking place in a simulated environment. This allows new
concepts and designs to be tested quickly and cheaply. However, since simulators are
limited in their ability to reproduce physical motion feedback, with some having a fixed
base, the sensory signals perceived by the driver’s vestibular system in a simulator will
be different to those perceived in a real car. The new driver model can be used to investi-
gate whether this affects the steering performance of the driver, and the extent to which
measurements taken in a simulator are applicable to a real vehicle.
The expected RMS path-following error and steering angle are calculated with various
scaling factors applied to the physical motion feedback, to represent a simulator with
scaled (or no) motion. All other conditions are set to the values defined in Section 7.3,
and it is assumed that the driver has a perfect internal model of the plant. The results are
shown in Figure 7.11. The driver’s performance is independent of the scaling factor if
the motion is above threshold levels, similarly to the driver’s weighting of the sensory
measurements shown in Figure 7.3. For simulators with no or sub-threshold motion, the
RMS path-following error and steering angle increase slightly as expected. However
the difference is small, showing that drivers are able to achieve a good level of steering
performance with visual feedback only.
To investigate how drivers perform in simulators with filtered motion, further simula-
tions are carried out with high-pass motion filters given by:
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Scale factor (Hma (s) = Hmω (s))
Figure 7.11: Expected RMS path-following error e and steering angle δ with different motion
scaling factors
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Figure 7.12: Expected RMS path-following error e and steering angle δ with different cutoff
frequencies
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with the cutoff frequency ωma = ωmω varied between 0 and 10 rad/s. For each cutoff
frequency two conditions are tested: ‘pure’ filters with Kma = Kmω = 1 and ‘scaled’
filters, where Kma and Kmω are chosen to give expected signal amplitudes E [RMS(ave)] =
0.3 m/s2* and E [RMS(ωve)] = 0.03 rad/s*. The resulting expected RMS path-following
error and steering angle are plotted in Figure 7.12, showing that the performance of
the driver varies with the frequency content of the physical motion feedback. The best
driver performance is not achieved with full motion (ωma = ωmω = 0), since the lowest
frequencies contribute significantly to the RMS signal amplitude, increasing the noise
amplitude due to the signal-dependent relationship without giving the driver much useful
information about the vehicle dynamics. Figure 7.12 shows that scaling the filtered
motion does not affect the performance of the driver. This is due to the linear signal-noise
relationship, similarly to the results shown in Figure 7.11. Further discussion into whether
this is a realistic result is presented in Section 7.5.
7.4.2.4 How does an incorrect internal model affect the performance of the driver?
Results from Chapters 4 and 5 show that under some circumstances drivers can have
difficulty building up an accurate internal model of the plant. In particular, it is found
that drivers may not correctly account for filtered motion, and instead drive as though
the motion is scaled. This can be represented by replacing motion filters with equivalent
scaling factors (ESFs) in the internal model. A procedure for finding ESFs for a given
motion filter is defined in Section 7.2.3. This can be used to run simulations which give a
general insight into how a driver’s performance might be affected by inaccuracies in the
internal model.
The effects of varying the motion filter cutoff frequency on the performance of a driver
with an incorrect internal model are analysed using simulations similar to the results
presented in Figure 7.12, replacing the motion filters in the internal model with ESFs.
The results of the simulations are shown in Figure 7.13. Comparison of Figure 7.13 with
Figure 7.12 shows that the performance of the driver is significantly affected by the internal
model discrepancies. The same results are found for full motion (ωma = ωmω = 0) in both
cases, since the ESFs are 1 therefore the internal model is correct. However, as the filter
cutoff frequency increases the performance of the driver degrades significantly. For larger
cutoff frequencies the plots are slightly jagged due to small numerical inconsistencies
when calculating the ESFs. Scaling the filtered motion does not affect the performance of
the driver, as seen in Figure 7.12 for a correct internal model.
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Filter cutoff frequency ωma = ωmω (rad/s)
Figure 7.13: Expected RMS path-following error e and steering angle δ with different cutoff
frequencies, using ESFs in place of motion filters in the driver’s internal model
7.4.2.5 How does a driver’s vestibular system influence their performance?
In previous chapters, a model of driver steering control which includes the driver’s vestibu-
lar system (model M2) is shown to predict measured steering behaviour more accurately
than a model which includes only the visual system (model M0). Simulations in Sec-
tion 7.4.1.1 show that vestibular measurements are used primarily for disturbance-rejection
during driving. To understand further how vestibular measurements affect the steering
control performance of drivers, simulated steering angles and path-following errors are
plotted in Figure 7.14 for models with and without vestibular dynamics, compared against
a model with full state feedback. These signals are created for a trial with a target only
(Wv = 0 m/s2*, Wω = 0 rad/s2*) and a trial with disturbances only (Wκ = 0 m−1*).
Figure 7.14 shows that there are significant differences between steering angles and
path-following errors predicted using models which include sensory dynamics and those
predicted by a model with full state feedback. Smaller differences are also seen between
models with and without vestibular dynamics. These differences are more significant for
disturbance-rejection than for target-following, supporting the finding in Section 7.4.1.1.
Expected RMS values of δ and e for each model are given in Table 7.1. The model with full
state feedback steers less and follows the target much more closely than a more realistic
model which incorporates sensory dynamics. Using vestibular measurements also allows
the driver to steer less with lower path-following error, although once again this effect is
more significant when there are disturbances. This shows that drivers use their vestibular
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Figure 7.14: Effect of vestibular system on steering angle δ and path-following error e.
Simulated signals predicted by the driver model are compared for trials with a target only (no
disturbances) and disturbances only (straight line target).
Table 7.1: Change in expected RMS δ and e due to vestibular system
Target only Disturbances only
E [RMS(δ)] (rad) E [RMS(e)] (m) E [RMS(δ)] (rad) E [RMS(e)] (m)
Visual/vestibular 0.47688 0.16324 0.19347 0.28134
Visual only 0.47692 0.16405 0.20228 0.30188
Full state feedback 0.46245 0.02738 0.07008 0.01225
system to improve the disturbance-rejection component of their steering performance.
7.4.3 Vehicle design
Vehicle design is increasingly being guided by optimisation algorithms, using detailed
mathematical models of the vehicle dynamics and systems. The open-loop response of
the vehicle can be predicted reliably, however in reality the vehicle and driver operate as
a closed-loop system. This section explores how the new driver model can be used to
optimise the design and set-up of a vehicle, considering the full closed-loop driver-vehicle
system. The results are compared with predictions from an ideal driver model which does
not consider sensory dynamics.
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7.4.3.1 Does including sensory dynamics affect the optimal car set-up compared
to an ideal driver model?
A simple optimisation of a vehicle parameter can be used to illustrate the differences
observed when sensory dynamics are considered in a driver model. Results using the
new driver model are compared with results from an ideal driver model with full state
feedback. The aim of the optimisation is to minimise the expected RMS path-following
error E [RMS(e)]. The linear vehicle described in Section 7.4.3 is used, and for simplicity
only one parameter is varied. The variable parameter is the position of the centre of mass of
the vehicle, defined by varying lr and choosing lf such that lf + lr = 3.5 m. The remaining
vehicle parameters and the target and disturbance signals are set to the default conditions
described in Section 7.3. This is a simplified example of the sort of optimisation which
might be carried out in reality, and it can be used as an indication of how sensory dynamics
affect optimisation results.
The results of the simulations are shown in Figure 7.15. It is clear that including
sensory dynamics results in a significantly different prediction to the ideal driver model.
The expected path-following error is much lower overall for the ideal driver, which is
expected as this model is unaffected by driver noise and is able to respond to disturbances
instantly. The optimal centre of mass position predicted using the model with sensory
dynamics is 0.9 m in front of the optimal position predicted by the ideal driver model. The
ideal driver model predicts that the optimal centre of mass position is close to the rear
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Sensory dynamics (optimum lr = 1.5 m)
Ideal driver (optimum lr = 0.6 m)
Figure 7.15: Optimal centre of mass position with or without sensory dynamics. The expected
RMS path-following error e is calculated with varying centre of mass position lr, using an ideal
driver model or a model incorporating sensory dynamics.
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of the vehicle, however the performance of the model with sensory dynamics becomes
rapidly worse as lr decreases below 1 m.
The differences between the predictions of the model with sensory dynamics and the
ideal driver model can be explained by considering how moving the centre of mass affects
the response of the vehicle. Figure 7.10 shows that the vehicle becomes less stable as lr
decreases, and is open-loop unstable for lr < 0.24 m. Figure 7.15 shows that the ideal
driver is able to stabilise the vehicle effectively, and benefits from the increased vehicle
response for a given steering input at low values of lr. However, the model with sensory
dynamics predicts that the driver will have difficulty controlling the vehicle when it gets
close to instability, resulting in a poor control performance. This is more representative of
real drivers, whose physical limitations restrict their ability to control a less stable vehicle.
Although the results presented in Section 7.4.2.2 indicate that the driver-vehicle system is
stable as long as the vehicle is open-loop stable, Figure 7.15 shows that for a vehicle close
to the limit of stability the driver’s control performance can be very poor.
7.4.3.2 Will a vehicle optimised in a driving simulator give the same results as in a
real car?
Validation and optimisation of vehicle systems is increasingly being aided by test drivers
in driving simulators. The new driver model can be used to determine whether the optimal
set-up in a simulator differs from the optimal set-up of a real vehicle. The optimisation
procedure described in 7.4.3.1 is repeated with different scaling or filtering applied to the
vehicle motion, and compared with the full motion results shown in Figure 7.15. The
motion conditions tested are full motion, no motion (to represent a fixed-base simulator),
scaled motion (with Hma (s) = 0.2 and Hmω (s) = 0.2) and filtered motion (with Hma (s) =
0.2HHP3(s) and Hmω (s) = 0.2HHP3(s), where HHP3(s) is defined in Equation 5.11). In
addition, simulations are carried out with filtered motion where the internal model motion
filters are replaced with ESFs, as described in Section 7.2.3. The results using the ideal
driver model do not depend on the motion scaling or filtering, therefore only the model
with sensory dynamics is used.
The results of the simulations with different motion conditions are compared in Fig-
ure 7.16. In general the differences between the motion conditions are very small, and far
less significant than the effect of excluding sensory dynamics seen in Figure 7.15. The
expected path-following error is slightly higher with no motion, indicating that results
found in a fixed-base simulator may not be exactly the same as a real car. The driver’s
performance with scaled motion is exactly the same as with full motion as long as the
motion is above threshold levels, as seen in Figure 7.11. If the driver is able to develop an
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Figure 7.16: Optimal centre of mass position with various motion conditions
accurate internal model of the motion filters, the results for filtered motion lie between the
full motion and no motion results. However, if the driver’s internal model is inaccurate the
results found in the simulator may be significantly different to the real car, as shown by the
model with ESFs in Figure 7.16. For the conditions tested the optimal value of lr is similar,
but for a more complicated scenario the differences in performance with an inaccurate
internal model could lead to a different optimal vehicle set-up.
7.5 Discussion
The results of various simulations are presented in Section 7.4, carried out using proce-
dures described in Section 7.2 and conditions defined in Section 7.3. In this section the
implications of the results are discussed, along with the observed limitations of the new
driver model and recommendations for further work.
7.5.1 Key results from simulations
The work carried out in this chapter provides some key insights into how sensory informa-
tion is used by drivers, and how sensory dynamics affect a driver’s control of a vehicle. The
relative weightings the driver puts on different sensory measurements are investigated in
Section 7.4.1.1, and the visual system is shown to be the most important sensory system for
driver steering control. This is an expected result, as it is clearly much easier to drive with
no physical motion feedback than with no visual measurements. Vestibular measurements
are used a small amount in a pure target-following task to counter the effects of driver
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noise, however they are much more highly weighted when disturbances are added to the
vehicle. This is shown in Section 7.4.2.5 to improve the disturbance-rejection component
of driver steering performance compared with using visual measurements alone. For the
simulated conditions the vehicle states are estimated with an inaccuracy of around 10% for
a pure target-following task, but the perception errors increase significantly with added
disturbances. A similar result is found for a nonlinear vehicle, with the driver’s knowledge
of the operating point decreasing with increased disturbance amplitudes. The driver’s
sensory weightings are found in Section 7.4.1.1 to be independent of signal amplitude
for signals above threshold levels. This is due to the signal-dependent noise relationship,
which also causes the simulated driver’s control performance to be independent of motion
scaling, as discussed further in Section 7.5.2.
Results from experiments described in Chapters 5 and 6 showed that drivers sometimes
add a deliberate oscillation to their steering control, with a consistent frequency and
amplitude. It was hypothesised that this might be a result of drivers carrying out a dual-
control strategy, adding a known disturbance and measuring the response in order to
increase their understanding of the states of the vehicle [227]. Simulations carried out in
Section 7.4.1.4 show that adding a known disturbance can decrease the state estimation
error as a percentage of the total signal amplitude. Similarly, the addition of a known
disturbance can help the driver understand the operating point of a nonlinear vehicle more
accurately. This allows the driver to develop a better understanding of the vehicle response,
which may assist with the learning of an accurate internal model. Under the conditions
tested, the optimal frequency for the additional known disturbance is around 10 rad/s,
similar to the frequency of oscillations measured in Chapters 5 and 6. This provides some
evidence to support the hypothesis that the measured oscillations could have been the result
of a dual-control strategy.
It is known that driver steering control is limited in its bandwidth due to the influence
of neuromuscular dynamics [15, 16], however sensory dynamics also play a role in limiting
the bandwidth of a driver’s response to target and disturbance signals. In Section 7.4.2.1 the
frequency content of the vehicle path-following error resulting from white noise target and
disturbance signals is compared with and without driver steering control. The simulated
driver is able to follow all of the lowest frequency target components, however for the
conditions tested they are unable to follow target components above 15 rad/s. The response
at medium frequencies depends on the driver’s steering effort represented by the cost
function weighting. The effects of disturbances are amplified at some frequencies. This
is because the disturbance signals are not previewed, so the driver has to estimate what
may be coming next based on an internal model of their statistical characteristics. This
results in the driver prioritising the lowest frequencies which have the greatest effect on
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path-following error, at the expense of some higher and mid-range frequencies. If the
disturbances are known to have more high frequency components, the driver will adapt
their control strategy accordingly to give more weighting to these higher frequencies.
The stability of the driver-vehicle system is investigated in Section 7.4.2.2. Although
for a fixed set of noise amplitudes the closed-loop driver-vehicle system is stable, in some
conditions the procedure described in Section 7.2.2 does not converge on a consistent
set of signal and noise amplitudes. This can be taken as a measure of the stability of the
driver-vehicle system, since it indicates that the noise magnitudes cause a destabilising
increase in signal amplitude. Under the conditions tested the overall stability of the closed-
loop driver-vehicle system depends only on the open-loop stability of the vehicle itself.
However, results presented in Section 7.4.3 show that for vehicles near the limit of stability
the control performance of the driver can be very poor.
One of the most important outcomes of the new driver model is found in Section 7.4.3,
resulting from a simple optimisation of the centre-of-mass position of a vehicle using the
new driver model. Similar procedures are frequently carried out in industry to guide the
vehicle design and evaluation process. The results are compared with the predictions of an
ideal driver model with full state feedback, which is representative of many driver models
used previously [12–14]. Including sensory dynamics results in a significantly different
optimal point, as the new model is able to predict difficulties real drivers have in controlling
vehicles which are close to instability. Currently, stability is generally considered separately
from optimal performance, however the new driver model allows the performance of the
vehicle to be optimised without relying on arbitrary stability constraints.
7.5.2 Driver model limitations
Predictions from the new driver model in Section 7.4.2.3 indicate that scaling the physical
motion in a simulator does not affect the driver’s control performance, as long as the RMS
signal amplitudes are above threshold levels. This implies that a driver in a simulator with
scaled motion of sufficient amplitude should drive exactly as they would in a real vehicle.
In reality, simulator motion is usually high-pass filtered, allowing the driver to feel more
high-frequency motion while removing the low frequencies that quickly use up simulator
travel. Figure 7.12 shows that the driver’s performance can be improved by removing some
of the lowest frequencies, however it also implies that scaling this filtered motion would
have no effect on the driver. The reason for this is that the measurement noise amplitude
increases in proportion to the overall signal RMS, resulting in a measurement with the
same level of reliability independent of the scaling.
This signal-dependent noise characteristic was measured from experimental data in
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Chapter 4, and it is consistent with perception tests carried out in the literature [90, 126,
130, 133, 139]. However, these studies generally focussed on sinusoidal stimuli with a
single frequency. Driving a real vehicle involves a large amount of low-frequency motion,
due to the large steady-state accelerations involved in cornering, however this is superposed
with higher-frequency motion caused by disturbances and the driver’s steering responses.
Since the driver model relates the noise amplitude to the RMS signal amplitude, the large
steady-state components result in a large noise level, which causes the simulated driver
to have difficulty perceiving small variations around the steady state. However in reality
drivers are observed to be sensitive to these small high-frequency changes.
There are various possible reasons for this mismatch between the predictions of the
model and what is observed in reality. Firstly, the model assumes that the measurement
noise PSD is constant at all frequencies, however Figure 3.18 shows that this results in an
underestimation of low-frequency driver noise and an overestimation of high-frequency
driver noise. Noise amplitudes are calculated based on the RMS value of the overall
signal, however it may be more appropriate to relate the noise amplitude at each frequency
to the corresponding signal amplitude at that frequency. Alternatively, the discrepancy
could result from sensory adaptation effects. Humans have been found to adapt to low
frequency motion under some conditions [98], and various studies have identified the
effects of ‘sensory cancellation’, whereby humans are less sensitive to self-generated
stimuli [242, 243]. This could explain why large-amplitude signals from the target-
following feedforward control, which are self-generated by the driver’s control actions, do
not disproportionately affect high-frequency disturbance perception.
A simple method for modelling these sensory cancellation effects is to ignore the
target-following component in the calculation of the driver noise amplitudes. This method
is used to run simulations similar to those presented in Section 7.4.2.3, accounting for
sensory cancellation. The results are shown in Figure 7.17, and they are closer to what
would be expected than the previous results shown in Figure 7.12. For pure filters the best
performance is achieved with full motion, since the large low-frequency target-following
motion no longer dominates the RMS signal amplitude. The scaled filters perform worse
at low cutoff frequencies due to the scaling of the perceived motion signals. Similar results
can be found by high-pass filtering the sensory signals before calculating the signal and
noise amplitudes. Further work is necessary to understand how drivers are affected by
sensory cancellation, and how this effect can be modelled reliably.
Another limitation of the new driver model is the assumption that the driver has a perfect
internal model of the plant, with any discrepancies modelled as driver noise. Experimental
results from Chapters 4 and 5 showed that in some conditions drivers build up incorrect
internal models, and this can cause more systematic instabilities in the driver-vehicle
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Filter cutoff frequency ωma = ωmω (rad/s)
Figure 7.17: Expected RMS path-following error e and steering angle δ, with sensory cancel-
lation of responses to target-following control actions, for various cutoff frequencies
system. The procedure described in Section 7.2.3 models one possible type of internal
model discrepancy, where motion filters are replaced with equivalent scaling factors in
the driver’s internal model. Simulations carried out in Section 7.4.2.4 show that this error
can cause significantly worse control performance, and in Section 7.4.3.2 it is shown that
optimisations carried out in a simulator can give different results to a real car if the driver
is unable to develop an accurate internal model of the motion filtering.
7.5.3 Further work
The results presented in this chapter highlight some important results which are found
using a new model of driver steering behaviour incorporating sensory dynamics. In
many cases these results are found to match behaviours observed in real drivers, however
further experimental work is needed to validate the findings. In Section 7.2 some general
techniques are developed to allow simulations to be carried out for a range of conditions,
without reference to measured data. These allow the model to be applied to a variety of
conditions for different uses, including but not limited to those presented in Section 7.4.
The results presented in Section 7.4 indicate that there is significant further potential for
using the new driver model to assist with the design of vehicle systems and to increase
understanding of the control behaviour of human drivers.
Some of the limitations of the driver model which are demonstrated by the simulations
in Section 7.4 are discussed in Section 7.5.2. In particular there is a discrepancy between
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the predictions of the model and the behaviour of real drivers when small-amplitude
high-frequency motion is superposed on large-amplitude low-frequency motion. Although
some potential explanations for this behaviour and methods to overcome this are discussed
in Section 7.5.2, further work is necessary to understand how drivers behave in these
conditions. Another limitation discussed in Section 7.5.2 is the assumption that the driver
has a perfect internal model of the plant. Simulations are carried out in Section 7.4 with
a simple internal model discrepancy, resulting from the replacement of motion filters
with equivalent scaling factors as discussed in Section 7.2.3. In reality there may be
discrepancies in other aspects of the internal model such as vehicle parameters and forcing
function distributions, and these discrepancies may change over time as the driver learns
more about the system. Further research is necessary to understand how drivers learn an
internal model over time, and to understand in more detail the impact of internal model
discrepancies on the driver’s control performance.
7.6 Conclusion
The new driver model can give various insights into how drivers perceive and use sensory
measurements. The visual system is found to be the dominant sensory system, with the
influence of vestibular measurements increasing with the level of disturbances. Distur-
bances also reduce the driver’s ability to accurately estimate the vehicle states compared
to a pure target-following task, where perception errors are around 10% of the total state
RMS. Drivers can add a known oscillation to increase their understanding of the system
dynamics, following a ‘dual-control’ strategy as measured in previous experimental work.
Due to the signal-dependent driver noise, the driver’s control performance is unchanged
with signal amplitude for amplitudes above threshold levels, although it is affected by
frequency content. This disagrees with observed behaviour, although the discrepancy could
be explained by sensory cancellation reducing the driver’s sensitivity to self-generated
motion. Drivers are able to follow some proportion of target signals up to around 15 rad/s,
however the response to mid-frequency disturbances is sacrificed to focus on low-frequency
signals which affect the vehicle lateral displacement most significantly.
The stability of the driver-vehicle system is predicted to be equivalent to the open-loop
stability of the vehicle. However the driver’s control performance can be poor for vehicles
near the limit of stability. The new driver model is able to predict the difficulties real drivers
have in controlling unstable vehicles, resulting in a different optimal vehicle parameter
compared with an ideal driver with full state feedback. This result allows the vehicle
to be optimised considering performance and stability simultaneously. The simulations
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presented in this chapter show that there is significant potential for the use of sensory
dynamics in driver modelling, allowing a greater understanding of the human driver and
aiding the development of more reliable vehicle systems.
Chapter 8
Conclusions and future work
The work described in this thesis provides novel insights into the role of sensory
dynamics in the steering control of a human driver. In this chapter the main findings
are summarised, and the implications of the results are discussed. In addition, recom-
mendations are made for future work to build on the results discovered in this thesis
and develop further understanding of how drivers interact with vehicles.
8.1 Summary of findings
Chapters 1 to 7 describe a body of research carried out to develop understanding of how
drivers interact with vehicles. The aim of this work, defined in Chapter 1, was:
to understand the impact of sensory dynamics on the control performance of a
human driver in real and virtual environments.
The findings summarised in this section show how understanding of the influence of drivers’
sensory dynamics has been significantly increased through measurement and modelling of
driver steering control. The findings are split into sections which illustrate how each of the
objectives defined in Chapter 1 has been fulfilled. The implications of these findings are
discussed in Section 8.2. While there is still more to be understood, this work has provided
a platform onto which future research can be built, as discussed in Section 8.3. A general
conclusion to the thesis is presented in Section 8.4.
8.1.1 Relevance of sensory dynamics results from the literature
• Key results from published literature on human sensory dynamics are sum-
marised in Chapter 2.
• Sensory transfer functions are well-researched, and can be applied directly to
models of human control behaviour.
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• Humans generally integrate coherent sensory information in a statistically opti-
mal fashion, but there is no consensus on how sensory conflicts are resolved.
• Sensory noise amplitudes and delays often increase under active, multimodal
conditions. Therefore results from passive measurements cannot be applied
directly to an active control task such as driving.
• Identified parameter values for the new driver model are reasonable when
compared with results from the literature (Chapters 3 and 4).
8.1.2 Development of new driver model
• A new model of driver steering control has been developed incorporating sensory
dynamics, noise and delays.
• Process noise added to the driver’s control action is signal-dependent, increasing
linearly with RMS steering angle (Chapter 3).
• Sensory measurement noise is also signal-dependent, increasing linearly with
the corresponding RMS signal amplitude, with thresholds below which the
noise amplitude remains constant (Chapter 4). This is consistent with sensory
threshold characteristics observed in the literature (Chapter 2).
• A single fixed set of parameter values can be used to predict driver steering
behaviour over a range of conditions. The model fits the results of 51 trials with
a variance accounted for value of 76% on average (Chapter 4).
• For transient target and disturbance signals driver noise amplitudes cannot be
linked to RMS signal amplitudes. They depend on the nature of the transient
signals, which is difficult to describe with a fixed-parameter model (Chapter 5).
• The driver model is extended to the control of nonlinear vehicles in Chapter 6.
Drivers are able to predict the time-varying operating point of a nonlinear vehicle
over the prediction horizon.
• The nonlinear driver model is able to predict the performance of experienced
drivers near the limit of tyre friction (Chapter 6).
8.1.3 Effects of limited physical motion feedback
• In general, drivers build up an internal model of scaling factors applied to the
physical motion feedback. They are also able to do so to some extent for filtered
motion, although less successfully (Chapter 4).
• With large discrepancies between the visual and physical motion, such as neg-
ative scaling factors, drivers ‘veto’ the physical motion and rely on visual
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measurements (Chapter 4).
• Drivers reacted more quickly to disturbances and followed the target more
accurately when physical motion was present. Drivers also followed the target
more accurately when the motion was scaled rather than filtered. These effects
can be predicted by the model (Chapter 5). Adding filtered motion feedback
allows drivers to steer less aggressively and more accurately than with no motion,
which is also predicted by the model (Chapter 6).
• When the physical motion is filtered drivers may have a lower-order internal
model, such as equivalent scaling factors which cause phase distortions to be
perceived as disturbances (Chapter 5).
8.1.4 Differences between drivers
• For a simple steering task differences between drivers are mainly a result of
their chosen control effort. All drivers have similar sensory delays and noise
amplitudes independent of experience (Chapter 3).
• More experienced drivers responded to transient disturbances with smaller
steering actions while following the target more closely. Less experienced
drivers overreacted to the initial disturbance (Chapter 5).
• More experienced drivers were able to control a nonlinear vehicle with less
steering effort and better tracking performance (Chapter 6).
• Less experienced drivers were worse at controlling a nonlinear vehicle near the
limit of tyre friction, which may be a result of having less accurate internal
models of the vehicle (Chapter 6).
8.1.5 Impact of sensory dynamics on driver steering control
• Chapter 7 shows how simulations using the new driver model can be used to
understand the role of sensory dynamics in driver steering control.
• The visual system is the dominant sense during driving, with the influence of
vestibular measurements increasing with the level of disturbances.
• Disturbances reduce the driver’s ability to estimate the vehicle states accurately.
• Drivers sometimes add a deliberate oscillation to their steering action (measured
in Chapters 5 and 6). This allows them to understand a larger proportion of the
system dynamics or operating point, and develop more accurate internal models.
• The driver model predicts that a driver’s control performance is unchanged
with motion scaling for motion above threshold levels. This is in contrast
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with observed behaviour, which may be a result of sensory cancellation of
self-generated motion.
• Drivers can follow some proportion of target signals up to 15 rad/s, however the
effects of mid-frequency disturbances are sometimes amplified by the driver to
prioritise low frequencies which have a greater effect on path-following error.
• The stability of the closed-loop driver-vehicle system is predicted to be equiva-
lent to the open-loop stability of the vehicle.
• The new driver model predicts difficulties real drivers have controlling vehicles
near the limit of stability, unlike an ideal driver model. This allows stability to
be considered while optimising the performance of a vehicle.
8.2 Implications and discussion
A novel model of driver steering control has been developed incorporating human sensory
dynamics. The model describes the physiological processes involved in driving in order
to predict the driver’s control responses under various conditions. A review of relevant
literature on sensory dynamics in Chapter 2 highlights key results which are used in the
new driver model. However it also shows that some sensory parameters may vary during
active, multimodal control tasks, therefore not all parameter values can be taken directly
from published results. Parameter values are therefore identified to fit experimental results,
motivated by studies from the aerospace industry [32–40]. This is thought to be the first
time these techniques have been applied to identify sensory parameters during driving.
A series of experiments was designed to measure the control behaviour of human
drivers for identification and validation of the new model. Several novel methods were
developed, such as designing trials to fit within simulator motion limits at full scale and
preventing the driver from previewing the upcoming target so that visual delays could
be measured more reliably. Identified parameter values are found to be reasonable when
compared with results from the literature, indicating that the model is a good description
of the physical processes carried out by the driver. The model is able to fit experimental
results well under a range of conditions, giving a reliable quantitative prediction of driver
steering behaviour. With transient disturbances it is not clear how driver noise amplitudes
link to the properties of the signals, however in reality drivers may choose noise amplitudes
based on the long-term statistical characteristics of target and disturbance signals.
Results show that drivers in a simulator are able to incorporate scaling of the phys-
ical motion feedback into an internal model of the controlled dynamics so that sensory
measurements can be used effectively. However, they are less able to account for more
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complicated or unnatural physical motion feedback. If the motion is filtered they may
only learn simplified models of the filters, erroneously perceiving filtering distortions as
vehicle disturbances. If the motion feedback is very unnatural, such as negative scaling
factors tested in Chapter 4, drivers may veto the motion altogether and rely on visual
measurements only. These results highlight the importance of ensuring that any filtering of
the physical motion feedback in a simulator is simple enough for the driver to be able to
learn an accurate internal model.
One of the objectives of the thesis was to determine whether sensory dynamics can
characterise differences between drivers with different levels of experience. For the
simple control task carried out in Chapter 3 little difference was found between drivers,
except in the cost function weighting which is a choice of the driver. Identified sensory
parameters are similar between drivers, indicating that the parameters reliably describe the
fundamental physical characteristics of human sensory systems. A greater difference in
driver performance was seen during experiments with transient disturbances in Chapter 5
and nonlinear tyres in Chapter 6. More experienced drivers were found to perform better
during more complicated driving scenarios, which may be a result of more accurate internal
models and a better understanding of the operating point of a nonlinear vehicle. Previous
studies have hypothesised that differences in driver experience can be represented by
different numbers of linearised internal models of the full nonlinear dynamics [21].
The influence of sensory dynamics in driver steering control is explored through
simulations in Chapter 7, using the new driver model. Several interesting results are
found which illustrate the importance of considering drivers’ sensory dynamics. These
results have not been experimentally verified, however many of them match anecdotal
observations from drivers and automotive engineers. One particularly important finding
is that the new model predicts difficulties real drivers have controlling a vehicle near the
limit of stability. Currently, stability is generally considered separately from performance
during vehicle design, based on empirical stability metrics. The new driver model allows
the performance and stability of the driver-vehicle system to be optimised simultaneously.
8.3 Recommendations for future work
The work described in this thesis has contributed significantly to understanding of the role
of sensory dynamics during driving. Nevertheless, there is still a great deal more to learn
about how drivers control a vehicle. In this section potential areas for further study are
recommended, discussing how future work could build upon the outcomes of this thesis to
discover more about driver-vehicle interaction and the influence of sensory dynamics.
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8.3.1 Application of new driver model
A new driver model has been developed based on the physiological processes carried out
by a human driver. Simulations carried out in Chapter 7 illustrate some of the potential
applications of the new model. The model can be used to understand how drivers perceive
and use sensory information. It can also predict how the performance of a human driver
will change in different conditions, and this information can be used in the design and
optimisation of vehicle systems. The simulations described in Chapter 7 demonstrate some
of the possibilities, however there are undoubtedly many more situations in which the new
driver model can be applied.
Results presented in Chapter 7 highlight a range of interesting predictions of the model
using simple simulations. Several of these results match anecdotal observations of the
behaviour of real drivers, however further work is needed to explore and validate these
results thoroughly. The simulations should be compared with experimental measurements
to demonstrate the extent to which they agree with the control performance of real drivers,
and to investigate any areas where the model may not give accurate predictions.
The new driver model is shown in Chapter 7 to predict the performance limitations
of real drivers more reliably than driver models currently in use. This result requires
further experimental validation, although it does match observations that drivers sometimes
have difficulty controlling a vehicle which is near the limit of stability. The new model
could therefore have important industrial applications, since optimisation techniques are
increasingly used in the design of vehicle dynamics and systems. Using the new driver
model, in future it may be possible to carry out more accurate virtual evaluations of vehicle
systems, reducing dependence on subjective testing with real drivers.
8.3.2 Removing limitations of new driver model
To allow the identification of reliable parameter values, the driver model was initially
derived with various simplifying assumptions. Many of these assumptions are gradually
relaxed throughout the thesis, for example by considering transient target and disturbance
signals in Chapter 5 and nonlinear dynamics in Chapter 6. However there are still some
limitations to the model which should be addressed in future work.
8.3.2.1 Variable speed
Perhaps the most significant limitation of the new driver model is the restriction to constant-
speed vehicles, neglecting longitudinal vehicle dynamics and control. As noted in Chap-
ter 1, the objective for speed control is less clearly defined than for lateral steering control,
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and depends on the aims of the driver. Various models of driver speed control for different
situations have been developed in previous studies [7, 8, 22–31], and these could be used
as a basis for extending the new driver model to include variable-speed vehicles.
Allowing the speed of the vehicle to vary adds a number of complications. Firstly,
it results in additional nonlinearity since several of the plant states are multiplied by
the longitudinal speed. For a realistic vehicle model several additional effects must be
considered such as aerodynamics, load transfer and combined tyre slip. Furthermore, it
is necessary to consider the driver’s perception of the longitudinal motion of the vehicle,
which may require several additional sensory inputs to be modelled. These could be
considered separately from the lateral measurements, however in reality the same sensors
are often used to detect both lateral and longitudinal motion as a combined vector. Variable-
speed vehicles also require one additional control input from the driver (if acceleration and
braking are considered together), resulting in a complicated interaction between steering
and speed control.
It is suggested that research into sensory perception for variable-speed vehicles should
begin with simple cases, using a similar approach to the work in this thesis to gradually
increase the complexity of the model. Firstly, speed control can be considered in isolation
to understand how longitudinal motion is perceived and controlled without any lateral
dynamics. Steering control experiments could be carried out with randomly-varying speed,
treated similarly to the disturbances used in the constant-speed driver model. This could
provide useful information about drivers’ speed perception and the resulting effects on
steering control behaviour. In many situations drivers are able to plan speed changes in
advance, so further experiments could use predictable speed profiles to determine whether
drivers use knowledge of future vehicle speed in their lateral control calculations. Finally
the full combined steering and speed control task could be tested.
8.3.2.2 Additional sensory systems
The new driver model focuses on the driver’s use of sensory measurements from the visual
and vestibular systems, which are considered to be the two most important senses under
normal driving conditions. However, there are various other sensory systems which have
been neglected, and these could be added to the model in future work. Additional sensory
measurements can be added in a similar way to the visual and vestibular measurements,
with transfer functions representing the perceptual dynamics and corresponding sensory
delays and measurement noise.
One important source of sensory information is the driver’s perception of torque feed-
back through the steering wheel. In the experiments carried out in this thesis the steering
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wheel acted as a passive spring and damper. However, in reality torque is transmitted from
the tyres to the steering wheel, giving drivers information about the states of the vehicle.
Drivers can sense arm muscle lengths and forces using muscle spindles and Golgi tendon
organs, as discussed in Chapter 2 [46, 103–108]. Previous research has investigated the
passive and reflex responses of drivers’ neuromuscular systems [15–18], however sensory
perception aspects have not been considered.
There are various other body sensors used during driving, collectively known as
somatosensors. These include pressure sensors which detect the push of the seat against
the driver’s body [102] and graviceptors which respond to the motion of fluid within the
body [101]. Many of these are difficult to quantify, and can’t easily be studied in isolation
from the vestibular system. However one case which could be modelled is the perception
of forces in the driver’s neck. Previous research has measured the movement of a driver’s
head relative to the vehicle, and modelled the activation of neck muscles to stabilise the
head [244]. These activation forces could be used as an additional sensory input by the
driver, giving useful information about the acceleration of the vehicle.
8.3.2.3 Internal model discrepancies and learning
The importance of the driver’s internal model has been demonstrated through the work
presented in this thesis. The driver uses an internal model of the controlled dynamics
to plan future control actions and to integrate measurements from different senses. In
general drivers have been found to have reasonably accurate internal models, and to update
these models as the driving conditions change. However, in some circumstances drivers
were found to develop inaccuracies in their internal model, particularly when physical
motion feedback was filtered. When developing the new driver model it was assumed
that discrepancies in the internal model could be represented as Gaussian process noise.
However, simulation results show that discrepancies in the internal model can cause more
fundamental instabilities in the driver-vehicle control system. A real driver will always
have some discrepancy between the internal model and the real plant, so further work
is necessary to quantify these discrepancies and investigate their effects. Studies have
considered the robustness of drivers to random disturbances [8, 9], and this work could be
extended to investigate robustness to more systematic internal model errors.
In the experiments described in this thesis the drivers had a limited amount of time to
practise before each trial and adapt to the conditions. With more practice time the drivers
may have developed more accurate internal models of the motion filters. The statistical
characteristics of the target and disturbance signals were constant throughout each trial, and
it was assumed that the drivers based their control strategy on estimates of these statistical
8.4 General conclusion 205
properties. However, in reality driving conditions can vary over time, and drivers must
update their internal model to account for any changes. The learning processes carried
out by the driver have largely been ignored in previous research, so they are an important
future area of study. Recent advances in machine learning techniques can provide a good
theoretical basis for investigation into drivers’ learning abilities.
8.4 General conclusion
A new model of driver steering behaviour has been developed to understand how sensory
dynamics influence the interaction between a driver and a vehicle. Optimal control and
state estimation theory is used to model the control calculations of a human driver who
is affected by sensory filtering, delays and noise. Carefully designed experiments were
carried out with real drivers in a simulator under a variety of conditions, and the results
were compared with the predictions of the model. The new model is found to give a
realistic description of the physical processes carried out by human drivers, matching
experimental results well.
The new driver model has allowed drivers’ use of sensory dynamics to be explored
through simulation, resulting in several novel insights. The suitability of the model for the
design of vehicle systems has been demonstrated, allowing limitations in the performance
of the driver-vehicle system to be predicted more reliably than with drivers models used
currently. This work has highlighted the importance of considering sensory dynamics
when predicting the control behaviour of human drivers. The results demonstrated in this
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Appendix A
Driver model derivation and summary
Throughout this thesis a new model of driver steering control is developed, incorporat-
ing human sensory dynamics. In Chapters 3 to 6 the major aspects of the development
of the model are discussed, however full mathematical derivations are sometimes
omitted for the sake of brevity. Various changes made to the model are presented
in separate chapters, to maintain the chronology of the development and application
of the model. For clarity, a full mathematical description and summary of the new
driver model is presented in this appendix. An amended version of this appendix
has been published as a journal paper [234].
A.1 Linear driver model
Vehicle steering control can be thought of as a combined target-following and disturbance-
rejection task [6], as shown in Figure A.1. The driver must follow a target path of curvature
f κ while reacting to disturbances fv and fω on the lateral and angular velocities of the
vehicle. The target-following component is generally a feedforward control task, as the
driver can ‘preview’ the upcoming target path in order to plan future steering control inputs.
However in Chapters 3 and 4 experiments were carried out where the driver could not









Figure A.1: Representation of steering control task in new driver model





























Figure A.2: Overall structure of new driver model
The disturbance-rejection component is a feedback task, as the driver cannot perceive
disturbances until after they have occurred.
The structure of the new driver-vehicle control model is shown in Figure A.2. The
model uses optimal control theory to represent a driver who has learned to steer as well as
possible on average based on the information available to them. The model consists of three
main components: a plant, a controller and a state estimator. The dynamics of the vehicle
and the driver are described by the plant, which is perturbed by target and disturbance
white noise representations wκ, wv and wω, and process noise w. The plant equations are
derived in Section A.1.1. The plant outputs y represent the outputs of the driver’s sensory
systems, and these are perturbed by measurement noise v. A state estimator calculates an
estimate x̂ of the plant states, using an internal model of the plant to reduce the uncertainty
in the noisy sensory measurements. The state estimator is described in Section A.1.2.
Finally, a controller uses this state estimate and the internal model to calculate an optimal
plant input δ̂, as discussed in Section A.1.3.
A.1.1 Plant
The plant describes the open-loop dynamics of the driver-vehicle system. In addition,
the driver has an internal model of the plant which is used by the controller and state
estimator [47, 48]. It is possible to define the internal model separately from the plant to
represent errors in the driver’s understanding of the system dynamics, however in most
cases drivers have been found to learn an accurate internal model (see Chapters 3 to 5). A
block diagram of the plant is shown in Figure A.3.
The plant is implemented as a state-space system, in discrete time with sample period
Ts so that delays can be modelled explicitly. All continuous transfer functions H (s) are
converted to discrete state-space matrices (A, B, C, D) with states x, with subscripts
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Figure A.3: Block diagram of plant describing the dynamics controlled by the driver, including
the vehicle dynamics, driver’s neuromuscular and sensory dynamics, and motion and forcing
function filters.
matching the transfer function. Discretisation is carried out using a zero-order hold method.
In some cases this is approximated in the form A = I + TsAc, B = TsBc, where Ac and Bc
are continuous-time state-space matrices.
The driver’s neuromuscular dynamics Hnm(s) shape the plant input δ̂ (plus process
noise w) to give the steering angle δ:
xnm(k + 1) = Anmxnm(k) + Bnm(δ̂(k) + w(k))
δ(k + 1) = Cnmxnm(k) + Dnm(δ̂(k) + w(k))
(A.1)
The steering angle is included as a state to allow the plant to be adapted more easily for a
nonlinear vehicle (see Section A.2).
The target and disturbance forcing function filters H f κ (s), H f v (s) and H fω (s) are
written in discrete state-space form. The target curvature f κ is given by:
x f κ (k + 1) = A f κx f κ (k) + B f κwκ (k)
f κ (k) = C f κx f κ (k) + D f κwκ (k)
(A.2)
and the lateral velocity disturbance fv and angular velocity disturbance fω are found
similarly, where wκ, wv and wω are Gaussian white noise inputs with RMS magnitudes
Wκ, Wv and Wω.
The vehicle HV(s) takes as inputs the steering angle δ and the disturbances fv and fω,
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and its outputs are the vehicle lateral velocity v and angular velocity ω:
xV(k + 1) = AVxV(k) + BV {δ(k) fv (k) fω (k)}T
{v(k) ω(k)}T = CVxV(k) + DV {δ(k) fv (k) fω (k)}T
(A.3)
which expands to:
xV(k + 1) = AVxV(k) + BV(:,1)δ(k) + BV(:,2)C f vx f v (k)
+ BV(:,2)D f vwv (k) + BV(:,3)C fωx fω (k) + BV(:,3)D fωwω (k)
v(k) = CV(1, :)xV(k) + DV(1,1)δ(k) + DV(1,2)C f vx f v (k)
+ DV(1,2)D f vwv (k) + DV(1,3)C fωx fω (k) + DV(1,3)D fωwω (k)
ω(k) = CV(2, :)xV(k) + DV(2,1)δ(k) + DV(2,2)C f vx f v (k)
+ DV(2,2)D f vwv (k) + DV(2,3)C fωx fω (k) + DV(2,3)D fωwω (k)
(A.4)
where M(i, j) indicates the ith row and jth column of matrix M, and ‘:’ represents the entire
row or column.
The plant outputs are subjected to visual and vestibular delays τvi and τve, consisting of
Nvi = τvi/Ts and Nve = τve/Ts time steps. The number of states required to model this can
be reduced by applying the delays to v and ω instead, then calculating the plant outputs



























xτv (k + 1) = Aτxτv (k) + Bτv(k)
= Aτxτv (k) + BτCV(1, :)xV(k) + BτDV(1,1)δ(k)
+ BτDV(1,2)C f vx f v (k) + BτDV(1,2)D f vwv (k)
+ BτDV(1,3)C fωx fω (k) + BτDV(1,3)D fωwω (k)
(A.5)
where I is the identity matrix, 0 is a matrix of zeros, and M[i, j] is a matrix with i rows and
j columns. Delayed values of ω are found similarly:
xτω (k + 1) = Aτxτω (k) + BτCV(2, :)xV(k) + BτDV(2,1)δ(k)
+ BτDV(2,2)C f vx f v (k) + BτDV(2,2)D f vwv (k)
+ BτDV(2,3)C fωx fω (k) + BτDV(2,3)D fωwω (k)
(A.6)










UTs fκ (k + 1)
Figure A.4: Visual system measurements. The driver measures the path-following error e,
and previewed road angles φ relative to the yaw angle ψ of the vehicle.
The visual system measurements are delayed by τvi. For ω this is given by:




xτω (k) = Cτvixτω (k) (A.7)
Similarly, the semi-circular canals (SCCs) take measurements of ω, delayed by τve:




xτω (k) = Cτωxτω (k) (A.8)





In discrete time, and delayed by τve, this becomes:
a(k − Nve) =
1
Ts
v(k − Nve + 1) −
1
Ts










xτv (k) +UCτωxτω (k)
= Cτvxτv (k) +UCτωxτω (k)
(A.10)
The visual system of the driver measures the path-following error e and previews the
upcoming target angles φ =
{
φ0(k) . . . φNp (k)
}
relative to the vehicle, as shown in
Figure A.4. This gives a prediction horizon of length Np = Tp/Ts time steps. The target
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angles are stored as states in a shift register, and each angle is related to the previously
measured angles by the equation:
φn(k + 1) = φ(n+1) (k) − Tsω(k) (A.11)
with the most distant previewed angle φNp given by:
φNp (k + 1) = φNp (k) − Tsω(k) +UTs f κ (k + Np) (A.12)
In matrix form, and delayed by τvi:


x̃ f κ (k + 1)
φNp (k − Nvi + 1)
...





A f κ 0 0 0
UTsC f κ 1 0 0
0 1 0 0




x̃ f κ (k)

































where w̃κ (k) = wκ (k + Np − Nvi), x̃ f κ (k) = x f κ (k + Np − Nvi) and 1 is a matrix of ones.
This can be written more concisely as:
xφ(k + 1) = Aφxφ(k) + Bφw̃κ (k) + BφωCτvixτω (k)
φvi(k) = Cφxφ(k)
(A.14)
Assuming φ0 and f κ are small, based on the geometry in Figure A.4 the path-following
error e can be found from:
e(k + 1) = e(k) +UTsφ0(k) − Tsv(k) (A.15)
which when delayed by τvi becomes:
evi(k + 1) = e(k − Nvi + 1) = e(k − Nvi) +UTsφ0(k − Nvi) − Tsv(k − Nvi)
= e(k − Nvi) +UTs [0 1] xφ(k) − TsCτvixτv (k)
(A.16)
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For the trials without preview the target line is straight, so the driver only sees the




x f κ (k + 1)
ψ(k − Nvi + 1)





A f κ 0 0
0 1 0























xφ(k + 1) = Aφxφ(k) + Bφw̃κ (k) + BφωCτvixτω (k)
φvi(k) = ψ(k − Nvi) = [0 1 0] xφ(k) = Cφxφ(k)
(A.17)
The visually-perceived path following error evi is still found from Equation A.16 as for the
trials with preview.
The transfer function between the delayed angular velocity and the angular velocityωve
perceived by the SCCs is Hω (s) = HSCC(s)Hmω (s), where HSCC(s) is a transfer function
representing the dynamics of the SCCs and Hmω (s) is the scaling or filtering applied to
the yaw motion. The perceived angular velocity is then found from:
xω (k + 1) = Aωxω (k) + Bωω(k − Nve)= Aωxω (k) + BωCτωxτω (k)
ωve(k) = Cωxω (k) + Dωω(k − Nve)= Cωxω (k) + DωCτωxτω (k)
(A.18)
The transfer function between the delayed lateral acceleration and the acceleration ave
perceived by the otoliths is Ha (s) = Hoto(s)Hma (s), where Hoto(s) is a transfer function
representing the dynamics of the otoliths and Hma (s) is the scaling or filtering applied to
the lateral acceleration. The perceived lateral acceleration is then found from:
xa (k + 1) = Aaxa (k) + Baa(k − Nve) = Aaxa (k) + BaCτvxτv (k) +UBaCτωxτω (k)
ave(k) = Caxa (k) + Daa(k − Nve)= Caxa (k) + DaCτvxτv (k) +UDaCτωxτω (k)
(A.19)
Combining Equations A.1 to A.19 gives the complete plant, written in discrete-time
state-space form:
x(k + 1) = Ax(k) + Bδ̂(k) + [B Gv Gω Gκ] {w(k) wv (k) wω (k) w̃κ (k)}T
y(k) = Cx(k)
(A.20)
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where the plant state-space matrices are:
x =
{




AV BV(:, 1) 0 BV(:, 2)C f v BV(:, 3)C fω 0 0 0 0 0 0
0 0 Cnm 0 0 0 0 0 0 0 0
0 0 Anm 0 0 0 0 0 0 0 0
0 0 0 A f v 0 0 0 0 0 0 0
0 0 0 0 A fω 0 0 0 0 0 0
BτCV(1, :) BτDV(1, 1) 0 BτDV(1, 2)C f v BτDV(1, 3)C fω Aτ 0 0 0 0 0
BτCV(2, :) BτDV(2, 1) 0 BτDV(2, 2)C f v BτDV(2, 3)C fω 0 Aτ 0 0 0 0
0 0 0 0 0 0 BφωCτvi Aφ 0 0 0
0 0 0 0 0 BaCτv UBaCτω 0 Aa 0 0
0 0 0 0 0 0 BωCτω 0 0 Aω 0
























0 0 0 0 0 0 0 Cφ 0 0 0
0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 DaCτv UDaCτω 0 Ca 0 0
0 0 0 0 0 0 DωCτω 0 0 Cω 0

(A.21)
The small-angle assumptions made in this derivation allow a linear simulation to be
run, even with large overall angles in the target path and the vehicle dynamics. However,
in order to plot the path followed by the vehicle the Cartesian coordinates of the target path
and vehicle must be calculated. For the target, the x and y components xt and yt are given
by:




UTs f κ (i)+
-




UTs f κ (i)+
-
(A.22)
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The position of the vehicle is linearised about the target path as shown in Figure A.4 [219],
and is given by finding the point located e away from the target coordinate in a perpendicu-
lar direction:




UTs f κ (i)+
-








The controller requires the full plant state vector x to calculate the optimal plant input.
However, the driver does not have access to all the states, and only measures the outputs y
of the plant perturbed by measurement noise v. An estimate x̂ of the plant states is obtained
using a Kalman filter [181], based on an internal model of the plant, a measurement of
the noise-free plant input δ̂ and noisy measurements (y+v) of the outputs. The statistical
properties of the forcing functions and process and measurement noise are described by
covariance matrices QKF and RKF, given by:
QKF = diag
( [




















a , and V
2
ω are the variances
of the measurement noise added to the plant outputs φvi, evi, ave, and ωve. In some








B Gv Gω Gκ
]T
(A.25)
The optimal state estimate is given by [181]:
x̂(k + 1) = Ax̂(k) + Bδ̂(k) + L(y(k) + v(k) − Cx̂(k)) (A.26)
where:
L = APCT(CPCT + RKF)−1 (A.27)
and P solves the discrete Riccati equation:
ATPA − P − ATPC(CTPC + RKF)−1CTPA + Q̂KF = 0 (A.28)
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This gives a linear time-invariant Kalman filter HKF(s), which can be calculated using the











An optimal controller is used to minimise a cost function weighting the path-following
error against the driver’s steering effort. There are two main implementations of optimal
control, a linear quadratic regulator (LQR) and model predictive control (MPC), which
have been found to be identical when used under the same conditions [14]. For the linear
plant an LQR controller is used since it allows the optimum control input to be found over
an infinite control horizon. Target and disturbance inputs beyond the prediction horizon
are assumed to be white noise.
The LQR method involves calculating an optimal gain vector KLQ, which acts on the
plant states to give an optimal plant input δ̂ which minimises a cost function J. Additive
white noise does not affect the optimal solution, so the white noise inputs w, wκ, wv and
wω can be ignored. The cost function incorporates costs on the tracking error evi and the
















0 · · · 0 qe
])
(A.31)
RLQ = qδ (A.32)
The optimal plant input is [14]:
δ̂(k) = −KLQx(k) (A.33)
where:
KLQ = (BTSB + RLQ)−1BTSA (A.34)
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and S solves the discrete Riccati equation:
ATSA − S − ATSB(BTSB + RLQ)−1BTSA +QLQ = 0 (A.35)
The optimal gain KLQ can be found in this way using the Matlab function dlqr.
A.2 Nonlinear driver model
In this section the linear driver model derived in Section A.1 is extended to control a
constant-speed vehicle with nonlinear tyres. Nonlinear optimal control and state estimation
are much more difficult than their linear equivalents. However, it is possible to simplify the
task by approximating the nonlinear system dynamics. There are various ways in which
this can be done, therefore several state estimators and controllers are implemented. The
performance of the different methods is compared using simulations in [234], and these
results are used to guide the choice of models which are fit to measured experimental data
in Chapter 6.
A.2.1 Plant
The only difference between the linear and nonlinear plant is a nonlinear vehicle. The dis-
turbances are added using the linear relationship in Equation A.3, however the dependence



















+ BV(:,2)C f vx f v + BV(:,3)C fωx fω (A.36)
where AV is a nonlinear function. The remaining plant states are calculated in the same
way as the linear model using Equation A.20, and the same linear output equation is used
to find the plant outputs.
To reduce the computational load of the nonlinear controllers, a reduced plant is
defined which includes only the states required by the controller. It should be noted that the
state estimator still requires the complete plant. The controller minimises a cost function
weighting δ̂ against e, therefore any parts of the plant which do not feed into e in Figure A.3
are ignored. This includes the motion filters, sensory dynamics and delays. Furthermore,
using an MPC formulation allows the target path to be implemented as a reference without
including the preview shift register in the reduced plant. This allows a significant reduction
in the number of plant states.
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The driver’s visual system previews (Np + 1) path angles, however due to the visual
delay Nvi of the measured angles are already behind the current position of the vehicle.
The controllers described in Section A.2.3 therefore evaluate the reduced plant equations
from the current time step k to (k + Np − Nvi + 1).
Equation A.11 can be adapted to find future values of φ0 from the current previewed
target angles φn:
φ0(k + n) = φn(k) − ψ̂(k + n) (A.37)
where ψ̂ is the yaw angle of the vehicle, referenced to the current yaw angle so that
ψ̂(k) = 0. It can be found from:
ψ̂(k + n + 1) = ψ̂(k + n) + Tsω(k + n)
= ψ̂(k + n) + TsCV(2, :)xV(k + n) + TsDV(2,1)δ(k + n)
+ TsDV(2,2)C f vx f v (k + n) + TsDV(2,2)D f vwv (k + n)
+ TsDV(2,3)C fωx fω (k + n) + TsDV(2,3)D fωwω (k + n)
(A.38)
Equation A.15 can then be rewritten to separate the predicted e over the prediction
horizon into a controllable part ŷ and a reference ŷref:
e(k + n + 1) = e(k + n) +UTsφ0(k + n) − Tsv(k + n)
= e(k + n) +UTsφn(k) −UTsψ̂(k + n) − Tsv(k + n)
= ŷref (k + n + 1) − ŷ(k + n + 1)
(A.39)
where the reference trajectory is found from:




and the controllable part is:
ŷ(k + n + 1) = ŷ(k + n) + Tsv(k + n) +UTsψ(k + n)
= ŷ(k + n) + TsCV(1, :)xV(k + n) + TsDV(1,1)δ(k + n)
+ TsDV(1,2)C f vx f v (k + n) + TsDV(1,2)D f vwv (k + n)
+ TsDV(1,3)C fωx fω (k + n) + TsDV(1,3)D fωwω (k + n) +UTsψ̂(k + n)
(A.41)
If the target is close to a straight line, ŷ and ŷref represent the vehicle and target lateral
displacements.
The complete reduced plant for a linear vehicle has the same form as Equation A.20,








AV BV(:,1) 0 BV(:,2)C f v BV(:,3)C fω 0 0
0 0 Cnm 0 0 0 0
0 0 Anm 0 0 0 0
0 0 0 A f v 0 0 0
0 0 0 0 A fω 0 0
TsCV(2, :) TsDV(2,1) 0 TsDV(2,2)C f v TsDV(2,3)C fω 1 0





















0 0 0 0 0 0 1
]
(A.42)
although for a nonlinear vehicle the vehicle states are calculated using Equation A.36.
For the control calculation at each time step it is necessary to find the reduced state
vector xR(k) and reference trajectory ŷref (k) from the full state estimate x̂(k). Most of the
states in xR(k) can be taken directly from the equivalent states in x̂(k), and the yaw angle
ψ̂(k) is defined to start at zero. The value of ŷ(k) is equal to the negative of the current
path-following error e(k). However, only the delayed version evi(k) is stored directly in
the full state vector. Therefore ŷ(k) must be calculated by iterating Equation A.15 using
the stored delayed values of v, ω and φ0, giving:
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Similarly, the reference trajectory depends through Equation A.40 on previewed angles
φn(k), however the full state vector contains delayed values φn(k − Nvi). The required
angles can be calculated by iterating Equation A.11 over the visual delay:
φn(k) = φ(n+Nvi) (k − Nvi) − Ts
−1∑
i=−Nvi
{ω(k + i)} (A.44)
A.2.2 State estimators
State estimation for a nonlinear plant can be achieved using an extended Kalman filter,
which operates on the same principles as the Kalman filter described in Section A.1.2.
Extended Kalman filters approximate the nonlinear plant dynamics by linearisation or
similar transformations. Four variations of the extended Kalman filter are implemented
using code provided by the EKF/UKF Matlab toolbox [236]. These four extended Kalman
filters can also be compared with full state feedback, giving five state estimators in total:
• LKF: Linear Kalman filter. A time-varying implementation of a linear Kalman
filter, found by linearising the plant states about zero slip angle. It should give
the same results as the time-invariant filter derived in Section A.1.2.
• EKF1: First-order extended Kalman filter. A linearised approximation to the
plant states is found at each time step.
• EKF2: Second-order extended Kalman filter. A quadratic approximation to the
plant states is found at each time step.
• UKF: Unscented Kalman filter. The nonlinear state covariance functions are
approximated at each time step using an unscented transform.
• FSF: Full state feedback. The state estimate x̂ is equal to the real states x,
removing the effects of sensory dynamics.
Detailed derivations of each of the extended Kalman filters are given in [236]. The
calculations consist of two stages at each time step: First the predict stage in which a
new state estimate is predicted from the previous estimate using an internal model of the
plant, then the update stage where the estimate is updated based on the difference between
predicted and measured plant outputs. Unlike the linear Kalman filter, the covariance
matrix P varies with time, and is also predicted and updated in these two steps. The
initial covariance matrix P0 is calculated by finding the steady-state solution for the plant
linearised about zero slip angle from Equation A.28, using the Matlab function kalman.
However, this gives the covariance matrix after the prediction step only, so it must be
passed through the update step to ensure compatibility with the extended Kalman filters.
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A.2.3 Controllers
Controllers are designed to calculate an optimal plant input δ̂, using an internal model of
the reduced plant described in Section A.2.1. True optimal control for a nonlinear plant is
computationally intensive, therefore several simplified controllers are implemented which
linearise the system dynamics. These linearised controllers are based on MPC, which
involves calculating an optimal control sequence δ̂ up to the prediction horizon Tp, then
taking the first of these as the next control input δ̂. For a linear plant this gives the same
solution as an LQR controller [14].
Ignoring any white noise inputs, the nonlinear reduced plant equations can be written
in discrete-time state-space form:
xR(k + 1) = AR(xR(k)) + BRδ̂(k)
ŷ(k) = CRxR(k) (A.45)
The nonlinear function AR can be linearised about states xL with the approximation:
AR(xR(k + n)) ≈ AR(xL(k + n)) + Ân(xR(k + n) − xL(k + n)) (A.46)
where Ân is the Jacobian dAR/dx evaluated at xL(k + n). Five different model predictive
controllers are implemented, with varying levels of approximation to the nonlinear plant
dynamics as illustrated in Figure A.5:
• L0: Linearisation about zero slip angle, xL(k + n) = 0. This gives the same
result as the LQR controller derived in Section A.1.3.
• LP0: Linearisation about the initial prediction state xR(k) [20, 230, 232]. Â is
constant over the prediction horizon, linearised about xL(k + n) = xR(k).
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Figure A.5: Illustration of linearisation carried out by different nonlinear controllers
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• LPF: Linearisation about the full prediction horizon [21, 219]. The solu-
tion starts from a nominal control sequence δ̂0, which is the previous opti-
mal sequence shifted by one time step, with a corresponding state trajectory
XR0 =
[
xR0(k) . . . xR0(k + Np − Nvi + 1)
]
. The linearised matrix Ân is cal-
culated about each nominal state xL(k + n) = xR0(k + n).
• LPF∗: LPF constrained to stop the slip angles exceeding the force peak, plus a
constraint on the maximum change in δ̂ from the nominal control sequence [7].
• FNO: Full nonlinear optimisation [229, 231]. The full nonlinear equations are
used to predict the plant trajectory up to the prediction horizon.
A.2.3.1 Linearised MPC
Four of the controllers simplify the control task by linearising the plant states. They are
derived based on the linear MPC method of [14], adapted for a nonlinear plant using
methods similar to [21]. For simplicity the control horizon is chosen to equal the prediction
horizon. In each case the control sequence δ̂ is replaced with a nominal sequence δ̂0 plus a
small change ∆δ̂, and similarly for ŷ. The linearised dynamics then give the approximate











qe( ŷref (k + n) − ŷ(k + n))2 + qδ δ̂(k + n)2
}
(A.47)
Note that unlike Equation A.30 the cost only applies over the finite prediction horizon.
Writing the values of ŷref , ŷ and qδ over the prediction horizon as vectors ŷref , ŷ and δ̂,
and removing the ŷ2ref term which is independent of the control input, Equation A.47 can
be written as:
J = qe ŷT ŷ − 2qe ŷTref ŷ + qδδ̂
Tδ̂ (A.48)
Replacing the control sequence δ̂ with a nominal sequence δ̂0 plus a small change ∆δ̂, and
similarly for ŷ, gives:
J = qe( ŷ0 + ∆ ŷ)T( ŷ0 + ∆ ŷ) − 2qe ŷTref ( ŷ0 + ∆ ŷ) + qδ (δ̂0 + ∆δ̂)
T(δ̂0 + ∆δ̂) (A.49)
Multiplying out and removing any independent terms:
J = qe∆ ŷT∆ ŷ + 2qe( ŷ0 − ŷref)T∆ ŷ + qδ∆δ̂T∆δ̂ + 2qδδ̂T0∆δ̂ (A.50)
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and with the linearised dynamics ∆ ŷ = Θ∆δ̂:
J = ∆δ̂T(qeΘTΘ + qδI)∆δ̂ + 2(qe( ŷ0 − ŷref)TΘ + qδδ̂T0 )∆δ̂ (A.51)
which is in the form of a quadratic program. If there are no constraints this can be solved
using QR decomposition as in [14], however with constraints it can be solved using a
dedicated solver. Examples of quadratic program solvers include QPC [245], CPLEX [246],
and Matlab’s quadprog function.
Similarly to the linear MPC derivation in [14], however with linearised matrices Ân
predicted n time steps ahead of the current time step k, Θ is found from:
Θ(k) =

CRBR 0 0 · · · 0
CRÂ1BR CRBR 0 · · · 0


















BR · · · CRBR

(A.52)
For LPF and LPF*, the nominal control sequence δ̂0 is the previous optimal control
sequence shifted by one time step. The nonlinear plant equations are then evaluated over
the prediction horizon to get ŷ0. For L0 and LP0, the nominal control sequence δ̂0 is zero.
However the non-zero initial state xR(k) leads to a non-zero ŷ0. For L0, as in [14]:








xR(k + 1) = AR(xR(k))
xR(k + 2) = AR(xR(k + 1)) ≈ AR(xR(k)) + Â(xR(k + 1) − xR(k))
= (I + Â) AR(xR(k)) − ÂxR(k))
(A.55)
Over the whole prediction horizon this leads to:





















Controller LPF* is the same as LPF, however it includes constraints to limit the solution
space to values more likely to give a successful outcome. Firstly, the linearisation assumes
that the changes in optimal control strategy ∆δ̂ are small. However, this is not guaranteed
with the controllers described in Section A.2.3.1. Therefore constraints are added to limit




The value of ∆δ̂max must be small enough to stop the optimal solution from moving
too far from the nominal solution, however large enough that it does not limit the speed
with which the controller can respond to disturbances. Simulations were run with different
values of ∆δ̂max, and a value of 0.1 rad* was found to be suitable.
Another potential issue with linearised controllers is that they can become unstable if
the linearised force/slip characteristic becomes negative. Therefore, additional constraints
are added to limit the slip angles αf and αr to less than αmax, where αmax is defined to be
the maximum of the force-slip curve. For the vehicle models used in this thesis, the slip
angles are found from linear functions of the first three plant states:
αf = −v/U − lfω/U + δ/G (A.60)
αr = −v/U + lrω/U (A.61)
therefore the equations for αf and αr are linearised as:
αf = αf0 +Θαf∆δ̂ (A.62)
αr = αr0 +Θαr∆δ̂ (A.63)
Constraint matrices Θαf and Θαr are calculated using Equation A.52, replacing CR with
Cαf or Cαr, where:
Cαf =
[





−1/U lr/U 0 0
]
(A.65)
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The constraint equations therefore become:
Θαf∆δ̂ < αmax − αf0
Θαr∆δ̂ < αmax − αr0
−Θαf∆δ̂ < αmax + αf0
−Θαr∆δ̂ < αmax + αr0
(A.66)
A.2.3.3 Full nonlinear optimisation
A nonlinear optimiser can be used to find a solution which considers the nonlinear dynamics
of the plant in full, without any approximation. Matlab’s fminunc function is a versatile
nonlinear optimiser, although it is much more computationally expensive than the linearised
alternatives. Alternative commercial nonlinear optimisers are also available, such as
Ipopt [247]. As with the linearised MPC, the optimisation begins from a nominal steering
command sequence δ̂0, which is the previous optimal steering sequence shifted by one
time step. The optimiser then iteratively evaluates the cost function for different values of
∆δ̂, in each case calculating the full nonlinear reduced plant equations over the prediction
horizon. Gradient-based optimisers such as fminunc use the Jacobian of the cost function
to estimate the direction of the optimal solution. Although this can be estimated by the
optimiser, it is much faster to calculate the Jacobian explicitly. This can be achieved by
linearising the dynamics similarly to the LPF controller. The derivative of the cost function
J about δ̂ is equal to the linear term in Equation A.51:
dJ
dδ̂
= 2(qe( ŷ − ŷref)TΘ + qδδ̂T) (A.67)
A.3 Model parameter values
The performance of the driver model derived in Sections A.1 and A.2 depends on several
parameter values and the dynamics of various linear and nonlinear systems. Some of these
are properties of the driving conditions, for example the vehicle, motion filters and forcing
function spectra and amplitudes. These can be adjusted depending on the conditions being
modelled, and the values used in the experiments in Chapters 3 to 7 are given in these
chapters. Other values relate to physical properties of the human driver, and work has been
carried out throughout this thesis to identify suitable values to match the performance of
human drivers.
A review of the literature is undertaken in Chapter 2 to choose appropriate physiological
models for the driver’s sensory and neuromuscular dynamics. An approximation to drivers’
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neuromuscular dynamics can be made using a second order filter [15, 216]:
Hnm(s) =
ω2nm
s2 + 2ζnmωnms + ω2nm
(A.68)
although the values of parameters ωnm and ζnm may vary. Transfer functions for the SCCs
and otoliths are [95]:
HSCC(s) =
458.4s2




(5s + 1)(0.016s + 1)
(A.70)
In Chapters 3 to 6, experiments were carried out by human drivers in a driving simulator,
and a parameter identification procedure is used to find suitable values of the other driver
parameters which fit the model as closely as possible to the measured data. In Chapter 3,
the process noise amplitude W is found to be proportional to the RMS steering angle δ,
with the relationship:
W = RMS(δ)/SNRW (A.71)
where SNRW is the identified signal-to-noise ratio. Note that the SNR is expressed as
the ratio of the RMS values rather than the mean-square ratio more commonly used in
communications engineering. Similarly, in Chapter 4 the measurement noise amplitudes
are found to be proportional to the equivalent RMS signals, with thresholds η below which




RMS(ave)/SNRa RMS(ave) > ηa
ηa/SNRa RMS(ave) < ηa
(A.72)
Similar relationships hold for the measured path-following error evi and angular velocity
ωve. This is consistent with sensory noise and threshold characteristics measured in
previous studies, described in Chapter 2. Measurement noise of variance V 2φ is added to
each previewed visual angle φvi, however the influence of these measurements would vary
with the prediction horizon Np if Vφ was kept constant. Therefore a combined standard
deviation σφ is defined, with Vφ given by:
Vφ = σφ
√
Np + 1 (A.73)
In Chapter 4 the value of σφ is calculated using a signal-dependent relationship similar to
Equation A.72, dependent on the RMS value calculated over the whole vector of previewed
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Table A.1: Final driver model parameter values
Parameter SNRa SNRω SNRφ SNRe SNRW τvi τve
Units – – – – – s s
Value 0.390 0.406 1.04 0.901 2.28 0.19 0.23
Parameter Tp ωnm ζnm ηa ηω ηφ ηe
Units s rad/s – m/s2* rad/s* rad m
Value 0.87 14.3 0.537 0.221 0.0235 0.0129 0.0559
angles φvi. However, in Chapter 5 it is shown that this can be unreliable for targets with
large angles. A better method is to calculate the noise amplitude based on the RMS




RMS(φ0)/SNRφ RMS(φ0) > ηφ
ηφ/SNRφ RMS(φ0) < ηφ
(A.74)
A single set of parameter values is identified in Chapter 4 to fit the results of 51 trials
carried out over a range of conditions. Due to the updated description of the signal-
dependent relationship for the previewed steering angles given in Equation A.74, it is
suggested in Chapter 5 that SNRφ should be reduced by a factor of 1.4. The final set of
parameter values identified through the experiments and simulations carried out in this
thesis is given in Table A.1.
Two identified parameter values are excluded from Table A.1, as they are only used
in specific cases. A lower value of SNRφ = 0.415 is identified in Chapter 4 for trials
without preview, which is likely to be a result of the unintuitive nature of the visual display.
Furthermore, a ‘target shift’ parameter Tt = −0.26 s is identified to account for drivers
aligning a part of the vehicle other than the centre of mass with the target. This only
becomes significant for a very slow vehicle, as used in the experiment in Chapter 3.
The only other parameter values not shown in Table A.1 are the cost function weights.
This is because they are a choice rather than a physical property of the driver. The controller
is affected only by the relative values of the weightings, therefore qe is set to 1 m−2. The
relative weights have been found to vary significantly between drivers and trials, therefore
separate values of qδ are identified for each trial in Chapters 4 to 6. Values of qδ between
around 0.1 and 2 rad−2* have been found.
The parameter values shown in Table A.1 can also be used for a nonlinear driver model,
although simulations carried out in Chapter 6 indicate that a closer fit to experimental
results can be obtained by extending Tp slightly to 1 s. This may be due to the control
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horizon being equal to Tp for the nonlinear model, unlike the infinite control horizon for
the linear model. Drivers have been found to consider the time-varying operating point of
the nonlinear vehicle over the prediction horizon, therefore FNO is the best match of the
controllers presented in Section A.2.3. However, under many conditions LPF* performs
identically to FNO, so can be used in its place [234]. Similarly, all extended Kalman filters
are found to perform almost identically, therefore it is sensible to use EKF1 which is the
fastest to simulate of the state estimators described in Section A.2.2.
In Chapter 5, an experiment was carried out where the target and disturbance signals
were formed from transient events. This conflicts with the driver model which represents
all signals as filtered Gaussian white noise. It is found to be difficult to identify a fixed set
of parameter values to match driver behaviour for all types of transient signals. However,
in most cases for the analysis of driver behaviour it is sufficient, or even desirable, to
describe target and disturbance signals in terms of their statistical properties. Various
techniques for carrying out reliable simulations with the new driver model are described
in Chapter 7. The results of various illustrative simulations are also presented, which
highlight the importance of considering sensory dynamics in models of driver steering
behaviour.
