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Forthcoming Papers
Special Issue on Planning with Uncertainty, edited by Tom Dean, Craig Boutilier and
Sven Koenig
O. Madani, S. Hanks and A. Condon, On the undecidability of probabilistic planning
and related stochastic optimization problems
Automated planning, the problem of how an agent achieves a goal given a repertoire of actions, is one
of the foundational and most widely studied problems in the AI literature. The original formulation
of the problem makes strong assumptions regarding the agent’s knowledge and control over the
world, namely that its information is complete and correct, and that the results of its actions are
deterministic and known. Recent research in planning under uncertainty has endeavored to relax
these assumptions, providing formal and computation models wherein the agent has incomplete or
noisy information about the world and has noisy sensors and effectors. This research has mainly
taken one of two approaches: extend the classical planning paradigm to a semantics that admits
uncertainty, or adopt another framework for approaching the problem, most commonly the Markov
Decision Process (MDP) model. This paper presents a complexity analysis of planning under
uncertainty. It begins with the “probabilistic classical planning” problem, showing that problem
to be formally undecidable. This fundamental result is then applied to a broad class of stochastic
optimization problems, in brief any problem statement where the agent (a) operates over an infinite
or indefinite time horizon, and (b) has available only probabilistic information about the system’s
state. Undecidability is established for policy-existence problems for partially observable infinite-
horizon Markov decision processes under discounted and undiscounted total reward models, average-
reward models, and state-avoidance models. The results also apply to corresponding approximation
problems with undiscounted objective functions. The paper answers a significant open question
raised by Papadimitriou and Tsitsiklis [Math. Oper. Res. 12 (3) (1987) 441–450] about the
complexity of infinite horizon POMDPs.  2003 Published by Elsevier Science B.V.
A. Cimatti, M. Pistore, M. Roveri and P. Traverso, Weak, strong, and strong cyclic
planning via symbolic model checking
Planning in nondeterministic domains yields both conceptual and practical difficulties. From the
conceptual point of view, different notions of planning problems can be devised: for instance, a plan
might either guarantee goal achievement, or just have some chances of success. From the practical
point of view, the problem is to devise algorithms that can effectively deal with large state spaces. In
this paper, we tackle planning in nondeterministic domains by addressing conceptual and practical
problems. We formally characterize different planning problems, where solutions have a chance of
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success (“weak planning”), are guaranteed to achieve the goal (“strong planning”), or achieve the
goal with iterative trial-and-error strategies (“strong cyclic planning”). In strong cyclic planning, all
the executions associated with the solution plan always have a possibility of terminating and, when
they do, they are guaranteed to achieve the goal. We present planning algorithms for these problem
classes, and prove that they are correct and complete. We implement the algorithms in the MBP
planner by using symbolic model checking techniques. We show that our approach is practical with
an extensive experimental evaluation: MBP compares positively with state-of-the-art planners, both
in terms of expressiveness and in terms of performance.  2003 Published by Elsevier Science B.V.
C. Castellini, E. Giunchiglia and A. Tacchella, SAT-based planning in complex
domains: Concurrency, constraints and nondeterminism
Planning as satisfiability is a very efficient technique for classical planning, i.e., for planning
domains in which both the effects of actions and the initial state are completely specified. In this
paper we present C-SAT, a SAT-based procedure capable of dealing with planning domains having
incomplete information about the initial state, and whose underlying transition system is specified
using the highly expressive action language C. Thus, C-SAT allows for planning in domains involving
(i) actions which can be executed concurrently; (ii) (ramification and qualification) constraints
affecting the effects of actions; and (iii) nondeterminism in the initial state and in the effects of
actions. We first prove the correctness and the completeness of C-SAT, discuss some optimizations,
and then we present C-PLAN, a system based on C-SAT. C-PLAN works on any C planning problem,
but some optimizations have not been fully implemented yet. Nevertheless, the experimental analysis
shows that SAT-based approaches to planning with incomplete information are viable, at least in the
case of problems with a high degree of parallelism.  2003 Published by Elsevier Science B.V.
S.M. Majercik and M.L. Littman, Contingent planning under uncertainty via
stochastic satisfiability
We describe a new planning technique that efficiently solves probabilistic propositional contingent
planning problems by converting them into instances of stochastic satisfiability (SSAT) and solving
these problems instead. We make fundamental contributions in two areas: the solution of SSAT
problems and the solution of stochastic planning problems. This is the first work extending the
planning-as-satisfiability paradigm to stochastic domains. Our planner, ZANDER, can solve arbitrary,
goal-oriented, finite-horizon partially observable Markov decision processes (POMDPs). An empirical
study comparing ZANDER to seven other leading planners shows that its performance is competitive
on a range of problems.  2003 Published by Elsevier Science B.V.
R. Givan, T. Dean and M. Greig, Equivalence notions and model minimization in
Markov decision processes
Many stochastic planning problems can be represented using Markov Decision Processes (MDPs).
A difficulty with using these MDP representations is that the common algorithms for solving
them run in time polynomial in the size of the state space, where this size is extremely large for
most real-world planning problems of interest. Recent AI research has addressed this problem by
representing the MDP in a factored form. Factored MDPs, however, are not amenable to traditional
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solution methods that call for an explicit enumeration of the state space. One familiar way to solve
MDP problems with very large state spaces is to form a reduced (or aggregated) MDP with the
same properties as the original MDP by combining “equivalent” states. In this paper, we discuss
applying this approach to solving factored MDP problems—we avoid enumerating the state space
by describing large blocks of “equivalent” states in factored form, with the block descriptions being
inferred directly from the original factored representation. The resulting reduced MDP may have
exponentially fewer states than the original factored MDP, and can then be solved using traditional
methods. The reduced MDP found depends on the notion of equivalence between states used in
the aggregation. The notion of equivalence chosen will be fundamental in designing and analyzing
algorithms for reducing MDPs. Optimally, these algorithms will be able to find the smallest possible
reduced MDP for any given input MDP and notion of equivalence (i.e., find the “minimal model” for
the input MDP). Unfortunately, the classic notion of state equivalence from non-deterministic finite
state machines generalized to MDPs does not prove useful. We present here a notion of equivalence
that is based upon the notion of bisimulation from the literature on concurrent processes. Our
generalization of bisimulation to stochastic processes yields a non-trivial notion of state equivalence
that guarantees the optimal policy for the reduced model immediately induces a corresponding
optimal policy for the original model. With this notion of state equivalence, we design and analyze
an algorithm that minimizes arbitrary factored MDPs and compare this method analytically to
previous algorithms for solving factored MDPs. We show that previous approaches implicitly derive
equivalence relations that we define here.  2003 Published by Elsevier Science B.V.
K.-E. Kim and T. Dean, Solving factored MDPs using non-homogeneous partitions
We present an algorithm for aggregating states in solving large MDPs (represented as factored
MDPs) using search by successive refinement in the space of non-homogeneous partitions.
Homogeneity is defined in terms of stochastic bisimulation and reward equivalence within blocks
of a partition. Since homogeneous partitions that define equivalent reduced-state-space MDPs
can have a large number of blocks, we relax the requirement of homogeneity. The algorithm
constructs approximate aggregate MDPs from non-homogeneous partitions, solves the aggregate
MDPs exactly, and then uses the resulting value functions as part of a heuristic in refining the
current best non-homogeneous partition. We outline the theory motivating the use of this heuristic
and present empirical results. In addition to investigating more exhaustive local search methods
we explore the use of techniques derived from research on discretizing continuous state spaces.
Finally, we compare the results from our algorithms which search in the space of non-homogeneous
partitions with exact and approximate algorithms which represent homogeneous and approximately
homogeneous partitions as decision trees or algebraic decision diagrams.  2003 Published by
Elsevier Science B.V.
S. Koenig, C. Tovey and Y. Smirnov, Performance bounds for planning in unknown
terrain
Planning in nondeterministic domains is typically intractable due to the large number of contin-
gencies. Two techniques for speeding up planning in nondeterministic domains are agent-centered
search and assumption-based planning. Both techniques interleave planning in deterministic domains
with plan execution. They differ in how they make planning deterministic. To determine how sub-
optimal their plans are, we study two planning methods for robot navigation in initially unknown
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terrain that have successfully been used on mobile robots but not been analyzed before. The plan-
ning methods differ both in the technique they use to speed up planning and in the robot-navigation
task they solve. Greedy Mapping uses agent-centered search to map unknown terrain. Dynamic A*
uses assumption-based planning to navigate to a given goal location in unknown terrain. When we
formalize abstractions of these planning methods on undirected graphs G = (V ,E), they turn out
to be similar enough that we are able to analyze their travel distance in a unified way. We discover
that neither method is optimal in a worst-case sense, by a factor of (log |V |/ log log |V |). We also
derive factor O(
√|V | ) upper bounds to show that these methods are not very badly sub-optimal in
this sense. These results provide a first step towards explaining the good empirical results that have
been reported about Greedy Mapping and Dynamic A* in the experimental literature. More gener-
ally, they show how to use tools from graph theory to analyze the plan quality of practical planning
methods for nondeterministic domains.  2003 Published by Elsevier Science B.V.
Special Issue on Fuzzy Logic, edited by Henri Prade and Didier Dubois
I. Bloch, T. Géraud and H. Maître, Representation and fusion of heterogeneous fuzzy
information in the 3D space for model-based structural recognition—Application to 3D
brain imaging
E. Hüllermeier, Possibilistic instance-based learning
I. Miguel and Q. Shen, Fuzzy rrDFCSP and planning
E. Raufaste, R. da Silva Neves and C. Mariné, Testing the descriptive validity of possibility
theory in human judgments of uncertainty
D.G. Schwartz, Agent-oriented epistemic reasoning: Subjective conditions of knowledge
and belief
M. Grabisch, Temporal scenario modelling and recognition based on possibilistic logic
C. Borgelt and R. Kruse, Operations and evaluation measures for learning possibilistic
graphical models
S. Benferhat and S. Kaci, Logical representation and fusion of prioritized information
based on guaranteed possibility measures: Application to the distance-based merging of
classical bases
D. Dubois, H. Fargier and P. Perny, Qualitative decision theory with preference relations
and comparative uncertainty: An axiomatic approach
P. Félix, S. Barro and R. Marín, Fuzzy constraint networks for signal pattern recognition
X. Luo, N.R. Jennings, N. Shadbolt, H.-F. Leung and J.H.-M. Lee, A fuzzy constraint
based model for bilateral, multi-issue negotiations in semi-competitive environments
Forthcoming Papers / Artificial Intelligence 146 (2003) 229–233 233
R. Pino-Pérez and C. Uzcátegui, Preferences and explanationsM.L. Anderson, Embodied cognition: A field guide (Field Review)
R. Chrisley, Embodied artificial intelligence
M.L. Anderson, Representations, symbols, and embodiment
C.-J. Liau, Belief, information acquisition, and trust in multi-agent systems—A modal
logic formulation
R. Ben-Eliyahu-Zohary, E. Gudes and G. Ianni, Metaqueries: Semantics, complexity,
and efficient algorithms
C.B. Cross, Nonmonotonic inconsistency
M. Broxvall and P. Jonsson, Point algebras for temporal reasoning: Algorithms and
complexity
P.E. Dunne and T.J.M. Bench-Capon, Two Party Immediate Reponse Disputes:
Properties and efficiency
A.C.C. Say and H.L. Akın, Sound and complete qualitative simulation is impossible
C. Koch, N. Leone and G. Pfeifer, Enhancing disjunctive logic programming systems
by SAT checkers
M. Dash and H. Liu, Consistency-based search in feature selection
J.P. Delgrande and T. Schaub, A consistency-based approach for belief change
