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Abstract
We consider the linear, time-independent fractional Schro¨dinger equation
(−∆)sψ + V ψ = f on Ω ⊂ RN .
We are interested in the local Ho¨lder exponents of distributional solutions ψ, assuming local Lp
integrability of the functions V and f . By standard arguments, we obtain the formula 2s−N/p
for the local Ho¨lder exponent of ψ where we take some extra care regarding endpoint cases.
For our main result, we assume that V and f (but not necessarily ψ) are radial functions, a
situation which is commonplace in applications. We find that the regularity theory “becomes
one-dimensional” in the sense that the Ho¨lder exponent improves from 2s − N/p to 2s − 1/p
away from the origin. Similar results hold for ∇ψ as well.
1 Introduction
The fractional Laplacian (−∆)s appears in the modeling of many real world phenomena with
anomalous diffusion, see the survey paper [13] for an extensive list of applications. In physics,
the closely related operator
√−∆+m2 −m (m > 0) is used to describe the kinetic energy of
particles in a pseudorelativistic regime.
From an analytical perspective, (−∆)s is a prototypical non local operator. It is then a
natural challenge to establish local regularity results for solutions ψ to equations involving
(−∆)sψ. We call a regularity result “local” if the assumption that the data (e.g. the functions
V and f in (1)) is nice (say in a Ck or Lp sense) on some ball B ⊂ RN , leads to certain regularity
of the solution ψ inside of B.
Arguably the simplest equation which involves the fractional Laplacian is the “fractional
Poisson equation” (−∆)sψ = f . On the whole space RN , this equation is solved by the Riesz
potential of f . In this paper, we study the linear fractional Schro¨dinger equation
(−∆)sψ + V ψ = f. (1)
which can be understood as a lower order perturbation of the fractional Poisson equation from
the perspective of pseudo differential operators (the principal symbol |ξ|2s is unchanged). The
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addition of a somewhat singular potential V (e.g. the Coulomb potential) is the kind of per-
turbation that is most relevant to applications in quantum mechanics [9, 20, 29]. The main
point of this paper is to study the local regularity of solutions ψ to the concrete equation (1)
quantitatively. That is, we are interested in obtaining the best possible value of the local Ho¨lder
exponent of ψ and we place particular focus on the case when V and f are radial.
We note that our perspective is different from one that is commonly taken in the PDE
community, where regularity is proved in the more general case when the highest order term
(−∆)sψ is perturbed but with less focus on quantitative information (e.g. on the best possible
value of the Ho¨lder exponent). For second-order differential equations, this is an old topic with
the key contributions coming from de Giorgi, Nash and Moser [12, 31, 33] for equations in
divergence form and Krylov and Safonov [24, 25] for equations in non divergence form. For non
local operators, the topic has blossomed in recent years, see e.g. [2, 3, 4, 8, 5, 6, 7, 14, 22, 23,
35, 37].
We were motivated in part by the papers [10, 11] where analyticity of atomic eigenfunctions
away from the nuclei is shown in the pseudorelativistic regime. In terms of methods, we draw on
a helpful localization trick due to Silvestre [37] which was further developed by Felmer, Quaas
and Tan [14].
Main results. We now describe the main results in words. The precise statements are in
Section 3. Overall, the present paper is devoted to local and quantitative Ho¨lder regularity
results for solutions ψ to (1).
Our first result, Theorem 3.1, concerns (1) on the whole space RN . It says that if V, f ∈
Lp(B) on some ball B ⊂ RN , then any solution ψ is Ho¨lder continuous inside of B and its Ho¨lder
exponent is 2s − N/p whenever this number lies in (0, 1). Moreover, if 2s − N/p equals one,
then ψ is Lipschitz continuous up to a logarithmic correction factor. A similar result holds for
∇ψ with 2s−N/p replaced by 2s−N/p− 1. The result is obtained by the standard bootstrap
argument and a localization trick due to [37]. Our contribution here is mainly to take some
care to include the endpoint cases (a) 2s = N (where the inverse of (−∆)s is given by the
logarithmic potential, also for s = 1/2 and N = 1) and (b) 2s − N/p = 1 where we prove
Lipschitz continuity up to a logarithmic correction factor. This part has some relation to the
study of global mapping properties of Riesz kernels on RN , a classical topic which goes back at
least to the early 60s [26, 39, 41] and is still being studied [16, 17].
Our main contribution, Theorem 3.3, is the following: Assume that the data V and f
are radial functions, a situation which is commonplace in applications. Then, in the formulae
2s − N/p (or 2s − N/p − 1) for the Ho¨lder exponents, N can be replaced by one away from
the origin. In other words, the effective dimension governing regularity away from the origin
is equal to one due to the radial symmetry. We emphasize that ψ is not assumed to be radial
here. The idea of an effective dimensional reduction (of the regularity theory) in the presence
of symmetry is intuitive but it seems that it has not been emphasized so far in the context of
non local operators. (For the ordinary Laplacian it is essentially trivial, as we discuss below.)
We also prove two further results.
• The results of Theorem 3.1 can be extended to the case when the equation holds on a
finite-measure domain Ω ⊂ RN , see Theorem 3.5. This requires a different localization
argument, a non local variant of the Leibniz rule, and the observation that the correspond-
ing localization error can never worsen the local integrability of ψ (Lemma 6.3). The non
local Leibniz rule is related to the “non local IMS formula” which first appeared in [29]
and is ascribed to Michael Loss there.
• The Ho¨lder exponents derived in Theorems 3.1 and 3.5 are optimal, see Proposition 3.7.
Throughout the paper, we work with a new and relatively weak notion of distributional
solution, see Definition 2.3. In particular, it is weaker than the usual assumption that a solution
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lies in the Sobolev space Hs(RN ).
Radial symmetry for s = 1. To understand the heuristics of the dimensional reduction
in Theorem 3.3, it is instructive to consider the case of the ordinary Laplacian, where it is
trivial. Let N ≥ 1 and let V : RN → C be radial. Recall that L2(RN ) may be decomposed
into the subspaces Hl spanned by the spherical harmonics of order l (defined in (8)). Each Hl
is invariant under the action of the Laplacian and under multiplication by V . Hence, we may
restrict to solutions ψ ∈ Hl which solves −∆ψ + V ψ = 0 (f only appears when l = 0 and we
ignore this possibility here). In spherical coordinates x = rω with r > 0 and ω ∈ SN−1, we can
decompose any function ψ ∈ Hl as ψ(x) = Ψ(r)Yl(ω) where Yl is smooth. To find the equation
satisfied by Ψ we write the Laplacian in spherical coordinates
−∆ψ = − 1
rN−1
∂r
(
rN−1∂rψ
)− 1
r2
∆SN−1ψ. (2)
Here ∆SN−1 is the Laplace-Beltrami operator on the sphere and we have ∆SN−1Yl = λlYl for
some λl ∈ R. This yields the second-order ODE satisfied by Ψ on R+. Note that, away from
the origin, all powers of r are smooth functions. In particular, the second term in (2) amounts
to a smooth, bounded potential, which can just be added to the more singular potential V
without changing its local Lp properties. Moreover, if we change the unknown from Ψ(r) to
u(r) := r(N−1)/2Ψ(r), a short computation shows that u satisfies a one-dimensional Schro¨dinger
equation with a potential that still has the same local Lp regularity as V . Hence, the one-
dimensional regularity theory [18, 28] applies to u. Since r(N−1)/2 and Yl are smooth functions
away from the origin, ψ has the same regularity as u and so the effective dimension governing
the regularity of ψ has indeed been reduced to one.
This argument, which was based on (2), breaks down completely for the fractional Laplacian.
The main point of this paper is to prove that the conclusion holds nonetheless.
Organization of the paper
In Section 2, we give the relevant definitions, in particular we provide a new notion of distribu-
tional solution for the non local equation (1). Then we characterize all distributional solutions
to the fractional Poisson equation (−∆)sψ = f on RN in terms of the Riesz potential, see
Proposition 2.6.
In Section 3, we state our main results. The standard regularity theory on RN is discussed
in Theorem 3.1. Our main contribution is Theorem 3.3, on the improvement of the Ho¨lder
exponents in the presence of spherical symmetry. Then we give two further results: (a) Theorem
3.5 which generalizes Theorem 3.1 to finite-measure domains Ω ⊂ RN and (b) Proposition 3.7
which notes the optimality of the derived Ho¨lder exponents.
In Section 4, we prove Theorem 3.1 by the standard bootstrap argument, combined with
Silvestre’s localization trick
In Section 5, we prove Theorem 3.3 using ideas from the previous section, properties of
hypergeometric functions and an amusing trick due to Frank and Lenzmann which “trades off
angular momentum for dimension” (in physics jargon).
In Section 6, we prove Theorem 3.5. The idea is to extend the Schro¨dinger equation from
Ω to RN and to apply Theorem 3.1. Technically, this requires bounds on the “localization
error” coming from a non local version of the Leibniz rule, see Lemma 6.3, which may be of
independent interest.
3
2 Preliminaries
2.1 Definitions
The fractional Laplacian and the Riesz kernel. Let 0 < s ≤ 1. For any Schwartz
function ϕ, the fractional Laplacian is defined as the Fourier multiplier
(−∆)sϕ = (| · |2sϕ̂)∨
where we use the following convention for the Fourier transform and its inverse
ϕ̂(ξ) = (2pi)−N/2
∫
RN
e−iξxϕ(x)dx, ϕˇ(x) = (2pi)−N/2
∫
RN
eiξxϕ(ξ)dξ.
When s < 1, it is well-known that one can use Plancherel’s identity to rewrite (−∆)s as the
singular integral operator
(−∆)sϕ(x) = CN,s P.V.
∫
ϕ(x) − ϕ(y)
|x− y|N+2s dy, (3)
where
CN,s = pi
−N/222s
Γ
(
N+2s
2
)
)
|Γ(−s)|
Here, P.V. stands for the principal value. Note that it can be dropped when s < 1/2. We define
the (slightly generalized) Riesz kernels k2s on R
N by
k2s(x) :=

DN,s|x|−(N−2s), if 2s 6= N
ω−1N−1 log(|x|−1), if 2s = N = 2
−
√
2
pi (γEM + log |x|) if 2s = N = 1
(4)
Here ωN−1 is the measure of the (N − 1)-sphere, γEM ≈ 0.577 is the Euler-Mascheroni constant
and
DN,s =
1
piN/222s
Γ
(
N−2s
2
)
Γ(s)
.
Function spaces. Our results will say that solutions ψ lie in the following subspaces of
continuous functions. They are just the usual Ho¨lder spaces when the Ho¨lder exponent β < 1,
but they acquire a logarithmic correction factor to Lipschitz continuity when β = 1.
Definition 2.1 (Ho¨lder spaces). Let U ⊂ RN be open, let g : U → C and 0 < β ≤ 1. We say
g ∈ C˜0,β(U)
if there exists a constant c > 0 such that for all x, y ∈ U , it holds that
|g(x)− g(y)| ≤ c
{
|x− y|β , if β < 1
|x− y| log (|x− y|−1) , if β = 1.
Moreover, we say g ∈ C˜1,β(U), if g ∈ C1(U) and ∇g ∈ C˜0,β(U).
Throughout, we work with complex-valued functions, since we have applications to quantum
mechanics in mind. To state our results under rather sharp integrability assumptions, we make
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Definition 2.2. Let 〈x〉 := (1 + x2)1/2. For β ∈ R, we define the weighted spaces
〈·〉β L1(RN ) :=
{
f : RN → C :
∫
RN
〈x〉−β |f(x)|dx <∞
}
.
Moreover, for γ ≥ 1, we define the following combination of Lebesgue spaces
Lγ(RN ) :=

⋃
0<δ<γ−1
(
L1+δ(RN ) + Lγ−δ(RN )
)
, if γ > 1,⋃
δ>0
(
L1+δ(RN ) ∩ 〈·〉−δ L1(RN )
)
, if γ = 1.
A sizable subset of functions in Lγ(RN ) are those for which there exists δ > 0 such that they
lie in L1+δloc (R
N ) and decay like 〈x〉−N/γ−δ at infinity. We will usually take γ = N/(2s). The
definition is designed such that f ∈ LN/(2s)(RN ) guarantees that∫
RN
((−∆)sϕ)(x)(k2s ∗ f)(x)dx <∞
holds for any ϕ ∈ C∞0 (RN ) by the Hardy-Littlewood-Sobolev inequality, see e.g. the proof of
Proposition 2.6 in Appendix B.
Conventions. We write C,C′, . . . for positive constants which depend only on the values of
fixed parameters, e.g. the dimension N . The numerical value of C,C′, . . . may change from line
to line. We write p′ for the Ho¨lder dual of p ∈ [1,∞], i.e. p′ = p/(p − 1) with the convention
that 1/∞ = 0. We denote duality products by 〈·, ·〉. For two open sets A,B ⊂ RN , we write
A ⋐ B to express that A ⊂ B. We use the term “cutoff function” for a function in C∞0 (RN )
which takes values only in [0, 1]. An “annulus” in RN is always assumed to be centered at the
origin.
Throughout the entire paper, N ≥ 1 and 0 < s ≤ min{1, N/2}.
The case 1 < s < N/2. The techniques in this paper generalize in principle to all 0 < s <
N/2. This is because the Riesz kernel k2s is locally integrable for all 0 < s < N/2. However,
there is not a nice singular integral representation like (3) for such s and alternatives (see e.g. p.
46f in [26]) would lead to some case distinctions for the integrability conditions on distributional
solutions. Therefore we restrict to 0 < s < 1 for the sake of simplicity of presentation. Regularity
questions for the full range 0 < s < N/2 are addressed e.g. in the related papers [21, 27].
2.2 Distributional solutions
Since (−∆)s is a non local operator when 0 < s < 1, we need to modify the usual definition of
a distributional solution.
Definition 2.3 (Distributional solutions). Let Ω ⊂ RN be open. Let V, f : RN → C with
f ∈ L1loc(Ω). We say that ψ is a distributional solution of the fractional Schro¨dinger equation
(−∆)sψ + V ψ = f on Ω, (5)
if it satisfies
• ψ ∈ 〈·〉N+2s L1(RN ), when s < 1, or ψ ∈ L1loc(Ω), when s = 1,
• V ψ ∈ L1loc(Ω),
• for all ϕ ∈ C∞0 (Ω), it holds that
〈(−∆)sϕ, ψ〉+ 〈ϕ, V ψ〉 = 〈ϕ, f〉. (6)
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Proposition 2.4. Under the integrability assumptions in Definition 2.3, the expression in (6)
makes sense.
This is proved in Appendix A. We note that the assumption ψ ∈ 〈·〉N+2s L1(RN ) differs
from the usual assumption ψ ∈ L1loc(Ω) for distributional solutions to differential equations.
It is necessary to control the term 〈(−∆)sϕ, ψ〉 in (6) at infinity. (Note that (−∆)sϕ may be
non-zero outside of suppϕ and it decays with a certain polynomial rate, see (3).)
Remark 2.5. We have Hs(RN ) ⊂ 〈·〉N+2s L1(RN ) by the Sobolev embedding theorem and
Ho¨lder’s inequality. In particular, our Definition 2.3 of a distributional solution generalizes
the common notion of a weak solution in Hs.
2.3 Solving the fractional Poisson equation on RN
An important intermediate result for us is to explicitly solve the fractional Poisson equation
(i.e. (5) with V ≡ 0) on RN in terms of the Riesz kernel k2s defined in (4) above. Recall our
standing assumption that 0 < s ≤ min{1, N/2} and Definition 2.2 of the function space Lγ .
Proposition 2.6. Let f ∈ LN/(2s)(RN ) and suppose that ψ solves
(−∆)sψ = f on RN
in the sense of Definition 2.3. Then:
(i) If 0 < s ≤ 1/2, there exists w ∈ C such that, for a.e. x ∈ RN ,
ψ(x) = w + (k2s ∗ f)(x).
(ii) If 1/2 < s ≤ 1, there exist w,w1, . . . , wN ∈ C such that, for a.e. x ∈ RN ,
ψ(x) = w +
N∑
j=1
wjxj + (k2s ∗ f)(x).
Remark 2.7. (i) The fact that the Riesz potential (4) solves the fractional Poisson equation
is well-known, see e.g. Landkof’s book [26]. Some extra work is required here because we
identify all solutions and we work with a rather weak notion of a distributional solution,
which may even grow at infinity.
(ii) We see that distributional solutions to the fractional Poisson equation are only unique up
to affine functions. Of course, these do not affect regularity.
(iii) If s = 1, it suffices to assume that ψ ∈ L1loc(RN ). This is also true for the main results
stated in the next section, but we will not distinguish the s = 1 case hereafter to keep the
presentation simple.
The proof of Proposition 2.6 for 2s < N is based on the following well known fact, see e.g.
Lemma 2 on p. 117 in [38]. It may be intuitively understood from the rotational invariance and
identical scaling behavior of both functions.
Proposition 2.8. Let 2s < N . Then k̂2s(ξ) = (2pi)
−N/2|ξ|−2s, where the Fourier transform is
taken in the sense of tempered distributions.
The proof of Proposition 2.6 consists of approximation arguments that justify taking the
Fourier transform to apply this fact. Tempered distributions (the dual space of the Schwartz
functions) are the natural subspace of the distributions to define the Fourier transform on, but
some complications arise because (−∆)s does not map Schwartz functions to Schwartz functions.
The details are in Appendix B.
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3 Main results
We recall our standing assumption that 0 < s ≤ min{1, N/2} and we recall our convention that
1/∞ = 0 and that A ⋐ B means A ⊂ B. The function spaces C˜0,α and Lγ were introduced in
Definitions 2.1 and 2.2.
3.1 Ho¨lder and almost Lipschitz continuity on RN
As discussed before, our first main result establishes that there is a local regularity theory for
the linear fractional Schro¨dinger equation on RN , in the sense that local Lp properties of V and
f lead to local Ho¨lder continuity of the solution ψ.
Theorem 3.1. Let B ⊂ RN be an open ball such that f, V ∈ Lp(B) for some 1 < p ≤ ∞. Let
ψ be a solution to
(−∆)sψ + V ψ = f on RN ,
in the sense of Definition 2.3. Suppose that f, V ψ ∈ LN/(2s)(RN ). Let B′ be any open ball such
that B′ ⋐ B and set α := 2s−N/p. Then:
(I) Let 0 < s ≤ 1/2. When p > N2s , it holds that ψ ∈ C˜0,α(B′).
(II) Let 1/2 < s ≤ 1.
(II.A) When N2s < p ≤ N2s−1 , it holds that ψ ∈ C˜0,α(B′).
(II.B) When p > N2s−1 , it holds that ψ ∈ C˜1,α−1(B′).
Remark 3.2. (i) The bounds on p are exactly such that the Ho¨lder exponent lies in the interval
(0, 1]. When the Ho¨lder exponent reaches one (e.g. when 2s−N/p = 1), we prove that ψ is
Lipschitz continuous up to a logarithmic correction factor. This kind of “almost Lipschitz
continuity” is common in the endpoint case, see e.g. the related works [16, 32].
(ii) The key assumption is f, V ∈ Lp(B) and p enters in the formula for the Ho¨lder exponent
α. The additional assumption that f, V ψ ∈ LN/(2s)(RN ) is rather weak and only slightly
stronger than ψ being a distributional solution in the sense of Definition 2.3. It is present
for two reasons: (a) to obtain a good solution theory by ensuring integrability against the
Riesz kernel via the Hardy-Littlewood-Sobolev inequality, see Proposition 2.6, and (b) to
control non local tails when using Lemma 4.2 (whose proof also uses Proposition 2.6).
(iii) For 2s ≤ N , there is no Sobolev embedding theorem into Ho¨lder spaces. Hence, even if one
restricts to solutions ψ ∈ Hs(RN ), the statement that ψ ∈ C˜0,α with α > 0 is non-trivial.
Proof strategy. The proof of Theorem 3.1 is split into the usual two main steps, well known
from the regularity theory for the ordinary Laplacian:
• In Lemma 4.2, we show that ψ is bounded on a ball containing B′ by a bootstrap argument.
• We then use the smoothing properties of the Riesz kernel k2s to conclude the claimed
Ho¨lder continuity from the previously shown boundedness of ψ.
A key ingredient to make these steps work nicely in the non local context, is the localization-
on-the-right trick, due to [37] and formulated here as Lemma 4.1.
3.2 Improved regularity for radial V and f
We say a function F : RN → C is “radial” iff F (x) = F0(|x|) for some F0 : R+ → C and we
often abuse notation and identify F ≡ F0.
The following result says that when V and f are radial functions, the Ho¨lder exponent
α = 2s − N/p from Theorem 3.1 can be replaced by α1 = 2s − 1/p away from the origin.
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The intuition for this is that the spherical symmetry reduces the effective dimension governing
regularity from N to one.
Before we state the result, we briefly review the decomposition of L2(RN ) into sectors of
spherical harmonics. By Lemma 2.18 in Chapter IV of [39], we have the orthogonal decompo-
sition
L2(RN ) =
∞⊕
l=0
Hl(RN ). (7)
Here, using spherical coordinates x = rω with r > 0 and ω ∈ SN−1, the subspace Hl(RN ) ⊂
L2(RN ) is defined by
Hl := span
{
Ψ(r)Yl(ω) : Ψ ∈ L2(R+; rN−1dr), Yl a spherical harmonic of degree l
}
. (8)
For a set A ⊂ RN , we define minA := min {|y| : y ∈ A}. Recall that by convention any
“annulus” is always assumed to be centered at the origin.
Theorem 3.3. Let N ≥ 2. Let A ⊂ RN be an open annulus with minA > 0. Let V, f be radial
functions satisfying V, f ∈ Lp(A) for some 1 < p ≤ ∞. Suppose ψ ∈ Hl(RN ) solves
(−∆)sψ + V ψ = f, on RN (9)
in the sense of Definition 2.3 for some l ≥ 0. Suppose that
| · |−lV ψ ∈
{
L1/(2s)(R+; rN+2l−1dr), if 0 < s ≤ 1/2
〈·〉N+2l−2s L1(R+; rN+2l−1dr), if 1/2 < s ≤ 1
(10)
and that the same assumption with l = 0 holds for f . Let A′ be any open annulus such that
A′ ⋐ A and set α1 = 2s − 1/p. Then, in short, the conclusion of Theorem 3.1 holds with B′
replaced by A′ and α replaced by α1. Explicitly:
(I) Let 0 < s ≤ 1/2. When p > 12s , it holds that ψ ∈ C˜0,α1(A′).
(II) Let 1/2 < s ≤ 1.
(II.A) When 12s < p ≤ 12s−1 , it holds that ψ ∈ C˜0,α1(A′).
(II.B) When p > 12s−1 , it holds that ψ ∈ C˜1,α1−1(A′).
Remark 3.4. (i) The case s = 1 is much simpler and a proof was sketched in the introduction.
(ii) If (9) holds for ψ ∈ Hl and l > 0, then necessarily f ≡ 0. This follows directly from the
orthogonality of the decomposition (7).
(iii) The regularity assumption (10) replaces the assumption in Theorem 3.1 that V ψ, f ∈
LN/(2s)(RN ), see also Remark 3.2 (ii). (The function spaces appearing in it are the natural
generalizations of the ones from Definition 2.2 to more general measure spaces.) Due to
the nature of the l dependence, it is essentially a decay assumption on V ψ which becomes
stronger as l grows. It is possible to weaken this assumption by multiplying ψ by a cutoff
function and using the techniques from Section 6, but we do not dwell on this further.
(iv) H0(RN ) is the subspace of radial functions in L2(RN ) and so Theorem 3.3 applies to these
in particular. In fact, we use an amusing trick to reduce the case of arbitrary l to the radial
case l = 0 by increasing the dimension (from N to N +2l, compare (10)). This useful (but
not strictly necessary) trick is an unpublished observation of R. Frank and E. Lenzmann
and we are grateful to them.
(v) The theorem holds for solutions in Hl(RN ) with l ≥ 0 arbitrary. Of course it immediately
generalizes to all finite combinations of such ψ. However, the bounds do not decay suffi-
ciently fast in l to prove the result for any solution ψ ∈ L2(RN ) (or even ψ ∈ Hs(RN )).
(In fact the same issue arises in the local case s = 1 discussed in the introduction.) We
note that restricting to a finite number of l values is reasonable when one has applications
to atomic physics in mind.
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Proof Strategy. The first two steps are analogues of the two steps in the proof of Theorem
3.1, but they are modified to exploit the spherical symmetry. We achieve this in part by
invoking properties of hypergeometric functions, though more elementary approaches should
also be possible (but will likely be more cumbersome).
• In step one, we suppose that ψ is radial and run an analogous bootstrap argument as in
the proof of Theorem 3.1. The localization-on-the-right Lemma 5.3 requires more work
than its analogue, Lemma 4.1.
• In step two, we still assume that ψ is radial and conclude Ho¨lder continuity from bound-
edness via the smoothing properties of the Riesz kernel.
• To conclude, we use the Frank-Lenzmann observation mentioned above to remove the
assumption that ψ is radial (i.e. we “trade off” l for dimension).
3.3 Further results
We discuss two further results. First, Theorem 3.5 concerns the natural generalization of The-
orem 3.1 to finite-measure domains Ω ⊂ RN . The proof uses a non local version of the Leibniz
rule and the main work is to control the “localization error” that it produces.
Theorem 3.5 (Finite-measure domains). Let Ω ⊂ RN be open and of finite measure. Let s < 1
and N,B,B′, α be as in Theorem 3.1 with B ⋐ Ω. Let f, V : RN → C with f ∈ Lp(B)∩L1loc(Ω)
and V ∈ Lp(B) for some 1 < p ≤ ∞. Let ψ be a distributional solution to
(−∆)sψ + V ψ = f on Ω, (11)
in the sense of Definition 2.3. For 1/2 ≤ s < 1, assume additionally that ψ ∈ W s′,1+δ(Ω) for
some s′ > 2s− 1 and δ > 0. Then, the same conclusions as in Theorem 3.1 hold.
Proof Strategy.
• First, we extend ψ to the function ζψ defined on RN , where ζ ∈ C∞0 (RN ) is a cutoff
function with
B ⋐ supp ζ ⋐ Ω (12)
and ζ ≡ 1 on B. The idea is to apply Theorem 3.1 to ζψ. This requires finding the
equation satisfied by ζψ on RN (see (49)). (For the ordinary Laplacian, the Leibniz rule
gives −∆(ζψ) = ζ(−∆)ψ + E with the “localization error” E = 2∇ψ∇ζ + ψ∆ζ.) We
give a non local variant of the Leibniz rule, Proposition 6.1, which produces a different
“localization error”.
• Lemma 6.3 controls the localization error. The upshot is that (−∆)s(ζψ) is locally
bounded, and when 1/2 ≤ s < 1 its local integrability is as good as that of (−∆)sψ.
This allows us to run a modified bootstrap argument.
Remark 3.6. (i) For the definition of the fractional Sobolev space W s
′,1+δ(Ω), see e.g. [13].
We need this additional assumption for 1/2 ≤ s < 1 to have an a priori estimate on the
localization error (to understand this intuitively, note that the localization error E in the
case s = 1 from above depends on ∇ψ). Also, we remark that 0 ≤ 2s− 1 < s for s < 1, so
the additional assumption is satisfied e.g. for any ψ ∈ Hs(RN ).
(ii) Note that we exclude the case s = 1 in Theorem 3.5. This case is technically easier,
because the non local Leibniz rule can be replaced by the standard Leibniz rule, but the
argument is different in that case (one cannot use (47), not even with a principal value).
Since our main interest is in the non local situation, we do not consider s = 1 here.
The second additional result is that the Ho¨lder exponents derived in Theorems 3.1 and 3.5
are optimal.
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Proposition 3.7 (Optimality). The Ho¨lder exponents α, resp. α− 1 derived in Theorems 3.1
and 3.5 are optimal for given values of the parameters s,N, p.
For example, let ε > 0 and let N, s, p, B,B′ be as in Theorem 3.1 (I) with α = 2s−N/p < 1.
Then, there exist f ∈ Lp(B) ∩ LN/2s(RN ) and a compactly supported distributional solution ψ
to (−∆)sψ = f on RN such that ψ /∈ C˜0,α+ε(B′). Analogous results hold in the other cases.
Proof strategy. We have (−∆)s|x|β = C(β)|x|β−2s for any 0 < β < 2s, see Proposition C.1.
The argument is then roughly as follows: Let ε > 0. On the one hand, the function |x|2s−N/p+ε
fails to be Ho¨lder continuous of order 2s−N/p+ 2ε at the origin. On the other hand, by the
relation above, it corresponds to an f of the form |x|−N/p+ε, which is in Lp on any ball.
To make this heuristic rigorous, we multiply |x|β by a cutoff function ζ ∈ C∞0 (RN ) to get a
compactly supported ψ. That (−∆)s(ζ|x|β) has the same local integrability as |x|β−2s is part
of the proof of Theorem 3.5 as discussed above, see also Appendix C.
Remark 3.8. Note that the functions |x|2s−N/p+ε/2 fail to have better Ho¨lder regularity only at
the origin. This explains why Proposition 3.7 does not contradict Theorem 3.3.
4 Proof of Theorem 3.1
4.1 Localizing on the right
The proof is based on a bootstrap procedure which gives successively better Lq regularity of ψ
on a sequence of balls sitting between B′ and B until eventually q =∞, see Lemma 4.2 below.
To run the bootstrap argument, we need to localize ψ appropriately at each step and for this
we use the following lemma, which is based on an idea of Silvestre [37].
Lemma 4.1. Let ψ be a distributional solution in the sense of Definition 2.3 to
(−∆)sψ + V ψ = f on RN .
Let Bsmall, Blarge be open balls such that Bsmall ⋐ Blarge. Let η ∈ C∞0 (RN ) be a cutoff function
with η ≡ 1 on Blarge. Define ψloc by
ψloc = k2s ∗ (gη), g = −V ψ + f. (13)
Suppose that g ∈ LN/(2s)(RN ). Then, for any multi-index β, it holds that Dβ(ψ − ψloc) ∈
L∞(Bsmall).
The upshot is that studying the local regularity of ψ is the same as studying the local
regularity of ψloc. The latter only depends on the values that ψ takes on supp η and this is
important for the bootstrap argument to work.
Proof. By Lemma B.1, ψloc satisfies
(−∆)sψloc = gη on RN .
in the distributional sense. By linearity, our assumption on ψ gives
(−∆)s(ψ − ψloc) = g(1− η) on RN .
in the distributional sense. By our assumption on g, Proposition 2.6 yields w,w1, . . . , wN ∈ C
such that
ψ(x)− ψloc(x) = w +
N∑
j=1
wjxj + k2s ∗ (g(1− η))(x).
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The first two terms clearly have bounded derivatives of all orders everywhere, so it suffices to
consider the third term. Let x ∈ Bsmall. Note that 1−η ≡ 0 on Blarge and 0 ≤ η ≤ 1 everywhere.
If either N 6= 2s or β 6= (0, . . . , 0), we have
|Dβk2s ∗ (g(1− η))(x)| ≤ C
∫
RN\Blarge
1
|x− y|N−2s+|β| |g(y)| dy. (14)
We make the general observation that |x| ≤ C and |x − y| ≥ C′ implies that |x − y| ≥ C′′ 〈y〉
with C′′ depending only on C′ and C′′. This yields∫
RN\Blarge
1
|x− y|N−2s+|β| |g(y)| dy ≤ C
∫
RN\Blarge
〈y〉2s−N−|β| |g(y)| dy.
By Ho¨lder’s inequality, the bound is finite for any g ∈ LN/(2s)(RN ) and this proves the claim in
that case.
It remains to consider the case N = 2s and β = (0, . . . , 0), in which we estimate instead
C| log |x− y||+ C′ ≤ C′′max{|x− y|δ, |x− y|−δ} ≤ C′′′|y|δ ≤ C′′′ 〈y〉δ ,
for any δ > 0. The claim then follows from Definition 2.2 of L1(RN ).
4.2 Proof of boundedness by a bootstrap argument
Lemma 4.2. Under the assumptions of Theorem 3.1, let B∞ be a ball such that B
′
⋐ B∞ ⋐ B.
Then, ψ ∈ L∞(B∞).
Proof. Let B1, B1/2 be balls such that B∞ ⋐ B1 ⋐ B1/2 ⋐ B. Let ζ1 ∈ C∞0 (RN ) be a cutoff
function supported in B with ζ1 ≡ 1 on B1/2. Define
ψ1 := k2s ∗ (gζ1), ε := 2s/N − p−1. (15)
Note that ε > 0 in both cases (I),(II) and this is what drives the bootstrap procedure. By
the definition of a distributional solution, ψ ∈ Lq0(B) with q0 = 1. (We use q0 instead of 1 to
elucidate the structure of the bootstrap argument.) By Ho¨lder’s inequality and g = −V ψ + f
we have gζ1 ∈ Lr(B) with r−1 = p−1 + q−10 . Let N > 2s. Applying Young’s inequality to ψ1
from (15) yields ψ1 ∈ Lq1(B) ⊂ Lq1(B1) for all q1 ≥ 1 satisfying
q−11 > −1 +
N − 2s
N
+ r−1 = q−10 − ε.
and we pick q−11 = q
−1
0 − ε/2 for definiteness.
By assumption, we have g ∈ LN/(2s)(RN ). Hence, we can apply Lemma 4.1 with the choices
Bsmall = B1, Blarge = B1/2 and η = ζ1, to get that ψ − ψ1 is uniformly bounded on B1. Thus,
ψ1 ∈ Lq1(B1) implies ψ ∈ Lq1(B1) as well.
If q−11 ≥ ε, we repeat the procedure as follows: We take open balls B2, B3/2 such that
B∞ ⋐ B2 ⋐ B3/2 ⋐ B1 and a cutoff function ζ2 ∈ C∞0 (RN ) supported in B1 with ζ2 ≡ 1 on
B3/2. We define
ψ2 := k2s ∗ (gζ2).
By combining Ho¨lder’s inequality and Young’s inequality, we get ψ2 ∈ Lq2(B2) for all q2 ≥ 1
satisfying q−12 > q
−1
1 − ε and we pick q−12 = q−11 − ε/2 for definiteness. As before, Lemma 4.1
implies that ψ − ψ2 is uniformly bounded on B2 and consequently ψ ∈ Lq2(B2). After finitely
many (say k) iterations, we obtain ψ ∈ Lqk(Bk) with q−1k < ε with B∞ ⋐ Bk ⋐ B.
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In the case N = 2s, the argument can be modified as follows. For x, y in some fixed compact
sets, we have
C| log |x− y||+ C′ ≤ C′′|x− y|−δ + C′′′
for any δ > 0. If we choose δ sufficiently small compared to ε = 2s/N − p−1 > 0, Young’s
inequality gives a finite improvement of integrability on the Lq scale as above. Consequently,
after some number of iterations (called k), we have the same conclusion as in the case N > 2s.
To conclude that ψ ∈ L∞(B∞), we take a ball B′∞ such that B∞ ⋐ B′∞ ⋐ Bk and a cutoff
function ζ∞ ∈ C∞0 (RN ) supported in Bk with ζ∞ ≡ 1 on B′∞. We define
ψ∞ := k2s ∗ (gζ∞).
By Ho¨lder’s inequality and the fact that ζ∞ is supported in Bk, we have
sup
x∈B′
∞
|ψ∞(x)| ≤ C sup
x∈B′
∞
∫
|k2s(x− y)||g(y)ζ∞(y)| dy
≤ ‖gζ∞‖Lr(Bk)‖k2s‖Lr′(2Bk).
The first term is finite (by Ho¨lder’s inequality) if we choose r−1 = p−1 + q−1k−1. Since q
−1
k < ε,
we have r−1 < 2s/N , which ensures that r′(N − 2s) < N and hence that ‖k2s‖Lr′(2Bk−1) is
also finite. This includes the case N = 2s, in which we use that p−1 = 1 − ε gives r > 1
and therefore r′ <∞ (and any finite power of the logarithm is locally integrable). This proves
ψ∞ ∈ L∞(B′∞) ⊂ L∞(B∞). By another application of Lemma 4.1, we get ψ ∈ L∞(B∞) and
Lemma 4.2 follows.
4.3 Concluding the continuity from boundedness
We apply Lemma 4.2 to obtain that ψ ∈ L∞(B∞) for some ball B∞ with B′ ⋐ B∞ ⋐ B. We
will now use the smoothing properties of the Riesz kernel to conclude the claimed Ho¨lder/almost
Lipschitz continuity of ψ on B′.
Proof. Let p > N/(2s). We localize on the right again. That is, we take a ball BH with
B′ ⋐ BH ⋐ B∞ and a cutoff function ζH ∈ C∞0 (RN ) supported on B∞ with ζH ≡ 1 on BH .
We define
ψH := k2s ∗ (gζH) (16)
where g = −V ψ+f . We will prove that ψH has the claimed Ho¨lder/almost-Lipschitz continuity
on B′. By Lemma 4.1, ∇(ψ − ψH) is uniformly bounded on B′ and so ψ − ψH is uniformly
Lipschitz continuous on B′. Hence, ψ will have the same Ho¨lder/almost-Lipschitz continuity as
ψH on B
′.
Proof of statements (I),(II.A). Let x1, x2 ∈ B′ and recall that supp ζH ⋐ B∞. By applying
Ho¨lder’s inequality twice, we have
|ψH(x1)− ψH(x2)|
≤C‖gζH‖Lp(B∞)
(∫
B∞
|k2s(x1 − y)− k2s(x2 − y)|p
′
dy
)1/p′
≤C(‖V ‖Lp(B)‖ψ‖L∞(B∞) + ‖f‖Lp(B))
(∫
B∞
|k2s(x1 − y)− k2s(x2 − y)|p
′
dy
)1/p′
.
(17)
Note that p > 1 and so p′ < ∞. We introduce the unit vector e = (x1 − x2)/|x1 − x2| and let
R > 2 be such that BH +B∞ ⋐ RB, where B denotes the unit ball centered at the origin. By
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scaling and translation, we have(∫
B∞
|k2s(x1 − y)− k2s(x2 − y)|p
′
dy
)1/p′
≤ |x1 − x2|N/p
′−(N−2s)
(∫
|x1−x2|−1RB
|k2s(e − y)− k2s(y)|p
′
dy
)1/p′
(18)
We emphasize that (18) also holds in the case N = 2s (using log a − log b = log(a/b)). We
observe that N/p′− (N − 2s) = 2s−N/p = α is already the claimed Ho¨lder exponent. To prove
statement (I), it remains to control the second factor in (18), either by a constant, when α < 1,
or by a constant times log(|x1 − x2|−1), when α = 1.
Since ψH is bounded on B
′, we may assume without loss of generality that |x1 − x2| ≤ 1.
The crucial idea is to cut the integral as follows∫
|x1−x2|−1RB
|k2s(e− y)− k2s(y)|p
′
dy
=
∫
|x1−x2|−1RB\2B
|k2s(e − y)− k2s(y)|p
′
dy +
∫
2B
|k2s(e − y)− k2s(y)|p
′
dy
(19)
We observe that the second integral is finite. Indeed, when N = 2s, this holds because p′ <∞
and any power of a logarithm is locally integrable. When 2s < N , finiteness follows from the
elementary inequality (a+b)p
′ ≤ 2p′−1(ap′+bp′) for any a, b > 0 and the fact that (N−2s)p′ < N ,
which is equivalent to our assumption p > N/(2s).
Consider the first integral in (19). Since the Riesz kernel is differentiable away from its
singularity, we can apply the mean value theorem to get∫
|x1−x2|−1RB\2B
|k2s(e− y)− k2s(y)|p
′
dy
≤C
∫
|x1−x2|−1RB\2B
∣∣∣∣ 1(|y| − 1)(N−2s+1)p′
∣∣∣∣p′ dy ≤ C ∫
|x1−x2|−1RB\2B
1
|y|(N−2s+1)p′ dy
=C
∫ R|x1−x2|−1
2
ρN−1−(N−2s+1)p
′
dρ
=C +
{
C′|x1 − x2|(N−2s+1)p′−N , if 2s−N/p < 1
C′ log(|x1 − x2|−1), if 2s−N/p = 1.
(20)
Observe that 2s−N/p < 1 gives (N − 2s+1)p′−N > 0. This proves statements (I) and (II.A).
Proof of statement (II.B). Let 1/2 < s ≤ 1 and p > N/(2s − 1). Let BH , ζH , ψH be as
before. We first show that ψH ∈ C1(B∞) and identify its derivative, see (23). For any unit
vector e and any x 6= 0, we have
lim
h→0
k2s(x+ he)− k2s(x)
h
= C0
〈e, x〉
|x|N−2s+2 (21)
where the value of C0 follows from (4). Hence, by the mean value theorem,∣∣∣∣k2s(x+ he)− k2s(x)h
∣∣∣∣ ≤ C 1||x| − 1|N−2s+1 (22)
13
for all |h| ≤ 1. Recall that ψH(x) = k2s ∗ (gζH)(x). Let x ∈ B∞ and consider
k2s ∗ (gζH)(x+ he)− k2s ∗ (gζH)(x)
h
=
∫
k2s(x − y + he)− k2s(x− y)
h
g(y)ζ1(y)dy.
We have gζH ∈ Lp(B∞), by Ho¨lder’s inequality and ψ ∈ L∞(B∞). Using (22), supp ζH ⋐ B∞
and the fact that p > N/(2s − 1), we see that the integrand is bounded by an integrable
function uniformly in h for all 0 < |h| ≤ 1. Thus, dominated convergence and (21) imply that
ψH ∈ C1(B∞) with
∇ψH(x) = C0
∫
x− y
|x− y|N−2s+2 g(y)ζH(y) dy. (23)
One then follows the same line of argumentation as for statements (I) and (II.A). The fact that
(23) is vector valued only requires modifying the proof in the first step of (20). One uses the
following estimate which holds for all y ∈ RN with |y| > 2 and all unit vectors e (concretely
e = x1−x2|x1−x2| ):∣∣∣∣ y − e|y − e|N−2s+2 − y|y|N−2s+2
∣∣∣∣ ≤ 1(|y| − 1)N−2s+2 + |y|
∣∣∣∣ 1|y − e|N−2s+2 − 1|y|N−2s+2
∣∣∣∣
≤C 1|y|N−2s+2 .
In the second step, we used the mean value theorem and |y| − 1 > |y|/2. The remaining details
in the proof of statement (II.B) are left to the reader.
5 Proof of Theorem 3.3
Let N ≥ 2. Since the proof is simpler in the case s = 1 and was sketched in the introduction,
we assume 2s < N henceforth.
Consider k2s ∗ g with g radial. Independently of g, the angular integral in this expression
reads
Φ(t) := |SN−2|
∫ 1
−1
(1− u2)N−32
(1 + t2 − 2tu)N/2−sdu, (24)
with the convention that |S0| = 2. Here t is a multiple of the radial integration variable, see
(28) for the precise expression.
Now observe that Φ is only singular when the denominator
1 + t2 − 2tu = (1− tu)2 + t2(1− u2)
vanishes, i.e. when t = u = 1. While at first sight the singularity may appear to be of order
N − 2s (we are considering the Riesz kernel k2s after all), the point u = 1 is “dampened” by
the other factor (1 − u2)N−32 in (24). It turns out that this reduces the order of the singularity
to 1− 2s, as can be seen in (25), which shows that the effective dimension is indeed one.
5.1 Properties of Φ
For odd values of N , the above argument can be made rigorous by repeated integration by parts
in u in (24). To include even values of N , one can either use elementary estimates or, as we
do here, invoke known properties of hypergeometric functions. This is inspired by the proof of
Lemma 3.1 in [15].
Proposition 5.1. (i) Φ : (−1, 1)→ R+ is analytic.
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(ii) For all t ∈ (0, 1),
Φ(t) = φ1(t) +K2s(t)φ2(t), with K2s(t) :=
{
|t|2s−1, if s 6= 1/2
log |t|, if s = 1/2, (25)
where φ1, φ2 : (0,
√
2)→ R are smooth functions.
(iii) For all t > 0, we have the functional equation Φ(t−1) = tN−2sΦ(t).
Remark 5.2. (i) K2s is (up to constants) the Riesz kernel k2s with N = 1.
(ii) We emphasize that φ1, φ2 are smooth on the larger interval (0,
√
2), in other words (25)
isolates the potentially singular part K2s(t) of Φ(t).
(iii) We will generally use the analyticity/smoothness of the functions appearing in (i) and (ii)
only to conclude that they and their derivatives are bounded on any compact subset of
their domain of definition.
Proof. We derive the properties of Φ through its connection to F (a, b; c; z), the ordinary hyper-
geometric function (also denoted 2F1). By formula (3.665) in [19] we have
Φ(t) =
∣∣SN−2∣∣B(N − 1
2
,
1
2
)
F
(
N
2
− s, 1− s; N
2
; t2
)
, t ∈ (−1, 1), (26)
where B(a, b) denotes the Beta function. The hypergeometric function F (a, b; c; z) has a series
representation around z = 0 with a radius of convergence equal to one, see [1] (15.1.1). The
map (−1, 1)→ (−1, 1), t 7→ t2 is analytic, so that Φ : (−1, 1)→ R+ is a composition of analytic
functions and hence itself analytic.
We come to statement (ii). Let s 6= 1/2 first. By formula (15.3.6) in [1] and the fact that
t 7→ F (a, b; c; 1 − t2) is analytic on (0,√2), there exist (explicit) analytic functions φ1, φ˜2 :
(0,
√
2)→ R such that
Φ(t) = φ1(t) + (1− t2)2s−1φ˜2(t), t ∈ (−1, 1).
Note that (1 − t2)2s−1 = (1 − t)2s−1(1 + t)2s−1. Since the map t 7→ (1 + t)2s−1 is smooth on
(0,
√
2), we can set φ2(t) = (1 + t)
2s−1φ˜2(t) to get (25) with smooth φ1, φ2.
For s = 1/2, one is in a degenerate case (the hypergeometric function in (26) is of the form
F (a, b; a+ b; z)). By formula (15.3.10) in [1] we have in this case
Φ(t) =
∞∑
n=0
(An +Bn log(1− t2))(1 − t2)n =: φ˜1(t) + log(1 − t2)φ2(t), t ∈ (−1, 1),
for some explicit coefficients An, Bn. They are such that the two series above converges abso-
lutely for all t ∈ (0,√2), which in turn defines the analytic functions φ˜1, φ2 : (0,
√
2)→ R in the
second equality. Note that log(1− t2) = log(1− t) + log(1 + t). Since the map t 7→ log(1 + t) is
smooth on (0,
√
2), we can set φ1(t) = log(1 + t) + φ˜1(t) to get (25) when s = 1/2. This proves
statement (ii).
Finally, statement (iii) follows directly from the definition (24) of Φ.
5.2 Localizing on the right
The following is a radial analogue of Lemma 4.1. Recall that for a radial function F we regularly
abuse notation by identifying F (x) ≡ F (|x|).
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Lemma 5.3. Let V, f : R+ → C be radial. Let ψ be a distributional solution to
(−∆)sψ + V ψ = f on RN
and suppose that ψ is radial. Consider two nested intervals [asmall, bsmall] ⋐ [alarge, blarge] with
alarge > 0. Let η ∈ C∞0 (R+) be a cutoff function with η ≡ 1 on [alarge, blarge]. Define
ψloc = k2s ∗ (gη) on RN
where g = −V ψ + f . Suppose that g satisfies (10) with l = 0, i.e.
g ∈
{
L1/(2s)(R+; rN−1dr), if 0 < s ≤ 1/2
〈·〉N−2s L1(R+; rN−1dr), if 1/2 < s ≤ 1.
(27)
Then ψ − ψloc, (ψ − ψloc)′ and (ψ − ψloc)′′ are bounded on [asmall, bsmall].
Proof. Let ρ ∈ [asmall, bsmall]. By changing to spherical coordinates, we have
ψ(ρ)− ψloc(ρ) = k2s ∗ (g(1− η)) (ρ) = ρ2s−N
∫ ∞
0
Φ
(
r
ρ
)
g(r)(1 − η(r))rN−1dr, (28)
with Φ as in (24). Using that 1− η ≡ 0 on [alarge, blarge] and 0 ≤ η ≤ 1 everywhere, we get
|ψ(ρ)− ψloc(ρ)|
≤ ρ2s−N
∫ alarge
0
Φ
(
r
ρ
)
|g(r)|rN−1dr + ρ2s−N
∫ ∞
blarge
Φ
(
r
ρ
)
|g(r)|rN−1dr. (29)
Consider the first integral. Observe that the argument of Φ satisfies
r
ρ
∈
[
0,
alarge
ρ
]
.
Recall ρ ∈ [asmall, bsmall]. Our assumption [asmall, bsmall] ⋐ [alarge, blarge], implies that asmall ≥
alarge > 0. Hence alarge/ρ ∈ (0, 1) and Proposition 5.1 (i) implies that Φ is bounded on
[0, alarge/ρ]. Moreover, ρ
2s−N ≤ C since ρ > alarge > 0. Therefore
ρ2s−N
∫ alarge
0
Φ
(
r
ρ
)
|g(r)|rN−1dr ≤ C
∫ alarge
0
|g(r)|rN−1dr. (30)
Consider the second integral in (29). We will relate it back to the previous case by using the
functional equation from Proposition 5.1 (iii), i.e.
Φ
(
r
ρ
)
=
(ρ
r
)N−2s
Φ
(ρ
r
)
. (31)
It allows us to repeat the arguments that gave (30) for the second integral in (29). The result is
|ψ(ρ)− ψloc(ρ)| ≤ C
∫ alarge
0
|g(r)|rN−1dr + C′
∫ ∞
blarge
〈r〉2s−N |g(r)|rN−1dr.
Both integrals are finite by our assumption (27) on g. Since the constants on the right hand
side do not depend on the choice of ρ ∈ [asmall, bsmall], we get that ψ − ψloc is bounded on
[asmall, bsmall].
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We come to (ψ − ψloc)′. Taking derivatives in (28), we obtain
(ψ−ψloc)′(ρ) = (2s−N)ρ−1(ψ(ρ)−ψloc(ρ))+ρ2s−N
∫ ∞
0
d
dρ
Φ
(
r
ρ
)
g(r)(1−η(r))rN−1dr. (32)
We just proved that ψ − ψloc is bounded on [asmall, bsmall] and ρ−1 ≤ C on the same interval.
Hence, the first term in (32) is bounded. Following the development in (29), the second term
in (32) can be split into two parts. The first integral from 0 to alarge can be bounded by the
same arguments as before (instead of Φ ∈ L∞([0, alarge/ρ]) one uses Φ′ ∈ L∞([0, alarge/ρ]) by
Proposition 5.1 (i)). The more interesting term is the other one:∫ ∞
blarge
d
dρ
Φ
(
r
ρ
)
g(r)rN−1dr, (33)
where we have already dropped some powers of ρ since they are uniformly bounded on [asmall, bsmall].
By the chain rule and Proposition 5.1 (iii) we compute
d
dρ
Φ
(
r
ρ
)
= −ρ−2rΦ′
(
r
ρ
)
= −ρN−2s−1(2s−N)r2s−NΦ
(ρ
r
)
+ ρN−2sr2s−N−1Φ′
(ρ
r
)
. (34)
Observe that any ration ρ/r appearing in (32) satisfies ρ/r ≤ bsmall/blarge < 1. Using again that
Φ,Φ′ are bounded on [0, β] for any 0 < β < 1, we get∫ ∞
blarge
d
dρ
Φ
(
r
ρ
)
g(r)rN−1dr ≤ C
∫ ∞
blarge
〈r〉2s−N g(r)rN−1dr <∞
This yields the claimed boundedness of (ψ−ψloc)′ on [asmall, bsmall]. For (ψ−ψloc)′′, the argument
is similar and left to the reader (note that taking another ddρ derivative in (34) can only produce
more inverse powers of r and these ameliorate the decay).
5.3 Proof of boundedness
The following lemma is a radial analogue of Lemma 4.2. Recall that by our convention an
“annulus” is always centered at the origin.
Lemma 5.4. Under the assumptions of Theorem 3.3, let A∞ be an open annulus such that
A′ ⋐ A∞ ⋐ A. Assume further that ψ is radial. Then, with the usual abuse of notation for
radial functions ψ ∈ L∞(A∞).
Proof. Let A1, A1/2 be open annuli such that A∞ ⋐ A1 ⋐ A1/2 ⋐ A. Let ζ1 ∈ C∞0 (R+) be a
radial cutoff function supported in A with ζ1 ≡ 1 on A1/2. We define
ψ1 := k2s ∗ (gζ1).
We denote the minimal/maximal radii of the annuli A1 and A as follows
a1 = min {|y| : y ∈ A1} , b1 = max {|y| : y ∈ A1}
a = min {|y| : y ∈ A} , b = max {|y| : y ∈ A} . (35)
Let ρ ∈ [a1, b1]. In spherical coordinates, we have, with Φ as in (24),
ψ1(ρ) = ρ
2s−N
∫ b
a
Φ
(
r
ρ
)
g(r)ζ1(r)r
N−1dr. (36)
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Note that we can restrict to (ρ, r) values in the set
C := [a1, b1]× [a, b]. (37)
The assumption minA′ > 0 in Theorem 3.3 implies a, a1 > 0. Hence, all maps of the form
(ρ, r) 7→ ρβrγ with β, γ ∈ R are smooth on C and need not be considered further. By Proposition
5.1, the function Φ (r/ρ) is smooth on C away from the point r = ρ and it behaves like the one
dimensional Riesz kernel K2s near its singularity. Indeed, combining Proposition 5.1 (ii) and
(iii), (and letting s 6= 1/2 for definitess), we have
Φ
(
r
ρ
)
=
φ1
(
r
ρ
)
+ |ρ− r|2s−1 ρ1−2sφ2
(
r
ρ
)
, if 0 < r < ρ(
r
ρ
)2s−N
φ1
(
ρ
r
)
+ |ρ− r|2s−1 ρ1−2s
(
r
ρ
)1−N
φ2
(
ρ
r
)
, if r > ρ.
(38)
Proposition 5.1 also yields a similar formula for s = 1/2, but with |ρ− r|2s−1 replaced by
log |ρ − r|. Recall that φ1, φ2 : (0,
√
2) → R are smooth functions on an open neighborhood of
C. Consequently, they are uniformly bounded in (38) for all pairs (ρ, r) ∈ C.
Recall that all powers of ρ and r are smooth on C. Hence, (38) (and its s = 1/2 analogue)
can be simplified as follows. There exist smooth functions ϕi : C → R, i = 1, 2, 3, 4 such that
Φ
(
r
ρ
)
=
{
ϕ1(ρ, r) +K2s(ρ− r)ϕ2(ρ, r), if r < ρ
ϕ3(ρ, r) +K2s(ρ− r)ϕ4(ρ, r), if r > ρ
(39)
holds for all 0 < s < 1. The one dimensional Riesz kernel K2s was defined in (25).
Case 1/2 < s < 1. Boundedness is immediate. Indeed, for s > 1/2,
K2s(ρ− r) = |ρ− r|2s−1 ≤ (|ρ|+ |r|)2s−1 ≤ C.
Since the ϕi in (39) are uniformly bounded, we find |Φ(r/ρ)| ≤ C almost everywhere in C
(namely except at r = ρ). Since all powers of r and ρ are bounded on C, (36) now gives
|ψ1(ρ)| ≤ C
∫ b
a
g(r)rN−1dr = C′.
Here we used that g ∈ L1loc(R+; rN−1dr) by assumption. This proves ψ1 ∈ L∞(A1). We then
apply Lemma 5.3 with η ≡ ζ1 and intervals [asmall, bsmall] = [a1, b1] and [alarge, blarge] = [a, b].
We conclude that ψ ∈ L∞(A1).
Case 0 < s ≤ 1/2. We split the integral in (36) into the regions {r < ρ} and {r > ρ} (and
we ignore the null set {r = ρ} henceforth). On each region, we can write Φ via (39) in terms of
the one dimensional Riesz kernel K2s (up to additional smooth functions). In other words, we
are essentially in the N = 1 case of Lemma 4.2, (up to additional smooth functions). The proof
then follows exactly the line of argument in the proof of Lemma 4.2, where every application of
Lemma 4.1 is replaced by one of Lemma 5.3. We leave the details to the reader.
5.4 Conclusion for radial solutions
Proof of Theorem 3.3 for radial ψ. Let ψ be radial, or equivalently, let ψ ∈ H0. Take an open
annulus A∞ such that A
′
⋐ A∞ ⋐ A. By Lemma 5.4, ψ ∈ L∞(A∞).
Let AH be an open annulus with A
′
⋐ AH ⋐ A∞. We define
aH =min {|y| : y ∈ AH} , bH = max {|y| : y ∈ AH} ,
a∞ =min {|y| : y ∈ A∞} , b∞ = max {|y| : y ∈ A∞} ,
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so that [aH , bH ] ⋐ [a∞, b∞]. Note that by our assumption in Theorem 3.3, aH , a∞ > 0. Let
ζH ∈ C∞0 (R+) be a cutoff function supported in [a∞, b∞] with ζH ≡ 1 on [aH , bH ]. Define
ψH := k2s ∗ (gζH), g = −V ψ + f
By the assumption (10) (recall that l = 0), we can apply Lemma 5.3 to get that (ψ − ψH)′ and
(ψ−ψH)′′ are bounded on [a′, b′]. In particular, ψ−ψH and (ψ−ψH)′ are uniformly Lipschitz
continuous on [a′, b′]. Hence, it suffices to establish the claims (I) and (II) for ψH instead of ψ.
Let ρ ∈ [aH , bH ]. In spherical coordinates, we have (compare (36))
ψH(ρ) =
∫ b∞
a∞
ρ2s−NΦ
(
r
ρ
)
g(r)ζH(r)r
N−1dr. (40)
Proof of statements (I),(II.A). Let ρ1, ρ2 ∈ [aH , bH ]. Without loss of generality, we may
assume ρ1 ≤ ρ2. We want to bound ψH(ρ1)− ψH(ρ2). Using (40), we split it into three regions
as follows. We denote g˜(r) := g(r)ζH(r)r
N−1 .
ψH(ρ1)− ψH(ρ2) = (R1) + (R2) + (R3)
(R1) =
∫ ρ1
a∞
(
ρ2s−N1 Φ
(
r
ρ1
)
− ρ2s−N2 Φ
(
r
ρ2
))
g˜(r)dr
(R2) =
∫ ρ2
ρ1
(
ρ2s−N1 Φ
(
r
ρ1
)
− ρ2s−N2 Φ
(
r
ρ2
))
g˜(r)dr
(R3) =
∫ b∞
ρ2
(
ρ2s−N1 Φ
(
r
ρ1
)
− ρ2s−N2 Φ
(
r
ρ2
))
g˜(r)dr.
(41)
Next we will estimate (R1)− (R3) separately (though the developments for (R1) and (R3) will
be parallel).
Bound for (R1). Define CH := [aH , bH ]× [a∞, b∞] and note that CH ⋐ C from (37). We use
the first equation in (39) in (39) to get
(R1) =
∫ ρ1
a∞
(
ρ2s−N1 ϕ1(ρ1, r)− ρ2s−N2 ϕ1(ρ2, r)
)
g˜(r)dr
+
∫ ρ1
a∞
K2s(ρ1 − r)
(
ρ2s−N1 ϕ2(ρ1, r) −K2s(ρ2 − r)ρ2s−N2 ϕ2(ρ2, r)
)
g˜(r)dr
Since C ⋐ CH , the ϕi and all power functions (ρ, r) 7→ ρβrγ (β, γ ∈ R) are bounded and have
bounded derivatives on CH . In particular, they are uniformly Lipschitz continuous by the mean
value theorem. Since g˜ is locally integrable, the triangle inequality gives
|(R1)| ≤ C|ρ1 − ρ2|+ C′
∫ ρ1
a∞
|K2s(ρ1 − r) −K2s(ρ2 − r)| |g˜(r)|dr.
The first term is even Lipschitz continuous. After estimating the upper bound in the integral
by ρ1 ≤ b∞, the second term is the special case N = 1 of what was treated in the conclusion of
Theorem 3.1, see (17)-(20). The claimed Ho¨lder/almost Lipschitz estimate thus holds for (R1).
Bound for (R3). The argument is completely analogous to that for (R1). The only difference
is that one uses the second line in (39) instead of the first line.
Bound for (R2). Here we need more precise information than (39) (which does not give any
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relation between the ϕi). Instead we return to (38), assuming s 6= 1/2 for now. We have
(R2) =
∫ ρ2
ρ1
(
ρ2s−N1 Φ
(
r
ρ1
)
− ρ2s−N2 Φ
(
r
ρ2
))
g˜(r)dr
=
∫ ρ2
ρ1
(
ρ2s−N1
(
r
ρ1
)2s−N
φ1
(ρ1
r
)
− ρ2s−N2 φ1
(
r
ρ2
))
g˜(r)dr
+
∫ ρ2
ρ1
(
|ρ1 − r|2s−1 r1−Nφ2
(ρ1
r
)
− |ρ2 − r|2s−1 ρ1−N2 φ2
(
r
ρ2
))
g˜(r)dr.
We recall that the φi and all powers in ρ1, ρ2 and r are smooth, bounded functions with uniformly
bounded derivatives for the values of ρ1, ρ2 and r considered here. Hence, by the mean value
theorem and the key fact that |r − ρi| ≤ |ρ1 − ρ2| (i = 1, 2) holds for all ρ1 < r < ρ2, we have
|(R2)| ≤ C|ρ1 − ρ2|+ C′
∫ ρ2
ρ1
∣∣∣|ρ1 − r|2s−1 − |ρ2 − r|2s−1∣∣∣ |g˜(r)|dr.
A similar argument applies to s = 1/2 (Proposition 5.1 also yields a formula similar to (38) for
s = 1/2). The upshot is that for all 0 < s < 1,
|(R2)| ≤C|ρ1 − ρ2|+ C′
∫ ρ2
ρ1
|K2s(ρ1 − r) −K2s(ρ2 − r)| |g˜(r)|dr
≤C|ρ1 − ρ2|+ C′
∫ b∞
a∞
|K2s(ρ1 − r) −K2s(ρ2 − r)| |g˜(r)|dr
The argument the concludes, as for (R1), by following the conclusion of Theorem 3.1. We have
thus shown that (R1) − (R3) separately satisfy the claimed Ho¨lder (respectively almost Lips-
chitz) continuity. By (41), this proves statements (I) and (II.A) in Theorem 3.3.
Proof of statement (II.B) for radial ψ. Recall that it suffices to prove the claimed Ho¨lder/almost
Lipschitz continuity for ψH given in (40). This requires no new ideas, so we omit the details.
Basically, one first shows that (40) is differentiable in ρ by a similar dominated convergence
argument as in the proof of Theorem 3.1 (II.B). After computing the ddρ derivative of (40), one
observes that, up to smooth functions, it is given by convolution with K2s−1. Hence, one can
repeat the same arguments as in the proof of statements (I) and (II.A) above.
5.5 Removing the assumption that ψ is radial
We have already shown the claim for all N ≥ 2 if ψ is radial, or equivalently if ψ ∈ H0. We now
prove that the case ψ ∈ Hl for l > 0 can be reduced to the case l = 0. This is based on a known
(but not entirely standard) trade-off between l and dimension N : Taking Fourier transforms,
we will see that, up to power functions which are smooth away from the origin, l and N only
enter in the form l+ N−22 , see (45) below. Thus, one can set l = 0 at the price of increasing N .
Proof of Theorem 3.3 for l > 0. Let ψ ∈ Hl for some l > 0. That is, writing x = rωx with r > 0
and ωx ∈ SN−1,
ψ(x) = Ψ(r)Yl(ωx) (42)
with Ψ ∈ L2(R+; rN−1dr). We recall that the Fourier transform leaves each subspace Hl ⊂
L2(RN ) invariant and reduces to the Fourier-Bessel transform on it, see Theorem 3.10 in chapter
IV of [39]. Indeed, letting ξ = kωξ with k > 0 and ωξ ∈ SN−1, (42) gives
ψ̂(ξ) =i−lFl,NΨ(k)Yl(ωξ)
Fl,NΨ(k) :=k1−N/2
∫ ∞
0
Jl+N−22 (rk)r
N/2Ψ(r)dr (43)
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Here, Jl+N−22 denotes the Bessel function of the first kind. Recall that V is radial, so that
V ψ(x) = V (r)Ψ(r)Yl(ωx). Hence, taking the Fourier transform of (−∆)sψ + V ψ = 0 gives
k2sFl,NΨ(k) + Fl,N (VΨ)(k) = 0 (44)
for almost every k > 0. The crucial realization is that, looking at (43), one has
Fl,Nφ(k) = |k|lF0,N+2l(| · |−lφ), ∀φ ∈ L2(R+; rN−1dr). (45)
Applying this to (44), we obtain
k2sF0,N+2l(| · |−lΨ)(k) + F0,N+2l(V | · |−lΨ)(k) = 0,
for all k > 0. By unitarity of the Fourier transform on the invariant subspace H0, we have
(−∆)sψ˜ + V ψ˜ = 0, in RN+2l.
where we defined the radial function ψ˜(x) := r−lΨ(r) on RN+2l. Our assumption (10) on ψ
is designed exactly such that g := −V ψ˜ satisfies the same assumption but with l = 0 and N
replaced by N + 2l, i.e.
g ∈
{
L1/(2s)(R+; rN+2l−1dr), if 0 < s ≤ 1/2
〈·〉N+2l−2s L1(R+; rN+2l−1dr), if 1/2 < s < 1.
Since ψ˜ ∈ H0 is radial, we can apply Lemma 5.4 to get ψ ∈ L∞(A∞) with A′ ⋐ A∞ ⋐ A.
Proof of statements (I) and (II.A). The arguments in the previous sections yield that ψ˜ ∈
C˜0,α1([a′, b′]), where a′ = min {|y| : y ∈ A′} and b′ = max {|y| : y ∈ A′}. Since a′ > 0, all
power functions are smooth on an open neighborhood of [a′, b′] and we obtain
Ψ = (·)lψ˜ ∈ C˜0,α1([a′, b′]).
We take points x1, x2 ∈ A′ and let α1 < 1 for definiteness. By (42) we have
|ψ(x1)− ψ(x2)| ≤ ‖Yl‖L∞(SN−1)||x1| − |x2||α1 + ‖Ψ‖L∞(A′)‖∇ωYl‖L∞(SN−1)
∣∣∣∣ x1|x1| − x2|x2|
∣∣∣∣ .
Here we used that the spherical harmonics are polynomials (in particular they are smooth) on
the compact set SN−1. Recall also that ‖Ψ‖L∞(A′) <∞ by Lemma 5.4. Since |x1| and |x2| are
bounded away from zero, several applications of the triangle inequality give
|ψ(x1)− ψ(x2)| ≤ C||x1| − |x2||α1 + C′||x1| − |x2||+ C′′|x1 − x2| ≤ C′′|x1 − x2|α1 .
In the second step we used that we may restrict to |x1 − x2| < 1 at the price of increasing the
constant. The same argument applies when α1 = 1 and we have an additional logarithm.
Proof of statement (II.B). By the results of the previous sections, we get Ψ ∈ C˜1,α1−1([a′, b′]).
We compute the gradient of ψ given by (42) in spherical coordinates and get, for x = rω ∈ A′,
∇ψ(x) = Ψ′(r)Yl(ω)ω + Ψ(r)
r
(∇ωYl(ω)− ω(ω · ∇ω)Yl(ω)) .
Since Yl is bounded and Ψ ∈ C˜1,α1−1([a′, b′]), the first term is indeed in C˜0,α1−1(A′). The second
term is in fact differentiable in r and ω on A′. (We remark that the term ∇Yl(ω)−ω(ω ·∇)Yl(ω)
is known as a “vector spherical harmonic”.) Hence, letting α1 − 1 < 1 for definiteness, we have
|∇ψ(x1)−∇ψ(x2)| ≤ C||x1| − |x2||α1−1 + C′||x1| − |x2||+ C′′
∣∣∣∣ x1|x1| − x2|x2|
∣∣∣∣ ≤ |x1 − x2|α1−1.
This finishes the proof of Theorem 3.3.
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6 Proof of Theorem 3.5
6.1 Non local Leibniz rule
Proposition 6.1 (Non local Leibniz rule). Let ζ, ϕ ∈ C∞0 (RN ).
(i) If 0 < s < 1/2, then for all x ∈ RN ,
(−∆)s(ζϕ)(x) = ζ(x)(−∆)sϕ(x)−
∫
ζ(x) − ζ(y)
|x− y|N+2sϕ(y)dy. (46)
(ii) If 1/2 ≤ s < 1, then for all x ∈ RN ,
(−∆)s(ζϕ)(x)
= ζ(x)(−∆)sϕ(x) + ((−∆)sζ) (x)ϕ(x) −
∫
(ζ(x) − ζ(y))(ϕ(x) − ϕ(y))
|x− y|N+2s dy.
(47)
Proof. This is obtained by simple algebra from the integral formula (3) for (−∆)s acting on
Schwartz functions.
We can use Proposition 6.1 to extend the equation from Ω to the whole space, up to a
localization error.
Corollary 6.2. We make the same assumptions as in Theorem 3.5, in particular
(−∆)sψ + V ψ = f on Ω (48)
holds in the distributional sense. Let ζ ∈ C∞0 (RN ) be a cutoff function with supp ζ ⋐ Ω and
B ⋐ {ζ = 1}. Then:
(i) If 0 < s < 1/2, we have
(−∆)s(ζψ) = ζ(−V ψ + f) + E1 on RN , (49)
in the distributional sense. Here, the localization error E1 is defined by
E1(x) = −
∫
ζ(x) − ζ(y)
|x− y|N+2sψ(y)dy. (50)
(ii) If 1/2 ≤ s < 1, we have
(−∆)s(ζϕ) = ζ(−V ψ + f) + ((−∆)sζ)ψ + E2 (51)
in the distributional sense. Here, the localization error E2 is defined by
E2(x) = −
∫
(ζ(x) − ζ(y))(ψ(x) − ψ(y))
|x− y|N+2s dy (52)
Proof. Since ψ is a distributional solution to (48) and supp ζ ⋐ Ω, we get ζψ ∈ 〈·〉N+2s L1(RN )
and ζf, ζV ψ ∈ L1loc(RN ). We will prove momentarily, in Lemma 6.3, that E1, E2 ∈ L1(RN ).
Thus, it remains to check (6).
Let ϕ ∈ C∞0 (RN ) and 0 < s < 1/2. By Proposition 6.1 and Fubini’s theorem, we have
〈(−∆)sϕ, ζψ〉 = 〈ζ(−∆)sϕ, ψ〉 = 〈(−∆)s(ζϕ), ψ〉 − 〈ϕ, E1〉. (53)
We observe that ζϕ ∈ C∞0 (Ω) and use (48) to conclude
〈(−∆)s(ζϕ), ψ〉 = 〈ϕ, ζ(−V ψ + f)〉.
Since ϕ ∈ C∞0 (RN ) was arbitrary, this proves (i). For (ii), the claim follows by an analogous
argument.
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6.2 Controlling the localization error
The non local Leibniz rule allows us to extend the equation from Ω to an equation on RN with
new V˜ and f˜ (e.g. (49) has f˜ = ζf + E1 and V˜ = ζV ). To apply Theorem 3.1, we need the
appropriate integrability of the localization errors E1, E2.
The following lemma says that E1 is bounded on B and is therefore unproblematic. It also
says that E2 has the same local integrability as ψ, which will improve locally as we perform the
bootstrap procedure, culminating in a locally bounded E2 as well.
Lemma 6.3. Let ψ, ζ be as in Corollary (6.2).
(i) If 0 < s < 1/2, then E1 ∈ L∞(B) ∩ L1(RN ) ∩ LN/(2s)(RN ).
(ii) If 1/2 ≤ s < 1 and ψ ∈ Lq(B˜) for some B˜ ⋐ B, then E2 ∈ Lq(B˜)∩L1(RN )∩LN/(2s)(RN ).
Proof. Proof of statement (i). Consider (50). For x ∈ B, we have ζ(x) = 1 and so ζ(x)−ζ(y) = 0
unless y /∈ {ζ = 1}. Since B ⋐ {ζ = 1}, this implies that |x − y| ≥ C holds whenever
ζ(x) − ζ(y) 6= 0. Together with |x| ≤ C′, this implies |x− y| ≥ C′′ 〈y〉 and so
|E1(x)| ≤ C
∫
{ζ 6=1}
|ψ(y)|
〈y〉N+2s
dy = C′
holds for all x ∈ B. The second is finite by Definition 2.3 of a distributional solution. We
conclude that E1 ∈ L∞(B). Now let B′, B′′ be balls such that B ⋐ supp ζ ⋐ B′ ⋐ B′′ and let
x ∈ B′. We apply the mean value theorem to ζ(x) − ζ(y) to find
|E1(x)| ≤ C
∫
B′′
|ψ(y)|
|x− y|N+2s−1 dy + C
′
∫
(B′′)c
|ψ(y)|
〈y〉N+2s
dy.
By Young’s inequality, the first term lies in L1+δ(B′) for sufficiently small δ > 0 (as a function
of x). The second term evaluates to a finite constant and thus lies in L∞(B′). Finally, let
x ∈ (B′)c. Then, ζ(x) = 0 and so ζ(x) − ζ(y) = 0 unless y ∈ supp ζ. Since supp ζ ⋐ B′, this
implies that |x− y| ≥ C 〈x〉 and so
|E1(x)| ≤ C〈x〉N+2s
∫
supp ζ
|ψ(y)|dy = C
′
〈x〉N+2s
(54)
for all x ∈ (B′)c. We have shown that writing E1 = χB′E1 + χ(B′)cE1 the first function is in
L1+δ(RN ) and the second function satisfies χ(B′)c |E1| ≤ C 〈x〉−N−2s. Recalling Definition 2.2
of LN/(2s)(RN ), the claim follows.
Proof of statement (ii). Consider (52). For x ∈ B˜, we have ζ(x) = 1 and we see that
ζ(x) − ζ(y) 6= 0 gives a lower bound on |x− y| and so
|E2(x)| ≤ C|ψ(x)| + C′.
for all x ∈ B˜. So clearly ψ ∈ Lq(B˜) implies E2 ∈ Lq(B˜). Let B′, B′′ be balls such that
B ⋐ supp ζ ⋐ B′ ⋐ B′′ ⋐ Ω. For x ∈ (B′)c, the same argument that gave (54) yields
|E2(x)| ≤ C |ψ(x)| + 1〈x〉N+2s
(55)
and this is integrable since ψ is a distributional solution. Considering Definition 2.2 of LN/(2s)(RN ),
it remains to show that E2 ∈ L1+δ(B′) for some δ > 0. For x ∈ B′, we have
|E2(x)| ≤
∫
B′′
∣∣∣∣ (ζ(x) − ζ(y))(ψ(x) − ψ(y))|x− y|N+2s
∣∣∣∣dy + ∫
(B′′)c
|ψ(x)| + |ψ(y)|
〈y〉N+2s
dy
≤
∫
B′′
∣∣∣∣ ψ(x) − ψ(y)|x− y|N+2s−1
∣∣∣∣ dy + C|ψ(x)| + C′.
23
Recall our assumption that ψ ∈ W s′,1+δ(Ω) for some s′ > 2s − 1 and δ > 0. In particular,
ψ ∈ L1+δ(Ω) and so it suffices to consider the integral in the last expression (as a function of
x). By Jensen’s inequality and B′ ⋐ B′′ ⋐ Ω,∫
B′
(∫
B′′
∣∣∣∣ ψ(x) − ψ(y)|x− y|N+2s−1
∣∣∣∣ dy)1+δ dx ≤ C ∫
Ω
∫
Ω
∣∣∣∣ ψ(x) − ψ(y)|x− y|N+2s−1
∣∣∣∣1+δ dxdy ≤ C‖ψ‖Hs˜,1+δ
with s˜ = 2s−1+cδ for some c > 0 independent of δ. By decreasing δ if necessary (the fractional
Sobolev spaces on Ω are nested sets), we can set s˜ = s′ and we are done.
6.3 Conclusion
We have extended the equation to RN and have control over the localization error. We are now
ready to give the
Proof of Theorem 3.5. Proof of statement (I). Let 0 < s < 1/2. By (49), ζψ satisfies
(−∆)s(ζψ) = −V˜ ψ + f˜ (56)
with V˜ = ζV and f˜ = ζf + E1. Since ζ is smooth and E1 ∈ L∞(B) ∩ LN/(2s)(RN ) by Lemma
6.3, all the assumptions in Theorem 3.1 are met and we obtain the claimed Ho¨lder regularity
for ζψ on B′ and hence also for ψ (as ζ = 1 on B).
Proof of statement (II). Let 1/2 ≤ s ≤ 1. By (51), ζψ satisfies (56), but now with
V˜ = ζV + (−∆)sζ, f˜ = ζf + E2.
We have V˜ , ζf ∈ Lp(B) since ζ is smooth and E2 ∈ LN/(2s)(RN ) by Lemma 6.3. However, we
no longer have that the localization error E2 is bounded on B. Instead, Lemma 6.3 implies that
E2 inherits the local integrability of ψ.
This allows us to run a modified bootstrap procedure: We interlace each iteration step of
the previous bootstrap argument, see the proof of Lemma 4.2, with an application of Lemma
6.3 to get that the local integrability of the localization error E2 has also improved. The details
are left to the reader. This gives boundedness of ψ on a smaller ball B∞ ⋐ B and the same
argument as in Section 4.3 yields statement (II).
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A Proof of Proposition 2.4
Since ψ ∈ L1loc(Ω), it suffices to prove that 〈(−∆)sϕ, ψ〉 makes sense when s < 1. The idea is to
use (3) for large x to get the explicit polynomial decay rate of (−∆)sϕ(x). Let B be an open
ball such that suppϕ ⋐ B. By (3), we have
〈(−∆)sϕ, ψ〉 =
∫
B
(−∆)sϕ(x)ψ(x) dx −
∫
Bc
(∫
RN
ϕ(y)
|x− y|N+2sdy
)
ψ(x)dx. (57)
Here we could drop the principal value from (3) because dist(Bc, suppϕ) > 0. It suffices to
prove that
〈(−∆)sϕ, ψ〉 ≤ Cϕ‖ 〈·〉−N−2s ψ‖L1(RN ) <∞. (58)
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For the first term in (57), finiteness follows directly from the observations that ψ ∈ L1loc(RN )
and that (−∆)sϕ is a smooth function. (Smoothness can be seen from the Sobolev embedding
theorem and the fact that the Fourier transform of (−∆)sϕ decays faster than any polynomial.)
For the second term in (57), we make the general observation that |y| ≤ C and |x − y| ≥ C′
implies that |x− y| ≥ C′′ 〈x〉 with C′′ depending only on C′ and C′′. Then (58) follows.
B Proof of Proposition 2.6
We separate the proof into two Lemmas. Together they imply Proposition 2.6 by linearity.
Recall that 0 < s ≤ min{1, N/2}.
Lemma B.1. Let f ∈ LN/(2s)(RN ). Then, in the distributional sense of Definition 2.3,
(−∆)s(k2s ∗ f) = f on RN .
Lemma B.2. Suppose that (−∆)sψ0 = 0 holds in the distributional sense of Definition 2.3.
Then:
(i) If s ≤ 1/2, there exists w ∈ C such that ψ0(x) = w for a.e. x ∈ RN .
(ii) If 1/2 < s ≤ 1, there exist w,w1, . . . , wN ∈ C such that ψ0(x) = w +
∑N
j=1 wjxj for a.e.
x ∈ RN .
Proof of Lemma B.1. Let ϕ ∈ C∞0 (RN ) be arbitrary. Suppose for the moment that f is a
Schwartz function. When N = 2s = 2, the result is well-known. For 2s < N , we will use
Proposition 2.8 and for N = 2s = 1, we will use the fact that
P.V.
1
|ξ| = −
√
8pi(γEM + log | · |)∧(ξ) ≡ k̂1(ξ), (59)
see formula (32) on p. 132 of [40] (though a different convention for the Fourier transform is
used there). Then, Fubini’s theorem and the convolution theorem for tempered distributions,
see e.g. Theorem IX.4 in [34], gives
〈(−∆)sϕ, k2s ∗ f〉 = 〈k2s ∗ (−∆)sϕ, f〉 = 〈(2pi)N/2(k̂2s| · |2sϕ̂)∨, f〉 = 〈ϕ, f〉. (60)
Hence the claim holds if f is a Schwartz function. Now let f ∈ LN/(2s)(RN ). Consider first the
case 2s < N and write Lq ≡ Lq(RN ). By the Definition 2.2 of f ∈ LN/(2s)(RN ), there exists
δ > 0 such that f = f1 + f2 with f1 ∈ L1+δ and f2 ∈ LN/(2s)−δ. We claim that
|〈(−∆)sϕ, k2s ∗ f1〉| ≤ Cϕ‖f1‖L1+δ , |〈(−∆)sϕ, k2s ∗ f2〉| ≤Cϕ‖f2‖LN/(2s)−δ . (61)
This will imply the lemma after approximating f1, f2 with Schwartz functions. To prove (61),
we note that |(−∆)sϕ(x)| ≤ Cϕ 〈x〉−N−2s for any ϕ ∈ C∞0 (RN ). Indeed, this is trivial for s = 1
and for s < 1 it follows by combining the fact that (−∆)sϕ is smooth and its decay at infinity
being 〈x〉−N−2s by (3). Then (61) follows from the Hardy-Littlewood-Sobolev inequality, see
e.g. [28].
Finally, let 2s = N . Our assumption f ∈ L1(RN ) means that f ∈ L1+δ ∩ 〈·〉−δ L1 for some
δ > 0. Similarly as (61) above, we show that
|〈(−∆)sϕ, k2s ∗ f1〉| ≤ Cϕmax{‖f‖L1+δ , ‖ 〈·〉δ f‖L1}. (62)
Indeed, for every ε > 0 we have
|k2s(x − y)| ≤C| log |x− y||+ C′ ≤ C′′max{|x− y|−ε, |x− y|ε}
≤C′′′max{|x− y|−ε, 〈x〉ε + 〈y〉ε}.
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Choosing ε = min{s, δ}, yields (62) by the Hardy-Littlewood-Sobolev inequality. The approxi-
mation argument to go from (62) to the main claim for 2s = N is less trivial than in the case
2s < N (one has to produce a sequence of Schwartz functions converging to f in both L1+δ and
〈·〉−δ L1). Apart from the usual trick of restricting to bounded and compactly supported f , the
key idea is to approximate 〈·〉δ f ∈ L1 by the usual sequence of mollified φn ∈ C∞0 (RN ) and to
observe that φ˜n := 〈·〉−δ φn are still Schwartz functions. The standard arguments give φ˜n → f
in L1+δ(RN ) and this proves the lemma.
Proof of Lemma B.2. Step 1. We first prove that the distributional support of ψ̂0 is {0}. To
this end, take any η ∈ C∞0 (RN \ {0}). By the definition of the Fourier transform on tempered
distributions, we have
〈η, ψ̂0〉 = 〈| · |2s| · |−2sη, ψ̂0〉 = 〈(−∆s)
(| · |−2sη)∨ , ψ0〉.
If
(| · |−2sη)∨ were a C∞0 -function, the last expression would vanish by our assumption that
(−∆)sψ0 = 0. Note that | · |−2sη ∈ C∞0 (RN \ {0}) since η vanishes near the origin where | · |−2s
is non smooth. However, this only tells us that its inverse Fourier transform is a Schwartz
function. (In fact, by a version of the uncertainty principle, it cannot be compactly supported.)
We proceed by an approximation argument. By denseness, we can find (ϕn)n≥1 ⊂ C∞0 (RN )
such that ϕn →
(| · |−2sη)∨ in the Schwartz space topology. Since the Fourier transform is an
isometry on Schwartz space, we also have ϕ̂n → |·|−2sη in the topology of S(RN ). Note however
that we do not have | · |2sϕ̂n → η in the Schwartz space topology, since | · |2s is non-smooth at
the origin and the approximating sequence ϕ̂n need not vanish in an open neighborhood of the
origin just because its limit η does.
Nonetheless, we can modify the approximating sequence to improve the convergence by hand.
For this, we acknowledge a helpful discussion on mathoverflow.net [30]. For k ≥ 0, let
εn,k := ϕ̂
(k)
n (0) = (2pi)
−3/2
∫
(ix)kϕn(x) dx,
which converges to η(k)(0) = 0 as n→∞. Let ζk ∈ C∞0 (RN ) be such that
(2pi)−3/2
∫
(ix)kζk(x)dx = 1.
For any integer M > 0, we define the modified approximating sequence
ϕ˜n := ϕn −
M+1∑
k=0
εn,kζk,
which is clearly in C∞0 (R
N ). Moreover, ̂˜ϕ(k)n (0) = 0 for all 0 ≤ k ≤ M + 1 and consequently
| · |2s ̂˜ϕn → η in CM .
By the Hausdorff-Young inequality, (−∆)sϕ˜n → η in the weighted space 〈·〉−M L∞(RN ).
Recall that by Definition 2.3 of a distributional solution, ψ0 ∈ 〈·〉N+2s L1(RN ). Thus, if we
choose M > N + 2s, we have the right duality product to conclude
〈η, ψ̂0〉 = 〈ηˇ, ψ0〉 = lim
n→∞
〈(−∆)sϕ˜n, ψ0〉 = 0.
Since η was arbitrary, the distributional support of ψ̂0 is indeed {0}.
26
Step 2. Since the distributional support of ψ̂0 is {0}, Theorems 6.24 and 6.25 in [36] imply
that there exists a non-negative integer K, such that
ψ̂0 =
∑
|α|≤K
cαD
αδ. (63)
Here, the sum runs over multi-indices α and cα are constants. Note that (D
αδ)∨(x) = (2pi)−3/2(ix)α
holds in the sense of tempered distributions. Recall that distributional solutions need to satisfy
ψ ∈ 〈·〉N+2s L1(RN ) by Definition 2.3. Therefore, only terms with |α| < 2s contribute to the
sum (63). This proves Lemma B.2 and hence Proposition 2.6.
C Proof of Proposition 3.7
The key observation is
Proposition C.1. For 0 < β < 2s, there exists C(β) ∈ R \ {0} such that
(−∆)s|x|β = C(β)|x|β−2s (64)
as tempered distributions.
Proof. One can either use (3) or, as we do here, analyticity. Let 0 < z < N , then Proposition
2.8 yields the following equality, in the sense of tempered distributions
̂((−∆)skz)(ξ) = |ξ|2s−z . (65)
Recalling the definition (4) of kz , we see that both sides are analytic in z and make sense on
the larger set
{z ∈ C : 0 < Re(z) < N + 2s} \ {0}.
Therefore (65) extends to this set. Now (64) follows by setting z = N + β and applying the
inverse Fourier transform to both sides of (65) in the sense of tempered distributions.
We can now give
Proof of Proposition 3.7. We shall only consider the cases (I) and (II.A) in Theorem 3.1, so
s,N, p are such that α = 2s − N/p < 1. We let V ≡ 0. By the translation invariance of
(−∆)s, we may assume that B′ contains the origin. Let ζ ∈ C∞0 (RN ) be a cutoff function with
B ⋐ {ζ = 1}. Let ε > 0 be small enough such that α+ 2ε < 1. Define
ψ(x) := ζ(x)|x|α+ε
First, observe that ψ is not Ho¨lder continuous of order α + 2ε at the origin. It is however
bounded and compactly supported. In particular, ψ ∈ 〈·〉N+2s L1(RN ) and therefore it qualifies
as a distributional solution, see Definition 2.3. Trivially, it solves the fractional Schro¨dinger
equation with V ≡ 0 and f = (−∆)sψ. The claimed optimality will follow (since ε > 0 is
arbitrarily small) once we show that
f = (−∆)s(ζ| · |α+ε) ∈ Lp(B) ∩ LN/(2s)(RN ). (66)
Let 0 < s < 1/2. We use the non local Leibniz rule in the same way as in (53) and then we
apply Proposition C.1 with β = 2s− N/p+ ε (which lies in (0, 2s) for small enough ε > 0) to
get
f(x) = ζ(x)|x|−N/p+ε −
∫
ζ(x) − ζ(y)
|x− y|N+2s |y|
α+ε dy.
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Note that the integral is just the localization error E1 from (50) but with ψ(y) replaced by |y|α+ε
(which we note also lies in 〈·〉N+2s L1(RN ) for sufficiently small ε > 0). Hence, the proof of
Lemma 6.3 gives E1 ∈ L∞(B) ∩L1(RN ) ∩LN/(2s)(RN ). Since ζ(x)|x|−N/p+ε ∈ Lploc(RN ) and it
is compactly supported, (66) follows. In the case 1/2 ≤ s ≤ 1, one can similarly combine the
arguments from Section 6 and Proposition C.1 to get (66). The details and the very similar
arguments in the other cases (Theorem 3.1(II) and Theorem 3.5) are left to the reader.
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