We consider generalized Orlicz-Morrey spaces M Φ,ϕ (R n ) including their weak versions W M Φ,ϕ (R n ). We find the sufficient conditions on the pairs (ϕ 1 , ϕ 2 ) and (Φ, Ψ) which ensures the boundedness of the fractional max-
Introduction
Boundedness of classical operators of the Real analysis, such as the maximal operator, fractional maximal operator, Riesz potential and the singular integral operators etc, have been extensively investigated in various function spaces. Results on weak and strong type inequalities for operators of this kind in Lebesgue spaces are classical and can be found for example in [3, 38, 39] . These boundedness extended to several function spaces which are generalizations of L p -spaces, for example, Orlicz spaces, Morrey spaces, Lorentz spaces, Herz spaces, etc.
Orlicz spaces, introduced in [33, 34] , are generalizations of Lebesgue spaces L p . They are useful tools in harmonic analysis and its applications. For example, the Hardy-Littlewood maximal operator is bounded on L p for 1 < p < ∞, but not on L 1 . Using Orlicz spaces, we can investigate the boundedness of the maximal operator near p = 1 more precisely (see [6, 21, 22] ).
On the other hand, Morrey spaces were introduced in [29] to estimate solutions of partial differential equations, and studied by many authors.
Let f ∈ L loc 1 (R n ). The fractional maximal operator M α and the Riesz potential operator I α are defined by The operator M α is of weak type (p, np/(n − αp)) if 1 ≤ p ≤ n/α and of strong type (p, np/(n − αp)) if 1 < p ≤ n/α. Also the operator I α is of weak type (p, np/(n − αp)) if 1 ≤ p < n/α and of strong type (p, np/(n − αp)) if 1 < p < n/α.
The boundedness of M α and I α from Orlicz space L Φ (R n ) to L Ψ (R n ) was studied by Cianchi [6] . For boundedness of M α and I α on Morrey spaces M p,λ (R n ), see Peetre (Spanne) [35] , Adams [1] .
The definition of generalized Orlicz-Morrey spaces introduced in [9] and used here is different from that of Sawano et al. [37] and Nakai [31, 32] .
In [9] , the boundedness of the maximal operator M and the Calderón-Zygmund operator T from one generalized Orlicz-Morrey space M Φ,ϕ 1 (R n ) to M Φ,ϕ 2 (R n ) and from M Φ,ϕ 1 (R n ) to the weak space W M Φ,ϕ 2 (R n ) was proved (see, also [19] ). Also in [18] the authors prove the boundedness of the Riesz potential operator I α and its commutator [b, I α ] from M Φ,ϕ 1 (R n ) to M Ψ,ϕ 2 (R n ) and from M Φ,ϕ 1 (R n ) to W M Ψ,ϕ 2 (R n ). The main purpose of this paper is to find sufficient conditions on the general Young functions Φ, Ψ and the functions ϕ 1 , ϕ 2 which ensure the boundedness of M α from M Φ,ϕ 1 (R n ) to M Ψ,ϕ 2 (R n ), from M Φ,ϕ 1 (R n ) to W M Ψ,ϕ 2 (R n ) and in the case b ∈ BMO the boundedness of the commutator of the fractional maximal
In the next section we recall the definitions of Orlicz and Morrey spaces and give the definition of generalized Orlicz-Morrey spaces in Section 3. In Section 4 and Section 5 the results on boundedness of M α and its commutator operator M b,α is obtained.
By A B we mean that A ≤ CB with some positive constant C independent of appropriate quantities. If A B and B A, we write A ≈ B and say that A and B are equivalent.
Some preliminaries on Orlicz and Morrey spaces
In the study of local properties of solutions to of partial differential equations, together with weighted Lebesgue spaces, Morrey spaces M p,λ (R n ) play an important role, see [12] . Introduced by C. Morrey [29] in 1938, they are defined by the norm
where 0 ≤ λ ≤ n, 1 ≤ p < ∞. Here and everywhere in the sequel B(x, r) stands for the ball in R n of radius r centered at x. Let |B(x, r)| be the Lebesgue measure of the ball B(x, r) and |B(x, r)| = v n r n , where
where Θ is the set of all functions equivalent to 0 on R n . We also denote by
where W L p (B(x, r)) denotes the weak L p -space. We refer in particular to [25] for the classical Morrey spaces. We recall the definition of Young functions. From the convexity and Φ(0) = 0 it follows that any Young function is increasing. If there exists s ∈ (0, +∞) such that Φ(s) = +∞, then Φ(r) = +∞ for r ≥ s.
Let Y be the set of all Young functions Φ such that 0 < Φ(r) < +∞ for 0 < r < +∞ If Φ ∈ Y, then Φ is absolutely continuous on every closed interval in [0, +∞) and bijective from [0, +∞) to itself.
Definition 2.2. (Orlicz Space). For a Young function Φ, the set
endowed with the natural topology is defined as the set of all functions f such that f χ B ∈ L Φ (R n ) for all balls B ⊂ R n . We refer to the books [23, 24, 36] for the theory of Orlicz Spaces.
Note that, L Φ (R n ) is a Banach space with respect to the norm
For a measurable set Ω ⊂ R n , a measurable function f and t > 0, let
In the case Ω = R n , we shortly denote it by m(f, t).
For a Young function Φ and 0 ≤ s ≤ +∞, let
is the usual inverse function of Φ. We note that
A Young function Φ is said to satisfy the ∆ 2 -condition, denoted by Φ ∈ ∆ 2 , if
A Young function Φ is said to satisfy the ∇ 2 -condition, denoted also by Φ ∈ ∇ 2 , if
for some k > 1. The function Φ(r) = r satisfies the ∆ 2 -condition but does not satisfy the ∇ 2 -condition. If 1 < p < ∞, then Φ(r) = r p satisfies both the conditions. The function Φ(r) = e r − r − 1 satisfies the ∇ 2 -condition but does not satisfy the ∆ 2 -condition.
For a Young function Φ, the complementary function Φ(r) is defined by
The complementary function Φ is also a Young function and Φ = Φ. If Φ(r) = r, then Φ(r) = 0 for 0 ≤ r ≤ 1 and Φ(r) = +∞ for r > 1. If 1 < p < ∞,
Note that Young functions satisfy the properties
for all 0 ≤ α ≤ 1 and 0 ≤ t < ∞, and
for all β > 1 and 0 ≤ t < ∞.
The following analogue of the Hölder inequality is known, see [40] .
Theorem 2.4.
[40] For a Young function Φ and its complementary function Φ, the following inequality is valid
The following lemma is valid.
Lemma 2.5. [3, 27] Let Φ be a Young function and B a set in R n with finite Lebesgue measure. Then
.
In the next sections where we prove our main estimates, we use the following lemma, which follows from Theorem 2.4, Lemma 2.5 and the inequality (2.2).
Lemma 2.6. For a Young function Φ and B = B(x, r), the following inequality is valid
Necessary and sufficient conditions on (Φ, Ψ) for the boundedness of M α and 
where
t 1+p ′ dt and p ′ , the Holder conjugate of p, equals either p/(p − 1) or 1, according to whether p < ∞ or p = ∞ and Φ p denotes the Young function defined by
where 
whose inverse is given by
Theorem 2.8.
[6] Let 0 < α < n. Let Φ and Ψ Young functions and let Φ n/α and Ψ n/α be the Young functions defined as in (2.4) and (2.3), respectively. Then
Φ dominates Ψ n/α globally and Φ n/α dominates Ψ globally. 
where W L Φ (B(x, r)) denotes the weak L Φ -space of measurable functions f for which
(generalized Orlicz-Morrey Space) Let ϕ(x, r) be a positive measurable function on R n × (0, ∞) and Φ any Young function. We denote by M Φ,ϕ (R n ) the generalized Orlicz-Morrey space, the space of all functions f ∈ L loc Φ (R n ) with finite quasinorm
ϕ(x, r)
Also by W M Φ,ϕ (R n ) we denote the weak generalized Orlicz-Morrey space of all functions f ∈ W L loc Φ (R n ) for which
According to this definition, we recover the spaces M Φ,λ and W M Φ,λ under the choice ϕ(x, r) =
According to this definition, we recover the generalized Morrey spaces M p,ϕ and weak generalized Morrey spaces W M p,ϕ under the choice Φ(r) = r p , 1 ≤ p < ∞:
Sufficient conditions on ϕ for the boundedness of M α and I α in generalized Morrey spaces M p,ϕ (R n ) have been obtained in [4, 13, 14, 15, 17, 20, 28, 30] .
Boundedness of the fractional maximal operator in the spaces
In this section sufficient conditions on the pairs (ϕ 1 , ϕ 2 ) and (Φ, Ψ) for the boundedness of M α from one generalized Orlicz-Morrey spaces M Φ,ϕ 1 (R n ) to another M Ψ,ϕ 2 (R n ) and from M Φ,ϕ 1 (R n ) to the weak space W M Ψ,ϕ 2 (R n ) have been obtained. At first we recall some supremal inequalities which we use at the proof of our main theorem.
Let v be a weight. We denote by L ∞,v (0, ∞) the space of all functions g(t), t > 0 with finite norm
Let M(0, ∞) be the set of all Lebesgue-measurable functions on (0, ∞) and M + (0, ∞) its subset of all nonnegative functions on (0, ∞). We denote by M + (0, ∞;↑) the cone of all functions in M + (0, ∞) which are non-decreasing on (0, ∞) and
Let u be a continuous and non-negative function on (0, ∞). We define the supremal operator S u on g ∈ M(0, ∞) by
The following theorem was proved in [4] . 
For the Riesz potential the following local estimate was proved in [18] .
For the fractional maximal operator the following local estimate is valid. 
Proof. Let (Φ, Ψ) satisfy the conditions (2.6). We put f = f 1 + f 2 , where
. ,2r) ) .
By the boundedness of the operator
Let y be an arbitrary point from B. , 2r) ), then we get |x − z| ≤ |y − z| + |x − y| < t + r < 2t.
Therefore, for all y ∈ B we have
Let now Φ dominates globally the function Q. It is obvious that
for every ball B = B(x, r).
Then by (4.6) we get the inequality (4.4).
If (Φ, Ψ) satisfy the conditions (2.6), then
Proof. Suppose that the condition (2.6) satisfied. Denote
By Lemma 2.6, we get x,t) ) .
On the other hand, the conditions (2.6) implies the condition (2.5). Since from Theorem 2.7
The condition (2.5) is equivalent the condition Φ −1 (t) t α n Ψ −1 (t). Indeed,
So we arrive
On the other hand 1
we arrive at (4.8).
Suppose that the condition (2.5) satisfied. The inequality (4.7) directly follows from (4.4).
If we take Φ(t) = t p , Ψ(t) = t q , 1 ≤ p, q < ∞ at Lemma 4.4 we get following estimates which was proved at [20] .
Theorem 4.6. Let 0 ≤ α < n and the functions (ϕ 1 , ϕ 2 ) and (Φ, Ψ) satisfy the condition sup
10)
where C does not depend on x and r. Then for the conditions (2.6), the fractional maximal operator M α is bounded from M Φ,ϕ 1 (R n ) to M Ψ,ϕ 2 (R n ) and for the conditions (2.5), it is bounded from M Φ,ϕ 1 
Proof. By Lemma 4.4 and Theorem 4.1 we get
if (2.6) satisfied and
Note that analogue of the Theorem 4.6 for the Riesz potential proved in [18] as follows.
Theorem 4.7. Let 0 < α < n and the functions (ϕ 1 , ϕ 2 ) and (Φ, Ψ) satisfy the condition
11)
where C does not depend on x and r. Then for the conditions (2.8), I α is bounded from M Φ,ϕ 1 (R n ) to M Ψ,ϕ 2 (R n ) and for the conditions (2.7), I α is bounded from
Remark 4.8. The condition (4.10) is weaker than (4.11). Indeed, (4.11) implies (4.10):
where we took s ∈ (r, ∞), so that sup s>r ess inf
On the other hand the functions ϕ 1 (x, t) =
and ϕ 2 (x, t) = 1 satisfy the condition (4.10), but do not satisfy the condition (4.11).
Consider the case α = 0 and Φ = Ψ. In this case condition (2.5) satisfied by any Young function and condition (2.6) satisfied if and only if Φ ∈ ∇ 2 (see [6, 22] for details). Therefore we get the following corollary for Hardy-Littlewood maximal operator which was proved in [9] . Corollary 4.9. Let the functions ϕ 1 , ϕ 2 and Φ satisfy the condition
where C does not depend on x and r. Then for Φ ∈ ∇ 2 , the maximal operator
If we take Φ(t) = t p , Ψ(t) = t q , 1 ≤ p, q < ∞ at Theorem 4.6 we get the Spanne-Guliyev type result which was proved in [20] . where C does not depend on x and r. Then for p > 1, M α is bounded from
In the case ϕ 1 (x, r) =
from Theorem 4.6
we get the following Spanne type theorem for the boundedness of the fractional maximal operator on Orlicz-Morrey spaces.
Corollary 4.11. Let 0 ≤ α < n, Φ and Ψ be Young functions, 0 ≤ λ 1 , λ 2 < n and (Φ, Ψ) satisfy the condition
14)
where C does not depend on r. Then for the conditions (2.6), M α is bounded from M Φ,λ 1 (R n ) to M Ψ,λ 2 (R n ) and for the conditions (2.5), M α is bounded from
Remark 4.12. If we take Φ(t) = t p , Ψ(t) = t q , 1 ≤ p, q < ∞ at Corollary 4.11 we get Spanne type boundedness of M α , i.e. if 0 ≤ α < n, 1 < p < n α , 0 < λ < n−αp,
5 Commutators of the fractional maximal operator in the spaces M Φ,ϕ
The theory of commutator was originally studied by, Coifman, Rochberg and Weiss in [7] . Since then, many authors have been interested in studying this theory.
We recall the definition of the space of BMO(R n ).
Modulo constants, the space BMO(R n ) is a Banach space with respect to the norm · * .
Remark 5.2. (1) The John-Nirenberg inequality: there are constants C 1 , C 2 > 0, such that for all f ∈ BMO(R n ) and β > 0
(2) The John-Nirenberg inequality implies that
Then there is a constant C > 0 such that
where C is independent of f , x, r and t.
Definition 5.3.
A Young function Φ is said to be of upper type p (resp. lower type p) for some p ∈ [0, ∞), if there exists a positive constant C such that, for all t ∈ [1, ∞)(resp. t ∈ [0, 1]) and s ∈ [0, ∞),
Remark 5.4. We know that if Φ is lower type p 0 and upper type p 1 with 1
Lemma 5.5.
[26] Let Φ be a Young function which is lower type p 0 and upper type p 1 with 0 < p 0 ≤ p 1 < ∞. Let C be a positive constant. Then there exists a positive constant C such that for any ball B of R n and µ ∈ (0, ∞)
Lemma 5.6. Let f ∈ BMO(R n ) and Φ be a Young function. Let Φ is lower type p 0 and upper type p 1 with
Proof. By Hölder's inequality, we have
Now we show that sup x∈R n ,r>0
Without loss of generality, we may assume that f * = 1; otherwise, we replace f by f / f * . By the fact that Φ is lower type p 0 and upper type p 1 and (2.1) it follows that
By Lemma 5.5 we get the desired result.
Definition 5.7. Let Φ be a Young function. Let
. The commutators generated by b ∈ L 1 loc (R n ) and the operators M α and I α are defined by 
Remark 5.11. Note that, the operator |b, In [10] it was proved that the commutator of the Hardy-Littlewood maximal operator M b with b ∈ BMO(R n ), is bounded in L Φ (R n ) for any Young function Φ with 1 < a Φ ≤ b Φ < ∞. This result together with the well known inequality M α,b (f )(x) |b, I α |(|f |)(x) and Remark 5.11, imply the following theorem.
Theorem 5.12. Let 0 ≤ α < n and b, Φ and Ψ the same as in Theorem 5.10. If
Lemma 5.13. Let 0 ≤ α < n and b ∈ BMO(R n ). Let Φ be a Young function and Ψ defined, via its inverse, by setting, for all t ∈ (0, ∞),
holds for any ball B(x 0 , r) and for all f ∈ L loc Φ (R n ).
Proof. For arbitrary x 0 ∈ R n , set B = B(x 0 , r) for the ball centered at x 0 and of radius r. Write f = f 1 + f 2 with f 1 = f χ 2B and f 2 = f χ ∁ (2B)
. Hence
From the boundedness of
For x ∈ B we have Hence
Therefore, for all x ∈ B we have
Let us estimate J 1 .
Applying Hölder's inequality, by Lemma 5.6 and (5.2) we get
In order to estimate J 2 note that
|f (y)|dy
Summing up J 1 and J 2 we get
and the statement of Lemma 5.13 follows by (4.9).
Theorem 5.14. Let 0 ≤ α < n and b ∈ BMO(R n ). Let also Φ be a Young function and Ψ defined, via its inverse, by setting, for all t ∈ (0, ∞),
where C does not depend on x and r. Then the operator M b,α is bounded from
Proof. The statement of Theorem 5.14 follows by Lemma 5.13 and Theorem 4.1 in the same manner as in the proof of Theorem 4.6.
If we take α = 0 at Theorem 5.14 we get the following new result for the commutator of Hardy-Littlewood maximal operator M b . where C does not depend on x and r. Then the operator M b is bounded from
Note that analogue of the Theorem 5.14 for the commutator of the Riesz potential [b, I α ] proved in [18] as follows.
Theorem 5.16. Let 0 < α < n and b ∈ BMO(R n ). Let Φ be a Young function and Ψ defined, via its inverse, by setting, for all t ∈ (0, ∞), Ψ −1 (t) := Φ −1 (t)t −α/n and 1 < a Φ ≤ b Φ < ∞ and 1 < a Ψ ≤ b Ψ < ∞. (ϕ 1 , ϕ 2 ) and (Φ, Ψ) satisfy the condition If we take Φ(t) = t p , Ψ(t) = t q , 1 < p, q < ∞ at Theorem 5.14 we get the Spanne-Guliyev type result which was proved at [20] . where C does not depend on x and r. Then M b,α is bounded from M p,ϕ 1 (R n ) to M q,ϕ 2 (R n ).
In the case ϕ 1 (x, r) = Corollary 5.19. Let 0 ≤ α < n, 0 ≤ λ 1 , λ 2 < n and b ∈ BMO(R n ). Let also Φ be a Young function and Ψ defined, via its inverse, by setting, for all t ∈ (0, ∞), Ψ −1 (t) := Φ −1 (t)t −α/n , 1 < a Φ ≤ b Φ < ∞, 1 < a Ψ ≤ b Ψ < ∞ and (Φ, Ψ) satisfy the condition where C does not depend on r. Then M b,α is bounded from M Φ,λ 1 (R n ) to M Ψ,λ 2 (R n ).
Remark 5.20. If we take Φ(t) = t p , Ψ(t) = t q , 1 ≤ p, q < ∞ at Corollary 5.19 we get Spanne type boundedness of M b,α , i.e. if 0 ≤ α < n, 1 < p < n α , 0 < λ < n − αp, , then for p > 1 M b,α is bounded from M p,λ (R n ) to M q,µ (R n ) and for p = 1, M b,α is bounded from M 1,λ (R n ) to W M q,µ (R n ).
