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a b s t r a c t
Westudy the parameterized complexity of the pseudo-achromatic number problem:Given
an undirected graph and a parameter k, determine if the graph can be partitioned into k
groups such that every two groups are connected by at least one edge. This problem has
been extensively studied in graph theory and combinatorial optimization. We show that
the problem has a kernel of at most (k − 2)(k + 1) vertices that is constructable in time
O(m
√
n), where n and m are the number of vertices and edges, respectively, in the graph,
and k is the parameter. This directly implies that the problem is fixed-parameter tractable.
We also study generalizations of the problem and show that they are parameterized
intractable.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The pseudo-achromatic number problem is to determine whether an undirected graph G can be partitioned into k
groups/classes (G1,G2, . . . ,Gk) such that every two groups Gi and Gj, 1 ≤ i < j ≤ k, are connected by at least one edge. The
problem is also referred to in the literature as the graph complete partition problem, and is formally defined as follows:
Definition 1. Let G be an undirected graph. The pseudo-achromatic number of G is the largest integer p such that there
exists a surjective function f : V (G) → {1, . . . , p} satisfying: for all i, j, where 1 ≤ i, j ≤ p and i 6= j, there exist
u ∈ f −1(i), v ∈ f −1(j) such that (u, v) ∈ E(G), where f −1(h) denotes the preimage set of h under f .
The pseudo-achromatic number problem is:
pseudo-achromatic number. Given an undirected graph G and a positive integer k, determine if the pseudo-
achromatic number of G is at least k.
We will use the informal definition more frequently than the formal one.
It is easy to see that the pseudo-achromatic number problem is a variation of the graph coloring problem (or the
achromatic number problem), the latter problem requiring the groups in the partition to be independent sets.
The pseudo-achromatic number problemwas first introduced by Gupta in 1969 [10], and since then it has been studied
extensively [1–4,8,12,13]. The problem is known to be NP-complete even on restricted classes of graphs [3,8,12].
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Kortsarz et al. [12] studied the approximability of the pseudo-achromatic number problem. It was proved in [12] that
the problem has a randomized polynomial-time approximation algorithm of ratio O(
√
lg n), which can be de-randomized in
polynomial time. This upper bound on the approximation ratio was shown to be asymptotically tight under the randomized
model.
The pseudo-achromatic number problem was also considered from the extremal graph-theoretic point of view on
special classes of graphs [2,4,13–15]. Balsubramanian et al. [1] gave a complete characterization of when the pseudo-
achromatic number of the join of two graphs is the sum of the pseudo-achromatic numbers of the two graphs.
In the current paper, we study the parameterized complexity of the pseudo-achromatic number problem. We show
that the problem has a kernel of size at most (k − 2)(k + 1) vertices that is computable in time O(m√n), where n and m
are the number of vertices and edges, respectively, in the graph. This kernelization result directly gives an algorithm for the
pseudo-achromatic number problem running in timeO(kk
2−k+2+m√n), thus showing that the problem is fixed-parameter
tractable. The upper bound on the kernel size is obtained by developing elegant and highly non-trivial structural results, that
are of independent interest.
We also study generalizations of the pseudo-achromatic number problem and prove that they are parameterized
intractable. In particular,we consider the vertex groupingproblem, inwhich an input instance has the form (G,H, k), where
G and H are two graphs, and k = |V (H)|. The problem asks for the existence of a surjective function f : V (G) −→ V (H)
satisfying the property that ∀u, v ∈ V (H), if (u, v) ∈ E(H) then there exists x ∈ f −1(u), y ∈ f −1(v) such that (x, y) ∈ E(G).
The pseudo-achromatic number problem is a special case of the vertex grouping problem in which the graph H is the
complete graph on k vertices. The vertex groupingproblem falls into the category of clustering problems,where a clustering
of the graph G into |V (H)| clusters is sought such that the inter-cluster properties are imposed by the graph H . We prove
some (parameterized) intractability results for the vertex grouping problem. For example, we show that the problem is
W [1]-hard, even when the graph H is the h-star graph (i.e., K1,h−1). We also show that some interesting instances of the
vertex grouping problem can be solved in polynomial time.
2. Preliminaries
The reader is referred to Downey and Fellows’ book [7] for more details about parameterized complexity theory.
A parameterized problem is a set of instances of the form (x, k), where x ∈ Σ∗ for a finite alphabet setΣ , and k is a non-
negative integer called the parameter. A parameterized problem Q is fixed parameter tractable, or simply FPT, if there exists
an algorithm A that on input (x, k) decides if (x, k) is a yes-instance of Q in time f (k)nO(1), where f is a recursive function
independent of n = |x|. In analogy to the polynomial time hierarchy, a hierarchy for parameterized complexity, called the
W-hierarchy, has been defined. At the 0-th level of this hierarchy lies the class FPT of fixed-parameter tractable problems. The
class of all problems at the i-th level of theW-hierarchy (i > 0) is denoted byW [i]. A parameterized-complexity preserving
reduction (FPT-reduction) has been defined as follows. A parameterized problem Q is FPT-reducible to a parameterized
problemQ ′ if there exists an algorithm of running time f (k)|x|c that on an instance (x, k) ofQ produces an instance (x′, g(k))
of Q ′ such that (x, k) is a yes-instance of Q if and only if (x′, g(k)) is a yes-instance of Q ′, where the functions f and g depend
only on k, and c is a constant. A parameterized problem Q isW [i]-hard if every problem inW [i] is FPT-reducible to Q . Many
well-known problems have been proved to be W [1]-hard including: clique, independent set, set packing, dominating
set, hitting set and set cover. The parameterized complexity hypothesis, which is a working hypothesis for parameterized
complexity theory, states thatW [i] 6= FPT for every i > 0.
The notion of the fixed-parameter tractability of a problem turns out to be closely related to the notion of the problem
having a good data reduction (or preprocessing) algorithm. Formally speaking, a parameterized problem Q is kernelizable
if there exists a polynomial-time reduction that maps an instance (x, k) of Q to another instance (x′, k′) of Q such that: (1)
|x′| ≤ g(k) for some recursive function g , (2) k′ ≤ k, and (3) (x, k) is a yes-instance of Q if and only if (x′, k′) is a yes-instance
of Q . The instance x′ is called the kernel of x. It was shown that a parameterized problem is fixed-parameter tractable if and
only if it is kernelizable [9].
For a graph G we denote by V (G) and E(G) the set of vertices and edges of G, respectively. A matching M in a graph G is
a set of edges such that no two edges in M share an endpoint. A matching M of G is said to be maximum if the cardinality
of M is maximum over all matchings in G. For a vertex v and a set of vertices Γ in G, we say that v is connected to Γ if v
is adjacent to some vertex in Γ . Similarly, for two sets of vertices Γ and Γ ′ in G, we say that Γ is connected to Γ ′ if there
exists a vertex in Γ that is connected to Γ ′. For a vertex v ∈ Gwe denote by N(v) the set of neighbors of v in G. For a set of
vertices Γ in Gwe denote by N(Γ ) the set of neighbors of all the vertices of Γ in G, i.e., N(Γ ) =⋃v∈Γ N(v). We denote by
Sh the (h+ 1)-star graph (i.e., K1,h). The vertex of degree h in Sh is referred to as the root of the star, and the other h vertices
are referred to as the leaves of the star. The size of the star Sh is the number of vertices in it, which is h + 1. We say that a
graph G contains Sh if Sh is a subgraph (not necessarily induced) of G.
For a background on network flows we refer the reader to [6], or to any standard book on combinatorial optimization.
3. The kernel
In this sectionwe showhow to construct a kernel of size (number of vertices) atmost (k−2)(k+1) for the parameterized
pseudo-achromatic number problem.We start by presenting some structural results that are essential for the kernelization
algorithm, and that are of independent interest on their own.
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3.1. Structural results
The following lemma ascertains that graphs with large matchings have large pseudo-achromatic number.
Lemma 3.1. If a graph G contains a matching of size at least (k−1)k/2, then the instance (G, k) is a yes-instance of the pseudo-
achromatic number problem.
Proof. Assuming that G contains a matching of at least (k − 1)k/2 edges, we show how to group the vertices of G into k
groups (G1,G2, . . . ,Gk) so that every pair of groups is connected. For every pair of groups (Gi,Gj)where 1 ≤ i < j ≤ k, we
use a distinct edge (u, v) of thematching to connect the two groups bymapping the vertex u toGi and v toGi. The remaining
vertices of G are mapped arbitrarily to the groups. Since there are exactly (k− 1)k/2 pairs of groups and at least (k− 1)k/2
edges in the matching, every pair of groups is connected under this mapping. It follows that (G, k) is a yes-instance of the
pseudo-achromatic number problem. 
Lemma 3.2. If a graph G contains a set of k− 1 (mutually) vertex-disjoint stars of sizes 2, . . . , k, respectively, then the instance
(G, k) is a yes-instance of the pseudo-achromatic number problem.
Proof. Let S = {s1, . . . , sk−1} be a set of vertex-disjoint stars in G, where si is the star graph Si. We will map the vertices in
S to k groups (G1,G2, . . . ,Gk) such that every pair of groups is connected.
For i = 1, . . . , k − 1, we map the root of si to group Gi+1, and we map its leaves, in a one-to-one fashion, to groups
(G1,G2, . . . ,Gi). The remaining vertices in G are mapped arbitrarily to the groups. Since there is no overlap between the
vertices of any two stars in S, this mapping is well defined. It is easy to verify now that every two distinct groups in
(G1,G2, . . . ,Gk) are connected under the definedmapping. It follows that (G, k) is a yes-instance of the pseudo-achromatic
number problem. 
Lemma 3.3. If a graph G contains a collection of (mutually) vertex-disjoint stars each of size at least 2 and at most k + 1, and
such that the total number of vertices in all the stars is more than (k− 2)(k+ 1), then the instance (G, k) is a yes-instance of the
pseudo-achromatic number problem.
Proof. Suppose that G contains a collection P of vertex-disjoint stars, each containing at least two vertices and at most
k + 1 vertices, and such that the total number of vertices of the stars in P is more than (k − 2)(k + 1). Assume, to get a
contradiction, that (G, k) is a no-instance of the pseudo-achromatic number problem.
Let s be the star graph Sh and s′ be the star graph Sh′ such that s and s′ are vertex-disjoint. By merging s and s′ we mean
creating the star graph Sh+h′ by identifying the roots of s and s′. Note that the size of the merged star is 1 less than the size
of s plus the size of s′.
We construct from P a sequence of vertex-disjoint stars S = 〈sk−1, . . . , sr〉, for some integer r ≥ 1, such that si has size
at least i+ 1, for r ≤ i ≤ k− 1. The procedure that constructs these stars is as follows.
For i = k− 1 down to 1 do: if the largest star in P is an Sj, where j ≥ i, assign it to si, and remove it from P ; Otherwise,
recursively merge the two stars of largest size in P and add the resulting star to P until either there is only one star left in
P , and in which case the procedure halts, or the largest star in P is an Sj, where j ≥ i, and in which case we assign it to si,
remove it from P , and proceed to the next value of i in the for loop.
If a star si in S was created without merging stars in P , we call si a single star, otherwise, we call si amerged star.
Note the following: if si is a merged star created from merging a collection of stars, and if si is used to produce a valid
grouping of G, then clearly the stars that si was merged from can replace si to produce a valid grouping of G. Therefore,
assuming that (G, k) is a no-instance of the pseudo-achromatic number problem, the last star sr constructed by the above
procedure before halting must satisfy r ≥ 2. Otherwise, the sequence S would contain a set of k− 1 vertex-disjoint stars of
sizes 2, . . . , k, and by Lemma 3.2, the instance (G, k)would be a yes-instance of the problem, contradicting our assumption.
Now assume that the above procedure halts after constructing a sequence of vertex-disjoint stars S = 〈sk−1, . . . , sr〉,
such that si has size at least i+ 1, for 2 ≤ r ≤ i ≤ k− 1.
We define amonotone subsequence of S to be a consecutive subsequence 〈si, si−1 . . . , sj〉 of S such that either si, si−1 . . . , sj
are all single stars, or they are allmerged stars. Amonotone subsequence 〈si, si−1 . . . , sj〉 ofS ismaximal if it ismaximal under
containment.
Let 〈si, si−1 . . . , si−`+1〉, ` ≥ 1, be a maximal monotone subsequence of S, and note that i− `+ 1 ≥ 2 (since r ≥ 2). We
will show that the total number of vertices in the stars of P that were used to form the subsequence 〈si, si−1 . . . , si−`+1〉 is
at most 2(i+ (i− 1)+ · · · + (i− `+ 1)). We distinguish two cases:
• Case 1. 〈si, si−1, . . . , si−`+1〉 consists of single stars. We distinguish two subcases:
– Subcase 1.1. i = k − 1. Since every single star contains at most k + 1 vertices by the statement of the lemma, the
total number of vertices in the stars in the subsequence is bounded by `(k+ 1) ≤ 2(k− 1+ k− 2+ · · ·+ k− `). The
last inequality is true because ((k− 1)− `+ 1) ≥ 2.
– Subcase 1.2. i < k − 1. By the maximality of the subsequence, si+1 is a merged star. Since si is a single star, it is
easy to verify that si has size exactly i+ 1. The total number of vertices in the stars in the subsequence is bounded by
`(i+ 1) ≤ 2(i+ i− 1+ · · · + i− `+ 1) because i− `+ 1 ≥ 2.
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• Case 2. 〈si, si−1, . . . , si−`+1〉 consists of merged stars. Let sj be any star in this subsequence, and suppose that sj was
constructed by merging stars t1, . . . , tq inP . By the construction of sj, the total number of leaves in the stars t1, . . . , tq−1
is less than j (otherwise these stars would be sufficient to produce sj), and the size of tq is not larger than any of the sizes
of t1, . . . , tq−1. Therefore, we have:
|t1| − 1+ |t2| − 1+ · · · + |tq−1| − 1 ≤ j− 1, (1)
and
|tq| ≤ (|t1| + |t2| + · · · + |tq−1|)/(q− 1). (2)
Combining Inequality (1) with Inequality (2), and noting that q ≤ j, we obtain:
|t1| + |t2| + · · · + |tq| ≤ 2j. (3)
Inequality (3) shows that the total number of vertices in the stars of P forming sj is at most 2j. By applying this inequality
to each star sj in the maximal monotone subsequence 〈si, si−1, . . . , si−`+1〉 of merged stars, and by the linearity of addition,
we obtain that the total number of vertices ofP used to form the stars in 〈si, si−1, . . . , si−`+1〉 is at most 2(i+ (i−1)+· · ·+
(i− `+ 1)).
It follows from the above that, for any maximal monotone subsequence 〈si, si−1, . . . , si−`+1〉 of S, the total number of
vertices of P used to form the stars in this subsequence is at most 2(i + (i − 1) + · · · + (i − ` + 1)). Applying the above
bound to every maximal monotone subsequence of S, and by the linearity of addition, we conclude that the total number
of vertices in P forming all the stars in S is at most (k− r)(k+ r − 1).
Noting that the number of remaining non-empty stars in P cannot form an sr−1, the total number of leaves in the
remaining stars is at most r − 2, and consequently, the total number of vertices in the remaining stars is at most 2(r − 2).
Therefore, the total number of vertices inP is at most (k− r)(k+ r−1)+2(r−2) = k2− k− (r2−3r+4). Since r ≥ 2,P
has the maximum number of vertices when r = 2. It follows that the total number of vertices inP is at most (k−2)(k+1),
contradicting the hypothesis of the lemma.
This completes the proof. 
3.2. The auxiliary flow network and the graph pseudo-achromatic number
Let G be a graph with pseudo-achromatic number at least k, and letH be a vertex grouping that partitions the vertices
of G into k groups such that every pair of groups is connected.
For each pair of groups inH , pick, arbitrarily, an edge connecting the groups, and designate that edge as a critical edge.
Therefore, the set Ec of critical edges consists of exactly
(k
2
) = k(k−1)/2 edges, each connecting a different pair of groups in
H . The tuple (H, Ec, k) will be called a valid triple for the graph G. All the edges in G that are not in Ec are called noncritical
edges. A vertex in G is critical if it is incident to at least one critical edge; otherwise, the vertex is noncritical. Note that the
existence of the valid triple (H, Ec, k) for the graph G implies that the pseudo-achromatic number of G is at least k.
Lemma 3.4. Let v be a noncritical vertex in G (with respect to a valid triple (H, Ec, k)). Then either deleting v from G or moving v
from its current group to any other group will result in a vertex groupingH ′ such that (H ′, Ec, k) is a valid triple for the resulting
graph.
Proof. Since the vertex v is noncritical, v is not incident to any critical edges. Consequently, deleting v from G or moving v
from one group to another group will not affect the critical edges. Therefore, in the new vertex groupingH ′ in the resulting
graph, there are still exactly k groups such that each pair of the groups is connected. 
We will show a nice relationship between the pseudo-achromatic number of a graph and graph matchings.
LetM be a maximum matching in G. Let I = V (G) \ V (M), and note that I is an independent set. For a vertex u ∈ V (M)
we denote by NI(u) the set N(u) ∩ I . LetM2 be the set of edges inM whose both ends are connected to I .
Lemma 3.5. Let (u, v) be an edge in M2. Then NI(u) = NI(v) and |NI(u)| = 1.
Proof. By definition, both NI(u) and NI(v) are nonempty. Therefore, either NI(u) 6= NI(v) or |NI(u)| > 1 would imply the
existence of two different verticesw1 ∈ NI(u) andw2 ∈ NI(v). However, this would give an augmenting path (w1, u, v, w2)
with respect toM , contradicting the maximality of the matchingM . 
Let NI(M2) be the set N(V (M2)) ∩ I , and let D = I \ NI(M2). We partition the edges ofM \ M2 into two setsM1 andM0,
whereM1 consists of all the edges inM \M2 that have exactly one end connected to D, andM0 = M \ (M2 ∪M1). Note that
the edges inM0 ∪M2 have no end connected to D (however, an edge inM0 or inM1 may have an end connected to NI(M2)).
The vertices in V (M1) are further partitioned into R and L, such that R is the set of vertices in V (M1) that are connected
to D, and L is the set of remaining vertices in V (M1). By definition, each edge inM1 has exactly one end in R and one end in
L. Moreover, by the definition of the setM0 and by Lemma 3.5, the vertices in the set D can only be connected to vertices in
R (note that D is an independent set). We refer the reader to Fig. 1 for an illustration of the decomposition of G.
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Fig. 1. The decomposition of G.
Fig. 2. The flow network Jk .
Let J be the subgraph of Gwith vertex set R ∪ D and edge set {(u, v) | u ∈ R and v ∈ D}. We construct a flow network Jk
from J as follows. Convert each undirected edge (u, v) in J , where u ∈ R and v ∈ D, into a directed edge 〈u, v〉 of capacity 1.
Add a source s and a sink t . For each vertex u ∈ R, add a directed edge 〈s, u〉 of capacity k − 1; and for each vertex v ∈ D,
add a directed edge 〈v, t〉 of capacity 1. We refer the reader to Fig. 2 for an illustration of the flow network Jk.
In the following, we fix a valid triple (H, Ec, k) for the graph G, a maximummatchingM in G, and the corresponding flow
network Jk. Let f ∗ be an integer-valued maximum flow in Jk. In case of no confusion, we will identify the vertices and edges
in Jk − {s, t}with their counterparts in G. Therefore, an edge is critical and saturated if it is critical with respect to the valid
triple (H, Ec, k) for G and saturated in the flow network Jk under the flow f ∗.
For a vertex u, denote by f ∗u the flow through u, i.e., the total outgoing flow from u. We say that a vertex u ∈ R is saturated
if f ∗u = k− 1, and that a vertex v ∈ D is saturated if f ∗v = 1.
Let Tk = {u | u ∈ D and f ∗u = 0}. The main result of this subsection is to show that the instance (G, k) is a yes-instance
of the pseudo-achromatic number problem if and only if (G− Tk, k) is.
We further partition the vertices in the set R into two sets R1 and R2, where R1 consists of all saturated vertices (in the
flow network Jk under f ∗), and R2 = R \ R1.
Lemma 3.6. For each vertex u ∈ R1, let cri-unsat(u) be the set of critical unsaturated edges going out fromu, and let noncri-sat(u)
be the set of noncritical saturated edges going out from u. Then there is an injectivemappingΦu from cri-unsat(u) to noncri-sat(u)
(i.e., a mappingΦu such that for every e1, e2 ∈ cri-unsat(u), if e1 6= e2 thenΦu(e1) 6= Φu(e2)).
Proof. It suffices to show that |cri-unsat(u)| ≤ |noncri-sat(u)|. Let cri(u) be the set of critical edges going out from u, and
let sat(u) be the set of saturated edges going out from u. It is easy to see that the vertex u can be incident to at most k − 1
critical edges. Thus, |cri(u)| ≤ k− 1. Moreover, since u ∈ R1, u is saturated, which gives |sat(u)| = k− 1. Now let cri-sat(u)
be the set of critical saturated edges going out from u. Then cri(u) \ cri-sat(u) is the set cri-unsat(u) of critical unsaturated
edges going out from u, and sat(u) \ cri-sat(u) is the set noncri-sat(u) of noncritical saturated edges going out from u. By
the above analysis, we have |cri-unsat(u)| = |cri(u) \ cri-sat(u)| ≤ |sat(u) \ cri-sat(u)| = |noncri-sat(u)|. 
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Fig. 3. The layered structure L.
By Lemma 3.6, for each vertex u ∈ R1 we can correspond an injective mapping Φu from the set cri-unsat(u) of critical
unsaturated edges going out from u to the set noncri-sat(u) of noncritical saturated edges going out from u.
For the given valid triple (H, Ec, k), the maximum matching M in G, the flow network Jk, the maximum flow f ∗ on Jk,
and the set of injective mappings {Φu | u ∈ R1}, we define a layered structure L that is a subgraph of the flow network Jk, as
follows.
Definition 2. The 0-th level of L consists of all vertices in the set Tk. For an integer i ≥ 0,
(1) the (2i + 1)-st level of L consists of all vertices u ∈ R such that 〈u, v〉 is a critical edge and v ∈ D is a vertex in the
(2i)-th level. Every critical edge that is from a vertex in the (2i + 1)-st level to a vertex in the (2i)-th level is also included
in L.
(2) the vertices in the (2i+ 2)-nd level are given as follows: for each critical unsaturated edge e = 〈u, v〉, where u ∈ R1
is in the (2i + 1)-st level and v ∈ D is in the (2i)-th level, if Φu(e) = 〈u, w〉, then the vertex w is in the (2i + 2)-nd level,
and the edge 〈u, w〉 is also included in L.
By definition, all vertices in even levels in the layered structure L belong to the set D, and all vertices in odd levels in L
belong to the set R. For any integer i ≥ 0, all edges between the (2i)-th level and the (2i+1)-st level are critical edges whose
direction is from the (2i+ 1)-st level to the (2i)-th level; while all edges between the (2i+ 1)-st level and the (2i+ 2)-nd
level are noncritical saturated with directions from the (2i+ 1)-st level to the (2i+ 2)-nd level.
Lemma 3.7. The layered structure L has the following properties: (1) all critical edges in L are unsaturated; (2) all vertices in odd
levels in L are in the set R1; and (3) for each vertex v in an even level 2i, where i > 0, there is exactly one edge coming into v from
the (2i− 1)-st level.
Proof. (1) Let e be a critical edge in L. If e is a directed edge from the 1-st level to the 0-th level, then the edge e must be
unsaturated because all vertices in the 0-th level are in Tk, and hence are unsaturated. If e = 〈u, v〉 is from the (2i + 1)-st
level to the (2i)-th level, for some i > 0, then since there is a noncritical saturated edge from the (2i − 1)-st level to the
vertex v in the (2i)-th level, and since v ∈ D has only one out-going edge that has a capacity 1, the critical edge e coming
into the vertex v must be unsaturated.
(2) Let v be a vertex in the (2i + 1)-st level in L, for some i ≥ 0. By the definition of the layered structure L, v ∈ R,
and there is a vertex sequence (w0, w1, . . . , w2i+1) in the layered structure L, where w0 ∈ Tk, v = w2i+1, wj is in the j-th
level for all j, and for all h, the edge 〈w2h+1, w2h〉 is critical (which, by (1) of the current lemma, is also unsaturated), and
the edge 〈w2h−1, w2h〉 is noncritical saturated. If the vertex v is not saturated, then the edge 〈s, w2i+1〉 is unsaturated. Since
w0 ∈ Tk, the edge 〈w0, t〉 is also unsaturated. Therefore, the path (s, w2i+1, w2i, w2i−1, . . . , w1, w0, t) would make a flow
augmenting path in the residual network of Jk with respect to f ∗, contradicting the maximality of the flow f ∗ in the flow
network Jk. This proves that the vertex v must be saturated, i.e., v ∈ R1.
(3) Let v be a vertex in the (2i)-th level in L, for some i > 0. By the definition of the layered structure L, v ∈ D, and there
is at least one noncritical saturated edge coming into v from the (2i− 1)-st level. Moreover, since v has only one out-going
edge to t that has capacity 1, v cannot have more than one incoming edge from the (2i− 1)-st level that is saturated. 
By Lemma 3.7, all vertices in odd levels in L belong to the set R1, and for any integer i ≥ 0, the edges between the (2i)-th
level and the (2i+ 1)-st level are all critical unsaturated edges. We refer the reader to Fig. 3 for the properties of the layered
structure L.
We prove next that the layered structure L is finite.
Lemma 3.8. Let v be a vertex in the set D that is at an even level i > 0 in the layered structure L. Then v is saturated and does
not appear anywhere else in L.
Proof. By the definition of the layered structure L, there is a noncritical saturated edge 〈u, v〉 coming into v from the (i−1)-st
level. Therefore, the vertex v ∈ D is saturated.
To prove the second part of the lemma, suppose that the vertex v has two copies v1 and v2 in the layered structure L,
which appear at the i1-th level and the i2-th level, respectively, where i1 ≤ i2 are even integers. Without loss of generality,
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assume that the index i1 is the smallest among all vertices in D that have multiple copies in L. We must have i1 < i2 since
each vertex has at most one copy at each level in L. Moreover, i1 6= 0, since a vertex at the 0-th level is unsaturated (because
it is in the set Tk) while a vertex at any other even level is saturated (by the first part of the current lemma). Therefore, we
must have 0 < i1 < i2.
By Lemma 3.7(3), for j = 1, 2, there is a unique noncritical saturated edge 〈uj, vj〉 from the (ij − 1)-st level to the vertex
vj. Since there is at most one saturated edge coming into a vertex in the setD, and v1 = v2, wemust have 〈u1, v1〉 = 〈u2, v2〉,
so u1 = u2. Note that for each j = 1, 2, the edge 〈uj, vj〉 is the image of a unique edge 〈uj, wj〉 under the injective mapping
Φuj , where wj is in the (ij − 2)-nd level in L. Since u1 = u2 and 〈u1, v1〉 = 〈u2, v2〉, we must have 〈u1, w1〉 = 〈u2, w2〉.
Thus, w1 = w2 and the vertex w1 is at the (i1 − 2)-nd level. However, this contradicts the minimality of the index i1. This
completes the proof of the lemma. 
Corollary 3.9. Each edge in the flow network Jk can appear at most once in L.
Proof. Two edges between the same pair of adjacent levels in L cannot correspond to the same edge in Jk because no two
vertices in the same level of L correspond to the same vertex. Two edges between two different pairs of adjacent levels in
L cannot correspond to the same edge in Jk because either they have different flow saturations, or, they either come into or
go out from, respectively, two vertices of D at different levels, which by Lemma 3.8, must be different. 
By Lemma 3.8 and Corollary 3.9, we can conclude that the layered structure L is finite. We note that a vertex in the set R1
may have multiple copies in the layered structure L, which, however, will not affect our discussion.
We call a vertex v at the i-th level of L a leaf if there is no edge in L between v and the (i+ 1)-st level in L. In particular,
all vertices in the last level of L are leaves.
Lemma 3.10. All leaves in the layered structure L belong to the set D.
Proof. Let u be a vertex in the set R1 that is at the i-th level in L for some i. The vertex u is in L because of a critical unsaturated
edge e = 〈u, v〉, where v ∈ D is a vertex in the (i − 1)-st level. By the definition of L, the edge Φu(e) will become an edge
from u to a vertex in the (i+ 1)-st level, which implies that the vertex u cannot be a leaf. 
Now we are ready for our main theorem in this subsection.
Theorem 3.11. The instance (G, k) is a yes-instance of the pseudo-achromatic number problem if and only if (G− Tk, k) is a
yes-instance of the pseudo-achromatic number problem.
Proof. Since G− Tk is a subgraph of G, the pseudo-achromatic number of G− Tk cannot be larger than that of G. Therefore,
if (G, k) is a no-instance of the pseudo-achromatic number problem, then (G − Tk, k) is a no-instance of the pseudo-
achromatic number problem.
Now suppose that (G, k) is a yes-instance of the pseudo-achromatic number problem. Then there is a valid triple
(H, Ec, k) for the graph G. We fix the maximum matching M of G, the flow network Jk, the maximum flow f ∗ on Jk, the set
R1 of saturated vertices in R, and the set Tk of unsaturated vertices in D, as we have defined in the above discussion. Since for
each valid triple (H, Ec, k) for the graph G, we can define the set of injective mappingsΦu and construct the corresponding
layered structure L, we can assume, without loss of generality, that (H, Ec, k) is a valid triple for G together with a set of
injective mappingsΦu, for which the corresponding layered structure L has the minimum number of vertices (note that the
layered structure L is finite). We first show that all the vertices in the set Tk are noncritical under this valid triple (H, Ec, k)
and the injective mappings.
If the set Tk contains critical vertices, then the layered structure L has h0 + 1 > 1 levels. Let v0 be any vertex in the
last level (i.e., the h0-th level) in L. By Lemma 3.10, v0 ∈ D and h0 > 0 is an even number. By the definition of the layered
structure L and since v0 is a leaf, the vertex v0 is not incident to any critical edges (recall that D is an independent set, and
the vertices in D can only be connected to the vertices in R). Thus, v0 is a noncritical vertex. Let e1 = 〈u0, v0〉 be the unique
noncritical edge from the (h0−1)-st level to v0, and let e2 = 〈u0, w0〉 be the critical edge in L such thatΦu0(e2) = e1, where
w0 is at the (h0 − 2)-nd level. Suppose that the vertices u0 and w0 belong to the groups H1 and H2, respectively, under the
grouping H . We perform the following operations on the valid triple (H, Ec, k): (1) move the vertex v0 from its current
group to the group H2 and let the new grouping beH ′; and (2) designate e1 = 〈u0, v0〉 the critical edge between the groups
H1 and H2 (so the edge e2 = 〈u0, w0〉 becomes a noncritical edge), and let E ′c = Ec − e2 + e1. See Fig. 4 for an illustration of
these operations.
Since v0 is noncritical, by Lemma 3.4, it is easy to see that the triple (H ′, E ′c, k) is a valid triple for the graph G. We also
modify the injectivemappingΦu0 at u0 by simply removing the edge e2 from the domain ofΦu0 (recall thatΦu0 is an injective
mapping from the set cri-unsat(u0) of critical unsaturated edges going out from u0 to the set noncri-sat(u0) of noncritical
saturated edges going out from u0): we had e2 ∈ cri-unsat(u0) and e1 = Φu(e2) ∈ noncri-sat(u0) under the original valid
triple (H, Ec, k), while under the new valid triple (H ′, E ′c, k), the edge e1 becomes critical saturated and the edge e2 becomes
noncritical unsaturated, so neither of them is in the set cri-unsat(u0) ∪ noncri-sat(u0). For all other vertices u ∈ R1, u 6= u0,
in L, we keep the injective mappingΦu unchanged.
We consider how the layered structure L is changed under the new valid triple (H ′, E ′c, k) and the new injectivemapping
Φu0 corresponding to vertex u0. The layered structure is started from the same set Tk and expanded level by level. An even
level is expanded to the next level based on edge saturations and edge criticalities, and an odd level is expanded to the next
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Fig. 4.Moving a noncritical vertex v0 .
level based on the injective mapping Φu on each vertex u in the current level. Therefore, the layered structure L′ under the
new valid triple (H ′, E ′c, k) and the new injective mapping Φu0 is exactly the same as the old layered structure L, except
when we expand from the vertexw0 in the (h0− 2)-nd level to the (h0− 1)-st level: the edge e2 = 〈u0, w0〉 is not included
because it is no longer critical. As a consequence, the edge e1 = 〈u0, v0〉will not be added between the (h0− 1)-st level and
the h0-th level and the vertex v0 will not appear in the h0-th level. We emphasize that the above reasoning holds true also
because of Corollary 3.9, which states that no edge has multiple copies in the layered structure.
Therefore, the layered structure L′ under the new valid triple (H ′, E ′c, k) and the new injective mapping Φu0 can be
obtained from the layered structure L under the original valid triple (H, Ec, k) and the original injective mapping Φu0 by
deleting the edges e1 and e2 and deleting the vertex v0 in the h0-th level (probably also deleting the vertex u0 if there is no
other critical edge from u0 to a vertex in the (h0 − 2)-nd level). Thus, L′ has at least one fewer vertex than L. However, this
contradicts our assumption that the original valid triple (H, Ec, k), together with the original injectivemappings on vertices
in R1, gives the layered structure L of the minimum number of vertices. This contradiction shows that all vertices in the set
Tk must be noncritical under the valid triple (H, Ec, k).
By Lemma 3.4, deleting a noncritical vertex in a graph under a valid triple gives a valid triple for the resulting graph.
Moreover, note that deleting a noncritical vertex does not convert any noncritical vertices into critical vertices because
the critical edges are not changed. Therefore, if we delete all vertices in the set Tk from the graph G under the valid triple
(H, Ec, k), we will obtain a valid triple (H ′, Ec, k) for the graph G − Tk, which shows that the pseudo-achromatic number
of the graph G− Tk is at least k, i.e., (G− Tk, k) is a yes-instance of the pseudo-achromatic number problem.
This completes the proof of the theorem. 
The above theorem shows that the vertex set Tk can be safely removed from the graph G. Moreover, the graph G− Tk has
the following nice property.
Lemma 3.12. The vertices in the graph G′ = G − Tk can be decomposed into a collection P of vertex-disjoint stars, each star of
size at least 2 and at most k+ 1.
Proof. Wewill exhibit the collection of vertex-disjoint starsP in G′. We will denote by VP the set of vertices of the stars in
the collection P , and by EP the set of edges of the stars in P .
The set of vertices of G′ consists of the vertices in the matching M , the vertices in NI(M2), and the vertices in D with a
non-zero flow value. For a vertex u in R, let S(u) be the star graph formed by the incident edge to u inM1, together with the
set of saturated edges in G′ incident on u. Clearly, each such star S(u) has size at least 2 and at most k+ 1 since the capacity
of u in Jk is k−1. Moreover, for any two vertices u and v in R, the two star graphs S(u) and S(v) share no vertices; otherwise,
there would be a shared vertexw ∈ S(u)∩ S(v) of capacity 1 in Jk with two saturated edges incident on it, contradicting the
flow properties. We add all such stars S(u) to the collection P .
We also include inP amaximal set of disjoint S2 stars such that the root of each S2 star is a vertex inNI(M2) and its leaves
are the end points of the same edge inM2. Moreover, for every edge inM2 whose endpoints are not yet in VP , we include it
in P as an S1 stars. Finally we include in P the matching edges inM0 as S1 stars.
It is clear that all the stars included in P are vertex-disjoint, and that each star has size at least 2 and at most k+ 1.
We claim that VP contains all the vertices of G′. First observe that VP contains the endpoints of all the edges inM . Second,
since every vertex v in D − Tk is incident on a saturated edge in G′, v is included in P . Moreover, since by definition every
vertex u ∈ NI(M2) forms an S2 star with two vertices w and v, where (w, v) is an edge in M2, and since by Lemma 3.5 no
other vertex inNI(M2) can form a starwith the verticesw and v, it follows from the construction ofP that u ∈ VP . Therefore,
every vertex u in NI(M2) is in P , and VP contains all the vertices of G′ as desired. 
3.3. Putting it all together: the kernelization algorithm
Consider the decomposition of G defined in Section 3.2, and let M and Tk be as defined in Section 3.2. The kernelization
algorithm is given in Fig. 5.
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Fig. 5. The kernelization algorithm.
Theorem 3.13. Given an instance (G, k) of the pseudo-achromatic number problem, the algorithm PseudoAchromaticNum-
berKernel either decides the instance (G, k) correctly, or returns an instance (G′, k′) of the problem such that G′ is a subgraph of
G, k′ ≤ k, and (G, k) is a yes-instance if and only if (G′, k′) is. Moreover, the algorithm runs in time O(m√n), where n and m are
the number of vertices and edges, respectively, in G.
Proof. If the size of themaximummatchingM inG is at least (k−1)k/2, then by Lemma3.1,G is a yes-instance of the pseudo-
achromatic number problem. Therefore, the algorithm PseudoAchromaticNumberKernelmakes the right decision in step
2.1
By Theorem 3.11, (G, k) is a yes-instance of the pseudo-achromatic number problem if and only if (G′, k′) is.
It suffices to argue that if |V (G′)| > (k − 2)(k + 1) (note k′ = k), then (G′, k′), and hence (G, k), is a yes-instance of the
pseudo-achromatic number problem, and the algorithm makes the right decision in step 4.
By Lemma 3.12, the set V (G′) can be decomposed into a collection of vertex-disjoint stars P , each star of size at least 2
and at most k+ 1. Since |V (G′)| > (k− 2)(k+ 1), it follows that the number of vertices in P is more than (k− 2)(k+ 1).
Consequently, P satisfies the statement of Lemma 3.3, and (G′, k′) is a yes-instance of the pseudo-achromatic number
problem.
Finally, to see that the algorithm PseudoAchromaticNumberKernel runs in time O(m
√
n), note first that the maximum
matchingM canbe computed inO(m
√
n) timeby a standardmaximummatching algorithm [6]. Noting that the flownetwork
Jk is a bipartite graph with at most O(n) vertices and O(m) edges, the maximum flow f ∗ in Jk can be computed in time
O(m
√
n) [6]. All other steps can be performed in time O(m), and the theorem follows. 
Corollary 3.14. The pseudo-achromatic number problem has a kernel of at most (k − 2)(k + 1) vertices that is computable
in time O(m
√
n), where n and m are the number of vertices and edges, respectively, in the graph, and k is the parameter.
Remark. Note that our upper-bound analysis of the size of the kernel returned by the algorithm PseudoAchromaticNum-
berKernel is tight. This can be seen by considering a graph G that consists of (k− 1)k− 2 = (k− 2)(k+ 1) vertices which
are the endpoints of (k− 1)k/2− 1 edges in a matching. The algorithm PseudoAchromaticNumberKernel on input (G, k)
will return (G, k) as is, and without any modifications. Clearly, (G, k) is a no-instance of the pseudo-achromatic number
problem.
Using the (k − 2)(k + 1) upper bound on the kernel size, we can solve the pseudo-achromatic number problem
by enumerating all possible assignments of the vertices in the graph to the k groups, then checking whether any such
assignment yields a valid grouping. We have the following corollary:
Corollary 3.15. The pseudo-achromatic number problem can be solved in time O(kk2−k+2 + m√n), and hence is fixed-
parameter tractable, where n and m are the number of vertices and edges, respectively, in the graph.
Proof. Given an instance (G, k) of the pseudo-achromatic number problem, where G has n vertices andm edges, we apply
the algorithm PseudoAchromaticNumberKernel to (G, k). The algorithm runs in O(m
√
n) time and either accepts the
instance (G, k) correctly, or returns a kernel (G′, k)where G′ has at most (k−2)(k+1) vertices. Now if G′ can be partitioned
into k groups that are mutually connected, then every vertex in G′ must belong to one of the k groups. Therefore, there are
at most k(k−2)(k+1) ways to partition G′ into k groups. For each such partitioning, we can check whether the corresponding
groups are mutually connected; this can be done in time O(k4). If we do not succeed in finding a valid partitioning then
clearly the algorithm can reject the instance; otherwise, the algorithm returns a valid partitioning. The total running time
of the algorithm is O(k4 · k(k−2)(k+1) +m√n), which is O(kk2−k+2 +m√n). 
1 We note that step 2 is not essential to the algorithm and can be omitted. However, since the computation of the maximummatchingM is essential to
the computation of the set of vertices Tk in step 3, there is no harm in checking the size of the matching M and accepting the instance in case the size is
large enough. Moreover, this step makes sense, especially from a practical point of view, as there is no need to carry on further with the computation of a
maximum flow, and subsequently of the set of vertices Tk , if the graph contains a large matching and the instance can be accepted.
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4. Hardness results for the vertex grouping problem
Recall from Section 1 that in the vertex grouping problem we are given an instance (G,H, k), where G and H are two
graphs, and k = |V (H)|, and the problem asks for the existence of a surjective function f : V (G) −→ V (H) satisfying the
property that for all u, v ∈ V (H), if (u, v) ∈ E(H) then there exist x ∈ f −1(u) and y ∈ f −1(v) such that (x, y) ∈ E(G). The
vertex grouping problem can be defined more intuitively as follows.
Let G be an undirected graph. We define an operation on G, called vertex grouping, applied to a subset of vertices S as
follows: remove all the vertices in S from G, add a new vertexw, and connectw to all the neighbors of S in G− S. The vertex
grouping problem is:
vertex grouping: Given two graphs G and H , where H is a graph of k vertices, and k is the parameter, decide if H can
be obtained from G by a sequence of vertex grouping operations.
If H in the above definition is the complete graph on k vertices, then the vertex grouping problem becomes the
pseudo-achromatic number problem, and hence is fixed parameter tractable. The following theorem shows that the vertex
grouping problem is parameterized intractable in general.
Theorem 4.1. The vertex grouping problem is W [1]-hard.
Proof. We reduce theW [1]-hard problem independent set to the vertex grouping problem.
Let (G, k) be an instance of the independent set problem. Construct a graph G′ by adding a new vertex w to G and
connecting w to every vertex in G. Let H be a (k + 1)-star with root rH . Define the mapping pi that, on an instance (G, k)
of independent set, produces the instance (G′,H, k + 1) of vertex grouping. Clearly, the mapping pi is computable in
polynomial time, and hence pi is an FPT-reduction. We show that (G, k) is a yes-instance of independent set if and only if
(G′,H, k+ 1) is a yes-instance of vertex grouping.
In effect, suppose that (G, k) is a yes-instance of independent set, and let I be an independent set in G of size k. Consider
the function f : V (G′) −→ V (H) that maps the k vertices of I in G′ to the k leaves of the star H , in a one-to-one fashion, and
maps all other vertices of G′ to the root rH of H . Then it is easy to verify that H is a vertex grouping of G′ under the function
f .
Conversely, suppose that H is a vertex grouping of G′ under a function f . Consider any set of vertices I in G of cardinality
k satisfying f (I) = V (H) \ {rH}. Clearly, such a set I exists by the definition of the vertex grouping. Note that f is a bijection
from I to V (H)\{rH}. Now for any two distinct vertices u and v of I , u and v are not adjacent in G, otherwise, by the definition
of vertex grouping, f (u) and f (v)would be adjacent in H . It follows that I is an independent set of size k in G. This completes
the proof. 
The Exponential TimeHypothesis (ETH) states thatmanyNP-hard problems including 3-sat, independent set, and vertex
cover, cannot be solved in time 2o(n). ETH has become a working hypothesis for many researchers in the area of exact and
parameterized algorithms. It was shown in [5] that, unless ETH fails, independent set cannot be solved in time no(k). It was
also shown in [5] that if a parameterized problem Q is reducible to a parameterized problem Q ′ by an FPT reduction, called
linear fpt-reduction, that preserves the order of the parameter and does not increase the size of the instance by more than a
polynomial factor, and if Q cannot be solved in time no(k) then it follows that Q ′ cannot be solved in time no(k). Clearly, the
reduction from independent set to vertex grouping, given in the proof of Theorem 4.1, is a linear fpt-reduction. Therefore,
we have the following theorem:
Theorem 4.2. Unless ETH fails, the vertex grouping problem cannot be solved in time no(k), where n and k are the number of
vertices in G and H, respectively.
Determining the complexity of the graph isomorphism problem is an outstanding open problem that has been attracting
the attention of researchers in theoretical computer science for decades. Although no polynomial time algorithm was
developed for the problem, it seems unlikely that the problem is NP-hard [11].
We illustrate a relationship between the graph isomorphism problem and the vertex grouping problem. Let G1 and G2
be two graphs on n vertices. We are interested in knowing how ‘‘similar’’ G1 and G2 are, under the notion of vertex grouping
defined above. For this purpose, we introduce the following parameterized problem:
graph structural similarity: given two graphs G1 and G2 on n vertices, and a parameter k, decide if there exists a
graph H of k vertices such that both (G1,H, k) and (G2,H, k) are yes-instances of the vertex grouping problem.
Intuitively, the graph structural similaritymeasures the degree of similarity (i.e., k) between two graphs under the notion
of vertex grouping. In particular, if k = n, then the graph structural similarity problem is equivalent to the graph
isomorphism problem. We have the following parameterized intractability result for the graph structural similarity
problem:
Theorem 4.3. The graph structural similarity problem is W [1]-hard.
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Proof. As was shown in Theorem 4.1, the vertex grouping problem is W [1]-hard when the graph H is a star. An FPT-
reduction can be constructed that takes an instance (G,H, k), whereG has n vertices andH is a k-star, of the vertex grouping
problem to an instance (G1,G2, k)of thegraph structural similarityproblem,whereG1 = G andG2 is then-star. Observing
that any sequence of vertex grouping operations that are applied to G2 can only result in a star graph, theW [1]-hardness of
the graph structural similarity problem follows. 
The reduction described in the proof of the above theorem is clearly a linear fpt-reduction. Therefore, it follows from
Theorem 4.2 that:
Theorem 4.4. Unless ETH fails, the graph structural similarity problem cannot be solved in time no(k), where n is the number
of vertices in G1 and G2, and k is the parameter.
5. An easy instance of the vertex grouping problem
In this section we will show that some instances of the vertex grouping problem can be solved in polynomial time. We
will consider the interesting casewhen the graphH , in the instances (G,H, k) of the vertex grouping problem, is the simple
path Pk on k vertices.
For two vertices u and v in G, denote by the distance between u and v, dG(u, v), the length of a shortest path between u
and v in G. Let G be an undirected graph, and k a positive integer. We start by providing a characterization of when Pk can be
obtained from G by a sequence of vertex grouping operations. Equivalently, we provide a characterization of when G can be
partitioned in k groups G1,G2, . . . ,Gk, such that each group Gi, i = 2, . . . , k−1, is connected and only connected to groups
Gi−1 and Gi+1. We consider first the case when G is connected.
Lemma 5.1. Let G be a connected graph. Then G can be partitioned into k groups G1,G2, . . . ,Gk, such that each group Gi,
i = 2, . . . , k − 1, is connected and only connected to groups Gi−1 and Gi+1, if and only if there exist two vertices u and v in
G satisfying dG(u, v) ≥ k− 1.
Proof. Suppose that there exist two vertices u and v in G satisfying dG(u, v) ≥ k − 1. Let (u = u1, u1, . . . , uh = v) be a
shortest path between u and v in G, where h ≥ k. For i = 1, . . . , k − 1, let Gi = {w ∈ G | dG(u, w) = i − 1}, and with an
abuse of the notation, let Gk = {w ∈ G | dG(u, w) ≥ k− 1}, and note that Gi is nonempty, for i = 1, . . . , k because ui ∈ Gi.
Since G is connected, every vertex in G must appear in one of the k groups G1, . . . ,Gk. Moreover, by the definition of the
groups and the connectedness of G, each group Gi, i = 2, . . . , k, is connected and only connected to groups Gi−1 and Gi+1.
Conversely, suppose that the vertices in G can be grouped into k groups, G1,G2, . . . ,Gk, such that each group Gi,
i = 2, . . . , k − 1, is connected and only connected to groups Gi−1 and Gi+1. Let u be a vertex in G1 and v a vertex in Gk.
Since G is connected, there exists a shortest path between u and v in G. Clearly, any path between u and vmust pass through
at least one vertex in each of the groups Gi, i = 2, . . . , k − 1, and hence must have length at least k − 1. It follows that
dG(u, v) ≥ k− 1. 
Now we address the case when G is not connected.
Lemma 5.2. Let G be an undirected graph, and assume that G is not connected. Let C1, . . . , C`, where ` > 1, be the connected
components of G. Then G can be partitioned into k groups G1,G2, . . . ,Gk, such that each group Gi, i = 2, . . . , k− 1, is connected
and only connected to groups Gi−1 and Gi+1, if and only if there exist vertices ui and vi in Ci, for i = 1, . . . , `, such that
dG(ui, vi)+ · · · + dG(u`, v`) ≥ k− 1.
Proof. We prove the statement for the case ` = 2, and the proof for the general case follows by an inductive argument. Let
C1 and C2 be the connected components of G.
Let u1, v1 be two vertices in C1, and u2, v2 be two vertices in C2 such that dG(u1, v1) + dG(u2, v2) ≥ k − 1. By
Lemma 5.1, we can group the vertices in C1 into groups G1,G2, . . . ,Gr , where r = dG(u1, v1) + 1, such that each group
Gj, j = 2, . . . , r−1, is connected and only connected to groups Gj−1 and Gj+1. Similarly, we can group the vertices of C2 into
groupsGr+1,Gr+2, . . . ,Gr+s, where s = dG(u2, v2)+1, such that each groupGj, j = r+2, . . . , r+s−1, is connected and only
connected to groups Gj−1 and Gj+1. Now by grouping the vertices in Gr and Gr+1 together, we obtain a grouping for G into
groups G1,G2, . . . ,Gr+s−1, where r + s− 1 = dG(u1, v1)+ dG(u2, v2)+ 1 ≥ k, such that each group Gj, j = 2, . . . , r + s− 2
is connected and only connected to groups Gj−1 and Gj+1. Finally, by grouping the vertices in all the groups Gj, where j ≥ k,
together, and calling the resulting group, without loss of generality,Gk, we obtain a grouping ofG into groupsG1,G2, . . . ,Gk,
such that each group Gj, j = 2, . . . , k− 1 is connected and only connected to groups Gj−1 and Gj+1.
To prove the converse, suppose that the vertices in G can be grouped into groups G1,G2, . . . ,Gk, such that each group Gj,
j = 2, . . . , k−1, is connected and only connected to groups Gj−1 and Gj+1. Since each of C1 and C2 is connected, the vertices
of C1 must appear in a consecutive subsequence Gp,Gp+1, . . . ,Gp+x of the groups in G1,G2, . . . ,Gk. Similarly, the vertices
of C2 must appear in a consecutive subsequence Gq,Gq+1, . . . ,Gq+y of the groups in G1,G2, . . . ,Gk. Since every vertex in
G must appear in C1 or in C2, and since any two adjacent groups in the sequence G1,G2, . . . ,Gk are connected, we have
(x + 1) + (y + 1) − 1 ≥ k, which implies that x + y ≥ k − 1. Let u1 ∈ Gp and v1 ∈ Gp+x. Since C1 is connected, there is a
shortest path between u1 and v1 of length at least x. Similarly, there exists a shortest path from a vertex u2 ∈ Gq to a vertex
v2 ∈ Gq+y of length at least y. It follows that dG(u1, v1)+ dG(u2, v2) ≥ x+ y ≥ k− 1.
This completes the proof. 
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Theorem 5.3. let G be a graph on n vertices and m edges. Then in time O(nm) it can be decided whether Pk can be obtained from
G by a sequence of vertex grouping operations.
Proof. The proof follows from Lemmas 5.1 and 5.2, and the fact that the shortest distance between all pairs of vertices in a
graph can be computed in O(nm) time by running a breadth first search algorithm at every vertex in the graph. 
6. Concluding remarks
In this paper, we studied the pseudo-achromatic number problem from the parameterized complexity point of view.
Using interesting and non-trivial techniques from matching theory and network flows, we were able to show that the
problem admits a kernel of quadratic size that is computable in timeO(m
√
n), where n andm are the number of vertices and
edges, respectively, in the graph, and k is the parameter. The result directly implies that the pseudo-achromatic number
problem is fixed-parameter tractable, and gives a straight-forward brute-force algorithm that runs in O(kk
2−k+2 + m√n)
time for the problem. Improving on this trivial upper bound for solving the problem remains an interesting open problem.
We also considered a generalization of the pseudo-achromatic number problem: the vertex grouping problem.
Although the pseudo-achromatic number problem, which is a special case of the vertex grouping problem, is fixed-
parameter tractable, we showed that the vertex grouping problem is in general W [1]-hard. We also showed that an
interesting special case of the vertex grouping problem is solvable in polynomial time.
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