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Abstract
The modified quantized enveloping algebra U˙ has a remarkable canonical basis, which
was introduced by Lusztig. In this paper, we give an explicit description of all elements
of the canonical basis of U˙ for type A2.
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1 Introduction
The canonical basis of a quantized enveloping algebra was introduced by Lusztig
first for type ADE in [L1] and then for other types (see [L3, L5]). Kashiwara con-
structed the crystal basis and the global crystal basis for the quantized enveloping
algebra associated to an arbitrary symmetrizable generalized Cartan matrix in [K1].
The canonical basis and the global crystal basis of a quantized enveloping algebra were
proved to be the same by Lusztig for type ADE in [L2] and by Grojnowski-Lusztig for
symmetric generalized Cartan matrices in [GL]. The canonical basis and the crystal
basis have many remarkable properties.
However it is hard to compute the canonical basis. By now, the basis is only
computed for type A1, A2, A3, B2 (see [L1, X1, X2]). For type A4, part of the basis is
computed in [HYY, HY, LH].
A modified form of the quantized enveloping algebra was introduced by Lusztig and
a remarkable basis was also given in [L4, L5], which was called the canonical basis. It
is even harder to compute the basis. By now, the basis is only computed for type A1
in Lusztig’s book [L5], which consists of two classes of monomial elements (see [L5,
Prop 25.3.2]).
In this article, we try to compute the canonical basis of the modified quantized
enveloping algebra of type A2. We give a full list of all elements of the canonical basis
in Theorem 3.1.
The contents of the article are as follows. We will consider the quantized enveloping
algebra of type A2 and its modified form, we denote them by U, U˙ respectively.
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In Section 2, we recall some facts about U, U˙ and the canonical basis B˙ of U˙ , the
basic references are [L1, L5]. In Section 3, we give a description of all elements of the
canonical basis B˙ in Theorem 3.1. In Section 4, we first establish some combinatorial
identities in Lemma 4.1, and then give the proof of Theorem 3.1.
We hope that the results of this article will be helpful to understand the canonical
basis of the modified quantized enveloping algebra.
2 Preliminaries
2.1 The modified quantized enveloping algebras of type A2
We will need some notations. Let a be an integer and b a positive number. Set
[a] =
va − v−a
v − v−1
, [b]! =
b∏
h=1
vh − v−h
v − v−1
, [0]! = 1;
[−b]! = (−1)b[b]!,
[
a
b
]
=
b∏
h=1
va−h+1 − v−(a−h+1)
vh − v−h
;
[
a
0
]
= 1,
[
a
−b
]
= 0.
We have
[
a
t
]
= 0 if 0 ≤ a < t,
[
a
t
]
= (−1)t
[
−a + t− 1
t
]
;
[
a+ b
b
]
=
[a+ b]!
[a]![b]!
for a, b ∈ N.
U = Uv(sl3) is the associative algebra over Q(v) (v an indeterminate) with the
generators ei, fi, k
±1
i (1 ≤ i ≤ 2) subject to the following relations:
kikj = kjki, kik
−1
i = 1, ∀1 ≤ i, j ≤ 2;
kiejk
−1
i = v
〈α∨i ,αj〉ej , kifjk
−1
i = v
−〈α∨i ,αj〉fj , ∀1 ≤ i, j ≤ 2;
eifj − fjei = δi,j
ki − k
−1
i
v − v−1
;∑
r+s=2
(−1)re
(r)
i eje
(s)
i = 0, for i 6= j;
∑
r+s=2
(−1)rf
(r)
i fjf
(s)
i = 0, for i 6= j.
where e
(r)
i denotes the divided power
eri
[r]!
, and ki = kα∨
i
, α∨i is the coroot corresponding
to the simple root αi. We denote by X, Y the weight lattice and coroot lattice respec-
tively, 〈·, ·〉 : Y ×X → Z is the perfect bilinear pairing. Let aij = 〈α
∨
i , αj〉, then (aij)
is the corresponding Cartan matrix.
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There is a unique isomorphism of Q(v)-vector spaces σ : U→ U such that
σ(ei) = ei, σ(fi) = fi, σ(ki) = k
−1
i for 1 ≤ i ≤ 2, σ(uu
′) = σ(u′)σ(u) for u, u′ ∈ U.
Let − : U → U be the bar involution of U, which is a ring homomorphism of U
defined by
e¯i = ei, f¯i = fi, k¯i = k
−1
i for 1 ≤ i ≤ 2, v¯ = v
−1.
It is well-known thatU is a Hopf algebra and the comultiplication is defined as follows:
∆(ei) = ei ⊗ 1 + ki ⊗ ei, ∆(fi) = fi ⊗ k
−1
i + 1⊗ fi, ∆(ki) = ki ⊗ ki for 1 ≤ i ≤ 2.
We define a category C as follows. An object of C is a U-module M with a given
direct sum decomposition M =
⊕
λ∈X Mλ(as a Q(v)-vector space) such that for any
λ ∈ X and m ∈ Mλ, we have kim = v
<α∨i ,λ>m. The subspaces Mλ are called the
weight spaces of M. A morphism in C is a U-linear map.
If M ′,M ′′ ∈ C, the tensor product M ′ ⊗M ′′ is naturally a U ⊗ U-module with
(u′ ⊗ u′′)(m′ ⊗ m′′) = u′m′ ⊗ u′′m′′. We restrict it to a U-module via the algebra
homomorphism ∆ : U→ U⊗U. The resulting U-module is naturally an object of C.
If m′ ∈ M ′
λ
′ , m′′ ∈M ′′
λ
′′ , we have the following identities:
(a) e
(a)
i (m
′ ⊗m′′) =
∑
a′+a′′=a
va
′a′′+a′′<α∨
i
,λ′>e
(a′)
i m
′ ⊗ e
(a′′)
i m
′′;
(b) f
(a)
i (m
′ ⊗m′′) =
∑
a′+a′′=a
va
′a′′−a′<α∨
i
,λ′′>f
(a′)
i m
′ ⊗ f
(a′′)
i m
′′.
Let U+ be the Q(v)-subalgebra of U generated by all the ei (1 ≤ i ≤ 2), and let
U− be the Q(v)-subalgebra of U generated by all the fi (1 ≤ i ≤ 2). It is well-known
that if f is the associative Q(v)-algebra generated by θi (1 ≤ i ≤ 2) subject to the
following relation: ∑
r+s=2
(−1)rθ
(r)
i θjθ
(s)
i = 0, for i 6= j.
There is a unique algebra isomorphism + : f → U+; b 7→ b+ (resp. − : f → U−; b 7→
b−) such that θ+i = ei (resp. θ
−
i = fi). Let A = Z[v, v
−1], and let fA be the A-
subalgebra of f generated by the elements θ
(s)
i for 1 ≤ i ≤ 2 and s ∈ N.
Let I = {1, 2}, and let N[I] be the monoid consisting of all linear combinations
of elements of I with coefficients in N. For any ν =
∑
i νii ∈ N[I], we denote by fν
the Q(v)-subspace of f spanned by the monomials θi1 · · · θir such that for any i ∈ I,
the number of occurrences of i in the sequence i1, . . . , ir is equal to νi. Then each
fν is a finite dimensional Q(v)-vector space and we have a direct sum decomposition
f =
⊕
ν∈N[I] fν . We have fνfν′ ⊂ fν+ν′ , 1 ∈ f0 and θi ∈ fi. By the above-mentioned
algebra isomorphisms, we also have U− =
⊕
ν∈N[I] U
−
−ν and U
+ =
⊕
ν∈N[I] U
+
ν . Any
element x of f is said to be homogeneous if it belongs to fν for some ν. We then set
|x| = ν. If ν =
∑
i νii ∈ N[I], then we set tr ν =
∑
i νi.
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For an integer c and a positive integer a we set[
ki; c
a
]
=
a∏
h=1
kiv
c−h+1 − k−1i v
−(c−h+1)
vh − v−h
,
[
ki; c
0
]
= 1.
We have the following formulas (see [L5]):
(c) e
(a)
i f
(b)
i =
∑
0≤t≤a,b
f
(b−t)
i
[
ki; 2t− a− b
t
]
e
(a−t)
i ;
(d) e
(a)
i f
(b)
j = f
(b)
j e
(a)
i if i 6= j;
(e)
[
ki; c
a
]
e
(b)
j = e
(b)
j
[
ki; c+ baij
a
]
,
[
ki; c
a
]
f
(b)
j = f
(b)
j
[
ki; c− baij
a
]
.
Next let us recall the definition of the modified quantized enveloping algebra U˙,
which is the modified form of U.
If λ
′
, λ
′′
∈ X, we set
λ
′Uλ′′ = U/(
∑
µ∈Y
(kµ − v
<µ,λ
′
>)U+
∑
µ∈Y
U(kµ − v
<µ,λ
′′
>)).
Let piλ′,λ′′ : U→ λ′Uλ′′ be the canonical projection. Then we define
U˙ =
⊕
λ
′
,λ
′′∈X
λ
′Uλ′′ .
There is a natural associative Q(v)-algebra structure on U˙ inherited from that of
U. The elements 1λ = piλ,λ(1) (λ ∈ X) of U˙ satisfy
1λ1λ′ = δλ,λ′1λ.
Then we have
λ
′Uλ′′ = 1λ′U˙1λ′′ .
The algebra U˙ does not generally have 1, but instead a collection of orthogonal
idempotents.
We have the following identities in U˙:
e
(a)
i 1λ = 1λ+aαie
(a)
i , f
(b)
i 1λ = 1λ−bαif
(b)
i for 1 ≤ i ≤ 2, λ ∈ X, a, b ∈ N.
If ω1, ω2 are the fundamental weights in X , then any element of X can be written
as λ = λ1ω1+λ2ω2, for λ1, λ2 ∈ Z.We will sometimes denote this element λ by (λ1, λ2)
for simplicity. So the above identities can be written as follows:
(f) e
(a)
1 1(λ1,λ2) = 1(λ1+2a,λ2−a)e
(a)
1 , e
(a)
2 1(λ1,λ2) = 1(λ1−a,λ2+2a)e
(a)
2 ;
(g) f
(b)
1 1(λ1,λ2) = 1(λ1−2b,λ2+b)f
(b)
1 , f
(b)
2 1(λ1,λ2) = 1(λ1+b,λ2−2b)f
(b)
2 .
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The Q-algebra homomorphism − : U → U induces, for any λ, λ′ ∈ X, a Q-linear
map − : λ′Uλ′′ → λ′Uλ′′ . Taking the direct sum of these maps, we obtain a Q-linear
map − : U˙→ U˙ with square 1, which respects the multiplication of U˙, maps each 1λ
into itself and satisfies tst′ = t¯s¯t¯′ for t, t′ ∈ U and s ∈ U˙.
The map σ : U → U induces, for each λ′, λ′′, a linear isomorphism λ′Uλ′′ →
−λ′′U−λ′ . Taking direct sums, we obtain a linear isomorphism σ : U˙ → U˙ such that
σ(1λ) = 1−λ for all λ ∈ X, and σ(uxx
′u′) = σ(u′)σ(x′)σ(x)σ(u) for all u, u′ ∈ U and
x, x′ ∈ U˙.
The A-submodule of U˙ spanned by the elements x+1λx
′−(with x, x′ ∈ fA, λ ∈ X)
coincides with the A-submodule of U˙ spanned by the elements x−1λx
′+(with x, x′ ∈
fA, λ ∈ X), we denote it by U˙A
2.2 Canonical bases of modified quantized enveloping algebras of type A2
Assume that V (aω1 + bω2) is a finite dimensional simple highest weight U-module
with the highest weight vector η(a,b) (a, b ∈ N), and that V (−sω1 − tω2) is a finite
dimensional simple lowest weight U-module with the lowest weight vector ξ(−s,−t)
(s, t ∈ N). V (aω1 + bω2) and V (−sω1 − tω2) are both objects of C.
As is well known, the canonical basis B of f is given by Lusztig in [L1] as follows:
θ
(u)
2 θ
(v)
1 θ
(w)
2 , θ
(u)
1 θ
(v)
2 θ
(w)
1 , if v ≥ u+ w and u, v, w ∈ N.
where θ
(u)
2 θ
(u+w)
1 θ
(w)
2 = θ
(w)
1 θ
(u+w)
2 θ
(u)
1 are considered only once.
In general, given λ ∈ X+, we define B(λ) as in [L5, Theorem 14.4.11], and the map
b 7→ b−ηλ defines a bijection of B(λ) onto a basis of the highest weight U-module V (λ)
with the highest weight vector ηλ; b
−ηλ = 0 if b /∈ B(λ). Making use of [L5, Theorem
14.4.11], we have the following lemma.
Lemma 2.1. If λ = aω1 + bω2, a, b ∈ N, we can get that B(aω1 + bω2) consists of the
following elements:
θ
(u)
2 θ
(v)
1 θ
(w)
2 , where 0 ≤ w ≤ b, 0 ≤ u ≤ a, u+ w ≤ v ≤ a+ w; (1)
θ
(s)
1 θ
(t)
2 θ
(r)
1 , where 0 ≤ s ≤ b− 1, 0 ≤ r ≤ a, s+ 1 + r ≤ t ≤ b+ r. (2)
If b = 0, we only consider these elements listed in (1).
Given (s, t), (a, b) ∈ X+, we will consider the following partial order on the set
B(sω1+ tω2)×B(aω1+ bω2). We say that (b1, b
′
1) ≤ (b2, b
′
2) if tr |b1|− tr |b
′
1| = tr |b2|−
tr |b′2|, and if we have either tr |b1| < tr |b2| and tr |b
′
1| < tr |b
′
2|, or b1 = b2, b
′
1 = b
′
2.
Let − : V (aω1 + bω2) → V (aω1 + bω2) be the unique Q-linear involution such
that uη(a,b) = u¯η(a,b), ∀u ∈ U; similarly, let − : V (−sω1 − tω2) → V (−sω1 − tω2)
be the unique Q-linear involution such that uξ(−s,−t) = u¯ξ(−s,−t), ∀ u ∈ U. Let − =
− ⊗ − : V (−sω1 − tω2) ⊗ V (aω1 + bω2) → V (−sω1 − tω2) ⊗ V (aω1 + bω2). These
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elements b+ξ(−s,−t) ⊗ b
′−η(a,b) with b ∈ B(sω1 + tω2), b
′ ∈ B(aω1 + bω2) form a Q(v)-
basis of V (−sω1 − tω2)⊗ V (aω1 + bω2). They generate a Z[v
−1]-submodule L and an
A-submodule LA.
By [L5, Theorem 4.1.2], there is a unique family of elements Θν ∈ U
−
−ν ⊗ U
+
ν (ν ∈
N[I]) such that Θ0 = 1 ⊗ 1 and Θ =
∑
ν
Θν satisfies ∆(u)Θ = Θ∆(u¯), ∀ u ∈ U.
The element Θ is called the quasi-R-matrix. Then we can define a linear map Θ′ :
V (−sω1 − tω2) ⊗ V (aω1 + bω2) → V (−sω1 − tω2) ⊗ V (aω1 + bω2) by Θ
′(m ⊗m′) =∑
ν
Θν(m ⊗m
′), ∀ m ∈ V (−sω1 − tω2), m
′ ∈ V (aω1 + bω2). This is well-defined since
only finitely many terms of the sum are nonzero.
Now we define Ψ : V (−sω1− tω2)⊗V (aω1+ bω2)→ V (−sω1− tω2)⊗V (aω1+ bω2)
by Ψ(x) = Θ′(x¯). In fact Ψ(LA) ⊂ LA and Ψ
2 = 1.
From the definition, we have for all b1 ∈ B(sω1 + tω2), b
′
1 ∈ B(aω1 + bω2)
Ψ(b+1 ξ(−s,−t) ⊗ b
′−
1 η(a,b)) =
∑
b2∈B(sω1+tω2)
b′
2
∈B(aω1+bω2)
ρb1,b′1;b2,b′2b
+
2 ξ(−s,−t) ⊗ b
′−
2 η(a,b).
where ρb1,b′1;b2,b′2 ∈ A and ρb1,b′1;b2,b′2 = 0 unless (b1, b
′
1) ≥ (b2, b
′
2); hence the last sum
is finite.
Note also that ρb1,b′1;b1,b′1 = 1 and∑
b2∈B(sω1+tω2)
b′
2
∈B(aω1+bω2)
ρ¯b1,b′1;b2,b′2ρb2,b′2;b3,b′3 = δb1,b3δb′1,b′3 .
for any b1, b3 ∈ B(sω1 + tω2), b
′
1, b
′
3 ∈ B(aω1 + bω2).
Applying [L5, Lemma 24.2.1], we see that there is a unique family of elements
pib1,b′1;b2,b′2 ∈ Z[v
−1] defined for b1, b2 ∈ B(sω1 + tω2), b
′
1, b
′
2 ∈ B(aω1 + bω2) such that
pib1,b′1;b1,b′1 = 1;
pib1,b′1;b2,b′2 ∈ v
−1Z[v−1], if (b1, b
′
1) 6= (b2, b
′
2);
pib1,b′1;b2,b′2 = 0, unless (b1, b
′
1) ≥ (b2, b
′
2);
pib1,b′1;b2,b′2 =
∑
b3,b
′
3
p¯ib1,b′1;b3,b′3ρb3,b′3;b2,b′2, for all (b1, b
′
1) ≥ (b2, b
′
2).
Theorem 2.1. (see [L5, Theorem 24.3.3]) (a) For any (b1, b
′
1) ∈ B(sω1 + tω2) ×
B(aω1 + bω2), there is a unique element (b1♦b
′
1)(s,t),(a,b) ∈ L such that
Ψ((b1♦b
′
1)(s,t),(a,b))=(b1♦b
′
1)(s,t),(a,b), (b1♦b
′
1)(s,t),(a,b) − b
+
1 ξ(−s,−t) ⊗ b
′−
1 η(a,b)∈v
−1L.
(b)
(b1♦b
′
1)(s,t),(a,b)
=b+1 ξ(−s,−t)⊗b
′−
1 η(a,b) +
∑
(b2,b′2)∈B(sω1+tω2)×B(aω1+bω2)
(b2,b′2)<(b1,b
′
1
)
θb1,b′1;b2,b′2b
+
2 ξ(−s,−t)⊗b
′−
2 η(a,b).
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where θb1,b′1;b2,b′2 ∈ v
−1Z[v−1].
(c) These elements (b1♦b
′
1)(s,t),(a,b) with b1, b
′
1 as above form a Q(v)-basis of V (−sω1−
tω2)⊗ V (aω1 + bω2), a Z[v
−1]-basis of L, and an A-basis of LA.
(d) The natural homomorphism L ∩Ψ(L)→ L/v−1L is an isomorphism.
In fact the element (b1♦b
′
1)(s,t),(a,b) =
∑
b2,b
′
2
pib1,b′1;b2,b′2b
+
2 ξ(−s,−t) ⊗ b
′−
2 η(a,b) satisfies the
requirements of (a). The basis just defined as above is called the canonical basis of
V (−sω1 − tω2)⊗ V (aω1 + bω2).
If we assume that ζ = (a, b)− (s, t), then u 7→ u(ξ(−s,−t)⊗η(a,b)) defines a surjective
map U˙1ζ → V (−sω1 − tω2)⊗ V (aω1 + bω2) (see [L5, Proposition 23.3.6]).
Theorem 2.2. (see [L5, Theorem 25.2.1]) Let ζ ∈ X and let b, b′′ ∈ B.
(a) There is a unique element u = b♦ζb
′′ ∈ U˙A1ζ such that
u(ξ(−s,−t) ⊗ η(a,b)) = (b♦b
′′)(s,t),(a,b)
for any (s, t), (a, b) ∈ X+ such that b ∈ B(sω1 + tω2), b
′′ ∈ B(aω1 + bω2) and (a, b) −
(s, t) = ζ.
(b) If (s, t), (a, b) ∈ X+ are such that (a, b)− (s, t) = ζ, and either b /∈ B(sω1+ tω2)
or b′′ /∈ B(aω1 + bω2), then u(ξ(−s,−t) ⊗ η(a,b)) = 0 (u as in (a)).
(c) The element u in (a) satisfies u¯ = u.
(d) These elements b♦ζb
′′, for various ζ, b, b′′ as above form a Q(v)-basis of U˙, and
an A-basis of U˙A.
The basis of U˙ just defined is called the canonical basis of U˙, and we denote it by
B˙.
In [L5], Lusztig had defined an important anti-automorphism σ on a modified
quantized enveloping algebra and conjectured that elements of the canonical basis
under this map also belong to the canonical basis, which had been proved by Kashiwara
in [K2, Theorem 4.3.2], so we have the following theorem in our case.
Theorem 2.3. For any element b ∈ B˙, we have σ(b) ∈ B˙.
3 A description of all elements of B˙
The main result of this note is the following theorem which gives all elements of
the canonical basis B˙ of U˙.
Theorem 3.1. All elements of the canonical basis B˙ are given by the following list:
Part (1.1)
e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
2 f
(v)
1 f
(w)
2 ,
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if − l ≥ v + k − j − u, −m ≥ u+ j, k ≥ h+ j, v ≥ u+ w; (1)
∑
0≤p≤j,u
(−1)p
[
m+ u+ j + p− 1
p
]
e
(h)
2 e
(k)
1 e
(j−p)
2 1(l−p,m+2p)f
(u−p)
2 f
(v)
1 f
(w)
2 ,
if −l ≥ v−u+k−j, u+j+(u+w−v) ≤ −m ≤ u+j, −m ≥ u+j+(j+h−k), k ≥
h+ j, v ≥ u+ w; (2)
∑
0≤p≤j
0≤q≤h
0≤p+q≤u
(−1)p+q
[
m+ u+ j + q + p− 1
p
][
m+ u+ j + (j + h− k) + q − 1
q
]
×e
(h−q)
2 e
(k)
1 e
(j−p)
2 1(l−p−q,m+2p+2q)f
(u−p−q)
2 f
(v)
1 f
(w)
2 ,
if − l ≥ v−u+k− j, −m ≥ u+ j+(u+w−v), −m ≤ u+ j+(j+h−k), k ≥
h+ j, v ≥ u+ w; (3)
∑
0≤p≤u
0≤q≤w
0≤p+q≤j
(−1)p+q
[
u+ j +m+ q + p− 1
p
][
u+ j +m+ u+ w − v + q − 1
q
]
×e
(h)
2 e
(k)
1 e
(j−p−q)
2 1(l−p−q,m+2p+2q)f
(u−p)
2 f
(v)
1 f
(w−q)
2 ,
if − l ≥ v−u+ k− j, −m ≤ u+ j+u+w− v, −m ≥ u+ j+(j+h− k), k ≥
h+ j, v ≥ u+ w; (4)
∑
0≤p≤j
0≤q≤w
0≤p+q≤j
0≤r≤h
0≤p+r≤u
(−1)p+q+r
[
u+ j+m+ r+ q+ p−1
p
]
×
[
u+ j+m+u+w− v+ q−1
q
][
m+ u+ j + (j+ h− k) + r− 1
r
]
×e
(h−r)
2 e
(k)
1 e
(j−p−q)
2 1(l−p−q−r,m+2p+2q+2r)f
(u−p−r)
2 f
(v)
1 f
(w−q)
2 ,
if − l ≥ v−u+k− j, −m ≤ u+ j+u+w−v, u+ j+(j+h−k)+(u+w−v) ≤
−m ≤ u+ j + (j + h− k), k ≥ h + j, v ≥ u+ w; (5)
∑
0≤p,q, p+q≤j
0≤r,i, r+i≤h
0≤p,r, p+r≤u
0≤q,i, q+i≤w
(−1)p+q+r+i
[
u+j+m+r+2i+q+p−1
p
]
×
[
u+j+m+u+w−v+i+q−1
q
][
m+u+j+j+h−k+i+r−1
r
]
×
[
m+u+j +j+h−k+u+w−v+i−1
i
]
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×e
(h−r−i)
2 e
(k)
1 e
(j−p−q)
2 1(l−p−q−r−i,m+2p+2q+2r+2i)f
(u−p−r)
2 f
(v)
1 f
(w−q−i)
2 ,
if − m ≤ u + j + (j + h − k) + (u + w − v), − l − m ≥ j + h + u + w, k ≥
h+ j, v ≥ u+ w; (6)
∑
0≤z≤k,v
0≤p,q, p+q≤j
0≤r,i, r+i+z≤h
0≤p,r, p+r≤u
0≤q,i, q+i+z≤w
(−1)p+q+r+i+z
[
u+j+m+r+2i+q+z+p−1
p
]
×
[
u+j+m+u+w−v+z+i+q−1
q
][
m+u+j+(j+h−k)+z+i+r−1
r
]
×
[
m+u+j +(j+h−k)+(u+w−v)+z+i−1
i
][
l+m+j+h+u+w+z−1
z
]
×e
(h−r−i−z)
2 e
(k−z)
1 e
(j−p−q)
2 1(l−p−q−r−i+z,m+2p+2q+2r+2i+z)f
(u−p−r)
2 f
(v−z)
1 f
(w−q−i−z)
2 ,
if − l ≥ v − u+ k − j, − l −m ≤ j + h + u+ w, k ≥ h+ j, v ≥ u+ w; (7)
e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
1 f
(v)
2 f
(w)
1 ,
if − l ≥ u+ k − j, −m ≥ j + v − u, k ≥ h+ j, v ≥ u+ w; (8)
∑
0≤p≤j,v
(−1)p
[
m+ j + v − u+ p− 1
p
]
e
(h)
2 e
(k)
1 e
(j−p)
2 1(l−p,m+2p)f
(u)
1 f
(v−p)
2 f
(w)
1 ,
if −l ≥ u+k−j, v+j−u+(j+h−k) ≤ −m ≤ v+j−u, k ≥ h+j, v ≥ u+w; (9)
∑
0≤p≤k,u
(−1)p
[
l + u+ k − j + p− 1
p
]
e
(h)
2 e
(k−p)
1 e
(j)
2 1(l+2p,m−p)f
(u−p)
1 f
(v)
2 f
(w)
1 ,
if u+k−j+(u+w−v) ≤ −l ≤ u+k−j, −m ≥ v+j−u, k ≥ h+j, v ≥ u+w; (10)
∑
0≤p≤j,v
0≤q≤k,u
(−1)p+q
[
m+ j + v − u+ p− 1
p
][
l + u+ k − j + q − 1
q
]
×e
(h)
2 e
(k−q)
1 e
(j−p)
2 1(l−p+2q,m+2p−q)f
(u−q)
1 f
(v−p)
2 f
(w)
1 ,
if u + k − j + (u + w − v) ≤ −l ≤ u + k − j, v + j − u + (j + h − k) ≤ −m ≤
v + j − u, k ≥ h+ j, v ≥ u+ w; (11)
∑
0≤p≤u
0≤q≤w
0≤p+q≤k
(−1)p+q
[
u+ l+k−j+q+p−1
p
][
u+ l+k−j+u+w−v+q−1
q
]
×e
(h)
2 e
(k−p−q)
1 e
(j)
2 1(l+2p+2q,m−p−q)f
(u−p)
1 f
(v)
2 f
(w−q)
1 ,
if − l−m ≥ u+w+k, − l ≤ u+k− j+(u+w− v), k ≥ h+ j, v ≥ u+w; (12)
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∑
0≤r≤j,v
0≤p≤u
0≤q, q+r≤w
0≤p+q+r≤k
(−1)p+q+r
[
u+ l+k−j+r+q+p−1
p
]
×
[
u+ l+k−j+u+w−v+r+q−1
q
][
u+ w + l +m+ k + r − 1
r
]
×e
(h)
2 e
(k−p−q−r)
1 e
(j−r)
2 1(l+2p+2q+r,m−p−q+r)f
(u−p)
1 f
(v−r)
2 f
(w−q−r)
1 ,
if − l −m ≤ u+ w + k, −m ≥ v − u+ j, k ≥ h+ j, v ≥ u+ w; (13)
Part (1.2)
f
(u)
2 f
(v)
1 f
(w)
2 1(l,m)e
(h)
2 e
(k)
1 e
(j)
2 ,
if − l ≤ w − v + h− k, −m ≤ −w − h, k ≥ h+ j, v ≥ u+ w; (1′)
∑
0≤p≤h,w
(−1)p
[
w −m+ h+ p− 1
p
]
f
(u)
2 f
(v)
1 f
(w−p)
2 1(l+p,m−2p)e
(h−p)
2 e
(k)
1 e
(j)
2 ,
if − l ≤ w − v + h − k, − w − h ≤ −m ≤ −w − h + v − u − w, − m ≤
−w − h + (k − j − h), k ≥ h+ j, v ≥ u+ w; (2′)
∑
0≤p≤h
0≤q≤j
0≤p+q≤w
(−1)p+q
[
w −m+ h+ q + p− 1
p
][
w −m+ h+ j + h− k + q − 1
p
]
×f
(u)
2 f
(v)
1 f
(w−p−q)
2 1(l+p+q,m−2p−2q)e
(h−p)
2 e
(k)
1 e
(j−q)
2 ,
if −l ≤ w−v+h−k, −m ≤ −w−h+v−u−w, −m ≥ −w−h+(k−j−h), k ≥
h+ j, v ≥ u+ w; (3′)
∑
0≤p≤w
0≤q≤u
0≤p+q≤h
(−1)p+q
[
w −m+ h + q + p− 1
p
][
w −m+ h+ u+ w − v + q − 1
q
]
×f
(u−q)
2 f
(v)
1 f
(w−p)
2 1(l+p+q,m−2p−2q)e
(h−p−q)
2 e
(k)
1 e
(j)
2 ,
if −l ≤ w−v+h−k, −m ≥ −w−h+v−u−w, −m ≤ −w−h+(k−j−h), k ≥
h+ j, v ≥ u+ w; (4′)
∑
0≤p≤w
0≤q≤u
0≤p+q≤h
0≤r≤j
0≤p+r≤w
(−1)p+q+r
[
w−m+h+ r+ q+ p−1
p
]
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×[
w−m+h+u+w− v+ q−1
q
][
w−m+h+(j+h−k)+ r−1
r
]
×f
(u−q)
2 f
(v)
1 f
(w−p−r)
2 1(l+p+q+r,m−2p−2q−2r)e
(h−p−q)
2 e
(k)
1 e
(j−r)
2 ,
if − l ≤ w − v + h− k, −m ≥ −w − h + v − u− w, − w − h+ (k − j − h) ≤
−m ≤ −w − h+ (k − j − h) + (v − u− w), k ≥ h + j, v ≥ u+ w; (5′)
∑
0≤p,q, p+q≤h
0≤r,i, r+i≤j
0≤q,i, q+i≤u
0≤p,r, p+r≤w
(−1)p+q+r+i
[
w+h−m+r+2i+q+p−1
p
]
×
[
w+h−m+u+w−v+i+q−1
q
][
w−m+h+(j+h−k)+i+r−1
r
]
×
[
w−m+h+(j+h−k)+(u+w−v)+i−1
i
]
×f
(u−q−i)
2 f
(v)
1 f
(w−p−r)
2 1(l+p+q+r+i,m−2p−2q−2r−2i)e
(h−p−q)
2 e
(k)
1 e
(j−r−i)
2 ,
if −m ≥ −w − h+ (k − j − h) + (v − u−w), − l−m ≤ −j − h− u−w, k ≥
h+ j, v ≥ u+ w; (6′)
∑
0≤z≤k,v
0≤p,q, p+q≤h
0≤r,i, r+i+z≤j
0≤q,i, q+i+z≤u
0≤p,r, p+r≤w
(−1)p+q+r+i+z
[
w+h−m+r+2i+q+z+p−1
p
]
×
[
w+h−m+u+w−v+z+i+q−1
q
][
w−m+h+(j+h−k)+z+i+r−1
r
]
×
[
w−m+h+j+h−k+u+w−v+z+i−1
i
][
−l−m+j+h+u+w+z−1
z
]
×f
(u−q−i−z)
2 f
(v−z)
1 f
(w−p−r)
2 1(l+p+q+r+i−z,m−2p−2q−2r−2i−z)e
(h−p−q)
2 e
(k−z)
1 e
(j−r−i−z)
2 ,
if − l ≤ w − v + h− k, − l −m ≥ −j − h− u− w, k ≥ h+ j, v ≥ u+ w; (7′)
f
(u)
1 f
(v)
2 f
(w)
1 1(l,m)e
(h)
2 e
(k)
1 e
(j)
2 ,
if − l ≤ h− k − w, −m ≤ w − v − h, k ≥ h+ j, v ≥ u+ w; (8′)
∑
0≤p≤h,v
(−1)p
[
−m+ h+ v − w + p− 1
p
]
f
(u)
1 f
(v−p)
2 f
(w)
1 1(l+p,m−2p)e
(h−p)
2 e
(k)
1 e
(j)
2 ,
if − l ≤ −w + h − k, − h + w − v ≤ −m ≤ −h + w − v + (k − j − h), k ≥
h+ j, v ≥ u+ w; (9′)
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∑
0≤p≤k,w
(−1)p
[
−l + w + k − h+ p− 1
p
]
f
(u)
1 f
(v)
2 f
(w−p)
1 1(l−2p,m+p)e
(h)
2 e
(k−p)
1 e
(j)
2 ,
if − w + h − k ≤ −l ≤ −w + h − k + (v − u − w), −m ≤ −h + w − v, k ≥
h+ j, v ≥ u+ w; (10′)
∑
0≤p≤h,v
0≤q≤k,w
(−1)p+q
[
−m+ h+ v − w + p− 1
p
][
−l + w + k − h+ p− 1
p
]
×f
(u)
1 f
(v−p)
2 f
(w−q)
1 1(l+p−2q,m−2p+q)e
(h−p)
2 e
(k−q)
1 e
(j)
2 ,
if − w + h − k ≤ −l ≤ −w + h − k + (v − u − w), − h + w − v ≤ −m ≤
−h+ w − v + (k − j − h), k ≥ h + j, v ≥ u+ w; (11′)
∑
0≤p≤w
0≤q≤u
0≤p+q≤k
(−1)p+q
[
w− l+k−h+q+p−1
p
][
w− l+k−h+u +w−v+q −1
q
]
×f
(u−q)
1 f
(v)
2 f
(w−p)
1 1(l−2p−2q,m+p+q)e
(h)
2 e
(k−p−q)
1 e
(j)
2 ,
if −l−m ≤ −u−w−k, −l ≥ −w+h−k+(v−u−w), k ≥ h+j, v ≥ u+w; (12′)
∑
0≤r≤h,v
0≤p≤w
0≤q, q+r≤u
0≤p+q+r≤k
(−1)p+q+r
[
w− l+k−h+r+q+p−1
p
]
×
[
w− l+k−h+u +w−v+q −1
q
][
u+ w − l −m+ k + r − 1
r
]
×f
(u−q−r)
1 f
(v−r)
2 f
(w−p)
1 1(l−2p−2q−r,m+p+q−r)e
(h−r)
2 e
(k−p−q−r)
1 e
(j)
2 ,
if − l −m ≥ −u − w − k, −m ≤ w − v − h, k ≥ h+ j, v ≥ u+ w. (13′)
Part (2) Using the symmetries of the indices 1 and 2, we can also write the other
26 elements and we will omit them here.
4 The proof of Theorem 3.1
This section is devoted to the proof of Theorem 3.1. We need some combinatorial
identities, which will be used in the proof of Theorem 3.1.
Lemma 4.1. (a) Assume that n, r ∈ N, m ∈ Z. We have[
m+ n
r
]
=
∑
0≤t≤n,r
vt(m+n)−nr
[
m
r − t
][
n
t
]
.
12
(b) Assume that m ≥ k ≥ 0, δ ∈ N. We have
∑
0≤i≤δ
(−1)i
[
k + i− 1
i
][
m
δ − i
]
vi(m−k) =
[
m− k
δ
]
v−kδ.
(c) Assume that a ≥ c ≥ 0, u, r ∈ N, b ∈ Z. We have
∑
0≤f≤u
(−1)f
[
a− c + f − 1
f
][
b+ r − f
r
][
a+ u
u− f
]
vf(u+c−r)
=
∑
0≤δ≤u,r
vδb+(u−δ)(c−a−r)
[
b+ r − u
r − δ
][
c+ u− δ
u− δ
][
a + u
δ
]
.
Proof. (a) is proved in [L5, 1.3 (e)].
(b) is proved in [X1] and [X2].
Now we give the proof of (c). We use induction on a+u+ r. When a = 0, it follows
from (a). When u = 0, it is obvious. When r = 0, it follows from (b).
Now suppose that a, u, r ≥ 1. Note that[
a+ u
u− f
]
= v−u+f
[
a + u− 1
u− f
]
+ va+f
[
a+ u− 1
u− 1− f
]
,
[
b+ r − f
r
]
= v−r
[
b+ r − f − 1
r
]
+ vb−f
[
b+ r − f − 1
r − 1
]
.
We have∑
0≤f≤u
(−1)f
[
a− c+ f − 1
f
][
b+ r − f
r
][
a + u
u− f
]
vf(u+c−r)
=
∑
0≤f≤u
(−1)f
[
a− c + f − 1
f
][
b+ r − 1− f
r − 1
][
a+ u− 1
u− 1− f
]
vf(u+c−r)+a+b
+
∑
0≤f≤u
(−1)f
[
a− c+ f − 1
f
][
b+ r − 1− f
r
][
a+ u− 1
u− 1− f
]
vf(u+c−r)−r+a+f
+
∑
0≤f≤u
(−1)f
[
a− c+ f − 1
f
][
b+ r − f
r
][
a+ u− 1
u− f
]
vf(u+c−r)−u+f
=
∑
0≤f≤u
(−1)f
[
a− c+ f − 1
f
][
b+ r − 1− f
r − 1
][
a + u− 1
u− 1− f
]
vf(u+c−r)+a+b
+
∑
0≤f≤u
(−1)f
[
a− c+ f − 1
f
][
b+ r − 1− f
r
][
a + u− 1
u− 1− f
]
vf(u+c−r)−r+a+f
+
∑
0≤f≤u
(−1)f
[
a− c+ f − 2
f
][
b+ r − f
r
][
a + u− 1
u− f
]
vf(u+c−r)−u
+
∑
0≤f≤u
(−1)f
[
a− c+ f − 2
f − 1
][
b+ r − f
r
][
a+ u− 1
u− f
]
vf(u+c−r)−u+f+a−c−1.
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We easily see that the second summation and the fourth summation in the last
expression of the above identities cancel out. Using the induction hypothesis we see
that the last expression of the above identities is
∑
0≤δ≤u−1,r−1
vδb+(u−1−δ)(c−a+1−r)+a+b
[
b+ r − u
r − 1− δ
][
c+ u− 1− δ
u− 1− δ
][
a + u− 1
δ
]
+
∑
0≤δ≤u,r
vδb+(u−δ)(c−a+1−r)−u
[
b+ r − u
r − δ
][
c+ u− δ
u− δ
][
a + u− 1
δ
]
=
∑
0≤δ≤u,r
vδb+(u−δ)(c−a−r)
[
b+ r − u
r − δ
][
c+ u− δ
u− δ
]{
v−δ
[
a + u− 1
δ
]
+ va+u−δ
[
a+ u− 1
δ − 1
]}
=
∑
0≤δ≤u,r
vδb+(u−δ)(c−a−r)
[
b+ r − u
r − δ
][
c+ u− δ
u− δ
][
a+ u
δ
]
.
Now we start the proof of Theorem 3.1.
Proof. Applying the anti-automorphism σ to these elements listed in the sets (1),
(2), . . . , (12) and (13) of Part (1.1), we exactly get these elements listed in (1′), (2′),
. . . , (12′) and (13′) of Part (1.2). If we can prove that these elements, which are listed
in the sets (1), (2), . . . , (12) and (13) of Part (1.1), are elements of the canonical basis
B˙, then we conclude that these elements listed in (1′), (2′), . . . , (12′) and (13′) are also
elements of B˙ by Theorem 2.3. Thus it is sufficient to prove that these elements listed
in the sets (1), (2), . . . , (12) and (13) of Part (1.1) are elements of B˙.
(1) For the element e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
2 f
(v)
1 f
(w)
2 , its image under the map U˙ →
V (−sω1− tω2)⊗V (aω1+ bω2), which is given by u 7→ u(ξ(−s,−t)⊗ η(a,b)), is zero unless
l + 2v − (u+ w) = a− s and m+ 2(u+ w)− v = b− t, in which case we get
e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
2 f
(v)
1 f
(w)
2 (ξ(−s,−t) ⊗ η(a,b))
(using 2.1 (g))
= e
(h)
2 e
(k)
1 e
(j)
2 (ξ(−s,−t) ⊗ f
(u)
2 f
(v)
1 f
(w)
2 η(a,b))
(using 2.1 (a))
=
∑
0≤r≤j
e
(h)
2 e
(k)
1 v
r(j−r−t)(e
(j−r)
2 ξ(−s,−t) ⊗ e
(r)
2 f
(u)
2 f
(v)
1 f
(w)
2 η(a,b))
(using 2.1 (c))
=
∑
0≤r≤j
vr(j−r−t)e
(h)
2 e
(k)
1
{
e
(j−r)
2 ξ(−s,−t)
⊗
{ ∑
0≤d≤u,r
f
(u−d)
2
[
k2; 2d− u− r
d
]
e
(r−d)
2 f
(v)
1 f
(w)
2 η(a,b)
}}
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(using 2.1 (c−d))
=
∑
0≤r≤j
0≤d≤u,r
vr(j−r−t)e
(h)
2 e
(k)
1
{
e
(j−r)
2 ξ(−s,−t)
⊗f
(u−d)
2
[
k2; 2d− u− r
d
]
f
(v)
1 f
(w−r+d)
2
[
k2; r − d− w
r − d
]
η(a,b)
}
(using 2.1 (e))
=
∑
0≤r≤j
0≤d≤u,r
vr(j−r−t)e
(h)
2 e
(k)
1
{
e
(j−r)
2 ξ(−s,−t)
⊗
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
]
f
(u−d)
2 f
(v)
1 f
(w−r+d)
2 η(a,b)
}
=
∑
0≤r≤j
0≤d≤u,r
vr(j−r−t)
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
]
e
(h)
2
{ ∑
0≤p≤k
×vp(k−p)+p(−s−j+r)e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ f
(u−d)
2 e
(p)
1 f
(v)
1 f
(w−r+d)
2 η(a,b)
}
=
∑
0≤r≤j
0≤d≤u,r
0≤p≤k,v
vr(j−r−t)+p(k−p−s−j+r)
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
]
×e
(h)
2
{
e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ f
(u−d)
2 f
(v−p)
1
[
k1; p− v
p
]
f
(w−r+d)
2 η(a,b)
}
=
∑
0≤p≤k,v
0≤r≤j
0≤d≤u,r
vr(j−r−t)+p(k−p−s−j+r)
×
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
][
a + p− v + w − r + d
p
]
×e
(h)
2
{
e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ f
(u−d)
2 f
(v−p)
1 f
(w−r+d)
2 η(a,b)
}
=
∑
0≤p≤k,v
0≤r≤j
0≤d≤u,r
vr(j−r−t)+p(k−p−s−j+r)
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
]
×
[
a+ p− v + w − r + d
p
]{ ∑
0≤q≤h
vq(h−q)+q(−t+2j−2r−k+p)
×e
(h−q)
2 e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ e
(q)
2 f
(u−d)
2 f
(v−p)
1 f
(w−r+d)
2 η(a,b)
}
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=
∑
0≤p≤k,v
0≤d≤u,r
0≤r≤j, 0≤q≤h
vr(j−r−t)+p(k−p−s−j+r)+q(h−q−t+2j−2r−k+p)
×
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
][
a + p− v + w − r + d
p
]
×e
(h−q)
2 e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗
{ ∑
0≤t′≤q,u−d
f
(u−d−t′)
2
×
[
k2; 2t
′ − (u− d+ q)
t′
]
e
(q−t′)
2 f
(v−p)
1 f
(w−r+d)
2 η(a,b)
}
=
∑
0≤p≤k,v
0≤r≤j, 0≤d≤u,r
0≤q≤h, 0≤t′≤q,u−d
vr(j−r−t)+p(k−p−s−j+r)+q(h−q−t−k+p+2j−2r)
×
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
][
a+ p− v + w − r + d
p
]
×e
(h−q)
2 e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ f
(u−d−t′)
2
[
k2; 2t
′ − (u− d+ q)
t′
]
×f
(v−p)
1 f
(w−r+d−q+t′)
2
[
k2; q − t
′ − w + r − d
q − t′
]
η(a,b)
=
∑
0≤p≤k,v
0≤r≤j, 0≤d≤u,r
0≤q≤h, 0≤t′≤q,u−d
vr(j−r−t)+p(k−p−s−j+r)+q(h−q−t−k+p+2j−2r)
×
[
b+ r − u− 2w + v
d
][
b+ r − d− w
r − d
][
a+ p− v + w − r + d
p
]
×
[
b+ q − u− 2w + v − p+ 2r − d
t′
][
b+ q − t′ − w + r − d
q − t′
]
×e
(h−q)
2 e
(k−p)
1 e
(j−r)
2 ξ(−s,−t) ⊗ f
(u−d−t′)
2 f
(v−p)
1 f
(w−r+d−q+t′)
2 η(a,b).
Let A denote the degree of the coefficient (with respect to v) in the last expression
of the above identities, then
A = r(j−r−t)+p(k−p−s−j+r)+q(h−q−t−k+p+2j−2r)+d(b+r−d−u−2w+v)+
(r−d)(b−w)+p(a−v+w−r+d)+t′(b+v+q−u−2w−p−t′+2r−d)+(q−t′)(b−w+r−d).
If −l ≥ v + k − j − u, − m ≥ u + j, k ≥ h + j, v ≥ u + w, then we get
v ≥ a+w+ k− s− j, u+2w ≥ b+ v+ j − t, w ≥ b+ j− t, k ≥ h+ j, v ≥ u+w.
In this case A ≤ −p2+pd+p(a+w−v+k−s−j)+q(h+j−k)+q(−q+p−t+j−2r)+
t′(q−t′−j+t+2r−d−p)+(q−t′)(t−j+r−d)+r(j−r−t)+d(r−d+t−j)+(r−d)(t−j) ≤
−p2+ pd− r2+ d(r− d)+ p(a+w− v+ k− s− j)+ q(h+ j − k)+ q(−q+ p− r− d)+
t′(q − t′ + r − p) ≤ −p2 + pd− r2 + d(r − d) + q(−q + p− r − d) + t′(q − t′ + r − p).
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If q ≥ p, then A ≤ −(p− d)2 − pd+ r(d− r) + (t′ − q)(q − p+ r)− t′2 − qd ≤ 0;
If q < p, then A ≤ −p2+ pd− r2+ d(r−d)+ q(−q+ p− r−d)+ t′(q− t′+ r−p) ≤

−(p− d)2 − pd+ r(d− r)− t′2 + (q − p)t′ + r(t′ − q)− q2 + q(p− d) < 0
if p ≤ d;
−t′2 + (q − p)t′ + r(t′ − q)− q2 + (p− q)(d− p) + r(d− r)− d2 < 0
if p > d.
So we get A ≤ 0 and A = 0 if and only if p = r = d = q = t′ = 0. Meanwhile
the above expression is fixed by the involution Ψ of V (−sω1 − tω2) ⊗ V (aω1 + bω2),
since the element e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
2 f
(v)
1 f
(w)
2 is fixed by − : U˙ → U˙. By using the
definitions, we can see that the above expression is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if
v ≥ a+w+ k− s− j, u+2w ≥ b+ v+ j − t, w ≥ b+ j− t, k ≥ h+ j, v ≥ u+w.
Hence the element listed in (1) is an element of B˙.
(2) We want to compute the image of this element listed in (2) under the map
U˙ → V (−sω1 − tω2) ⊗ V (aω1 + bω2), which is given by u 7→ u(ξ(−s,−t) ⊗ η(a,b)). Its
image is zero unless l+2v− (u+w) = a−s and m+2(u+w)−v = b− t. In this case,
using the computations in the proof of (1), we get the image of this element under the
above-mentioned map, which is the following element (replacing p by l):
B =
∑
0≤l≤j,u
(−1)l
[
v − u− 2w + b+ j − t + l − 1
l
]
×
{ ∑
0≤p≤k,v
0≤r≤j−l, 0≤d≤u−l,r
0≤q≤h, 0≤t′≤q,u−l−d
vr(j−l−r−t)+p(k−p−s−j+l+r)+q(h−q−t−k+p+2j−2l−2r)
×
[
b+ r − u− 2w + v + l
d
][
b+ r − d− w
r − d
][
a + p− v + w − r + d
p
]
×
[
b+ q − u− 2w + v − p+ 2r − d+ l
t′
][
b+ q − t′ − w + r − d
q − t′
]
×e
(h−q)
2 e
(k−p)
1 e
(j−l−r)
2 ξ(−s,−t) ⊗ f
(u−l−d−t′)
2 f
(v−p)
1 f
(w−r+d−q+t′)
2 η(a,b)
}
.
If−l ≥ v−u+k−j, u+j+(u+w−v) ≤ −m ≤ u+j, −m ≥ u+j+(j+h−k), k ≥
h+j, v ≥ u+w, by the equalities l+2v−(u+w) = a−s and m+2(u+w)−v = b−t,
then we get v ≥ a+w+k−s−j, b+v+j−t+(j+h−k) ≤ u+2w ≤ b+v+j−t, w ≥
b+ j − t, k ≥ h+ j, v ≥ u+ w. Under these conditions we have the following.
If we let r = r′ − l, d = d′ − l, then we get
B =
∑
0≤l≤j,u
(−1)l
[
v − u− 2w + b+ j − t + l − 1
l
]
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×{ ∑
0≤p≤k,v
l≤r′≤j, l≤d′≤u,r′
0≤q≤h, 0≤t′≤q,u−d′
v(r
′−l)(j−r′−t)+p(k−p−s−j+r′)+q(h−q−t−k+p+2j−2r′)
×
[
b− u− 2w + v + r′
d′ − l
][
b+ r′ − d′ − w
r′ − d′
][
a+ p− v + w − r′ + d′
p
]
×
[
b+ q − u− 2w + v − p+ 2r′ − d′
t′
][
b+ q − t′ − w + r′ − d′
q − t′
]
×e
(h−q)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t) ⊗ f
(u−d′−t′)
2 f
(v−p)
1 f
(w−r′+d′−q+t′)
2 η(a,b)
}
=
∑
0≤p≤k,v
0≤r′≤j, 0≤d′≤u,r′
0≤q≤h, 0≤t′≤q,u−d′
vr
′(j−r′−t)+p(k−p−s−j+r′)+q(h−q−t−k+p+2j−2r′)
×
[
b+ r′ − d′ − w
r′ − d′
][
a+ p− v + w − r′ + d′
p
]
×
[
b+ q − u− 2w + v − p+ 2r′ − d′
t′
][
b+ q − t′ − w + r′ − d′
q − t′
]
×
{ ∑
0≤l≤d′
(−1)l
[
v − u− 2w + b+ j − t+ l − 1
l
][
b− u− 2w + v + r′
d′ − l
]
vl(r
′+t−j)
}
×e
(h−q)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t) ⊗ f
(u−d′−t′)
2 f
(v−p)
1 f
(w−r′+d′−q+t′)
2 η(a,b).
Using Lemma 4.1 (b), we see that
∑
0≤l≤d′
(−1)l
[
v − u− 2w + b+ j − t+ l − 1
l
][
b− u− 2w + v + r′
d′ − l
]
vl(r
′+t−j)
=
[
r′ + t− j
d′
]
v−(v−u−2w+b+j−t)d
′
.
So we have
B =
∑
0≤p≤k,v
0≤r′≤j, 0≤d′≤u,r′
0≤q≤h, 0≤t′≤q,u−d′
v−(v−u−2w+b+j−t)d
′+r′(j−r′−t)+p(k−p−s−j+r′)+q(h−q−t−k+p+2j−2r′)
×
[
r′ + t− j
d′
][
b+ r′ − d′ − w
r′ − d′
][
a+ p− v + w − r′ + d′
p
]
×
[
b+ q − u− 2w + v − p+ 2r′ − d′
t′
][
b+ q − t′ − w + r′ − d′
q − t′
]
×e
(h−q)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t) ⊗ f
(u−d′−t′)
2 f
(v−p)
1 f
(w−r′+d′−q+t′)
2 η(a,b).
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Let B denote the degree of the coefficient in the above expression B, then we have
B = −(v − u− 2w+ b+ j − t)d′ + r′(j − r′ − t) + p(k − p− s− j + r′) + q(h− q −
t− k + p+ 2j − 2r′) + d′(r′ − d′ + t− j) + (r′ − d′)(b− w) + p(a− v + w − r′ + d′) +
t′(b+ q − p− u− 2w + v − t′ + 2r′ − d′) + (q − t′)(b− w + r′ − d′).
Since v ≥ a+w+k−s−j, b+v+ j− t+(j+h−k) ≤ u+2w ≤ b+v+ j− t, w ≥
b+ j − t, k ≥ h+ j, v ≥ u+ w, in this case we get
B ≤ p(−p+ d′) + r′(j− r′− t) + q(−q− t+ p+ j − 2r′) + q(h+ j− k) + d′(r′− d′+
t− j) + (r′ − d′)(b− w) + t′(q − p− t′ + 2r′ − d′ + t− j) + (q − t′)(b− w + r′ − d′) ≤
−p2 + pd′ − r′2 + d′(r′ − d′) + q(−q + p− r′ − d′) + t′(q − t′ + r′ − p) ≤ 0 and B = 0 if
and only if p = q = r′ = d′ = t′ = 0.
Meanwhile this element B is fixed by the involution Ψ of V (−sω1− tω2)⊗V (aω1+
bω2), since the element listed in (2) is fixed by − : U˙ → U˙. By using the definitions,
we can see that this element B is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if v ≥ a+w+k−s−
j, b+v+j−t+(j+h−k) ≤ u+2w ≤ b+v+j−t, w ≥ b+j−t, k ≥ h+j, v ≥ u+w.
Hence the element listed in (2) is an element of B˙.
Similarly we can deal with (3)-(5) by using the computations in the proof of (1)
and repeatedly using Lemma 4.1 (b) (referring to the proof of (6) below).
(6) We want to compute the image of this element listed in (6) under the map
U˙ → V (−sω1 − tω2) ⊗ V (aω1 + bω2), which is given by u 7→ u(ξ(−s,−t) ⊗ η(a,b)). Its
image is zero unless l+2v− (u+w) = a−s and m+2(u+w)−v = b− t. In this case,
using the computations in the proof of (1), we get the image of this element under the
above-mentioned map, which is the following element (replacing p, q, r, i by l, f, e, z
respectively):
C =
∑
0≤l,f, l+f≤j
0≤e,z, e+z≤h
0≤l,e, l+e≤u
0≤f,z, f+z≤w
(−1)l+f+e+z
[
v − u− 2w + b+ j − t + 2z + f + e + l − 1
l
]
×
[
b− w + j − t+ z + f − 1
f
][
b− w + j − t+ j + h− k + z − 1
z
]
×
[
v − u− 2w + b+ j − t+ j + h− k + z + e− 1
e
]
×
{ ∑
0≤p≤k,v
0≤r≤j−l−f
0≤d≤u−l−e,r
0≤q≤h−e−z
0≤t′≤q,u−l−e−d
[
b+ q − u− 2w + v − p+ 2r − d+ l + e+ 2f + 2z
t′
]
×vr(j−l−f−r−t)+p(k−p−s−j+l+f+r)+q(h−e−z−q−t−k+p+2j−2l−2f−2r)
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×[
b+ r − u− 2w + v + l + e+ 2f + 2z
d
][
b+ r − d− w + f + z
r − d
]
×
[
a+ p− v + w − r + d− f − z
p
][
b+ q − t′ − w + r − d+ f + z
q − t′
]
×e
(h−e−z−q)
2 e
(k−p)
1 e
(j−l−f−r)
2 ξ(−s,−t)⊗f
(u−l−e−d−t′)
2 f
(v−p)
1 f
(w−f−z−r+d−q+t′)
2 η(a,b)
}
.
If−m ≤ u+j+(j+h−k)+(u+w−v), −l−m ≥ j+h+u+w, k ≥ h+j, v ≥ u+w,
by the equalities l + 2v − (u+ w) = a− s and m+ 2(u+ w)− v = b− t, then we get
w ≤ b+ j+(j+h−k)− t, v ≥ a+ b+ j+h−s− t, k ≥ h+ j, v ≥ u+w, from them
we also get v ≥ a+w+ k − s− j, u+ 2w ≤ b+ v + j − t+ j + h− k ≤ b+ v + j − t.
Under these conditions we have the following.
If we let q = q′ − e− z, r = r′ − l − f, d = d′ − l, t′ = t′′ − e, then we get
C =
∑
0≤l,f, l+f≤j
0≤e,z, e+z≤h
0≤l,e, l+e≤u
0≤f,z, f+z≤w
(−1)l+f+e+z
[
v − u− 2w + b+ j − t + 2z + f + e + l − 1
l
]
×
[
b− w + j − t+ z + f − 1
f
][
b− w + j − t+ j + h− k + z − 1
z
]
×
[
v − u− 2w + b+ j − t+ j + h− k + z + e− 1
e
]
×
{ ∑
0≤p≤k,v
l+f≤r′≤j, l≤d′≤u−e,r′−f
e+z≤q′≤h, e≤t′′≤q′−z,u−d′
[
b+ q′ − u− 2w + v − p+ 2r′ − d′ + z
t′′ − e
]
×v(r
′−l−f)(j−r′−t)+p(k−p−s−j+r′)+(q′−e−z)(h−q′−t−k+p+2j−2r′)
×
[
b+ r − u− 2w + v + e + f + 2z
d′ − l
][
b+ r′ − d′ − w + z
r′ − d′ − f
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b)
}
=
∑
0≤f≤j, 0≤e≤u
0≤e,z, e+z≤h
0≤f,z, f+z≤w
[
v − u− 2w + b+ j − t + j + h− k + z + e− 1
e
]
×(−1)f+e+z
[
b−w+ j − t+ z+ f − 1
f
][
b−w+ j− t+ j+ h− k+ z− 1
z
]
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×{ ∑
0≤p≤k,v
f≤r′≤j, 0≤d′≤u−e,r′−f
e+z≤q′≤h, e≤t′′≤q′−z,u−d′
[
b+ q′ − u− 2w + v − p+ 2r′ − d′ + z
t′′ − e
]
×v(r
′−f)(j−r′−t)+p(k−p−s−j+r′)+(q′−e−z)(h−q′−t−k+p+2j−2r′)
[
b+ r′− d′−w+ z
r′ − d′ − f
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]
×
{ ∑
0≤l≤d′
(−1)l
[
v − u− 2w + b+ j − t + 2z + f + e + l − 1
l
]
×
[
b+ r − u− 2w + v + e + f + 2z
d′ − l
]
vl(r
′+t−j)
}
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b)
}
.
Using Lemma 4.1 (b), we see that
∑
0≤l≤d′
(−1)l
[
v − u− 2w + b+ j − t + 2z + f + e + l − 1
l
]
×
[
b+ r − u− 2w + v + e + f + 2z
d′ − l
]
vl(r
′+t−j)
=
[
r′ + t− j
d′
]
v−(v−u−2w+b+j−t+2z+f+e)d
′
.
So we have
C =
∑
0≤e≤u
0≤z≤w
0≤e,z, e+z≤h
(−1)e+z
[
b− w + j − t + j + h− k + z − 1
z
]
×
[
v − u− 2w + b+ 2j − t+ h− k + z + e− 1
e
]
×
{ ∑
0≤p≤k,v
0≤r′≤j, 0≤d′≤u−e,r′
e+z≤q′≤h, e≤t′′≤q′−z,u−d′
[
b+ q′ − u− 2w + v − p+ 2r′ − d′ + z
t′′ − e
]
×vr
′(j−r′−t)+p(k−p−s−j+r′)+(q′−e−z)(h−q′−t−k+p+2j−2r′)
×v−(v−u−2w+b+j−t+2z+e)d
′
[
r′ + t− j
d′
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]
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×{ ∑
0≤f≤r′−d′
(−1)f
[
b− w + j − t+ z + f − 1
f
][
b+ r′ − d′ − w + z
r′ − d′ − f
]
vf(r
′−d′+t−j)
}
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b)
}
.
Using Lemma 4.1 (b), we see that
∑
0≤f≤r′−d′
(−1)f
[
b− w + j − t + z + f − 1
f
][
b+ r′ − d′ − w + z
r′ − d′ − f
]
vf(r
′−d′+t−j)
=
[
r′ − d′ + t− j
r′ − d′
]
v−(b−w+j−t+z)(r
′−d′).
So we have
C =
∑
0≤z≤w,h
(−1)z
[
b− w + j − t + j + h− k + z − 1
z
]
×
{ ∑
0≤p≤k,v
0≤r′≤j, 0≤d′≤u,r′
z≤q′≤h, 0≤t′′≤q′−z,u−d′
vr
′(j−r′−t)+p(k−p−s−j+r′)+(q′−z)(h−q′−t−k+p+2j−2r′)
×v−(v−u−2w+b+j−t+2z)d
′−(b−w+j−t+z)(r′−d′)
[
r′ + t− j
d′
][
r′ − d′ + t− j
r′ − d′
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]
×
{ ∑
0≤e≤t′′
(−1)e
[
v − u− 2w + b+ 2j − t+ h− k + z + e− 1
e
]
×
[
b+ q′ − u− 2w + v − p+ 2r′ − d′ + z
t′′ − e
]
ve(q
′−p+2r′−d′+t+k−h−2j)
}
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b)
}
.
Using Lemma 4.1 (b), we see that
∑
0≤e≤t′′
(−1)e
[
v − u− 2w + b+ 2j − t + h− k + z + e− 1
e
]
×
[
b+ q′ − u− 2w + v − p+ 2r′ − d′ + z
t′′ − e
]
ve(q
′−p+2r′−d′+t+k−h−2j)
=
[
q′ − p+ 2r′ − d′ + t + k − h− 2j
t′′
]
v−(v−u−2w+b+2j−t+h−k+z)t
′′
.
So we have
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C =
∑
0≤p≤k,v
0≤r′≤j, 0≤d′≤u,r′
0≤q′≤h, 0≤t′′≤q′,u−d′
vr
′(j−r′−t)+p(k−p−s−j+r′)+q′(h−q′−t−k+p+2j−2r′)
×v−(v−u−2w+b+j−t)d
′−(b−w+j−t)(r′−d′)−(v−u−2w+b+2j−t+h−k)t′′
×
[
r′ + t− j
d′
][
r′ − d′ + t− j
r′ − d′
][
q′ − p+ 2r′ − d′ + t+ k − h− 2j
t′′
]
×
{ ∑
0≤z≤q′−t′′
(−1)zvz(q
′−p+t+k−h−2j+r′−d′−t′′)
[
b−w+2j− t+h−k+ z−1
z
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]}
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b).
Using Lemma 4.1 (c) (replacing f, r, b, u, a, c by z, p, a− v+w− r′ + d′, q′− t′′, b−
w + r′ − d′, r′ − d′ + t− 2j + k − h respectively), we see that
∑
0≤z≤q′−t′′
(−1)zvz(q
′−p+t+k−h−2j+r′−d′−t′′)
[
b−w+2j− t+h−k+ z−1
z
]
×
[
a+ p− v + w − r′ + d′ − z
p
][
b+ q′ − t′′ − w + r′ − d′
q′ − t′′ − z
]
=
∑
0≤δ≤q′−t′′,p
vδ(a−v+w−r
′+d′)+(q′−t′′−δ)(w−b−p+t−2j+k−h)
×
[
a− v + w − r′ + d′ + p− q′ + t′′
p− δ
][
b− w + r′ − d′ + q′ − t′′
δ
]
×
[
r′ − d′ + t− 2j + k − h+ q′ − t′′ − δ
q′ − t′′ − δ
]
.
So we have
C =
∑
0≤p≤k,v
0≤δ≤q′−t′′,p
0≤r′≤j, 0≤d′≤u,r′
0≤q′≤h, 0≤t′′≤q′,u−d′
vr
′(j−r′−t)+p(k−p−s−j+r′)+q′(h−q′−t−k+p+2j−2r′)
×v−(v−u−2w+b+j−t)d
′−(b−w+j−t)(r′−d′)−(v−u−2w+b+2j−t+h−k)t′′
×vδ(a−v+w−r
′+d′)+(q′−t′′−δ)(w−b−p+t−2j+k−h)
×
[
r′ + t− j
d′
][
r′ − d′ + t− j
r′ − d′
][
q′ − p+ 2r′ − d′ + t+ k − h− 2j
t′′
]
×
[
a− v + w − r′ + d′ + p− q′ + t′′
p− δ
][
b− w + r′ − d′ + q′ − t′′
δ
]
23
×[
r′ − d′ + t− 2j + k − h+ q′ − t′′ − δ
q′ − t′′ − δ
]
×e
(h−q′)
2 e
(k−p)
1 e
(j−r′)
2 ξ(−s,−t)⊗f
(u−d′−t′′)
2 f
(v−p)
1 f
(w−r′+d′−q′+t′′)
2 η(a,b).
Let C denote the degree of the coefficient in the above expression C, then we have
C = d′(r′− d′+ t− j) + (r′− d′)(t− j) + t′′(q′− p+2r′− d′+ t+ k−h− 2j− t′′)−
(v − u− 2w + b+ j − t)d′ − (b− w + j − t)(r′ − d′)− (v − u− 2w + b+ 2j − t+ h−
k)t′′ + r′(j − r′ − t) + p(k − p− s− j + r′) + q′(h− q′ − t− k + p + 2j − 2r′) + (p−
δ)(a− v+w− r′ + d′− q′ + t′′ + δ) + (q′− t′′ − δ)(r′− d′+ t− 2j + k− h) + δ(b−w+
r′− d′+ q′− t′′− δ) + δ(a− v+w− r′+ d′) + (q′− t′′− δ)(w− b− p+ t− 2j + k− h).
Since w ≤ b+ j+(j+ h− k)− t, v ≥ a+ b+ j+ h− s− t, k ≥ h+ j, v ≥ u+w
and also v ≥ a+w+ k − s− j, u+ 2w ≤ b+ v + j − t+ j + h− k ≤ b+ v + j − t, in
this case we get
C ≤ −p2 + p(a− v +w+ k− s− j) + pd′ + (δ − p)(q′− t′′ − δ)− r′2 + d′(r′− d′) +
q′(−q′+p−r′−d′)+ t′′(q′−p+r′− t′′)+δ(b−w− t−k+2j+h)+(δ−p)(q′− t′′−δ) ≤
p(a− v+w+k− s− j)+ δ(b−w− t−k+2j+h) ≤ (δ−p)(b−w− t−k+2j+h) ≤ 0
and C = 0 if and only if p = r′ = d′ = q′ = t′′ = δ = 0.
Meanwhile this element C is fixed by the involution Ψ of V (−sω1− tω2)⊗V (aω1+
bω2), since the element listed in (6) is fixed by − : U˙ → U˙. By using the definitions,
we can see that this element C is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if w ≤ b+ j + (j +
h− k)− t, v ≥ a+ b+ j+h− s− t, k ≥ h+ j, v ≥ u+w. Hence the element listed
in (6) is an element of B˙.
Similarly we can deal with (7) by using the computations in the proof of (1),
repeatedly using Lemma 4.1 (b) and using Lemma 4.1 (c) once.
(8) For the element e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
1 f
(v)
2 f
(w)
1 , its image under the map U˙ →
V (−sω1− tω2)⊗V (aω1+ bω2), which is given by u 7→ u(ξ(−s,−t)⊗ η(a,b)), is zero unless
l + 2(u+ w)− v = a− s and m+ 2v − (u+ w) = b− t, in which case we get
e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
1 f
(v)
2 f
(w)
1 (ξ(−s,−t) ⊗ η(a,b))
=
∑
0≤f≤j
0≤p≤k
0≤q≤p,u
0≤r≤h
vf(j−f−t)+p(k−p−s−j+f)+r(h−r−t−k+p+2j−2f)
[
b+ f − v + w
f
]
×
[
a+ p− q − w
p− q
][
a+ p− u− 2w + v − f
q
][
b+ r − v + f + w − p+ q
r
]
×e
(h−r)
2 e
(k−p)
1 e
(j−f)
2 ξ(−s,−t) ⊗ f
(u−q)
1 f
(v−f−r)
2 f
(w−p+q)
1 η(a,b).
Let D denote the degree of the coefficient in the right-hand expression of the above
identity, then we get
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D = f(j − f − t) + p(k − p− s− j + f) + r(h− r − t− k + p+ 2j − 2f) + f(b−
v + w) + q(a+ p− u− 2w + v − f − q) + (p− q)(a− w) + r(b− v + f + w − p+ q).
If −l ≥ u + k − j, − m ≥ v − u + j, k ≥ h + j, v ≥ u + w, then we get
v ≥ b+ w + j − t, u+ 2w ≥ a+ v + k − s− j, k ≥ h+ j, v ≥ u+ w.
In this case we have D ≤ −f 2+f(b−v+w+j−t)+p(u+w−v−p+f)+q(p+v−u−
w−f−q)+r(b−v+w+j−t−r−f+q) ≤ p(−p+f)+q(p−f)−q2−f 2−r2−rf+qr ≤
p(q − p) + (r + f)(p− f)− qf − q
2 − r2 ≤ 0 if p ≤ f ;
(q − p)(p− f)− f 2 − rf − (q − r)2 − qr ≤ 0 if p > f.
So we get D ≤ 0 and D = 0 if and only if p = r = f = q = 0. Meanwhile
the above expression is fixed by the involution Ψ of V (−sω1 − tω2) ⊗ V (aω1 + bω2),
since the element e
(h)
2 e
(k)
1 e
(j)
2 1(l,m)f
(u)
1 f
(v)
2 f
(w)
1 is fixed by − : U˙ → U˙. By using the
definitions, we can see that the above expression is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
1 θ
(v)
2 θ
(w)
1 )(s,t),(a,b), if
v ≥ b + w + j − t, u + 2w ≥ a + v + k − s − j, k ≥ h + j, v ≥ u + w. Hence the
element listed in (8) is an element of B˙.
In analogy to the proof of (2), we can deal with (9) and (10) by using the compu-
tations in the proof of (8) and using Lemma 4.1 (b).
In analogy to the proof of (3)-(5), we can deal with (11) by using the computations
in the proof of (8) and repeatedly using Lemma 4.1 (b).
In analogy to the proof of (6) and (7), we can deal with (12) and (13) by using the
computations in the proof of (8), repeatedly using Lemma 4.1 (b) and using Lemma
4.1 (c) once.
By computing the image of all these elements listed in Theorem 3.1 under the
map U˙ → V (−sω1 − tω2) ⊗ V (aω1 + bω2), ∀s, t, a, b ∈ N, which is given by u 7→
u(ξ(−s,−t) ⊗ η(a,b)), we can get the corresponding elements of the canonical basis of
V (−sω1 − tω2)⊗ V (aω1 + bω2).
For example, as can be seen above, the element corresponding to the element
listed in (1) is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if v ≥ a + w + k − s − j, u + 2w ≥
b+ v + j − t, k ≥ h+ j, v ≥ u+w; the element corresponding to the element listed
in (2) is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if v ≥ a + w + k − s − j, b + v + j − t +
(j + h − k) ≤ u + 2w ≤ b + v + j − t, w ≥ b + j − t, k ≥ h + j, v ≥ u + w; the
element corresponding to the element listed in (6) is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b),
if v ≥ a+ b+ j + h− s− t, w ≤ b+ j − t+ (j + h− k), k ≥ h+ j, v ≥ u+ w.
For example, the element corresponding to the element listed in the set (1′) is
(θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if v ≤ a + w + k − s− j, w ≥ b+ j + (j + h− k)−
t, k ≥ h + j, v ≥ u + w; the element corresponding to the element listed in (2′) is
(θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b), if v ≤ a + w + k − s − j, u + 2w ≤ b + v + j − t +
(j + h − k), b + j − t + (j + h − k) ≤ w ≤ b + j − t, k ≥ h + j, v ≥ u + w; the
element corresponding to the element listed in (6′) is (θ
(h)
2 θ
(k)
1 θ
(j)
2 ♦θ
(u)
2 θ
(v)
1 θ
(w)
2 )(s,t),(a,b),
if u+ w ≤ a+ b+ k − s− t, u+ 2w ≥ b+ v + j − t, k ≥ h + j, v ≥ u+ w.
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All the other cases can be considered similarly. After a careful analysis, we can
conclude that we exactly get all the elements of the canonical basis of V (−sω1−tω2)⊗
V (aω1 + bω2). By definition, these elements listed in Theorem 3.1 are complete.
Now we have completed the proof of Theorem 3.1.
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