Abstract. We study the asymptotical behaviour of iterates of piecewise contractive maps of the interval. It is known that Poincaré first return maps induced by some Cherry flows on transverse intervals are, up to topological conjugacy, piecewise contractions. These maps also appear in discretely controlled dynamical systems, describing the time evolution of manufacturing process adopting some decision-making policies. An injective map f : [0, 1) → [0, 1) is a piecewise contraction of n intervals, if there exists a partition of the interval [0, 1) into n intervals I1, . . . , In such that for every i ∈ {1, . . . , n}, the restriction f |I i is κ-Lipschitz for some κ ∈ (0, 1). We prove that every piecewise contraction f of n intervals has at most n periodic orbits. Moreover, we show that every piecewise contraction is topologically conjugate to a piecewise linear contraction.
Introduction

2
The main subject of this article is the asymptotical behaviour of iterates of piecewise contractive maps of the interval. Let 0 < κ < 1 be a constant, n ≥ 1 an integer and 0 = x 0 < x 1 < . . . < x n−1 < x n = 1.
Let I 1 , . . . , I n be n pairwise disjoint intervals such that [0, 1) =
In the applied models considered in [4, 18, 19] , the compact region Ω is the unit (d−1)-simplex 
65
In the same way, MacPhee, Menshikov, Popov and Volkov [12] studied a switched flow system 66 whose phase space is an equilateral triangle. In both cases, the Poincaré maps are piecewise 67 contractions.
68
Switched flow systems were also considered by Blank and Bunimovich [1] who studied general 69 dynamical properties of strange billiards. They study the case where Ω is a convex polyhedron 70 and the vector field V is not necessarily constant on each face F i . They call attention that a 71 similar situation occurs for billiards in a strong magnetic or in the gravitational field, where only 72 the angle with the field matters. They prefer to call these dynamical systems pseudo-billiard.
73
In physics, pseudo-billiard is the name given to a class of Hamiltonian dynamical systems which 74 was studied earlier by Eleonsky, Korolev and Kulagin [6] .
75
Now we describe the class of pseudo-billiards to which Theorem 1.1 can be applied. Let to be asymptotically periodic. In their work, they explain that their motivation are eletronic 84 circuits and argue that the existence of dissipation leads one to consider piecewise contractions.
85
Another motivation to study the dynamics of piecewise contractions of the interval comes from ergodic optimization (e.g. see Jenkinson [11] ). Precisely, let f be a piecewise contraction of n intervals and ϕ : [ 
86
Notice that if f is a piecewise contraction of n intervals then f (
centered at p of ratio less than κ k ǫ, where κ ∈ (0, 1) is the Lipschitz constant of f . Thus,
In this way, f ℓ (J) is an interval for every ℓ ≥ 0. Now suppose that γ is external, thus γ = O f (0) 134 and γ ∩ {x 1 , . . . , x n−1 } = ∅. Therefore, there exists ǫ > 0 such that J := [0, ǫ] is contained in A.
135
By proceeding as above, we obtain that f ℓ (J) is an interval for every ℓ ≥ 0, thus γ is regular.
136
Besides the internal periodic orbits, there exist external periodic orbits that are regular. We 137 will prove later that regular periodic orbits are attractive (and so have basin of attraction with 138 non-empty interior) whereas degenerate periodic orbits may have the basin of attraction reduced 139 to the periodic orbit itself.
140
Definition 2.5 (Trapping interval). We say that an interval J containing a k-periodic point p
141
is a trapping interval of p if its iterates f (J), . . . , f k (J) are intervals and f k (J) ⊂ J.
142
Next we prove the existence of a trapping interval which contains every trapping interval of p.
143
Lemma 2.6. Let {J λ : λ ∈ Λ} be the family of all trapping intervals of the k-periodic point p,
144
then λ∈Λ J λ is a trapping interval of p.
145
Proof. By Definition 2.5, p ∈ λ∈Λ J λ and 
151
This proves that J is a trapping interval of p. The existence of the maximal trapping interval 152 follows now from Lemma 2.6.
153
Definition 2.8. We denote by J p the maximal trapping interval of a regular periodic point p.
154
Definition 2.9 (Maximal trapping region). Let γ be a regular periodic orbit. We call the set 155 Ω(γ) = p∈γ J p the maximal trapping region of γ.
156
Proposition 2.10 (Trapping region structure). Let γ be a regular periodic orbit, then its max-
157
imal trapping region Ω(γ) has the following properties:
is the union of k disjoint intervals, where k is the period of γ.
Proof. We have that f ℓ (f (J p )) is an interval for all ℓ ≥ 0. Moreover,
which proves (TR1).
162
Let p ∈ γ, thus p ∈ ℓ≥0 T ℓk (J p ) and
where | · | stands for the length of the interval. Hence, ℓ≥0 T ℓk (J p ) = {p}, which proves (TR2).
163
The item (TR3) follows straightforwardly from the Definition 2.9. 
169
The map f 2 shows that the claim of Lemma 2.7 is false for the degenerate periodic point 
172
The point p 5 = 1/3 is an external 2-periodic point of f 3 that is also degenerate.
174
Remark. The following example shows that it may happen that Ω(γ) ∩ {x 0 , . . . , x n } is a one-175 point-set for some regular periodic orbit γ.
176
Example 2. Proof. It follows easily from Proposition 2.10. 
Stable manifolds of periodic orbits
186
The stable manifold (also called the basin of attraction) of a periodic orbit γ of f is the set
The following lemmas are immediate.
187
Lemma 3.1. Let γ be a periodic orbit, then
and so f (x) ∈ W s (γ).
189
Lemma 3.2. If γ 1 and γ 2 are two distinct regular periodic orbits of f then W s (γ 1 )∩W s (γ 2 ) = ∅.
190
The stable manifold of a regular periodic orbit γ contains the trapping region of γ, that is,
The stable manifold of a periodic orbit may also include finite sets or intervals 
201
In Figure 1 ,
In general, the geometric structure of a stable manifold of a regular periodic orbit is given by 204 the next result, which turns out to be of paramount importance for the proof of Theorem 1.1. 
207
We postpone the proof of Theorem 3.3 to the end of this section. Now we will describe the 208 key points necessary for its proof.
209
Firstly, we will define a family of finitely many pairwise disjoint open intervals
whose iterates f ℓ (F j ) never meet the discontinuity set {x 1 , . . . , x n−1 } of f . In this way,
is an interval for every j ∈ {1, . . . , r} and ℓ ≥ 0. The next step is to show that the union of the 
218
Theorem 3.3 then will follow once we prove that for each regular periodic orbit γ
where
Hereafter, we will implement the recipe described above in order to prove Theorem 3.3.
220
Let E be the open set defined by
Notice that E is the union of at most n + 1 open intervals E 1 ,E 2 ,. . . ,E s . Moreover, the following 221 is true.
222
Lemma 3.4. For every positive integer ℓ, E ∩ f ℓ (E) = ∅.
223
Proof. The assertion follows from the fact that
Now let B be the set consisting of those points of E which are taken by some iterate of f into 226 a discontinuity of f , that is:
Lemma 3.5. The set B has at most n − 1 elements.
228
Proof. We claim that the set E ∩ +∞ ℓ=0 f −ℓ ({x j }) has at most one element for each j ∈ {1, . . . , n− 229 1}, otherwise the injectivity of f would imply that there exist x, y ∈ E, x = y, and 0 ≤ m < ℓ
contradicts Lemma 3.4. Therefore, the claim is true and B has at most n − 1 elements.
232
A measurable partition of [0, 1) into intervals is a denumerable family of open, pairwise disjoint
A j has Lebesgue measure zero.
234
Lemma 3.6. The set
. . , x n−1 } for every ℓ ≥ 0 and j ∈ {1, . . . , r};
Proof. It follows from Lemma 3.5 that F is the union of finitely many disjoint intervals 
Proposition 2.10 and by the above,
This contradicts Ω(γ) being a maximal trapping region. So f ℓ (F j ) ∩ ∂Ω(γ) = ∅.
250
Corollary 3.8. Let Ω(γ) be the maximal trapping region of a regular periodic orbit γ, then there 251 exist ℓ ≥ 0 and j ∈ {1, . . . , r} such that f ℓ (F j ) ⊂ Ω(γ).
252
Proof. It follows from item (c) of Lemma 3.6 and from Lemma 3.7.
253
Proof of Theorem 3.3. For each j ∈ {1, . . . , r}, let τ ( are true:
By ( 
263
It follows from (c) of Lemma 3.6 and from itens (I)-(III) above that
f ℓ (F j ) (up to a null Lebesgue measure set).
Hence, S = j∈Λ(γ) +∞ ℓ=0 f ℓ (F j ) (up to a null Lebesgue measure set).
264
By (III), In this section we will present a complete proof of the following result.
274
Theorem 4.1. Every piecewise contraction of n intervals has at most n regular periodic orbits. 
282
Theorem 4.1 states that m ≤ n. Its proof follows straightforwardly from the next lemmas.
283
Lemma 4.2. For every j ∈ {1, . . . , m + 1} we have that f (W j ) ⊂ W j .
284
Proof. Firstly, let j ∈ {1, . . . , m}. By Theorem 3.3, W j is the union of finitely many open intervals. Therefore, as f is injective and f | I i continuous for every i ∈ {1, . . . , n}, f (W j ) is the union of finitely many intervals. By absurd assume that f (W j ) ∩ (R \ W j ) = ∅, in others words, suppose that there exists an interval U ⊂ f (W j ) which intersects the non-empty open set R\W j .
Therefore the set U ∩ (R \ W j ) has a non-empty interior. Lemma 3.1 together with the definition
On the other hand, the set W s (γ j ) \ W j has empty interior which contradicts our assumption.
285
So f (W j ) ⊂ W j and the claim holds for every j ∈ {1, . . . , m}.
286
Now we consider the case j = m + 1. By absurd assume that f (W m+1 ) ⊂ W m+1 , therefore there exist x ∈ W m+1 and j, k ∈ {1, . . . , m} such that f (x) ∈ int (W j ∪ W k ), where j = k may happen. For ǫ > 0 small enough (f (x) − ǫ, f (x) + ǫ) ⊂ int (W j ∪ W k ) and, by Theorem 3.3, (f (x) − ǫ, f (x)) ∪ (f (x), f (x) + ǫ) ⊂ W j ∪ W k . Let i ∈ {1, . . . , n} be the unique index such that x ∈ I i . As f is injective and f | I i continuous, there exists δ > 0 such that
Proof. We may assume that z ∈ {x 1 , . . . , x n−1 }, otherwise the proof is finished by taking q = 291 0. Thus, f is continuous in a neighborhood of z. By continuity of f and Lemma 4.2, we 292 have that f (z) ∈ W i ∩ W j and the reasoning can be repeated. Hence, we may assume that 293 f (z) ∈ {x 1 , . . . , x n−1 }, otherwise we set q = 1 and the proof is finished. By repeating this 294 reasoning over and over again, we obtain that either f q (z) ∈ {x 1 , . . . , x n−1 } for some q ≥ 0 Let j 0 ∈ {1, . . . , m + 1} be the index that satisfies y j 0 = x 0 = 0. Set β(W j 0 ) = x 0 . By (4.2) and by Theorem 3.3, y 1 ,y 2 ,. . . ,y m+1 are pairwise disjoint. Let i ∈ {1, . . . , m + 1}, i = j 0 , thus there exists
Moreover, for ǫ small enough, we have
Using Lemma 4.3, let q i = min{q ≥ 0 : f q (y i ) ∈ {x 1 , . . . , x n−1 }} and set β(W i ) = f q i (y i ).
Now we show that the map β is injective. Let 1 ≤ i, k ≤ m + 1, with q i ≤ q k , be such that β(W i ) = β(W k ). It is easy to see that i = j 0 or k = j 0 imply i = k = j 0 . Thus we may assume that i = j 0 and k = j 0 . By the injectivity of f , exists ǫ > 0 such that (y i − ǫ, y i ) ⊂ W k and thus inf W k < y i < y k , which is a contradiction.
312
By analogy, assuming y k < y i also yields a contradiction. Therefore, (ii) cannot happen and so In this section we will prove Theorem 1.1. In this respect, the combinatorial lemma we present 319 now is going to be of paramount importance. We will keep the notation of previous sections. We would like to know how large the set S can be in the general case. 
The hypothesis (5.1) will be removed in Lemma 5.9.
340
Lemma 5.4. γ ⊂ ∪ m+1 j=1 ∂W j .
341
Proof. By (4.2), it is enough to prove that γ ⊂ [0, 1) \ W j for all j ∈ {1, . . . , m + 1}. Firstly we 342 consider j ∈ {1, . . . , m}. In this case, there exists a regular periodic orbit γ j such that ω(y) = γ j
which is a contradiction, because γ is a degenerate periodic orbit. Thus,
347
Lemma 5.5. There exist integers s ≥ 1 and 0
Proof. It follows immediately from Proposition 2.4.
350
Because [0, 1) = ∪ n j=1 I j , for each ℓ ∈ {0, . . . , k − 1}, there exists a unique j(ℓ) ∈ {1, . . . , n}
351
such that f ℓ (x) ∈ I j(ℓ) . 
Proof. Let ℓ ∈ {ℓ 0 , ℓ 1 , . . . , ℓ s−1 }, thus there exists a unique integer j(ℓ) ∈ {1, . . . , n} such that
j=1 ∂W j . By Theorem 3.3 and by (4.2), there exists a unique index a ℓ ∈ {1, . . . , m + 1} such that
Otherwise, there exists a unique index b ℓ ∈ {1, . . . , m + 1}, b ℓ = a ℓ , such that
for all ǫ > 0 small enough. We have proved there exists a unique pair of indices (a ℓ , b ℓ ) ∈
363
The following holds:
Proof. Let r ∈ {0, . . . , s − 1}. For convenience we set ℓ s = ℓ 0 + k, a ℓs = a ℓ 0 and b ℓs = b ℓ 0 . Notice 368 that, because x is k-periodic, f ℓs (x) = f ℓ 0 (x).
369
By Lemma 4.2 and by the continuity of f on f ℓ (x) for all ℓ ∈ {0, . . . , k − 1} \ {ℓ 0 , . . . , ℓ s−1 },
370
we have that f ℓ r+1 (x) ∈ W a ℓr for all r ∈ {0, . . . , s − 1}. By the unicity in the definition of
371
(a ℓ r+1 , b ℓ r+1 ) (see Lemma 5.6), we have that a ℓ r+1 = a ℓr or b ℓ r+1 = a ℓr . Thus, A 0 , A 1 , . . . ,
372
A s−1 is an s-chain. By Lemma 5.3, #S ≤ s + 1, where S is the set of coordinates of the chain.
373
Moreover, if #S = s + 1 then
By the equation (5.2), there exists ǫ > 0 and an interval U containing
an interval containing f ℓ+ℓ 0 (x) for all ℓ ∈ {0, . . . , k}. Now there are two possibilities: either (i) which proves the item (c).
383
Lemma 5.8. The cardinality of the set {j ∈ {1, ..., m + 1} : inf W j ∈ γ} is at most s − 1.
384
Proof. We claim that
where S = ∪ s−1 r=0 {a ℓr } ∪ {b ℓr }.
386
Suppose that inf W j ∈ γ, thus there exist r ∈ {0, 1, . . . , s − 1} and ℓ r < ℓ ≤ ℓ r+1 such that f ℓ (x) = inf W j , where for convenience we set ℓ s = ℓ 0 + k, a ℓs = a ℓ 0 and b ℓs = b ℓ 0 . Notice that, because the point x = min γ is k-periodic, f ℓs (x) = f ℓ 0 (x). By Lemma 4.2 and the continuity of f at f ℓ (x) for every ℓ ∈ {0, . . . , k − 1} \ {ℓ 0 , . . . , ℓ s−1 }, we have that f ℓ r+1 (x) ∈ W j for every r ∈ {0, . . . , s − 1}. By the definition of (a ℓ r+1 , b ℓ r+1 ) (see Lemma 5.6), we have that a ℓ r+1 = j or
which proves (5.3).
387
By (5.3), it suffices to prove that #{i ∈ S : inf W i ∈ γ} ≤ s − 1. It follows from the item (c) of Lemma 5.7, that if 0 ∈ γ then #{i ∈ S : inf W i ∈ γ} ≤ #S ≤ s − 1.
Otherwise, 0 ∈ γ and f ℓ 0 (x) > 0. Moreover, there exists i(x) ∈ S such that x ∈ W i(x) and inf W i(x) < x. This together with the item (b) of Lemma 5.7 yield #{i ∈ S : inf W i ∈ γ} ≤ #S − 1 ≤ s − 1.
corollary of these two results is that the number of periodic orbits of f is bounded by 2n, that 419 is, m + n ≤ 2n. By using Lemma 5.9, we provide now a stronger version of Lemma 4.4.
420
Lemma 5.10. The following statements are true: We set
The set function K → ν(K) can be extended to a non-atomic Borel probability measure positive on open intervals, as
In this way, the map h :
is continuous and strictly increasing. Moreover, h(1) = ν((0, 1)) = ν(G) = 1. Therefore, h :
439
We have thatf is continuous on [0, 1) \ {h(x 1 ), . . . , h(x n−1 )} and its continuity intervals are Let (u, v) ⊂ h(I i ) be an interval. If f | I i is increasing then By (6.2) and (6.3),
We have proved thatf |Î i is linear for every i ∈ {1, . . . , n}. Proof. Let p ∈ [0, 1) be a k-periodic point of f and let γ be its orbit. As f is injective, the set 
457
As f is uniformly continuous on [x n−1 , 1), for convenience we denote
f (x)), for every m ≥ 0.
We define the interval J p = [p, ǫ(p)) and claim that for every 0 ≤ ℓ ≤ k,
By the definition of ǫ(p), we have that (p, ǫ(p)) ∩ {x 1 , . . . , x n−1 } = ∅, thus J p = [p, ǫ(p)) ⊂ [x i−1 , x i ) = I i for some 1 ≤ i ≤ n.
As f | I i is continuous and increasing, we have that f (J p ) = f (p), f (ǫ(p)) . By recurrence, now assume that there exists 0 ≤ ℓ ≤ k − 1 such that f ℓ (J p ) = f ℓ (p), f ℓ (ǫ(p)) . By the definition of ǫ(p), we have that f ℓ (p), f ℓ (ǫ(p)) ∩ {x 1 , . . . , x n−1 } = ∅, thus f ℓ (J p ) = f ℓ (p), f ℓ (ǫ(p)) ⊂ [x i−1 , x i ) = I i for some 1 ≤ i ≤ n.
As f | I i is continuous and increasing, we have that f ℓ+1 (J p ) = f ℓ+1 (p), f ℓ+1 (ǫ(p)) and (A.1) 458 follows by induction.
459
As f k (p) = p and f k is κ k −Lipschitz on J p , we have, for every x ∈ J p ,
Therefore, f k (J p ) ⊂ J p and m≥0 f mk (J p ) = {p}. In the same way, f k f ℓ (J p ) ⊂ f ℓ (J p ) and 460 thus m≥0 f mk (f ℓ (J p )) = {f ℓ (p)} for all ℓ ≥ 0. This proves (A.2).
461
By the definition of ǫ(p), there exist 0 ≤ ℓ ≤ k−1 and 1 ≤ i ≤ n such that f ℓ (J p ) = [f ℓ (p), x i ).
462
In this way, we may define a map α : γ → x i that assigns to each periodic orbit γ of f , a 463 discontinuity x i = α(γ).
464
We claim that the map α is injective. Let γ 1 , γ 2 be periodic orbits of f and let p j ∈ γ j be a 465 k j -periodic point for every j ∈ {1, 2}. Assume that α(γ 1 ) = α(γ 2 ) = x i and let 1 ≤ ℓ 1 , ℓ 2 ≤ k − 1 466 be such that f ℓ j (J p j ) = f ℓ j (p j ), x i for every j ∈ {1, 2}. We may assume that f ℓ 1 (p 1 ) < 467 f ℓ 2 (p 2 ) < x i . Hence, the k 2 -periodic point q 2 = f ℓ 2 (p 2 ) belongs to f ℓ 1 (J p 1 ) and thus q 2 ∈ 468 m≥0 f mk 1 k 2 f ℓ 1 (J p 1 ) . On the other hand, by (A.2), m≥0 f mk 1 k 2 f ℓ 1 (J p 1 ) = {f ℓ 1 (p 1 )}.
469
Hence, f ℓ 1 (p 1 ) = q 2 and so γ 1 = γ 2 .
470
We have proved that there is an injective map from the set of periodic orbits of f to the set 471 {x 1 , . . . , x n }. Therefore f has at most n periodic orbits.
472
In Example 3, the map h 2 shows that the proof of Theorem A.1 only holds if the continuity 
