INTRODUCTION
Continuous collection of traffic condition related information is of critical importance for real-time monitoring and operational purposes in an intelligent transportation systems (ITS) equipped transport network. In this regard short-term traffic forecasting algorithms have been developed and applied to assist the continuous flow of traffic-related information in near-term future (Vlahogianni et al., 2004 (Vlahogianni et al., , 2007 Stathopoulos et al., 2008; Boto-Giralda et al., 2010) . The basis of all such prediction algorithms is that the traffic condition * To whom correspondence should be addressed. E-mail: basub@ tcd.ie.
variables are dependent on measurements from previous time intervals and can be used to predict the subsequent values of the variables (Vlahogianni, 2008a,b; Kesting and Treiber, 2008; Yang and Recker, 2008) . This is also the main drawback of these algorithms as they require considerably large data sets of previous observations as well as observations from the recent past available through continuous monitoring of traffic conditions. To alleviate this drawback, the article employs a random process traffic volume model to estimate traffic flow at a signalized junction. The model can be used for situations where measurements related to traffic conditions (e.g., volume, speed, or density) are not collected regularly or where the data collection system (inductive loop-detector or video-imaging system) is out of service for a considerable period of time and the existing short-term traffic forecasting algorithms cannot be applied due to unavailability of data on real-time traffic conditions. The model is formulated based on a combination of discrete wavelet transform (DWT) (Mallat, 1998) and Bayesian hierarchical methodology (BHM). This involves modeling the trend underlying the traffic flow observations over a day in a nonfunctional manner using discrete wavelet analysis (WA) and subsequently capturing the time-varying variations of the traffic flow over the trend implementing a BHM.
In transport modeling, WA was introduced primarily for developing automatic incident detection algorithms Adeli, 2000, 2001; Adeli and Samant, 2000; Adeli and Karim, 2000; Adeli, 2002a,b, 2003; Teng and Qi, 2003; Adeli and Karim, 2005) . In recent years, DWT technique has been applied by researchers in many different areas of traffic modeling. In highway traffic modeling, WA has been used to explore selfsimilarity 1 in vehicular fluctuations (Huang, 2003) . In short-term traffic flow forecasting algorithms (Hamad et al., 2009) , DWT has been used by researchers as a de-noising technique Adeli, 2004, 2005; Sun et al., 2005) and as a decomposition technique (Xie et al., 2007) . In the field of traffic pattern modeling, varied studies on optimized aggregation level (Qiao et al., 2003) , data reduction (Venkatanarayana et al., 2006) , mesoscopic-wavelet modeling (Adeli and GhoshDastidar, 2004) , and neural network-wavelet microsimulation modeling (Ghosh-Dastidar and Adeli, 2006) have been carried out. In WA-based traffic flow modeling, DWT using multiresolution analysis (MRA) technique has the potential to decompose the fluctuations in the traffic flow observations at multiple time-scales (within a day). In this article, this feature of the MRA has been used to capture the "approximate" variation of the traffic flow observations at a time-scale of the order of a day, smoothing out the short-term fluctuations, leading to the nonfunctional "trend" of the traffic flow time-series data set. The function-free form of the trend has better flexibility in accommodating the variations as compared to the trends in functional forms associated with most of the existing time-series models. The random fluctuations over the "trend" in traffic flow observations may be considered as a random process in addition to the modeled "trend." The characterization of these random fluctuations is carried out following a Bayesian statistical approach.
Application of Bayesian statistics in traffic flow modeling and forecasting is a recent phenomenon. Shortterm traffic flow forecasting using Bayesian inferencebased hierarchical regression models (Tebaldi et al., 2002) , Bayesian SARIMA models (Ghosh et al., 2007) , and Bayesian networks (Zhang et al., 2004; Queen and Albers, 2009 ) are a few available examples of research in this area. The model discussed in the article utilizes the concept of BHM in modeling the time-varying variations of traffic flow over the daily trend. Previously, researchers have modeled time-dependant flows (Ashok and Ben-Akiva, 2000) and time-varying mean and variances (Cetin and Comert, 2006; Kamarianakis et al., 2005; Tsekeris and Stathopoulos, 2006) . This article concentrates on proposing time-varying variability in modeling random fluctuations over "trend" and is unique to such modeling. This article establishes the superiority of the BHM technique in describing the fluctuations over a regular Gaussian noise model as done in the case of most of the existing forecasting algorithms. The study additionally establishes the effectiveness of the BHM model in dealing with extreme value situations which are unnaturally high or low values of traffic volume observations brought about by recurrent congestion. Also the article assures successful application of the methodology in both critical and noncritical junctions in the urban arterials.
METHODOLOGY

Multiresolution wavelet analysis
Wavelet transform provides a time-frequency representation of any signal/time-series data. The basis of wavelet analysis is decomposing a signal into shifted and scaled components of the original (or mother) wavelet. Multiresolution wavelet analysis (MRWA) uses techniques by which the contribution of different frequencies of a signal over time can be isolated by using an efficient numerical algorithm. The DWT (Mallat, 1998) of a signal X(t) consists of the collection of coefficients
where < * , * > denotes inner product, t is time, {d j (k)} are the detail coefficients at level j (j = 1, 2, . . . , J), and {c J (k)} are the approximate coefficients at level J. The signal X to be analyzed is integral-transformed using a set of basis functions
The set of bases in Equation (2) is constructed from the mother-wavelet ψ(t) by a time-shift operation (k) and a dilation operation (j). The function ϕ J k (t) is a time-shifted version of the mother-wavelet scaling func-
is a low-pass function, which can separate the low-frequency component of the signal. Thus, DWT decomposes a signal, at each level, into a low-frequency approximation and a highfrequency detail. In this study, the DWT associated with the basis Daubechies' 4 (db4) (Daubechies, 1992 ) is used to decompose a signal.
The original signal can be reconstructed back from the decomposed approximation and the detail components. Thus, the original signal can be represented as
where A J (t) is the reconstruction of the approximation coefficients c J at level J and D j (t) is the reconstruction obtained from the detail coefficients d j at level j. In the reconstructed approximation (A J ) and in the reconstructed details obtained at each stage/level (D 1 , D 2 , D 3 , . . . , D J ), the numbers of data points remain the same as the original data set.
The daily trend model
The "trend" of a time-series data can loosely be defined as the "long-term" change of the mean level of the data (Chatfield, 2001 ). In the daily trend model of the traffic flow time-series observations from an urban signalized intersection, the word "long-term" indicates stability over time on a daily basis. In this study, MRWA is used to develop a representative daily trend model underlying the traffic flow observations over a day . In this study, the traffic flow time-series observations are decomposed into different time-scales using the MRWA technique. Initially, the original signal is decomposed into approximation coefficients c 1 (low-frequency/fluctuations or variability) and detail coefficients d 1 (high-frequency/fluctuations or variability). The approximation coefficients c 1 (relative lowfrequency components) are again decomposed to approximation coefficients c 2 and detail coefficients d 2 at the next level. This procedure is repeated for further decompositions. The aim of repeating the decomposition procedure is to find an optimum approximation level for extracting the trend in the data. At optimum approximation level, the reconstructed approximation coefficients, A m (m is the optimum approximation level), become the optimal smoothed estimate of the traffic flow data set which can truly represent the traffic flow pattern on an average day. This is essentially an averaging or smoothing technique in a statistical sense and is computationally similar to de-noising technique in signal processing. The local variation in traffic flow observations due to signal control in the urban arterials is considered as fluctuations to be smoothed (for the mathematical treatment) in this methodology. The traffic flow pattern at any particular approach at any intersection in an urban transport network is similar for the weekdays. However, there can be some day-to-day variability due to other factors such as the day of the week, accidents, or recurrent congestion in other parts of the transport network, etc. These factors are uncontrollable and cannot be modeled as such. So, to obtain a "regular trend over an average day," the A m values over some regular days (approximately 20 days in this study) are to be averaged. In their previous work, the authors have already established that this "nonfunctional" average daily trend model is superior to the existing well-known short-term traffic volume prediction technique the HoltWinter's Exponential Smoothing method (Ghosh et al., 2008) .
Residual model
The residuals are obtained by subtracting the "regular trend over an average day" from the original traffic volume observations. The modeling of the residuals helps to establish a confidence interval over the "nonfunctional trend model." In this article, the residuals are modeled using the following two approaches.
a. Crude residual model b. Bayesian hierarchical residual model 2.3.1 Crude residual model. In statistical analysis, residuals represent the portion of the validation data which could not be explained by the model. In this study, the portion of the traffic flow time-series observations which could not be modeled using the "daily trend model" is treated as the residual. Assuming randomness, this residual data set is modeled as Gaussian distribution. A crude model of the residuals is developed accordingly. This crude model helps to calculate a confidence interval on the "regular trend over an average day" to accommodate the variability of the traffic flow in addition to the variations represented by the trend. The following equation is used in calculating the confidence limit. (4) where y t is the estimated traffic volume from the proposed model; A t is the average value of level three approximation obtained from the trend model; μ res is the mean of the residual data set and ε res is the random part of the residuals. ε res values are randomly generated from a normal distribution with mean zero and standard deviation σ which is the sample standard deviation of the residuals. A 95% confidence interval of the residuals is used to form the confidence limit.
Bayesian hierarchical residual model.
The BHM is a parametric statistical model with a tree-like structure based on the dependencies of the variables. The parameters of the model at each stage are represented by other parametric statistical models at the next stage. In this study, the variance of the residual is dependent on time and has to be modeled accordingly using another parametric statistical model. If R is the vector of the residuals averaged over multiple days (say, 20 days in this study), then in a normal hierarchical model,
where m is the sample mean of the residuals and σ t is the standard deviation of the residuals for each time instant denoted by a subscript t. The vectors σ and R are both of dimension {T×1} where T is the number of time intervals or time instants in a day (for 5 min aggregate traffic flow observations as used in this study, T = 288). The variance σ 2 of the residual data set R changes with the time of the day. To model this time-varying variance, the following parametric prior distribution is proposed.
As σ is always positive, a lognormal distribution is taken in Equation (6) to ensure that all σ t lie within (0, ∞). The lognormal distribution for each σ t is centered at log(y t ) with standard deviation of τ . The variances of the high-resolution components (sum of level 1, 2, and 3 reconstructed from detail coefficients) from traffic flow observations over multiple days are calculated over each hour of a day are considered as the initial estimates of the standard deviation of the residual (y t ) for that hour of the day. The values of the vector y of dimension {T×1} are constant and site specific. At the next stage of the tree-structure of the BHM the variance τ 2 of the lognormal distribution is assumed to follow a uniform distribution as its prior, within a range
where k is an arbitrary constant signifying the maximum limit of the values of τ . The exact value of k does not influence the estimation process. In this study, the Equations (5)- (7) define the BHM for the residuals. In the model, the unknown parameters to be estimated are σ (σ 1 , σ 2 , . . . , σ T ) and τ . They are represented by a vector ξ = (τ, σ 1 , σ 2 , . . . , σ T ) T and are estimated by the Bayesian estimation technique (Lee, 1997) . For the Bayesian inference, the posterior density of the normal hierarchical model is
where p(ξ |R, t) is the posterior density of ξ ; L(σ | R, t) is the likelihood function of σ and L(τ |σ , t) is the likelihood function of τ ; p(τ ) is the prior density of parameter τ . As R is assumed to follow a normal distribution, the likelihood function of σ given R and the time instant vector t (unit time interval = 5 min) is
Similarly, the likelihood function of τ given σ , y and t is
p(τ ) is equal to a constant as the prior density of τ is assumed as flat on the range (0, k). Hence, the posterior density from Equation (7) is
The posterior distribution
By integrating out the other unknown parameters except for the one whose distribution is to be estimated, the "marginal distributions" of each of the unknown parameters can be determined from the integral in Equation (12). The computation of the marginal distributions of the unknown parameters in ξ involves evaluation of a complex integral with problems of high dimensionality. In Bayesian estimation, numerical integrations are often performed to compute the integrations for which the analytical solution is intractable. However, numerical integration may lead to too large approximations and may even become intractable for large models. In many high-dimensional cases of Bayesian analysis, certain noniterative and iterative refinements of Monte Carlo integration methods are often used (Carlin and Louis, 1996) . Markov Chain Monte Carlo (MCMC) is the particular iterative variation of Monte Carlo method in which the simulated values are not in iid but are in a Markov chain. In summary, the goal of the MCMC is, given a target distribution (x), a Markov chain {x n } is required to be constructed whose limiting distribution is (x). There are two popular MCMC algorithms: (i) Gibbs sampler (Geman and Geman, 1984) and (ii) Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970) .
In MCMC method, to simulate the marginal probability distributions for the unknown parameters in the vector ξ (τ, σ 1 , σ 2 , . . . , σ T ), given an initial condition (τ (0) , σ
1 , σ
2 , . . . , σ
T ) the following two steps are to be iterated (i denotes the number of iteration): 
T ) are as follows:
In step 1, the Gibbs sampler technique is used to simulate the distribution of τ . From the posterior density in Equation (12), a full conditional distribution for τ is as follows:
The full conditional distribution of τ is observed as an inverse-gamma distribution with parameters
where the density function of the inverse-gamma distribution is as follows:
For simplicity, the superscript denoting the number of iteration is not used in Equations (14) and (15).
Step 2 is used to simulate the values of σ using MetropolisHastings technique. The candidate values of each of the elements of the vector σ are simulated from following proposal distribution:
The simulated value of σ i in each iteration is accepted following the Metropolis algorithm. According to this algorithm, each simulated value of the elements of the vector σ i in each iteration is accepted with a probability
or 1 whichever is minimum, with an acceptance criteria (Ghosh et al., 2007) . The steps 1 and 2 are repeated until convergence is achieved. The Equations (12)- (17) are used to simulate the marginal distributions of the unknown parameters. Finally, using these distributions a 95% confidence interval is calculated over the daily trend of the traffic volume observations. The BHM generates a different probability distribution for residuals at each different time interval within a day.
TRAFFIC FLOW OBSERVATIONS
The traffic flow observations from two junctions situated in the urban transport network of the city of Dublin (Figure 1 ) are modeled using the methodology described in the previous section. Univariate traffic flow time-series data used for modeling are obtained from the inductive loop-detectors embedded in the streets of both the junctions. The junction TCS 183 is four-armed with one-way traffic on two approaches. Tara Street (one-way) has four lanes, with traffic flowing from south to north. The traffic volume passing through Tara Street is continuously recorded on the four loop-detectors situated on the four lanes. The junction TCS 439 is a comparatively quiet four-armed junction with one-way traffic on both approaches. Similar to Tara Street, the traffic volume passing through Townsend Street is continuously measured using loopdetectors. These flow observations are used in describing and evaluating the proposed traffic volume model. From the two chosen approaches the 5-min aggregate traffic volume over 4 weeks in the month of JuneJuly are used to develop the random process traffic volume models based on WA and Gaussian noise (WA-GN) technique as well as WA and BHM (WA-BHM) technique. Considering that in an urban transport network, the weekend travel dynamics are inherently different from the travel dynamics in the weekdays, the modeling is essentially carried out on the data observed during weekdays. A plot of the traffic flow data from both the junctions in vehicles per hour (vph) against time is shown in Figure 2. 
Trend modeling of traffic volume observations
The 5-min aggregate traffic flow observations over 20 days from the two chosen sites are decomposed using MRA with db4 wavelet basis function as described in Section 2.2. During decomposition, the high-frequency part of the data is separated from the low resolution or the low-frequency part at each level. After decomposition, the wavelet coefficients for approximations and details are then reconstructed at all levels. For the purpose of modeling, the reconstructed values of the approximation and detail coefficients are used in this study. The reconstructed approximation and details components of the traffic flow observations are plotted in Figure 3 . In the figure, the different levels represent different time scales. The low-frequency part at level three do not include any local fluctuations ( Figure 3 ) and can be used as a representative of the overall trend over a day in the traffic data. Accordingly, the third level decomposition is considered as the optimum level of decomposition to obtain optimally smoothed estimates of the traffic flow times-series data set. To model the representative trend for the two chosen approaches at the two chosen intersections, an average over 20 days of the reconstructed flow using level 3 approximations is considered. The selection of the average coefficients helps to reduce the effect of certain abrupt daily changes (introducing the effect of smoothing). In Figures 4A and B , the "regular trend over an average day" is plotted over the traffic flow observations over June 15, 2005. The traffic flow observations from this date were not included in the time-series data set, comprising of traffic observations from 20 days, used for developing the daily trend model. From the graphs it can be observed that the simple trend provides a very good approximation of the traffic volume on any arbitrary day. Also, in their previous work (Ghosh et al., 2008) the authors have shown the "nonfunctional average daily trend" model proves to be more accurate than the well-known Holt-Winter's Exponential Smoothing algorithm in estimating short-term traffic volume at these two junctions. 
Residual modeling of traffic volume observations
The residuals are obtained by subtracting the "regular trend over an average day" from the original observations. A plot of the residuals from junctions TCS 183 and TCS 439 is given in Figure 5 . The residuals are modeled using both the crude residual modeling approach and the BHM approach.
3.2.1 Crude residual modeling. The residuals from both the junctions are statistically analyzed (Table 1) to estimate the parameters of the Gaussian distributions to be used to calculate a 95% confidence limit on the modeled average trend. The original traffic flow observations on June 15, 2005 are plotted along with calculated confidence intervals from the WA-GN model in Figures 6A and B. Most of the observations fall within the confidence limits. Figure 5 that the spread of the residual data points around the mean value is not uniform. The variability of the residual data in off-peak hours of early morning and late night is much less than the variability of the same during peak hours of the day. The variability is the highest during the evening peak hours. This nonuniform variability signifies that the variance of the residual should not be estimated as a constant parameter for an entire day, but as a variable varying with the time of the day. As described in Section 2.3, BHM is used to model the residuals. The values of τ and σ are simulated for both the junctions. In the case of the values of τ , the simulation shows high convergence toward a constant value of about 0.4 and 23 for junction TCS 183 and TCS 439, respectively (Figure 7) . The mean of the simulated values of each σ t are shown in Figures 8A and B . The sample standard deviation obtained from the previous Gaussian noise model of the residual is shown as a horizontal line in the same figure. The estimates of σ obtained from the BHM change with the time of the day. The estimates during the peak hours are much more than the estimated values σ t during the rest of the day and the estimates during the early hours in the morning are the smallest of all. The nature of the variability of the variance of the residual conforms to the spread of the residual data points in Figure 5 . In Figures 9A and B , the original 5-min traffic flow observations on June 15, 2005 are plotted along with a 95% confidence interval constructed using the simulated values of σ as obtained in Figure 8 .
ANALYSES OF RESULTS
In this section, a critical discussion of the 5-min aggregate traffic flow estimates for the junctions TCS 183 and TCS 439 on June 15, 2005 obtained by using the WA-BHM and the WA-GN models is presented. Both the methodologies were applied to develop random process traffic volume models including a trend and a residual model for the chosen junctions. The trend modeling is the same for both methods, whereas the residuals were modeled using separate approaches. In the WA-GN approach, a 95% confidence interval on the average daily trend is constructed in Figure 6 . From the graph, it appears that in the case of both the junctions, the confidence limits follow the nature of the traffic but fail to include all the observed data points during evening and morning peak hours. For comparison purposes, a similar 95% confidence interval is constructed using the WA-BHM approach in Figure 9 . In the case of the WA-BHM method, all the traffic flow observations on June 15, 2005 fall within the simulated confidence limits unlike the WA-GN model. Being a Bayesian method, the confidence limits adapt according to the variability of the residual data. This adaptation proves most effective during the evening peak hours where most of the observations fall outside the confidence limits from the Gaussian noise model. The number of traffic flow observations obtained from junctions TCS 183 and TCS 439 falling outside the confidence interval for both the models are given in Table 2 . The aim of constructing the confidence interval lies in including the extremes of the original traffic volume observations within the estimated limits. Hence, the upper limit of the confidence interval should consistently account for the maxima points in the traffic flow data while the lower Figures 10A and B , respectively. The same for the WA-BHM model are plotted in Figures  11A and B . By comparing the plots, it can be seen that the simulated traffic range from the WA-BHM model can better match the rapid variability of traffic flow at any busy urban signalized intersection. As a quantitative measure of effectiveness, the MAPE (Mean Absolute Percentage Error) estimates of the extreme points as simulated by the WA-BHM model over a day and during evening and morning peak hours are given in Table 2 . The maxima and minima point errors over an entire day are seen to be higher than the same during AM peak and PM peak hours. This justifies that the WA-BHM model is more effective in simulating traffic volume during busy peak hours.
CONCLUSIONS
A novel formulation of a hybrid model using a combination of DWT technique and BHM to estimate daily short-term traffic flow time-series data set at urban signalized intersections has been discussed in this article. One of the major advantages of the model is the wavelet-based "nonfunctional trend" developed by isolating the low-resolution component from the highresolution components of a univariate traffic volume time-series data set. The proposed wavelet-based modeling of the trend is more flexible being not limited to any functional forms and is computationally inexpensive. In addition, the subsequent BHM residual model can represent the time-varying statistical variance of the high-resolution components of the univariate traffic flow time-series data set. The consideration of this inherent property (time-varying variance) of the shortterm traffic volume observations in the proposed model reflects more realistically the real life behavior of traffic in an urban transportation network. The WA-BHM model can simulate a short-term traffic volume range over a day reasonably accurately without using any observations from current and/or recent past unlike all other existing short-term traffic flow forecasting algorithms. This study additionally establishes the effectiveness of the WA-BHM model in dealing with the extreme value points. A useful application of the WA-BHM model can be estimating traffic flow at critical and noncritical urban junctions when the data collection systems for the same are not functioning for a considerable period of time leading to lack or absence of data from recent past. The proposed model can be effective in such scenarios where due to lack of availability of data from the previous few hours or the last couple of days the existing short-term traffic forecasting models may not be applicable at all.
