In this study we investigate the problem of generating a smooth, planar reference path, given a family of discrete optimal paths. In conjunction with a path representation by a finite sequence of square cells, the generated path is supposed to stay inside a feasible channel, while minimizing certain performance criteria. Constrained optimization problems are formulated subject to geometric (linear) constraints, as well as boundary conditions in order to generate a library of B-spline path templates. As an application to the vehicle motion planning, the path templates are incorporated to represent local segments of the entire path as geometrically smooth curves, which are then joined with one another to generate a reference path to be followed by a closed-loop tracking controller. The on-line path generation algorithm incorporates the path templates such that continuity and smoothness are preserved when switching from one template to another along the path. Combined with the D * -lite path planning algorithm, the proposed algorithm provides a complete solution to the obstacle-free path generation problem in a computationally efficient manner, suitable for real-time implementation.
I. Introduction
Guidance and navigation control of mobile agents has been an important research topic for several decades. For unmanned aerial vehicles (UAVs), in particular, the ability of fully automated guidance and navigation allows UAVs to accomplish missions under various situations with minimal human intervention. Because of the stringent operational requirements and the restrictions imposed on UAVs for autonomy, safety, efficiency, etc., a complete solution to fully automated guidance and navigation (including path planning, path generation, path following, etc.) for low-cost UAVs is a real challenge.
Guidance and navigation or aerial vehicles is being traditionally accomplished by simple tracking controllers of a sequence of way-points, which are computed by a mission planner. A better solution to the guidance and navigation control problem takes into account the dynamic constraints of the vehicle, resulting in a smooth, flyable path that passes through the way-points. The way-points must be connected such that the generated smooth paths preserve the continuity of the curvature between line and arc segments, while minimizing the maximum curvature.
1, 2 In Ref. [3] , the authors proposed a dynamic trajectory smoothing algorithm, by which the path segments are smoothed to yield an extremal trajectory with explicit consideration of the kinematic constraints of a fixed-wing UAV.
Splines have been widely adopted when computing smooth, dynamically feasible trajectories for UAVs. A series of cubic splines was employed in Ref. [4] to connect straight line segments in a near-optimal manner. The authors of Ref. [5] presented an implicit time-parametrization of the trajectory using a B-spline representation. The design of an obstacle-avoiding B-spline path has been dealt with by Berglund et al., 6 whereas real-time modification of a spline path has been proposed in Ref. [7] . The advantage of employing (B-)splines in generating a smooth path stems from the fact that the path can be represented using a smaller number of parameters than using a complete geometric description of the path. Accordingly, it is straightforward to deal with a relatively small number of parameters both for path optimization and for on-line implementation. This results in a small computational cost; thus splines are suitable for on-board implementation.
The path planning problem using B-splines involves finding the solution of a constrained optimization problem not only to avoid forbidden regions, but also to generate flyable trajectories. In Ref. [8] , a polygonal channel comprised of piecewise polylines is assumed to be known. A B-spline curve that remains within the channel is found by quadratic programming. This was made possible by adopting tight linear envelopes for the splines, 9 by which a B-spline is represented as an approximate bounding polygon. In the approach of Ref. [8] , one dimensional B-spline functions are utilized to describe a smooth path subject to the channel constraints.
The complete solution to fully automated guidance and navigation is simplified by the use of a hierarchical control structure [10] [11] [12] that may include path planning, path generation, and path following control layers. In this paper, we investigate the path generation problem for obtaining a reference path to be used for the path following controller layer. Incorporating a high-level path planning algorithm such as D * -lite, we obtain an on-line path smoothing algorithm using a set of B-spline path templates. We extend the results of Ref. [9] in two dimensions, by incorporating two dimensional B-spline curves in the associated constrained optimization problem. Instead of smoothing the entire path from the initial position to the final goal, we smooth the path segments over a finite planning horizon with respect to the current position of the UAV. This approach is somewhat similar to implementing a receding horizon control in the path generation stage. To this end, we first generate a set of all possible combinations of discrete path cell sequences within a finite planning horizon. We thus obtain the corresponding channel constraints; the path templates are computed by (off-line) optimization. These path templates are stored in a library for on-line implementation. Each B-spline segment from these path templates is stitched with one another to come up with a reference path online, while preserving second order continuity along the entire path. The proposed approach has the benefit of generating a reference path that is appropriate for a complex environment with obstacles. The reader may want to compare this approach with the extremal trajectories between way-points only (and without obstacles), computed in Ref. [3] . In addition, the algorithm is fast, and generates a feasible path using off-line path templates, while the smoothing algorithm proposed in Ref. [4] requires on-line optimization, thus it may increase the overall computational burden. Finally, it should be noted that similarly to the algorithm proposed in Ref. [7] , the real-time modification of the reference path for a dynamically changing environment is implicitly considered in the proposed algorithm by incorporating the high-level path planner.
The paper is organized as follows. In Section II, we discuss tight envelopes for two dimensional B-spline curves. The details about the two dimensional channel optimization problem, which is an extension of the results in Ref. [8] , are discussed in Section III. The algorithm for path templates generation and the on-line smoothing by stitching path segments are presented in Section IV and Section V, respectively. 9 An one-dimensional spline function b(u) is expressed by
II. Tight Envelope for B-Spline Curves

II.A. Tight envelopes for a B-spline function
where b j are the control points and N , such that u 0 ≤ u 1 ≤ · · · ≤ u m+d+1 . The number of knots is determined by the sum of the number of control points (m + 1) and the B-spline order (d + 1). The first and the last knots of the sequence should have multiplicity (d + 1) for a B-spline to pass through the first and the last control points, such that u 0 = u 1 = · · · = u d and u m+1 = u m+2 = · · · = u m+d+1 , respectively. The B-spline basis functions are computed by the well-known Cox-de Boor recursion formulas 13 as follows,
The B-spline basis functions have several useful properties. Among them, it is well known that a B-spline basis function has local support, 14 that is, N d j (u) is a non-zero polynomial over the knot span [u j , u j+d+1 ).
Alternatively, given any knot span [u j , u j+1 ), at most (d+1) B-spline basis functions of degree d are non-zero. This local support property is important for curve design, since it allows one to modify the B-spline curve locally, without changing the entire shape. Let the control polygon of the B-spline (u) be defined by piecewise line segments connecting the control points b j at the Greville abscissae,
such that at each Greville abscissae the equation (u * j ) = b j is satisfied. Accordingly, the envelope of the B-spline specifies a bound on the distance between b(u) and its control polygon (u). This envelope should provide a good estimate of the shape of the B-spline by approximating the spline using limited information. Although a number of bounds for splines are proposed in the literature, the bound derived in Refs. [9, 16] is known to be a tight, quantitative bound. It is therefore possible to approximate B-splines by piecewise linear envelopes, as the envelopes carry most of salient information about the curve itself. In light of this fact, the envelopes have the advantage of being incorporated in a B-spline optimization problem, thus simplifying the analysis.
The envelopes in Ref. [9] are expressed in terms of the weighted second difference of the control points,
and by the non-negative, convex functions over the interval [u *
where, k and k denote respectively the index of the first and the last B-spline basis functions that are nonzero over the corresponding interval. Subsequently, the distance between the spline function b(u) and its control polygon (u) is calculated as follows,
Furthermore, by choosing the minimum and maximum variation of the weighted second difference as Δ
we obtain the maximum offsets in both positive and negative directions with respect to the control polygon, which, in turn, become the upper and lower bounds of the spline function with respect to the control polygon, as follows
Since the β ki (u)'s are non-negative and convex functions over the corresponding interval [u * k , u * k+1 ], the maximum function values occur at each end of the interval, i.e., at each Greville abscissae. Then the piecewise linear functions e(u) and e(u) that interpolate their values at each Greville abscissa can be employed to represent tight envelopes of the spline function, as follows
where L(·, ·) denotes a linear interpolation between two values. Therefore, the maximal bounds from the B-spline function to its control polygon are obtained by the simple form given as follows 
II.B. Tight envelope for planar B-spline curves
T is expressed in terms of the B-spline basis functions, as follows
where,
T are the corresponding control points. It is also assumed that the B-spline curve is clamped at the first and last control points by assigning the (d + 1) multiple knots at the first and last knots.
At each Greville abscissa u * k , the one-dimensional bound derived by Eq. (9) constitutes a two-dimensional bounding box, whose ith axis is determined by the one-dimensional envelope as follows
Let the axis-aligned bounding box be denoted by
, lies in the convex combination of S k and the consecutive box S k+1 owing to the linearity of e(u) and e(u). This is denoted by
Note that H k is the convex hull of S k and S k+1 , which is circumscribed by the edges of S k and S k+1 , and the lines that connect the corners of Figure 3 shows an example of two-dimensional bounding envelopes of a given B-spline curve, which reveals that the entire B-spline curve stays inside the envelope generated by e L (u) and e R (u). 
III. Obstacle Avoidance Path Optimization
In this section we employ the B-spline curve as a primitive for path design. Hence the resulting path not only is a smooth flyable path due to its inherent smoothness property, but is also represented by a few parameters in conjunction with the quantitative bounds of the curve itself. The constrained optimization problem is then formulated by constructing channel constraints, ensuring that the designed path stays on the known channel region that is assumed to be obstacle-free.
III.A. Channel constraints for obstacle avoidance
In the following optimization problem, a channel is referred to a feasible region on the plane over which a geometric path will be optimized. We assume that two non-intersecting polylines constitute a channel, separating the feasible region from the obstacle region. Hence, we can compute a path that avoids any obstacles, while satisfying the given performance criteria.
In Refs. [8, 18] , linear inequality constraints with respect to the knot parameters are incorporated in the B-spline function optimization. Given non-intersecting channel polygons, the inequality expressions are formulated in conjunction with the lower and upper envelopes e(u) and e(u) with respect to the chosen parameters of the B-spline function, the control points, such that the B-spline function stays between the polygons. On the other hand, because we deal with a planar B-spline curve that cannot be represented by a B-spline function, the channel constraints should be formulated in terms of geometric constraints, as opposed to the linear inequalities with respect to the control point parameters. Nonetheless, it is crucial that the constraint equations capture the condition that the given geometric channel polygon contains the envelopes of the B-spline curve.
To this end, we first let O ⊂ R 2 be the obstacle region. Then we introduce a signed distance-map function f (x; ), x ∈ R 2 with respect to a polygonal line in order to provide the relative distance metric for formulating geometric constraints, as follows
is the distance from a point x to a corner point c i of the polygonal
is the perpendicular distance from x to the line segment i that connects two consecutive corner points c i and c i+1 , and s is a sign value which dictates the location of the point x with respect to as follows,
(14) Figure 4 shows the distance-map function with respect to an arbitrary zig-zag shape polygonal line. Far-away points from the line have bigger values, whereas points close to the line yield smaller values. The information about the relative location of the points with respect to the polygonal lines is determined by its sign. In order to formulate inequality constraints similar to those in Ref. [8] , we make use of the fact that the envelopes of a planar B-spline are characterized by the feature points u 
where
In addition to Eqs. (15), extra constraints are required to impose the conditions of complete inclusion of the envelopes inside the feasible channel: Recall that the envelope of the B-spline curve is derived by the convex hull of each bounding box, which results in the envelope being represented by piecewise polygonal lines. As a result, not only each bounding box at u = u * k of the B-spline curve should be contained in the feasible region as discussed above, but also the convex hull is required to be contained in the feasible region. Since the obstacle boundaries are represented by polylines, in order to ensure that the convex hull of the B-spline envelope lies inside the channel, we have to make sure that corner points of the obstacle boundaries are placed outside the envelope. Because both the envelope and the obstacle boundaries are polylines, this condition along with Eq. (15) suffices to impose the channel constraints. Specifically, we apply this condition to the concave corners with respect to the obstacle region as marked by the triangles in Fig. 5 . Accordingly, we formulate the inequality constraints using Eq. (13) at each concave corner points, in conjunction with the piecewise linear envelopes as follows, where l = 1, · · · , n L , where n L is the number of concave corner points of L , and m = 1, · · · , n R , where n R is the number of concave corner points of R . Note that the positive sign in Eqs. (16) implies that the corner points are excluded from the bounding envelopes of the B-spline curve. Consequently, the inequality constraints in Eqs. (15) and (16) ensure that the envelope of the B-spline stays inside the channel, as depicted in Fig. 5 .
III.B. Smooth curve optimization
In this section we consider the problem of designing a smooth curve using a quartic B-spline, whose basis functions are computed from Eq. (2b), as degree four polynomials in terms of the knot parameter u. Hence, the quartic B-spline basis function preserves its continuity up to the third order derivative, thus resulting in the continuity of the derivative of the curvature. Without loss of generality, the knot parameter is selected as u ∈ [0, 1], and the first and last knots have multiplicity 5, such that u 0 = · · · = u 4 = 0 and u m+1 = · · · = u m+5 = 1. Consequently, the B-spline curve will be clamped at, or pass through, the first and last control points.
We manipulate the (m + 1) control points of a B-spline curve given by
, which have a direct influence on the shape of the curve. Because the shape of the curve is closely related to the given channel geometry that encloses the curve, the number of control points can initially be opted for the minimum number, by taking into account the complexity of the given channel geometry. The knot sequence is chosen arbitrary for non-decreasing numbers in the interval (0, 1), so that the number of knots matches that of the control points. It should be noted that the number of knots and control points may be altered during the optimization process by inserting both knots and control points if the envelopes of the B-spline need to be refined.
8
Two different performance indices are adopted to optimize curves in terms of attaining two distinct objectives: In order to keep the B-spline curve as close as possible to a straight line, for which Δ 2 b j = 0, we employ the cost function
The performance index (17) implicitly minimizes the curvature variation of B-spline curve, thus resulting in a smooth B-spline curve. On the other hand, suppose that the arc length of the B-spline curve is approximately captured by the total length of the control polygon (u). Hence, for the shortest path, we employ a cost function as the sum of the length of the piecewise control polygon, as follows
The constraints for the optimization problem are comprised of both equality and inequality constraints. The equality constraints stipulate boundary conditions for the position, tangent direction, and curvature at each end point at u 0 = 0 and u m+5 = 1 as follows,
where ψ(u) and κ(u) are the tangent direction and the curvature of the B-spline curve at each knot u. The channel constraints in Eqs. (15) and (16) become the inequality constraints for the optimization problem. Using the ingredients discussed so far, the path optimization problem can be stated as follows: Given a knot sequence {u k } m+5 k=0 , two polygonal lines for the channel geometry, and boundary conditions for each end point, find a B-spline curve which minimizes the cost function in Eqs. (17) or (18), subject to the equality constraints in Eqs. (19) and the inequality constraints in Eqs. (15) and (16) . We have used a standard SQP solver for this optimization problem. Figure 6 (a) shows the optimization result using the cost function in Eq. (17) . The constructed quartic B-spline curve is drawn by a solid line, and the bounding envelopes are drawn by dashed and dashed-dot lines. The B-spline, as well as the envelopes, stay inside the specified channel polygon. For the case of the shortest path that involves the cost function in Eq. (18), Fig. 6(b) reveals that the computed B-spline curve is indeed shorter than the previous case.
IV. Path Templates for Different Channels
In this section we construct path templates for on-line path smoothing. The templates contain a set of planar B-spline curves, which will be regarded as local path segments to smooth a discrete path sequence. The obstacle-free discrete path sequence is provided by a high-level path planner, such as the multiresolution path planning algorithm proposed in Ref. [19] . The algorithm constructs an obstacle-free channel such that the discrete path sequence is represented by a series of square cells. For all probable channels that correspond to path sequences over a finite planning horizon, we solve for a set of B-spline curves via the path optimization discussed in the previous section. Different channel constraints and boundary conditions are imposed in each case, resulting in a set of smooth local path primitives that pass through the obstacle-free region. 
IV.A. Path rules within a finite horizon
Suppose the world environment W ⊂ R 2 is decomposed into a uniform cell representation which consists of square cells c k, of dimension 1/2 J × 1/2 J . We adopt four-connectivity relationship between cells. A high-level path planner computes an optimal path as a sequence of cells from the current cell to the goal cell. The path sequence is written in a path word, by which transitions toward the North, South, East, and West directions between two cells is encoded by N, S, E, and W, respectively. We specify the range of interest within a four-cell horizon from the current cell, as shown in Fig. 7 . If the goal cell is located outside the horizon, then an optimal path sequence is computed in a such manner that the path eventually passes through one of the cells at the horizon boundary. Let a local path sequence from the current cell to reach the boundary cells be a local path instance. If the path is supposed to visit each cell only once, the number of all possible combinations of local path instances is finite. In addition, taking advantage of the symmetry about the x-axis (East direction) and y-axis (North direction), we investigate only local path instances restricted on one quadrant of the original 7×7 cell grid.
Without loss of generality, we may consider local path instances on the first quadrant, as shown in Fig. 8 . It follows from the square cell geometry that we can also take advantage of the symmetry about the diagonal axis. Hence, two path instances of ENNEN and NEENE are similar to each other. Thus, they are considered to be derived from the same local path instance. As a result, we only consider local path instances that start from the current cell and end at one of the top boundary cells c 0,3 , c 1,3 , c 2,3 , and c 3, 3 . By applying the symmetric operations along the horizontal, vertical, and diagonal axes, any local path instances can be induced from these path instances. In order to find all possible combinations of path sequences to reach these cells, we describe the necessary path rules to determine a unique local path instance. These are listed as follows: 
(Self-avoiding path)
The path must visit each cell exactly once, never intersecting itself. From this rule, we explicitly prevent pathological cases such as a cyclic loop in the path templates. This type of path can be described by a self-avoiding walk 20 on a 4 × 4 cell grid. The total number of self-avoiding walks on an m × n grid, which starts from a corner and ends at the opposite corner by only horizontal and vertical steps, is computed using a recurrence relation.
21 Table 1 gives the first few numbers of such walks for small m and n. Similarly, the number of candidates of self-avoiding paths from the current cell c 0,0 to the top boundary cells can be calculated from Table 1 . Among these candidates, only a certain number of self-avoiding paths will be considered in the path templates.
(Path optimality)
The path planning algorithm provides an optimal path sequence. The optimal path sequence is calculated so as to minimize the accumulated transition cost from the current node to the goal node. Typically, a directed edge cost is assigned to each transition to N, S, E, and W cells, taking into account the cost associated with the cells as follows,
where, f (v) is a positive obstacle cost associated with the target cell v, g(u, v) is (Euclidean) distance cost between u and v, and α ≥ 0 is a weight constant. Consider for example, the path corresponding to the path word ENW, which represents the transition among four cells u, v, w, and z in such an order. The accumulated cost for this transition is computed by
which turns out to be greater than the direct transition cost from u to z by a single path sequence N. It follows that the transition ENW is not an optimal, and neither are ESW, NES, NWS, etc. Consequently, we disregard any non-optimal path sequence when investigating the candidates of self-avoiding paths.
When establishing the previous path rules, we assumed that the local path instance necessarily ends up at one of the top boundary cells. In certain cases, however, the path sequence may be given in such a way that it crosses the quadrant boundary. In other words, the path sequence that starts from the current cell at the center of grid, is comprised of cells belonging to more than one quadrant. If this is the case, we can infer that the path sequence will finally exit the finite horizon after passing through at least two quadrants, which makes it difficult to take advantage of the symmetry of the templates. In particular, if one wants to consider all possibilities of inter-quadrant transitions, the number of templates will increase, thus losing the benefit of small-sized templates. In order to retain the symmetry of the templates, we consider additional cells between the quadrants as additional terminal cells. Applying the path rules to a 7 × 7 cell grid (thus 4×4 cell grid for the first quadrant), only the cell c 0,2 (see Fig. 8 ) can be considered as an additional terminal cell. The other cells on the y−axis cannot be terminal cells since the local path instances reaching them would conflict with the path rules discussed above. Any local path instance starting from the center cell to c 0,2 , satisfying the path rules, is appended to the path templates. Following the previous discussion on the path rules, we finally come up with the path templates consisting of local path instances on the first quadrant, which are summarized in Table 2 . Figure 9 shows an example of utilizing the path templates for a given path sequence. The starting cell is located at the center, while the path sequence was computed avoiding the shaded obstacle cells. For this example, in order to reach the goal cell, five local path instances are required to represent the overall path sequence. In order to search for the path templates, we first get the actual path words that correspond to each of the local path sequences. Then we associate the path words to the first quadrant by using the required symmetry operations, that is, horizontal (H), vertical (V), or diagonal (D) reflections. We can then identify the corresponding entry in the path templates. The table in Fig. 9 illustrates that five different path templates are utilized in order to construct the composite path from the starting cell to the goal cell.
IV.B. Construction of B-spline path templates
The B-spline path templates are composed of a set of B-spline curves, which are placed inside the channels. By the assumption of the high resolution representation of W, the cells in the optimal path sequence are feasible for the agent to fly safely. Thus, a channel that corresponds to an optimal path sequence over a finite planning horizon is determined in a manner such that the outmost border lines of each cell yield a channel polygon. The channel polygon is then divided by two Left, Right polylines, which serve as channel constrains in the following optimization. For the sake of convenience, the boundary conditions of each Bspline curve are imposed, such that the B-spline curve starts from the center of the first cell of the local path instance and ends at the center of the last cell of the local path instance. The tangent directions at each end of the curve are imposed such that they direct toward the center of the next adjacent cell, whereas the curvature values are set all to be zero. Subsequently, we solve the optimization problem discussed in Section III using the composite cost using Eqs. (18) and (17), subject to a set of channel constraints and the associated boundary conditions. Figure 10 shows the results of the optimization for the B-spline path templates corresponding to each local path instance shown in Table 2 .
V. On-line Path Smoothing Algorithm
In this section, we present an on-line path smoothing algorithm incorporating the B-spline path templates. Given a discrete path sequence from a high-level path planner, each instance of the B-spline path templates becomes a part of the smooth path. Hence, the on-line path smoothing algorithm connects these path segments resulting in a smooth composite path.
V.A. Stitching the path segments
Two B-spline curves chosen from the library of path templates intersect each other at a single junction point. Due to the different boundary conditions at each end of these curves, it follows that a discontinuity of the tangent directions occurs at the junction points. Hence, in order to get a smooth path segment over two consecutive B-spline curves, we propose to stitch them with a transient B-spline curve, while preserving continuity over the distinct B-spline curves. To this end, let p a and p b be the points on the first and the second B-spline curves, respectively. These points are chosen nearly at the end points of corresponding curves, such that not only the transient B-spline curve passes through these points smoothly, but also the Table 2 .
overall smoothed curve remains close to the B-spline curves in the templates. Suppose the transient curve intersects these points at its own end points. Then it follows that preserving smoothness over successive Bspline curves is ensured by imposing smoothness at these points. Hence, the transient B-spline curve, which stitches two distinct B-spline curves, should satisfy the continuity conditions with respect to the position, tangent angle, and curvature at each end in order to guarantee a smooth transition between the two path segments.
The minimum order of a B-spline curve that satisfies the continuity conditions described above is four. Subsequently, we employ a transient cubic B-spline curve, which is defined on a fixed clamped knot vector, u = [0, 0, 0, 0, 1/3, 2/3, 1, 1, 1, 1] . Hence, the unknown parameters for determining this transient B-spline curve are six control points. The first three control points are related to the boundary conditions associated with the first B-spline curve, and the rest are related to the boundary conditions associated with the second B-spline curve. Suppose the boundary conditions at the intersection point with the leading B-spline curve are given as follows. The intersection point is specified by p a = [x a , y a ], the tangent angle at p a is given by ψ a , and the curvature is given by κ a . Let p i = [x i , y i ] (i = 0, · · · , 5) denote the control points. Then we impose the following boundary conditions,
where, x 0 and y 0 are the derivatives with respect to the knot parameter u at the control point p 0 . Note that, with the chosen clamped knot vector above, the cubic B-spline basis functions evaluated at the knot u = 0 are computed as follows,
Hence, the first derivative at p 0 evaluated with the knot value u = 0 is computed by
From Eqs. (22c) and (24), it follows that
where R a is the distance between p 0 and p 1 , which we choose as a design parameter. In addition, we impose the curvature boundary condition,
where, x 0 and y 0 are the second derivatives at p 0 , evaluated with the knot value u = 0. Utilizing Eqs. (23) and (24), and after some algebraic manipulation, results in the following expression with respect to x 2 and
In order to solve for x 2 and y 2 , we adopt an additional equation in terms of x 2 and y 2 , which determines a unique solution of x 2 and y 2 . Suppose p ⊥ 2 is the point at the distance 2R a along the line segment p 0 p 1 from p 0 (see Fig. 11 ). The control point p 2 can then be chosen uniquely by imposing the additional condition that the projection of p 2 onto the line segment p 0 p 1 ends up at the point p ⊥ 2 . After some algebraic manipulations, we obtain the following equation, Similarly, we impose the boundary conditions at the end of the transient B-spline curve. The cubic B-spline basis functions are evaluated at the knot u = 1 as follows,
Imposing the given boundary conditions of the intersection point by p b = [x b , y b ], the tangent angle at p b by ψ b , and the curvature by κ b , we obtain the following formulas that uniquely determine the rest of the three control points,
(30f) Figure 12 shows an example of stitching the two B-spline curves derived from the path templates by a transient cubic B-spline. We note in passing that one can avoid altogether the use of transient B-splines for connecting two regular B-spline curves by using path templates of one or more overlapping cells, and by interpolating the corresponding B-splines inside the overlapping cell(s). We will not elaborate on this implementation in this paper.
VI. Simulation Results of the Path Smoothing Algorithm
In this section we present simulation results of the on-line path smoothing in conjunction with the D * -lite path planning algorithm. The D * -lite (Dynamic A * -lite) algorithm was proposed by Koenig and Likhachev
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for path planning in unknown or partially known environment. The algorithm reuses information from the previous search to find the solution at the next iteration much faster than solving each iteration from scratch. It is assumed that the agent navigates over an unknown environment, while updating the map with the information gathered from a proximity sensor. The world data is given by a 256× 256 units (pixels) map. We adopt a uniform cell decomposition of cell size 8×8 pixels. The range of the proximity sensor is chosen to be r = 28, thus resulting in the finite horizon window by a 7×7 square cell grids. The results from the on-line path smoothing algorithm combined with the D * -lite path planning are shown in Fig. 13 . Specifically, Fig. 13 shows the evolution of the path at different time steps, as the agent moves to the final destination. At each step, the best proposed path is drawn by a dashed-dot line and the actual path generated by the algorithm is drawn by a solid line. A local channel is drawn by thin polylines, which corresponds to the discrete path sequence from the D * -lite algorithm. Accordingly, a smooth path segment is obtained from the B-spline path templates. Whenever the D * -lite algorithm updates with a (possibly new) path sequence, as the agent approaches close to the end of each path segment, the on-line path smoothing algorithm proceeds to stitch the previous path segment with the newly obtained path segment by a transient B-spline curve. This process repeats until the UAV reaches the final destination, as shown in Fig. 13(c) . For on-board implementation using a micro-controller, the proposed algorithm utilizes small computer memory, since the B-spline path templates are stored using only a small number of control points and knot sequences. Furthermore, by incorporating the path templates over a finite horizon that have been computed off-line, the proposed algorithm generates a smooth path quickly, while ensuring the smoothness of the entire path. In particular, the algorithm is computationally efficient in the sense that it can yield close-to-optimal paths when the environment is changing, when used in conjunction with the high-level path planner that accommodates for the changes. The algorithm has been implemented on a small micro-controller for a hierarchical path planning and control algorithm of a small UAV using the hardware-in-the-loop (HIL) simulation. The results from these tests can be found in Ref. [23] .
VII. Conclusions
We have presented an on-line path smoothing algorithm that incorporates path templates for generating a smooth path derived from a high-level path planner. The path templates are comprised of a set of B-spline curves, which have been obtained from an off-line optimization step, such that each path instance stays inside the prescribed channel, hence avoiding obstacles. In conjunction with the high-level path planner, the on-line implementation of the proposed algorithm finds the corresponding local path segments and stitches them together, while preserving the smoothness of the composite curve. Simulation results in conjunction with the discrete D * -lite path planning algorithm validate the effectiveness of the proposed algorithm. The algorithm has minimal on-line computational cost and provides a complete solution to the obstacle-free path generation problem that is suitable for real-time implementation for small UAVs. 
