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Abstract
Assume that the vertices of a graph G are always operational, but the edges of G fail inde-
pendently with probability q ∈ [0, 1]. The all-terminal reliability of G is the probability that the
resulting subgraph is connected. The all-terminal reliability can be formulated into a polynomial
in q, and it was conjectured [5] that all the roots of (nonzero) reliability polynomials fall inside the
closed unit disk. It has since been shown that there exist some connected graphs which have their
reliability roots outside the closed unit disk, but these examples seem to be few and far between,
and the roots are only barely outside the disk. In this paper we generalize the notion of reliabil-
ity to simplicial complexes and matroids and investigate when, for small simplicial complexes and
matroids, the roots fall inside the closed unit disk.
1 Introduction
A well known model of network robustness is the (all terminal) reliability of a graph, in which the
vertices are always operational, but each edge fails independently with probability q ∈ [0, 1]. The
reliability of the undirected, connected graph G, Rel(G, q), is the probability that the operational
edges form a connected spanning subgraph, that is, that the operational edges contain a spanning tree.
It is easy to see that the reliability of a graph G is always a polynomial in q (and in p = 1− q) and is
not identically 0 if and only if G is connected. As such, one can express the reliability of a graph G of
order n and size m (that is, with n vertices and m edges) in a variety of useful forms, by expanding
the polynomial in terms of different bases (see, for example, [8]):
Rel(G, q) =
m−n+1∑
i=0
Fiq
i(1− q)m−i (F-Form) (1)
= (1− q)n−1
m−n+1∑
i=0
Hiq
i (H-Form). (2)
The interpretation of the coefficients of the F-form are quite straightforward. A connected spanning
subgraph with edge set E′ ⊆ E arises with probability q|E\E′|(1 − q)|E′|. Therefore, Fi is the number
of sets of i edges whose removal leaves the graph connected. The interpretation of the coefficients of
the H-form are more subtle, but we shall to return to them shortly.
Most of the early work on reliability concerned algorithmic calculation (see [8]), and then, when
the problem was found to be intractable, emphasis was placed on efficient methods of bounding the
function. However, a natural mathematical question is to ask where the roots of the reliability poly-
nomial lie in the complex plane (the location of roots of polynomials have direct implications for the
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relationship between the coefficients – for example, Newton’s well known theorem [9] shows that a
polynomial with positive coefficients having all real roots implies that the coefficients are unimodal).
In 1992 it was conjectured [5] that all the roots of Rel(G, q) of a connected graph G (as we shall assume
from now on about a graph G) lie in the unit disk (closed and centered at the origin, as we shall always
assume when talking about the unit disk). See Figure 1 for a plot of reliability roots of small simple
graphs. In support of the conjecture, it was shown in [5] that
• the real reliability roots of graphs are always in [−1, 0) ∪ {1} (and hence in the unit disk),
• every graph had a subdivision for which the roots lay in the unit disk, and
• the closure of the (complex) reliability roots contains the unit disk.
For many years the conjecture was believed to be true, and proved for some classes of graphs such as
series-parallel graphs [23]. However, in 2004 Royle and Sokal [18] constructed graphs whose reliability
polynomials Rel(G, q) had a root outside of the closed unit disk. The smallest such example started
with the complete graph K4 and then replaced one pair of opposite edges by a bundle of six edges
(see Figure 2). This graph has a root of its reliability polynomial whose modulus is approximately
1.0017, just barely outside of the disk. There have been subsequent attempts to find roots with larger
modulus, with [6] pushing the roots out as far from the origin as 1.113, but still the examples seem
few and far between, and still bounded.
Figure 1: The roots of reliability polynomials of all simple graphs of order 7
.
2 Generalizing Reliability to Complexes
In order to better explore reliability roots in relation to the unit disk, we extend the notion of reliability
to more abstract structures ([23] extends to matroids, and [4] to more general systems). We start not
with a graph but with a (simplicial) complex C of order m, which is a collection of subsets (called
faces) of a nonempty finite set X of cardinality m that is closed under containment, that is, if σ ∈ C
and α ⊆ σ, then α ∈ C (we refer the reader to [3] or [8] for a general combinatorial introduction to
complexes). As an example, for any set X, the power set of X, denoted X , is a simplex, and always a
complex.
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Figure 2: Royle - Sokal Graph
We shall need a number of definitions concerning complexes before we return to reliability. Given
two complexes CX and CY on disjoint sets X and Y , respectively, define the sum CX ⊕ CY to be the
complex on X∪Y whose faces are those of CX and CY (if X and Y are not disjoint, we take isomorphic
disjoint copies to form CX ⊕ CY ). The complex C is said to be connected if it cannot be written as
the sum of two other complexes each of positive order, and if C = C1 ⊕ C2 · · · ⊕ Ck where each Ci is
connected, then C1, . . . , Ck are the components of C. For a given vertex x of the underlying set, the
deletion and link subcomplexes are those on X\{x}, with faces
delxC = {σ : σ ∈ C, x 6∈ σ}
and
linkxC = {σ\{x} : x ∈ σ ∈ C}.
The k-skeleton of C is the collection of faces of C of cardinality k. The maximal faces (under
containment) are called facets or bases, and the size of a largest facet is called the dimension or rank
of the complex, and often denoted by d or r (if the complex is empty, that is, has no faces, then we
define its dimension to be −∞). A complex is purely d-dimensional if all of its facets have cardinality
d.
The F-vector of the the complex C is the sequence 〈F0, F1, . . . , Fd〉, where Fi is the number of faces
of cardinality i in the complex. The F-polynomial is the generating function of the F -vector, and is
given by
fC(x) =
d∑
i=1
Fix
i
(the degree of the polynomial is clearly the dimension of the complex). The H-polynomial of complex
C of dimension d C is given by
hC(x) = (1− x)dfC
(
x
1− x
)
,
and the H-vector of the complex is the vector of coefficients 〈H0,H1, . . . ,Hd〉 of the H-polynomial
(starting at the constant term); alternatively,
Hk =
k∑
i=0
Fi(−1)k−i
(
d− i
k − i
)
.
It also follows that
Fd =
d∑
i=0
Hi. (3)
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For a complex C of dimension d on a set of cardinality m,
Rel(C, q) = (1− q)mfC(q/(1 − q))
= (1− q)m−d(1− q)dfC(q/(1 − q))
= (1− q)m−dhC(q)
Thus the roots of Rel(C, q) and hC(q) coincide, except for some roots at q = 1.
We are now ready to extend the notion of reliability to complexes. Given a complex C on finite set
X of cardinality m, define the reliability polynomial of C as
Rel(C, q) =
∑
F∈C
q|F |(1− q)|X\F |.
The idea is that we choose each element of C independently with probability q and ask the probability
that the chosen vertices form a face of the complex. Grouping the terms by their exponent of q, we
can express the reliability in terms of the F-vector (and F-polynomial) of the complex:
Rel(C, q) =
d∑
i=0
Fiq
i(1− q)m−i = (1− q)mfC
(
q
1− q
)
.
It is straightforward to verify that
• Rel(C, q) 6≡ 0 if and only if C has a face (i.e. C is finite dimensional),
• Rel(C1 ⊕ C2, q) = Rel(C1, q) · Rel(C1, q), and
• for any element x ∈ X,
Rel(C, q) = (1− q) · Rel(delxC, q) + q ·Rel(linkxC, q).
It follows that if C has a loop x (an element of X that belong to no face) then the removal of x from
the underlying set corresponds to division of C by 1 − q, and moreover, if C has a coloop x (that is,
a vertex in every facet of C), then delxC = linkxC, and hence C and linkxC have the same reliability.
Hence we will often assume that the complex under question has no loops or coloops.1
How does this notion of reliability of complexes relate to all-terminal reliability? The set of subsets
of the edge set of a connected graph G whose removal leaves the graph connected is indeed a complex,
a well-studied one, called the cographic matroid of G (a matroid is a nonempty complex M with the
exchange axiom: if σ, α ∈ M and |σ| < |α|, then there is a z ∈ α\σ with {z} ∪ σ ∈ M). In fact, the
sequence 〈F0, F1, . . . , Fm−n+1〉 from the F-form (1) of the reliability polynomial is in fact the F-vector
of the cographic matroid. Thus the reliability of the cographic matroid of a graph G is precisely the
(all-terminal) reliability of G.
Let’s consider reliability roots, that is, the roots of reliability polynomials of nonempty complexes.
For a complex of dimension 0, the reliability is 1, which obviously has no roots outside the unit disk.
1We remark that in the literature sometimes reliability of complexes has been studied in the guise of coherent systems
(see, for example, [16]), which are collections of subsets of a finite set X closed under superset. For a coherent system S
on set X, its reliability is
CSRel(S , p) =
∑
S∈S
p
|S|(1− p)|X\S|,
which is the same as Rel(S , q), where q = 1− p and S is the complex with faces X\σ for σ ∈ S .
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For dimension 1, the reliability is of the form (1 − q) +mq = 1 + (m − 1)q, which has all of its roots
in the unit disk (and real). The situation changes dramatically when the dimension grows larger. For
example, let m ≥ 2 and consider the complex Pm on set X = {1, 2, . . . ,m} with faces
∅, {1}, {2}, . . . , {n}, {1, 2}, {3, 4}, {4, 5}, . . . , {m− 1,m}.
Clearly the reliability of Pn is
(1− q)2 +mq(1− q) + (m− 2)q2 = −q2 + (m− 2)q + 1,
which has a root at
m− 2 +√(m− 2)2 + 4
2
∼ m− 2,
which grows arbitrarily large (and positive). Thus we should insist on some properties (even beyond
pureness, as the complex above is pure), shared by cographic matroids, of our complexes if we hope to
have roots always in (or close to) the unit disk.
2.1 Restricting to Shellable Complexes
A nonempty purely d-dimensional complex is shellable if its facets can be ordered as σ1, σ2, . . . , σt such
that for j = 2, 3, . . . , t, the subcomplex
σj ∩
⋃
i<j
σi
is a purely (d − 1)- complex. To illustrate, it is an easy exercise to see that a purely 2-dimensional
complex (i.e. a graph without isolated vertices) is shellable if and only if it is connected as a graph.
Shellable complexes arise in a variety of combinatorial and topological settings, and have some very
nice properties (see, for example, [8])). For a shellable complex, the H-vector is known to consist of
nonnegative integers, with a variety of interpretations:
• An interval partition is a collection of disjoint intervals [L,U ] = {S : L ⊆ S ⊆ U} such that
every face in the complex belongs to precisely one interval. Simplicial complexes that have a
partitioning [Li, Ui], 1 ≤ i ≤ b with Ui a facet for each i are called partitionable. It is known that
all shellable complexes are partitionable [8, pg. 63 - 64], and moreover, Hi is the number of lower
sets Lj of cardinality i.
• An order ideal of monomials N is a set of monomials closed under division. For every shellable
complex, there is an order ideal of monomials N such that Hi counts the number of monomials
of degree i in the set.
It follows that the sequence H0,H1, . . . ,Hd consists of nonnegative integers with no internal zeros (and
in fact, if C has no coloops, then Hd is nonzero).
Many complexes that arise in combinatorial and other settings turn out to be shellable (in par-
ticular, matroids are always shellable [8]). One might hope that the extra condition of shellability
on a complex might force the reliability roots inside the unit disk, but such is not the case, even in
dimension 2. In fact, the following is true:
Theorem 2.1 A purely 2-dimensional complex C with F -vector 〈1,m, F2〉 has a reliability root outside
the unit disk if and only if F2 ∈ [m2 ,m − 2] ∪ [m, 2m − 5]. If, moreover, C is shellable, then it has a
reliability root outside the unit disk if and only if F2 ∈ [m, 2m− 5].
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Proof. Assume to begin with that C is a purely 2-dimensional complex; its reliability is given by
Rel(C, q) = F2 · q2(1− q)m−2 +m · q(1− q)m−1 + (1− q)m
= (1− q)m−2 ((F2 −m+ 1)q2 + (m− 2)q + 1)
so it suffices to consider the roots of
r(q) = (F2 −m+ 1)q2 + (m− 2)q + 1.
As the removal of loops cannot introduce any roots (except possibly for q = 1), we can assume that
C has no loops. The complex has no isolated vertices (that is, maximal faces of cardinality 1), as
otherwise the complex would not be pure. Therefore, we have that F2 ≥ m/2. We split the argument
up into two cases, depending on whether F2 is less than m or not.
Note that if F2 = m− 1 then r(q) = (m− 2)q + 1 which has all of its roots in the disk, so we can
assume that F2 6= m− 1, and hence we can focus on the roots of
r1(q) = q
2 +
m− 2
F2 −m+ 1q +
1
F2 −m+ 1 .
The Hurwitz Criterion (see [22]), states that a real polynomial z2 + bz + c has all of its roots in the
unit disk if and only if |c| ≤ 1 and |b| ≤ c+ 1. Thus we set
b =
m− 2
F2 −m+ 1 and c =
1
F2 −m+ 1 .
Clearly the first condition, |c| ≤ 1, holds as F2 is an integer different from m− 1. So everything hinges
on whether
|b| =
∣∣∣∣ m− 2F2 −m+ 1
∣∣∣∣ ≤ 1F2 −m+ 1 + 1 = c+ 1. (4)
First consider the case that F2 ≤ m − 1; as F2 6= m − 1, we have that F2 < m − 1. Then (4) is
equivalent to F2 ≤ 0, which never holds as dimension 2 implies F2 ≥ 1. Therefore, there is always a
reliability root outside the closed unit disk when F2 < m− 1.
Now assume that F2 ≥ m. Then a simple calculation shows that (4) holds if and only if F2 ≥ 2m−4.
Thus in this case, Rel(C, q) has a root outside the unit disk if and only if m ≤ F2 ≤ 2m− 5.
Thus we conclude that C has a reliability root outside the unit disk if and only if F2 ∈ [m2 ,m− 2]∪
[m, 2m−5]. A 2-dimensional complex is shellabe if and only if it is connected as a graph, so shellability
implies that F2 ≥ m− 1, and hence if C is shellable, then it has a reliability root outside the unit disk
if and only if F2 ∈ [m, 2m− 5]. 
Furthermore, when F2 = m ≥ 2, (corresponding to a 2-dimensional shellable complex whose facets
form a unicyclic connected graph), the reliability is
(1− q)2 +mq(1− q) +mq2 = q2 + (m− 2)q + 1,
which has a root at
−m
2
+ 1−
√
m2 − 4
2
,
and this root can grow arbitrarily large in absolute value.
Indeed, for other shellable complexes, the roots can be more than unbounded.
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Theorem 2.2 The reliability roots of shellable complexes are dense in the complex plane.
Proof. The broken circuit complex of a graph G (see [1, 2], for example) is formed by fixing a linear
order  on the edges of G and declaring any circuit minus its -least edge to be a broken circuit. The
broken circuit complex BR(G,) is the complex on the edge set of G whose faces are those subsets
that do not contain a broken circuit. It is known that every broken circuit complex is shellable [19],
and that the dimension of the complex, for a graph with n vertices and c components, is n− c.
The interest in broken circuit complexes arises from the surprising fact that if G is a graph of order
n and 〈a0, a1, . . . , an−1〉 is the F-vector of BR(G,), then the well-known chromatic polynomial of G,
pi(G,x), can be expressed as
pi(G,x) =
n−c∑
i=0
(−1)iaixn−i.
Sokal [21] has proven that the roots of chromatic polynomials are dense in the complex plane. Now
(−q)npi
(
G,
q − 1
q
)
= (−q)n
n−c∑
i=0
(−1)iai
(
q − 1
q
)n−i
= (1− q)n
n−c∑
i=0
ai
(
q
1− q
)i
= (1− q)c · Rel(BR(G,), q).
As the image (and preimage) of a dense set under a linear fractional transformation is again dense,
we see that the roots of the reliability polynomials of broken circuit complexes are also dense in the
complex plane. 
So why is it so hard to find reliability roots of graphs outside the disk? The answer must be that
there is a more restrictive property than shellability at play.
2.2 Matroids
We have mentioned that every matroid is shellable, but they are indeed a proper subclass, and we have
seen that reliability of graphs is the same as the reliability of a certain family of matroids (namely
cographic matroids), so it is reasonable to see what happens for the reliability roots of matroids –
do they behave as they do for graphs (and cographic matroids), or does the extension past cographic
matroids allow for the kind of extreme behaviour we have seen for other shellable complexes? It is
easy to observe that the sum of two matroids is again a matroid, so as reliability is multiplicative over
connected components, the reliability roots of a sum of matroids is the union of the reliability roots of
the components. Thus we can assume that matroids under consideration for their roots being in the
unit disk are connected.
All complexes of dimension at most 1 are matroids, and we have already seen that such complexes
have their reliability roots in the unit disk. In [23] it was shown that uniform matroids Un,r (those
on an set X of size n whose facets are all r-subsets of X) have their reliability roots in the unit disk.
Moreover, it was also shown there that the same is true of reliability roots of cographic matroids of
series-parallel graphs (those that can be built up from a single vertex by series and parallel operations).
As well, we can prove that the real reliability roots of all matroids lie in the unit disk.
Theorem 2.3 The real reliability roots of any matroid M lie in [−1, 0) ∪ {1}, and hence lie in the
unit disk.
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Proof. We can assume that M is connected and has no loops or coloops. Note that as
Rel(C, q) = (1− q)m−d
d∑
i=0
Hiq
i
and all the Hi are positive, there are clearly no non-negative roots except 1. Moreover, in [5] it was
shown that for any connected matroidM of rank d with H-vector 〈H0,H1, . . . ,Hd〉, any b ≥ 1 and any
j ∈ {0, 1, . . . , d}, we have that
(−1)j
j∑
i=0
(−b)iHi ≥ 0 (5)
with equality possible only if b = 1. (In particular,
d∑
i=0
(−1)d−iHi ≥ 0, (6)
and we shall often make use of this inequality throughout the paper). Taking j = d above, we find
that
(−1)dhM(−b) > 0
for b > 1, and hence hM(q) is nonzero for q ∈ (1,∞). It follows that Rel(C, q) has no roots less than
−1. It follows that all of the real roots of Rel(C, q) lie in [−1, 0) ∪ {1}. 
So we see that the usual techniques from real analysis (such as the Intermediate Value Theorem)
that one might use to try to locate roots outside the unit disk are going to fail for matroids, as then any
such root must necessarily be nonreal. From [6] and [18] we know that there are (nonreal) reliability
roots of some matroids (namely cographic matroids) that lie a little bit outside the disk. These matroids
have dimension 13 or higher. Might there be matroids of small dimension with reliability roots outside
the unit disk?
3 Reliability Roots of Matroids of Small Dimension
Because of earlier remarks, we can assume all matroids (and complexes) have no loops or coloops.
From the previous section, any matroid of rank 0 or 1, being a complex, has its roots in the unit
disk (in fact, any complex of dimension at most 1 is trivially a matroid). The next case is rank 2.
We have already seen that for general shellable 2-dimensional complexes, the reliability roots can be
unbounded. However, what about if we insist on the complex being a matroid? Then the situation
becomes markedly different.
Theorem 3.1 Let M be a matroid of rank 2 and order m. Then the roots of Rel(M, q) are all inside
the closed unit disk.
Proof. A simple observation is that the graph determined by the 2-skeleton G of M of rank d ≥ 2
must be a complete multipartite graph. (The argument centers on the facts that (a) for k ≤ d the
k-skeleton of a matroid is again a matroid, (b) a graph is complete multipartite if and only if it does
not contain P3, the complement of a path of order 3, as an induced subgraph that is isomorphic to
the complement of a path on 3 vertices, and (c) a graph is a matroid if and only if it does not contain
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an induced P3.) We will show that the number of edges of G (i.e. F2 of M) is at least 2m − 4; by
Theorem 2.1, M will have all of its reliability roots in the unit disk.
Let the cells of the complete multipartite graph G be V1, V2, . . . , Vk. Clearly k ≥ 2 as M, being
of rank 2, has a face of cardinality 2. If k ≥ 3, one can combine cells and decrease the number of
edges, so we can assume that k = 2. Thus for some j ∈ {2, 3, . . . , ⌊m/2⌋}, G = Kj,m−j (j 6= 1 as
otherwise M has a coloop, and the proof reverts to the dimension 1 case). It is easy to see that G has
j(m− j) ≥ 2(m− 2) = 2m− 4 as the function g(x) = x(m− x) is increasing on [2,m/2]. Thus G has
at least 2m − 4 edges, and hence F2 ≥ 2m − 4. From Theorem 2.1, we conclude that all the roots of
M lie in the unit disk. 
We now turn to rank 3 matroids, where again we can prove that the reliability roots are always in
the unit disk (along the way, we prove a new nonlinear inequality among the terms in the H-vector of
matroids).
Theorem 3.2 Let M be a rank 3 matroid. Then all the roots of Rel(M, q) lie inside the unit disk.
Proof. Clearly we can assume that M is connected, as otherwise its reliability is the product of the
reliabilities of matroids of smaller rank, and we are done. It can be shown that if a matroid of order m
and rank r, without loops or coloops, is connected, then Hr ≥ m− r (see, for example, [2, pg. 244]),
and hence if m > r (which we can always assume, as otherwise the matroid is a simplex with reliability
1), Hr ≥ 1. We shall make use of this here and throughout this section.
Farebrother [10] proved that the roots of a real cubic polynomial x3 + a1x
2 + a2x + a3 = 0 lie in
the open unit disk {z : |z| < 1} if and only if the following conditions all hold:
1 + a1 + a2 + a3 > 0
1− a1 + a2 − a3 > 0
3 + a1 − a2 − 3a3 > 0
1− a23 + a1a3 − a2 > 0
For our purposes, it will be better to rewrite these conditions for the cubic a0x
3+a1x
2+a2x+a3 = 0,
where all ai’s are positive:
a0 + a1 + a2 + a3 > 0
a0 − a1 + a2 − a3 > 0
3a0 + a1 − a2 − 3a3 > 0
a20 − a23 + a1a3 − a0a2 > 0
It is well known that the roots of a (complex) polynomial depend continuously on the coefficients
[12, 13]. It follows that if we know that if a0, a1, a2 and a3 are all positive, then the roots of a0x
3 +
a1x
2 + a2x+ a3 = 0 are in the closed unit disk {z : |z| ≤ 1} if
a0 + a1 + a2 + a3 ≥ 0 (7)
a0 − a1 + a2 − a3 ≥ 0 (8)
3a0 + a1 − a2 − 3a3 ≥ 0 (9)
a20 − a23 + a1a3 − a0a2 ≥ 0. (10)
(If not, there would be a root outside the disk. By increasing a0 to a0 + ε and a1 to a1 + ε/2, then
provided ε is sufficiently small but positive, we could keep the root outside the disk, but have strict
inequality hold in all four conditions, a contradiction to Farebrother’s result.)
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Consider the reliability polynomial of M:
Rel(M, q) = (1− q)m−r(1 +H1q +H2q2 +H3q3)
Clearly this has m− r roots at 1, and so we are only interested in the roots of
hM(q) = 1 +H1q +H2q
2 +H3q
3. (11)
We set a0 = H3, a1 = H2, a2 = H1 and a3 = 1. Then rephrasing conditions (7), (8), (9) and (10), we
need to show
H3 +H2 +H1 + 1 ≥ 0 (12)
H3 −H2 +H1 − 1 ≥ 0 (13)
3H3 +H2 −H1 − 3 ≥ 0 (14)
H23 − 1 +H2 −H3H1 ≥ 0. (15)
Conditions (12), (13), and (14) are quite simple to show. Since all coefficients of the H-vector are
nonnegative, (12) follows immediately. For (9), we use (6), which implies for r = 3 that
−1 +H1 −H2 +H3 ≥ 0,
that is, condition (13).
For (14), we will use a result of Huy et al [11] that showed that matroids of rank 3 satisfy Stanley’s
Conjecture; that is, that their H-vectors are pure O-sequences (the H-vectors of pure order ideals of
monomials). In particular, it follows that H0 ≤ H1 ≤ · · · ≤ H⌊ r
2
⌋, and Hi ≤ Hd−i for 0 ≤ i ≤ ⌊ r2⌋ (see
[14]). So H3 ≥ H0 and H2 ≥ H1. We conclude that
3H3 +H2 −H1 − 3 ≥ 0,
so condition (14) is true.
The last inequality to check is (15). We start by observing that the 2-skeleton of a rank-3 matroid
must be a complete k-partite graph G with k ≥ 3 (as mentioned earlier, for k ≤ r, the k-skeleton
of a rank r matroid is also a matroid). Indeed, if it were just a complete bipartite graph, then the
dimension of M would be 2. Furthermore, if k = 3, then each cell of the complete k-partite graph
must have cardinality at least 2, as otherwise there would be a coloop in the matroid. Therefore, the
smallest possible number of edges in G would be a complete 3-partite graph with independent sets
having 2, 2 and m− 4 elements, and from this we can determine that F2 ≥ 4m− 12.
Using this, the fact that H1 = m− r = m− 3 and by considering the number of faces of cardinality
2 covered in an interval partition of M, we find that
H2 = F2 − 2H1 − 3H0 ≥ 2m− 9 (16)
Finally, from this and (6) we get
H3 ≥ H2 −H1 +H0 ≥ m− 5.
Now if H3 ≥ m− 3 = H1 then (15) holds (strictly), as H2 ≥ 3. Moreover, if H3 = m− 5 then
H23 − 1 +H2 −H3H1 = H2 + (−2)(m− 5)− 1
= H2 − (2m− 9)
≥ 0
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by (16). Our final case is that H3 = m− 4. Here
H23 − 1 +H2 −H3H1 = H2 + (−(m− 4))− 1
= H2 − (m− 3)
≥ 0
provided 2m − 9 ≥ m − 3, that is, provided that m ≥ 6. An exhaustive check of all matroids on less
than 6 vertices (whether of rank 3 or otherwise) can confirm that no root falls outside of the closed
unit disk. Therefore, all matroids of rank 3 have all of their roots inside of the closed unit disk. 
Unfortunately, we were unable to prove that all matroids of rank 4 have their roots inside the
disk, and so we shall focus on paving matroids of rank 4. A paving matroid of rank r on a set X of
cardinality m has a complete (r − 1)-skeleton, that is, all (r − 1)-subsets of X are faces, so that its
H-vector has the form 〈1,m− r, . . . , (m−r+i−1i ), . . . , (m−2r−1 ),Hr〉, with Hr = Fr− (m−1r−1 ) [15, Proposition
3.1]. Every uniform matroid is obviously a paving matroid, and it has been conjectured that almost
every matroid of order m is a paving matroid.
Theorem 3.3 The roots of a paving matroid M of rank 4 all fall inside the closed unit disk.
Proof. Again, we can assume that M is connected and has no loops or coloops, and hence m ≥ 5.
If m = 5 then the H-polynomial of M has the form H4q4+ q3+ q2+ q+1, while for m = 6, it has the
form H4q
4 + 4q3 + 3q2 + 2q + 1, where in either case H4 ≥ m− 4. The well-known Enestro¨m-Kakeya
Theorem (see, for example, [20]), which states that if f(x) = a0 + a1x + · · · + anxn is a polynomial
with 0 < a1 ≤ a2 ≤ · · · ≤ an then the roots of f(x) lie in the (closed) unit disk. Thus the roots of
these polynomials are in the unit disk, except possibly for the polynomials 2q4 + 4q3 + 3q2 + 2q + 1
and 3q4 + 4q3 + 3q2 + 2q + 1. However, direct calculations in this case show that roots lie in the unit
disk, so we can now assume that m ≥ 7.
For this proof, we will be using Farebrother’s [10] necessary and sufficient conditions for the moduli
of all roots of quartic polynomials to fall inside the unit disk: for a real quartic polynomial x4+a1x
3+
a2x
2 + a3x+ a4 = 0, the roots fall inside the open unit disk if and only if
1 > a4
3 + 3a4 > a2
1 + a1 + a2 + a3 + a4 > 0
1− a1 + a2 − a3 + a4 > 0
(1− a4)(1− a24)− a2(1− a4)2 + (a1 − a3)(a3 − a1a4) > 0.
By a similar argument as we used in Theorem 3.2 regarding adjusting coefficients slightly to force
roots to be inside of the disk in the case where there is an equality, it follows that the roots are in the
(closed) unit disk if
1 > a4 (17)
3 + 3a4 ≥ a2 (18)
1 + a1 + a2 + a3 + a4 ≥ 0 (19)
1− a1 + a2 − a3 + a4 ≥ 0 (20)
(1− a4)(1− a24)− a2(1− a4)2 + (a1 − a3)(a3 − a1a4) > 0. (21)
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The H-polynomial of M (whose roots we are interested in) is given by
hM(q) = H0 +H1q +H2q
2 +H3q
3 +H4q
4
= 1 + (m− 4)q +
(
m− 3
2
)
q2 +
(
m− 2
3
)
q3 +H4q
4
= H4
(
1
H4
+
m− 4
H4
q +
(m−3
2
)
H4
q2 +
(m−2
3
)
H4
q3 + q4
)
.
By (17)–(21), we need only show that
H4 > 1 (22)
3H4 + 3 ≥ H2 (23)
H4 +H3 +H2 +H1 + 1 ≥ 0 (24)
H4 −H3 +H2 −H1 + 1 ≥ 0 (25)
(H4 − 1)(H24 − 1)−H2(H4 − 1)2 + (H3 −H1)(H4H1 −H3) > 0. (26)
Clearly condition (22) holds as H4 ≥ m − 4 ≥ 3. Condition (24) holds since all of the Hi are
positive. Condition (25) follows directly from inequality (6), and implies
H4 ≥ H3 −H2 +H1 −H0 = 1
6
m3 − 2m2 + 53
6
m− 15. (27)
It follows that
3H4 + 3 ≥ 1
2
m3 − 6m2 + 53
2
m− 42 > 1
2
m2 − 7
2
m+ 6 = H2
as m ≥ 7, so condition (23) holds.
All that remains is condition (26). We set l = H1 = m− 4 (which is at least 3). We substitute into
the left-hand side of (26) the values for Hi =
(
l+i−1
i
)
for i ≤ 3 and set z = H4. We need to show that
(z − 1)(z2 − 1)−
(
l + 1
2
)
(z − 1)2+((
l + 2
3
)
− l
)(
zl −
(
l + 2
3
))
> 0. (28)
Let’s denote the left-hand side of (28) by f = f(z). The derivative f ′(z) is a quadratic in z that
opens up, and one can verify that its discriminant is −l4−4l3+ l2−8l+16, which is positive for l ≥ 2.
Thus f is increasing on [2,∞), so that as l ≥ 3, z ≥ 16m3 − 2m2 + 536 m− 1 = 16 l3 + 56 l − 1 > 2
f(z) ≥ f
(
1
6
l3 +
5
6
l − 1
)
=
l(l − 2)(l − 1)(l2 − l + 12)(l4 + l3 + 5l2 − l + 12)
216
> 0
(both the polynomials l2 − l + 12 and l4 + l3 + 5l2 − l + 12 have only complex roots, and hence are
always positive). Therefore, (26) holds, and we are done. 
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4 Reliability Roots of Matroids Outside the Disk
In the previous section, we showed that the roots of matroids of rank at most 3 and paving matroids
of rank 4 have their roots inside of the unit disk. There are, to be sure, reliability roots of matroids
outside the disk – we know from network reliability that there are graphs whose all terminal reliability
roots have modulus greater than 1, and hence there are cographic matroids that have roots outside of
the disk. Are there other matroids with reliability roots outside the unit disk? There exist, of course,
operations on matroids that would yield roots outside of the unit disk. The direct sum M1 ⊕M2 of
matroids M1 and M2, on disjoint sets X1 and X2, respectively, has as its faces σ1 ∪ σ2, where σi is
a face of M1 (i = 1, 2). It is easy to see that Rel(M1 ⊕M2, q) = Rel(M1, q)Rel(M2, q), and so the
reliability roots of M1 ⊕M2 is simply the union of the reliability roots of M1 and M2. Therefore, if
either M1 or M2 have roots outside of the disk, then M1⊕M2 will have roots outside of the disk. It
follows that we can embed any matroid in another that has a root outside of the unit disk. However,
this seems somewhat artificial.
Two other operations, though, yield other matroids with reliability roots outside the disk. We
define a k-thickening of a matroid at vertex v, denoted by Th(M, v, k), to be the matroid such that
• if v is an element in a face σ ∈ M then
(σ \ {v}) ∪ {v1}, (σ \ {v}) ∪ {v2}, . . . , (σ \ {v}) ∪ {vk} ∈ Th(M, v, k),
• if v is not an element in a face σ ∈ M, then σ ∈ Th(M, v, k).
(In essence, we place k − 1 new elements in parallel to v.) A calculation shows that the H-polynomial
of Th(M, v, k) is given by
hTh(M,v,k)(q) = hdelM(v)(q) + kxhlinkM(v)(q).
As k grows large kxhlinkM(v)(q) will dominate over hdelM(v)(q), that is, if we consider (1/k)hTh(M,v,k)(q),
which has the same roots as hTh(M,v,k)(q), it approaches coefficient-wise to xhlinkM(v)(q) which leads
to the roots of hTh(M,v,k)(q) being close to those of hlinkM(v)(q) (and 0). Therefore, if hlinkM(v)(q) has
a root outside of the disk, then hTh(M,v,k)(q) will also have a root outside of the disk provided k is
large enough.
Another operation that we will focus on is a generalization of replacing an edge of a graph with k
edges in parallel (an operation which Royal and Sokal used on a pair of opposite edges to construct
their graph). We define the k-replacement at vertex v, denoted by Rep(M, v, k), to be the matroid
such that
• if v is an element of a face σ ∈ M then (σ \ {v}) ∪ {v1, v2, . . . , vk} ∈ Rep(M, v, k); and
• if v is not an element of a face σ ∈ M then for any τ ( {v1, v2, . . . , vk}, σ ∪ τ ∈ Rep(M, v, k).
If we use a k-replacement on a single element v, then we get the f -polynomial
fRep(M,v,k)(q) = q
kflinkM(v) + ((1 + q)
k − qk)fdelM(v) (29)
However, it would be more beneficial to be able to use a k-replacement on multiple vertices simultane-
ously, with different values of k, and so we will introduce a multivariate generating polynomial of the
matroid. Given a matroid M on elements v1, v2, . . . vm, for each face σ ∈ M we introduce the variable
qi if vi ∈ σ and pi if vi 6∈ σ, and define the multivariate generating polynomial by
mgenM(q1, p1, . . . , qm, pm) =
∑
σ∈M
∏
vi∈σ
qi
∏
vj 6∈σ
pj.
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For example, consider the matroid M with facets
M = {{1, 2, 3}, {1, 2, 4}, {2, 3, 4}}.
The faces of M are therefore
{∅, {1}, {2}, {3}, {4}, {1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}, {1, 2, 4},
{2, 3, 4}, {1, 2, 3}}.
The multivariate generating polynomial for M is given by
p1p2p3p4 + p1p2p3q4 + p1p2p4q3 + p1p2q3q4 + p1p3p4q2 + p1p3q2q4 +
p1p4q2q3 + p1q2q3q4 + p2p3p4q1 + p2p3q1q4 + p2p4q1q3 + p3p4q1q2 +
p3q1q2q4 + p4q1q2q3.
For k = (k1, k2, . . . , km), the reliability polynomial of the k-replacement on all vertices, obtained by
sequentially carrying out a ki-replacement at vertex vi, has reliability given by
mgenM(q
k1 , 1− qk1 , qk2 , 1− qk2 , . . . , qkm , 1− qkm). (30)
As an example, suppose we start with Cog(K4), and carry out two 6-replacements of a pair of
parallel edges in the K4 (which are vertices in its cographic matroid) to get matroid RS. Then
Rel(Cog(RS), q) = mgenM(q
6, 1− q6, q, 1− q, q6, 1− q6, q, 1− q, q, 1− q, q, 1− q)
= (1− q)3 (6q13 + 10q12 + 14q11 + 18q10 + 22q9 + 26q8+
26q7 + 22q6 + 18q5 + 14q4 + 10q3 + 6q2 + 3q + 1
)
which is indeed the reliability of the Royle-Sokal graph, and has a root outside the disk.
4
3
2
1
5 6
Figure 3: K4 with edges labeled {1, 2, . . . , 6}
The upshot is that we can start with any matroid and carry out a k-replacement in the hope of
finding other reliability roots outside the unit disk. Using this approach we can indeed find a connected
matroid that is not a cographic matroid with a reliability root outside the disk, as follows. Consider
the well-known Fano Matroid, F7, which is the matroid of order 7 shown in Figure 4 (its facets are
all 3-tuples of the set {1, 2, 3, 4, 5, 6, 7} except for the 3-tuples whose vertices form a line or circle in
14
16 45
23
7
Figure 4: Fano Plane of order 7
the diagram). This matroid is connected and is known to be non-cographic (and non-graphic) [17, pg.
643-644].
Its multivariate generating polynomial is given by
gren(F7) =p1p2p3p4p5p6p7 + p1p2p3p4p5p6q7 + p1p2p3p4p5p7q6 + p1p2p3p4p5q6q7+
p1p2p3p4p6p7q5 + p1p2p3p4p6q5q7 + p1p2p3p4p7q5q6 + p1p2p3p4q5q6q7+
p1p2p3p5p6p7q4 + p1p2p3p5p6q4q7 + p1p2p3p5p7q4q6 + p1p2p3p5q4q6q7+
p1p2p3p6p7q4q5 + p1p2p3p6q4q5q7 + p1p2p4p5p6p7q3 + p1p2p4p5p6q3q7+
p1p2p4p5p7q3q6 + p1p2p4p5q3q6q7 + p1p2p4p6p7q3q5 + p1p2p4p6q3q5q7+
p1p2p4p7q3q5q6 + p1p2p5p6p7q3q4 + p1p2p5p7q3q4q6 + p1p2p6p7q3q4q5+
p1p3p4p5p6p7q2 + p1p3p4p5p6q2q7 + p1p3p4p5p7q2q6 + p1p3p4p6p7q2q5+
p1p3p4p6q2q5q7 + p1p3p4p7q2q5q6 + p1p3p5p6p7q2q4 + p1p3p5p6q2q4q7+
p1p3p5p7q2q4q6 + p1p3p6p7q2q4q5 + p1p4p5p6p7q2q3 + p1p4p5p6q2q3q7+
p1p4p5p7q2q3q6 + p1p5p6p7q2q3q4 + p2p3p4p5p6p7q1 + p2p3p4p5p6q1q7+
p2p3p4p5p7q1q6 + p2p3p4p5q1q6q7 + p2p3p4p6p7q1q5 + p2p3p4p7q1q5q6+
p2p3p5p6p7q1q4 + p2p3p5p6q1q4q7 + p2p3p5p7q1q4q6 + p2p3p6p7q1q4q5+
p2p4p5p6p7q1q3 + p2p4p5p6q1q3q7 + p2p4p6p7q1q3q5 + p2p5p6p7q1q3q4+
p3p4p5p6p7q1q2 + p3p4p5p6q1q2q7 + p3p4p5p7q1q2q6 + p3p4p6p7q1q2q5+
p4p5p6p7q1q2q3
There are, we have found, many choices for k-replacements that result in roots outside of the unit disk.
For example, consider k = (1, 4, 4, 4, 5, 4, 5). Then we obtain that the reliability of the matroid formed
is
(1− q)4(13q23 + 46q22 + 106q21 + 200q20 + 311q19 + 418q18 +
504q17 + 552q16 + 557q15 + 528q14 + 476q13 + 411q12 +
343q11 + 278q10 + 218q9 + 165q8 + 120q7 + 84q6 +
56q5 + 35q4 + 20q3 + 10q2 + 4q + 1)
which has maximum modulus approximately 1.00184754528486. We can iterate through all possible
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combinations of the ki in the proof above between 1 and 5, which yields many roots that are outside
of the unit disk. We have included some notable roots in the table below:
k Maximum Modulus
{1, 4, 4, 4, 5, 4, 5} 1.0018475452848614
{2, 2, 5, 2, 5, 5, 5} 1.003722670361891
{3, 3, 3, 5, 5, 5, 3} 1.001595847748084
{3, 3, 5, 3, 5, 5, 5} 1.0070841870536522
{4, 4, 4, 5, 5, 5, 4} 1.0076584896344196
{4, 4, 5, 4, 5, 5, 5} 1.0087285165185493
5 Open Problems
There are still many questions open on reliability roots for complexes in general, and matroids in
particular. We have seen that the reliability roots of all matroids of small rank (rank at most 3) are
in the unit disk.
Problem 1 What is the smallest rank (or order) of a matroid with a reliability root outside the unit
disk?
The cographic matroids corresponding to the Royle-Sokal graph has rank 13 and order 16, and is
the smallest one we know.
It would be of interest to find other constructions (other than those raised in section 4) that produce
reliability roots outside the unit disk, both for matroids and other complexes. The most salient open
question is how large in moduli can a reliability root of a matroid be?
Problem 2 Are the reliability roots of matroids bounded?
It seems likely that they are, perhaps even by 2, but of course there may be some extremal families
that have roots far outside the disk.
We have seen that the paving matroids of rank 4 (and smaller rank) have roots inside the unit disk.
Almost all of the coefficients of the H-polynomial of paving matroids are completely described – only
the leading coefficient varies from one paving matroid of order m and rank r.
Problem 3 Are the reliability roots of paving matroids always in the unit disk?
Paving matroids are widely believed to dominate all matroids – it has been conjectured that almost
all matroids of order m are paving matroids. We have found throughout our work that the reliability
roots of matroids are rarely outside the disk:
Problem 4 Do almost all matroids have their reliability roots inside the unit disk?
The difficulty on approaching this question is that, unlike graphs (which have the Erdo¨s–Re´nyi
model), there is no generative probabilistic model for matroids (it is this issue that has hampered
attempts to show that almost all matroids are paving).
To conclude, we will show that while we do not know whether almost all matroids have their
reliability roots in the unit disk, for almost all purely d-dimensional complexes, the reliability roots
are all in the unit disk. As the purely d-dimensional complexes on [m] = {1, 2, . . . ,m} are in a 1 − 1
correspondence with the collections of d-subsets of [m], we can form a generative probabilistic model
PDn,1/2 for purely d-dimensional complexes on [m] by randomly choosing facets, that is, each d-subset
of [m] independently with probability 1/2 (under this model, each purely d-dimensional complex on
[n] occurs with equal probability); we extend the model (as is done for graphs) to PDm,p by fixing any
p ∈ (0, 1) and choosing each d-subset of [m] independently with probability p.
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Theorem 5.1 For fixed d and p ∈ (0, 1), the reliability roots of almost all purely d-dimensional com-
plexes in PDm,p lie inside the unit disk.
Proof. Clearly we can assume d ≥ 2 (as all complexes of dimension at most 1 have their reliability
roots in the unit disk). Let ε > 0. Consider the following events:
• E1 is the event that there are no loops.
• E2 is the event that every d− 1 subset of [m] is a subset of a facet.
• E3 is the event that the number of facets is greater than (1− ε)p
(
m
d
)
.
Now
Prob(E1) ≤ m(1− p)(
n−1
d−1) = o(1), and (31)
Prob(E2) ≤
(
m
d− 1
)
(1− p)m−(d−1) = o(1). (32)
Moreover, the number of facets has a binomial distribution with probability p and M =
(m
d
)
(and
hence mean pM). The well-known Chernoff lower tail bounds [7] implies that for independent random
variables X1, . . . ,XM , with each Xi always lying in [0, 1], if we set X =
∑
Xi and µ = E(X), then
Prob(X ≤ (1− ε)µ) ≤ e−µε2/2.
It immediately follows that
Prob(E3) ≤ e−pMε2/2 = o(1). (33)
From (31), (32) and (33) we see that
Prob(E1 ∩E2 ∩ E3) = Prob(E1 ∪E2 ∪ E3) = o(1),
so that
lim
m→∞
Prob(E1 ∩ E2 ∩ E3) = 1.
Consider any purely d-dimensional complex C that lies in E1 ∩E2 ∩E3. From E1 and E2, we see that
the k-skeletons are full for all k < d, so that Fi =
(
m
i
)
for i < d, and E3 implies that Fd > (1− ε)p
(
m
d
)
.
It is not hard to verify (see [23, Proposition 6.3]) that the H-vector of the uniform matroid U(m,d)
is 〈(m−d−10 ), (m−d1 ), . . . , (m−d+i−1i ), . . . , (m−1d )〉. The uniform matroid U(m,d) and pure complex C have
the same F-vector vector except for possibly Fd, and Hi of an H-vector only depends on Fj for j ≤ i,
and so we conclude that for C,
Hi =
(
m− d+ i− 1
i
)
for i = 0, 1, . . . , d− 1. Now from a simple binomial identity, we find that
d−1∑
i=0
(
m− d+ i− 1
i
)
=
(
m− 1
d− 1
)
,
and so for C, from (3) we find that
Hd = Fd −
d−1∑
i=0
(
m− d+ i− 1
i
)
> (1− ε)p
(
m
d
)
−
(
m− 1
d− 1
)
.
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It is trivial to check that
Hi =
(
m− d+ i− 1
i
)
≤ Hi+1 =
(
m− d+ i
i+ 1
)
provided m ≥ d+ 1 (which we can assume, as we are interested in the limit as m→∞). Moreover,
Hd =
(
m
d
)
−
(
m− 1
d− 1
)
≥ Hd−1 =
(
m− 2
d− 1
)
provided
(1− ε)pm(m− 1) ≥ d(m+ d) + (m− 1)d,
which clearly holds if m is sufficiently large (as d and p are fixed). Thus the (positive) coefficients of
the h-polynomial of C are nondecreasing, so we conclude by the Enestro¨m-Kakeya Theorem mentioned
earlier that all of roots of the polynomial have modulus at most 1, and hence the same is true of
the roots of the reliability polynomial of C. It follows that for almost all complexes in PDm,p, their
reliability roots lie inside the unit disk. 
Are almost all purely d-dimensional complexes on [m] shellable? It is true for d = 2 (as almost all
graphs are connected), but it seems unlikely if d ≥ 3. But if so, then almost all shellable complexes
would have their roots in the unit disk. As well, while every matroid is a pure complex, we do not know
whether the H-vector of almost all matroids is nondecreasing (which would be sufficient to proving
that the roots of almost matroids are in the unit disk).
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