is the distance in G between u and v. The integer φ(v) is called the label assigned to v under φ, and the difference between the largest and the smallest labels is called the span of φ. The problem of finding the minimum span, 
Introduction
Let d ≥ 1 be an integer. The d-dimensional cube Q d is the graph with vertices the binary code words of length d such that two vertices are adjacent if and only if they differ in exactly one position. Motivated by radio channel assignment and investigation of scalability of optical networks, a few labelling problems [5, 6, 10, 14, 15, 17, 18, 20, 21] [6, 7, 8] , G can be interpreted as an interference graph of a communication network, φ(u) is the channel assigned to transmitter u, (1) is the separation requirement for transmitters with distance at most k, and λ i 1 ,i 2 ,...,i k (G) is the minimum span of a channel assignment under such constraints. In a different scenario, we may think of packing vertices of G in a sufficiently large number of bins (say, at least i 1 |V | bins), which are labelled 0, 1, 2, . . . sequentially, in such a way that, for t = 1, 2, . . . , k, any two bins (possibly identical) with distance < i t do not contain distinct vertices with distance t or less in G. In this model, bin j contains vertices in φ −1 (j) for j = 0, 1, 2, . . ., empty bins correspond to unused labels, and λ i 1 ,i 2 ,...,i k (G) is the minimum of the largest label of a used bin, with minimum over all possible ways of packing. An unused label between 0 and the largest label used is called a hole, and the meaning of a no-hole L(i 1 , i 2 , . . . , i k )-labelling is self-evident. So far most research on the L(i 1 , i 2 , . . . , i k )-labelling problem has focused on the case where k = 2; see [1] for a recent survey with over one hundred references on λ i 1 ,i 2 and related topics. A related problem is to colour the vertices of a graph G such that any two vertices of distance at most k receive different colours. Such a colouring is called ak-colouring in [17] and the minimum number of colours needed in ak-colouring of G is denoted by χk(G). Clearly,
where G k is the kth power of G and χ denotes the chromatic number. Thus thek-colouring problem is the same as the colouring problem for power graphs. This problem has a long history [11] and is active in recent years (see e.g. [10, 14, 17, 20] ) with motivation from studying the scalability of optical networks. Anthony W. To (personal communication) observed that, for
In fact, since any
On the other hand, we can magnify any
It is obvious that ψ uses the same number of labels as φ. (2) follows. Another observation is the following relation:
In fact, any L(1, 1, . . . , 1)-labelling of G with minimum span must be no-hole. Hence
Literature review
In [17, line 12, pp .185] Wan proved
and conjectured that the upper bound is the exact value of χ2(Q d ). According to [15] , this conjecture was disproved by 13 ≤ χ2(Q 8 ) ≤ 14, which was obtained independently by Hougardy [19] in 1991 and Royle [9, Section 9.7] in 1993. In [10] , Kim, Du and Pardalos proved that
In the same paper they also gave an upper bound on χk(Q d ) for k > 3, which was improved by Ngo, Du and Graham in [14] . In [15] 
Main results
In this paper we study the L(i 1 , i 2 , i 3 )-problem for hypercubes. As above, denote
Then q ≤ p and 
where n := max{i 
The lower bound in (9) is simple. Nevertheless, it might be the best that we can hope for arbitrary i 1 ≥ i 2 ≥ i 3 ≥ 1. Generally speaking, we believe that the upper bound in (9) is closer to the actual value of λ i 1 ,i 2 ,i 3 (Q d ) than the lower bound.
In view of (3), a consequence of Theorem 1 is the upper bound (5) on χ3(Q d ). Moreover, the proof of Theorem 1 will provide a method of generating3-colourings of Q d with 2 log 2 d +1 colours in a systematic way. In general, this method can produce many such "near-optimal" 3-colourings by varying a set of vectors of V (p, 2) satisfying certain conditions (see section 5 for details), where V (d, 2) is the d-dimensional linear space over the Galois field GF(2). A specific 3-colouring of Q d with 2 log 2 d +1 colours was given in [14, Section 3] by using Hamming code.
In the case where d = 2 p−1 , the leading term of the upper bound in (9) is 2 p (i 3 + n), which is strictly less than 2(i 3 + n)d. In the case where d = 2 p−1 , the upper bound in (9) is 2n(d − 1) + i 1 , which is independent of i 3 . For (i 1 , i 2 , i 3 ) = (1, 1, 1), the lower bound in (10) is 2d − 1, and the upper bound in (9) (10) gives (5) (7), (8) 
Corollary 1 Let d ≥ 3, and let p, q be as in
and moreover Q d admits a balanced L(2, 1, 1)-labelling with span 2d and exactly one hole.
Theorem 1 will be proved in the next two sections and Corollary 1 will be proved in section 4. In section 5 we will summarize the procedure of generating the L(i 1 , i 2 , i 3 )-labellings promised in Theorem 1, and conclude the paper with a few remarks.
Lower bounds
Different techniques will be exploited in proving the lower and upper bounds in (9) . For the lower bounds, which are the easier part of Theorem 1, a pure combinatorial argument will be used. For a vertex u of 
Thus, x must receive a label which is larger than φ(v * ), and hence sp(
In fact, such labels must be at least as large as φ(v * )+i 1 , and also they are pairwise distinct (with mutual separation at least i 2 ). Thus, the largest label assigned to a vertex in
In each case above we have proved that sp( 
Upper bounds
To establish the upper bounds in (9) we will use a group-theoretic approach, which bears some similarity with the one for L(i 1 , i 2 )-labellings introduced by the author in [21] . The terminology on groups used in the proof is standard; see e.g. [16] . Let Γ be a finite group. A subset Ω of Γ is called a Cayley set if 1 Γ ∈ Ω and α ∈ Ω implies α −1 ∈ Ω, where 1 Γ is the identity element of Γ. Given such a pair (Γ, Ω), the Cayley graph of Γ with respect to Ω, denoted by Cay(Γ, Ω), is the graph with vertices the elements of Γ in which α, β ∈ Γ are adjacent if and only if αβ −1 ∈ Ω. Thus, for any α, β ∈ Γ, there is a path in Cay(Γ, Ω) joining α and β if and only if αβ −1 ∈ Ω , where Ω is the subgroup of Γ generated by Ω. In particular, Cay(Γ, Ω) is connected if and only if Ω is a generating set of Γ. In the case where Γ is an Abelian group of order at least three, it is well known that any connected Cayley graph on Γ is Hamiltonian (see e.g. [ 2 /N , and hence each of its components contains a Hamiltonian path. We will label the cosets on such a path successively and make the span as small as we can.
Preparations
Now we start the technical detail. As before we assume that d ≥ 3 and p, q are as defined in (7), (8) respectively. Since d ≤ 2 p − 1 and V (p, 2) has 2 p − 1 non-zero vectors, there exists a d × p matrix A over GF (2) such that rank(A) = p and the rows a 1 , a 2 , . . . , a d of A are pairwise distinct and non-zero vectors of V (p, 2). Later we will specify the choice of these vectors together with a set of other vectors in V (p, 2). Let
be the null space of A, where 0 p is the zero-vector of V (p, 2). Since 
. Since e j A = a j (the jth row of A), and since the rows of A are non-zero and pairwise distinct, it follows that e j ∈ N for j = 1, 2, . . . , d and e j + e j ∈ N when j = j .
The following lemmas are valid for any d × p matrix A over GF (2) such that rank(A) = p and the rows of A are non-zero and pairwise distinct. These lemmas will be used in the proof of the upper bounds in (9) for specifically chosen A.
Lemma 1 For any
2 /N and any two distinct elements x + u, x + u of N + u (where u ∈ V (d, 2) and x, x ∈ N with x = x ), we have d(x + u, x + u) ≥ 3.
and
Lemma 2 
Since G * is a Cayley graph, its components must be isomorphic to each other, and they are all isomorphic to Cay( S * /N , S * /N ). Thus, G * has r components each with order s, where r, s are defined by
Clearly, we have 
be a Hamiltonian path of G * i . Note that by Lemmas 3-4 there exists no edge of
Upper bounds
Equipped with the results above, we are now ready to prove the upper bounds in (9).
Proof of Theorem 1 (upper bound)
We use the notations above and distinguish the following two cases:
where A is the d × p matrix with rows a 1 , a 2 a 1 , a 2 , . . . , a p to be the standard basis of V (p, 2), and then choose distinct non-zero vectors a p+1 , . . . , a d from V (p, 2) \ {a 1 , a 2 , . . . , a p , b 1 , b 2 , . . . , b p−q }. Then a 1 , a 2 , . . . , a p , a p+1 , . . . , a d , b 1 , b 2 , . . . , b p−q meet all the requirements above.
With the specific choice above, Lemmas 1-5 are all valid for A and its null space N , and we will use them in the following. Note that a 1 , a 2 = (a i1 , a i2 , . . . , a ip ) A for i = 1, 2, . . . , d and j = 1, 2, . . . , p − q, we have x j − e i ∈ N and hence 
Recall that n := max{i 2 , i 1 /2 }. Define φ to be the labelling of Q d such that, for i = 1, 2, . . . , r and j = 1, 2, . . . , s, all the elements in N (0) + u i,j are labelled by
and all the elements in N (1) + u i,j are labelled by
Clearly, for any fixed i, the labels assigned to the elements in N + u i,j increase with j. The smallest and the largest labels assigned to an element of In summary, we have proved that φ is an L(i 1 , i 2 , i 3 )-labelling of Q d . Noting that rs = 2 p and r ≤ 2 q by (16) and (18), we have
and hence the first upper bound in (9) follows. The number of labels used by φ is 2rs = 2 0) and N (1) each contains half of the elements of N .
Hence N (0) + u i,j and N (1) + u i,j each contains half of the elements of N + u i,j . Therefore, φ is balanced. 1 , a 2 , . . . , a d , b 1 , b 2 , . . . , b p in a different way. Let us first choose {b 1 , b 2 , . . . , b p } to be a set of even vectors of V (p, 2) with rank p − 1. (For instance, we may choose b t to be the vector of V (p, 2) with the tth and (t + 1)th coordinates 1 and all other coordinates 0, for t = 1, 2, . . . , p, with t modulo p.) Then choose a 1 , a 2 , . . . , a p to be the standard basis of V (p, 2). Note that {b 1 , b 2 , . . . , b p } is no longer independent, but it contains p − 1 independent vectors due to the requirement on its rank. (As a matter of fact, any set of p even vectors of V (p, 2) must be dependent because the corresponding determinant is equal to 0.) Note also that a 1 , a 2 (15)), and the labelling defined by (23)- (24) is a balanced optimal L(2, 1, 1)-labelling of Q d with exactly one hole. 2
Remarks
The proof of Theorem 1 implies the following procedure for generating L(i 1 , i 2 , i 3 )-labellings of Q d which have span the upper bound in (9) and use 2 log 2 d +1 labels. Let p, q be as in (7), (8) respectively. (9) is quite crude, and there is room to obtain better lower bounds for specific values of i 1 , i 2 and i 3 .
Comparing (9) and (6) 
