Abstract. Supercomputers offer a wide range of possibilities for advancing knowledge and solving difficult, real-world problems. Solute transport-related theory and applications have long been an area of specialization within hydrology. In this review, recent applications of supercomputers to solute transport problems are presented. These applications are based mostly on the assumption of a dilute solute, allowing the governing equations to be decoupled. An application of supercomputers is the simulation of solute transport in large heterogeneous spatial domains by both direct solution of the governing equations and by particle-tracking methods. An impetus for this research has been the rapid increase in predictive dispersion models based on analytical stochastic theory. Up until now, relatively few applications have incorporated algorithms designed with a targeted supercomputer in mind, with the result that the machine's potential cannot be exploited fully. Since many numerical problems are reduced to solutions of algebraic systems when they are implemented on computers, algorithms for linear algebraic systems of equations suitable for vector and parallel machines are discussed in some detail. Data analysis, necessary both for evaluating emerging theories and for more "routine" applications like determining model parameters, is identified as another general area that is ably handled by supercomputers. In particular, supercomputers offer a way to become less dependent on parametric assumptions and constraints, substituting, instead, raw computational power. Visualization techniques and associated facilities have flourished alongside the development of supercomputer centers. These offer the possibility for real-time viewing of solute transport processes, both real and simulated, although little has been produced thus far. It is expected that many more researchers involved with subsurface solute transport will make use of supercomputers in the future.
INTRODUCTION
Hydrological uses of computers are increasing monotonically with the passage of time. We are now into the third phase of the "computer revolution" where "problems are being routinely defined that could not even have been conceived without the existence of computers" [Wallis, 1987] .
Certainly, available supercomputers continue on this "revolutionary" path. There are two rather obvious trends in the use of supercomputers. First, the size of problems which becomes feasible continues to increase in magnitude. Here the word "size" refers not only to computer-related limitations, e.g., speed or number of processors, amount of memory, input/output and physical storage capacity, but also to the complexity level of the models investigated. Second, smaller, more routine analyses are carried out much more rapidly and accurately, sometimes in real time.
Supercomputers embody the notion of speed. Unfortunately, it can be difficult to realize high rates of computation. There are two basic paths by which computer calculational rates can be improved. In the first, rates are increased by speeding up the passage of information in the machine and the response time of the processors. Theoretically, information cannot be transmitted faster than the speed of light. Superconductors offer a possible way to increase presently available transmission rates. Reducing the distances between the machine components is another, more obvious method of speeding up information transfer. The circular architecture of the Cray X-MP illustrates an approach of this type. This and other limitations are discussed by Seitz and Matisoo [1984] , who indicate that the limits of the available technology may be in sight.
The second way to increase computational rates is to perform more calculations at the same instant. Vector machines achieve their speed by operating on vectors rather than scalars, whereas parallel machines increase the number of processors in the computer. With this simple statement it is apparent that, on the one hand, a vector Copyright 1990 by the American Geophysical Union. machine needs to operate on vectors most of the time to achieve speeds close to its rated maximum. That is, the degree to which an algorithm will vectorize determines its suitablity for running on a vector processor. On the other hand, parallel machines achieve the same result by completing many computational tasks simultaneously on different processors. The combination of an army of vector processors produces a hybrid, vector-parallel machine. For a given algorithm, then, the degree of parallelism, or concurrency [Sharp, 1987] , achievable in its implementation is the overriding factor in determining its computation rate. So far, only "course-grained" parallelism has been referred to. The operations to be performed, such as matrix multiplication, can be separated into independent component parts, each of which is carded out independently, "in parallel." Often, the instructions to a machine central processing unit (CPU) (e.g., loads, stores, adds) can also be carded out in parallel, yielding "fine-grained" parallelism. Very long instruction word (VLIW) machines [Fisher, 1984] overlap processor instructions that can be carried out in parallel with substantial increases in computation rate. The advantage is that VLIW machines can operate in scalar mode, relying on a sophisticated compiler to produce fine-grained parallelism in object code. There are, apparently, no VLIW machines that are supercomputers, although minisupercomputers of this type are available.
Simply transferring codes from serial to vector or parallel machines may not result in very impressive speedups. This point is demonstrated clearly by Pelka and Peters [1986] , who compare computation rates for scalar and vectorized finite element solutions of a groundwater flow model. Particularly for parallel machines, the algorithms used may turn out to be not very efficient. Not surprisingly, algorithms favored on sequential machines tend to be those that minimize the number of arithmetic operations necessary to complete the task at hand. Vector processors carry out pipelined operations. Pipelining refers to the process by which the arithmetic operations are broken down into a number of elementary subcomponents. Each subcomponent operation depends on the results from the previous subcomponent. By operating on vectors, the calculations on each pair of operands can be performed simultaneously in assembly line fashion, hence the term pipeline. The nature of the pipelining is such that for some time no restfits are available while the necessary subcomponent operations are completed for the first time. This is known as the start-up time. It is clear that short vectors should be avoided as much as possible, since start-up time is incurred for every new pair of vectors operated upon. The effect of the degree of vectorization of an algorithm, as given by Amdahl's law [Amdahl, 1976; Eramen, 1987] , is presented in Figure 1 , where it is shown that the relative (or actual) performance is a function of the fraction of the algorithm that vectorizes. The curve labels list possible speedup, i.e., the ratio of possible vector speed to scalar speed on the computer. A machine that has a possible speedup of 50 but vectorizes only 90% of the code will achieve a speedup of only 8.5. Denning [1988] discusses Amdahl's law as it applies to parallel processors.
Parallel machines are affected by factors apart from simply the total number of operations. Both the time taken to communicate between processors and the synchronization of the computational tasks need to be considered. Adams and Crockett [1984] present methods to quantify these timing costs using a linear system example. More generally, on parallel machines there are two ways by which speedup can be enhanced. First, the problem is broken into independent subproblems. Monte Carlo simulations provide an immediate example suited to this treatment. Other examples include matrix multiplication or scalar products, both of which can be parallelized. Second, the algorithm can be reordered so that the degree of parallelism increases.
This brief introduction indicates that realizing the potential performance of a supercomputer is often more than simply loading and running an existing computer code. The characteristics of the machine being used dictate the methods by which substantial speedups can be obtained. Supercomputers can be used to provide very substantial gains in solute transport modeling capability and concomitant understanding of the relative importance of the processes involved. Problems involving large-scale, heterogeneous domains and complex chemical reactions become open to analysis. However, the time taken to mna problem is always a limiting factor to some degree. Therefore the design of a computer code is worthy of serious consideration. General methods by which supercomputers can be utilized efficiently are one focus of this review. An overview of transport theory for a single solute species in a density-dependent flow is presented first, followed by numerical approaches to solving the Dagan, 1982 Dagan, , 1984 Dagan, , 1987 . These foundational theories are not directly relevant to supercomputer applications except inasmuch as they are necessary to provide the governing models which must be solved by some means. It is worth noting, however, that the approaches used in deriving these theories are open to debate. For example, Sposito et al. [1979] identified and reviewed three approaches used to derive foundational theories leading to the commonly used macroscopic solute transport equation applicable in an isothermal, saturated porous medium:
Effect
where t is time, D' is the solute dispersion tensor, v is the solute velocity, and c is the solute concentration in solution. Equation (1) is just the familiar convectiondispersion equation (CDE). The three approaches, which are based explicitly on, or are tantamount to, averaging operations applied at the microscale, are all subject to either mathematical or physical assumptions which have yet to be proved rigorously [Sposito et al, 1979] .
Under appropriate circumstances, foundational theories produce macroscopic equations like (1) that, with some assumptions, are applicable in practice. Typically, a number of coupled, nonlinear equations are reduced to a few, possibly decoupled linear equations using simplifying assumptions. It is apparent, however, that complex field applications could require numerical models describing 
where Sii(lc, t) is the Fourier transform of the stationary velocity covariance function and D ii are laboratory scale dispersion coefficients. Once the function Sii is specified, the macroscale dispersion coefficients can be evaluated without difficulty. A major advantage of the theory lies in its practical applicability when some basic conditions are satisfied. For example, the authors cited above assume the presence of a large-scale velocity field with a uniform, constant mean. Because the theory quantifies the effect of the local-scale velocity variations on solute dispersion, one needs "only" to estimate the low-order statistics of the hydraulic conductivity field in order to predict macroscale dispersivity, and thus spread, of large-scale solute plumes. Various researchers have investigated the value of theoretical predictions in the light of field experimental data. The main body of analytical results derived using stochastic theory applies only for ideal tracers under assumptions that may not be widely applicable. The degree to which the assumptions can be relaxed in practice needs to be clearly defined. Second, the effect of chemical and biological reactions at the field scale is difficult to determine analytically. Some of these issues have been investigated using supercomputer simulations, as discussed below.
Numerical Solutions
Fully three-dimensional, transient numerical solutions of the complete governing solute transport equations have not been the subject of many studies as the computational load is very large. Saltwater intrusion poses a serious threat to groundwater supplies in many coastal areas [Newport, 1977] , and this has prompted modeling efforts, many of which have been based on the "sharp-interface" assumption. [1976] note the following advantages of the method: (1) not all of A needs to be stored in memory at one time, (2) unlike r•laxation schemes, e.g., (10), parameters used by the algorithm are automatically determined, and (3) some restrictions on A required by other methods can be relaxed. A vectorized preconditioned CG (PCG) algorithm was given by Kershaw [1982] .
The first step in the algorithm is to choose a preconditioning matrix B, related to A, such that B is symmetric positive definite and the system B f = r is easily solved. 3d/3pj = 0 j = 1,..., n t,
Equation (16) 
gij•(t) = M000 (t) I (Xl -gl (x2 -g2)/ ß (x3 -!.t3 )• Co (x, t) dx (18) where Mooo(t) is the plume mass and Co(X, t) = c(x, t)0(x, t).
The function co will be known or estimated at only a finite number n t of locations or as averages over small volumes 
where H is a "distance" function of both space and time, [Roberts and Mackay, 1986] were generated using facilities at the National Center for Supercomputing Applications (NCSA). Briefly, the raw data, consisting of solute concentration measurements at given spatial locations for the 14 plume samplings, were fitted to an interpolation function using the NCSA's Cray X-MP/48 computer following the cross-validation procedure described above. 
Particle Tracking
Nomeactive solute transport can be modeled quite effectively by using particle-tracking techniques. All approaches to date are based on the dilute solute assumption; i.e., the water flow model is solved separately to give the groundwater velocity field. This velocity is then used to provide the deterministic motion of the "solute" particles in the simulation, with an additional random component providing the dispersive mechanism. The theoretical basis of the method is the Langevin equation. 
-3T -• •z 2 Oz P(z, t) is the probability density function of the position of any particle whose movement is controlled by (25). Conversely, the distribution of a "large" number of particles will be described by (26) . With appropriate choices of the functions a and b, (26) is equivalent to the equation describing the transport of a nonreactive solute under the assumption that density effects can be ignored. A common problem with particletracking methods is the noisy solute distributions resulting from the simulations. Distributions are derived by assigning a solute mass to each particle and averaging over a specified domain size. The noise is proportional to 1IN 'm, where N' is the number of particles. The most straightforward way to reduce noise is to increase N', although smoothing or filtering of the concentration predictions may be more economical computationally. Similar equations can be derived for multidimensional forms of (24). Thus solutions to (26) can be obtained by using a Monte Carlo approach applied to (25). Each particle in the simulations moves independently, so (25) is well suited to evaluation by a supercomputer. Indeed, the degree of parallelism can be at least the number of particles in the simulation. Computationally, particle tracking is algebraically uncomplicated and extremely repetitive, making for an easily vectorized code. A recent study using particle tracking is that reported by [1988] checked whether or not the actual plume concentrations conformed with ensemble mean concentrations. The theory was used to predict solute plumes by using the measured plume from a number of different samplings as initial conditions and then comparing the predicted and measured plumes at later times. The data analysis and generation of the predicted plumes, which involved integrating the initial condition numerically, were carded out using a vectorizecl code on a Cmy X-MP/48. It was found that the model predicted the measured plume quite accurately on relatively short time scales, becoming progressively worse with increasing elapsed time. However, the assumptions necessary in the data analysis made equivocal any comparisons of model-predicted and measured plumes.
The ensemble approach has led to elegant analytical results, but as discussed by Dagan [1987] , they cannot be applied unless certain conditions are met. A demonstration of the possible differences between separate plume realizations is given by Frind et al. [1987] . These authors use a two-dimensional vertical slice model of an aquifer 290 ß Barry: SUPERCOMPUTERS AND SOLUTE TRANSPORT 28, 3 / REVIEWS OF GEOPHYSICS with a hydraulic conductivity field that reproduced the estimated low-order statistics of the Borden aquifer. The random hydraulic conductivity field was produced by using the turning bands method. The local water fluxes, and hence velocities, were computed using the "principal direction technique" [Frind, 1982c; Frind and Pinder, 1982] As discussed by Dagan [1987] , the initial condition dimension must be much greater than the characteristic length scale of the conductivity heterogeneity for the ensemble approach to be valid. That the factor of 3.5 used by Frind et show in detail that biodegradable solute plumes evolve differently than plumes composed of nonreactive solutes. In particular, it is suggested that the scale dependence of the plume dispersivity, which is well documented for field scale transport of tracer solutes [Gelhar, 1986, Figure 12 ], does not apply in the case of biodegradable, organic solute plumes.
The appropriateness of ensemble averaging was investigated also by Black and Freyberg [1987] , who simulated solute transport of an ideal tracer in a perfectly stratified aquifer consisting of homogeneous layers. The hydraulic conductivity was assumed to vary transverse to Alternatively, slides or movies can be generated. In this review an attempt has been made to link aspects of solute transport-related research and modeling that appear, on the surface, to link some rather disparate scientific threads. The common denominator, of course, is supercomputer applications. This situation is just as it should be: solute transport encompasses both the physics of flow in heterogeneous media and complex chemical reactions and mixing processes over multiple temporal and spatial scales. Diverse mathematical tools and analyses are necessary to elucidate the behavior of specified systems. The role of a supercomputer should be as another specialized instrument that can be called upon as necessary. It is emphasized that there are a wide variety of circumstances in which supercomputers will aid in yielding valuable insight. One instance where this has occurred is the macroscale behavior of a biodegradable, organic solute plume. MacQuarrie and report supercomputer simulations that illustrate the significant differences between this type of plume and the well-studied case of an ideal tracer plume. In the latter case, both field experi- 
