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ABSTRACT
This paper describes the application of an iterative method, 
the adaptive constrained descent, to system design where system 
parameters are constrained by both upper and lower limits. The 
method used here is essentially a direct search method, which, 
unlike many classical methods, does not depend on the use of 
derivatives nor on power series approximations. The technique 
always insures convergence and initial guesses can be arbitrarily 
chosen in some cases. This fact makes it possible to design net­
works directly from given characteristics using a high-speed 
digital computer. Also, design problems which used to be attacked 
by "cut and try" can be solved very fast and in an optimum manner. 
Examples are given.
The method is straightforward and needs only performance 
index computation and comparison of each trial solution. Details 
on programming methods are presented with flow charts.
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1I. INTRODUCTION
A most important part of system design is to find a set of 
system parameters which optimizes the performance index of a system. 
Thus, some system design problems can be treated by turning them 
into minimization (or maximization) problems. We will find system 
parameters (in our examples, network elements) which minimize the 
performance index (defined later) and which give a specified 
response. The minimization process in this paper is carried out 
with realizability conditions or bound constraints using an itera­
tive technique, the adaptive constrained descent method^ There­
fore in some sense the approach proposes to combine the two import­
ant stages in system design: approximation and realization. There
[2]are other iterative methods for system design but one must pay 
attention to rate of convergence in the use of them. However in 
the direct search method such as the one presented here, convergence 
to a local minimum is always guaranteed. Systems considered here 
are such that the appropriate performance indices can be expressed 
analytically as functions of system parameters.
Although the examples are restricted to network design, the
[31idea is applicable to other kinds of systems , nonlinear curve
[4]fitting problems , etc. The method is fairly flexible so that 
various modifications can be considered according to different
situations.
2II. METHOD
A. Definitions
System designers are often interested in finding a set of system
parameters, x = (x^, x2, ..., x^) which minimizes (or maximizes)
some scalar measure of the performance of the system. Let us call
this measure the performance index J. The system parameters,
x = (x , x , ..., x ) may be the network elements R, L and C, or ~ i z n
the coefficients of a function which describe the characteristics 
of the system.
In many practical engineering problems, there will be some 
idea of the "practical range" of the system parameters. In some 
cases the range will be the realizability condition of the system. 
Thus, we will consider the following bound constraints on the 
system parameters, i.e.
a, < x, < b_1 - 1 1
a < xn < b02 - 2 - 2
(1)
a < x < bn - n - n
where a = (a , a2, ..., a^) are the lower limits of the system
parameters, x = (x., x_, ..., x ) and b = (b., , b_, ..., b ) are — l a n — L A' * n
the upper limits of the system parameters, x = (x,, x0, x ).— L A n
Let F be the desired performance or response, and F^ be the 
approximation to F after r adjustments of the system parameters, 
x = (x^, x2, ..., x^). The response when r = 0, that is ]? is the
3initial approximation to F. F is usually given in such form that
one can easily sample it at points of interest, s = (s,, s„..... s )7 — 1* 27 7 m
which will be frequency or time. Therefore F and F^ are respect­
ively the sets of numbers which consist of values at the sampling 
points, s = (s1, s2, sm), i.e.
F = | F(x, Sl), F(x, s2), ..., F(x, sm)] (2)
-r = i Fr (- r  ^ V '  S2) ’ ” 7 Sm))
where
rr indicates the number of the iteration and x are the system 
parameters at the r-th iteration which give the response F .
A typical example of the performance index J is the sum of 
squared differences between the desired and actual responses, i.e.,
J at the r-th iteration is given by the following equation.
J = 0  (x , x ... x , s s ... s ) l7 27 7 m7 l7 27 7 m
m *
= l = i  \  V  -  V / »  V )
(3)
where
W is a weighting function at the sampling point s .K K
B. Statement of the problem.
Now the problem may be stated as follows:
For a given system with the n system parameters 
F(x, sk), k = 1, 2, ..., m
find the values x = (x^, x2, ..., x^) such that the performance 
index
4J - 0  (x^ x2, . . ., xn, s1, s2, . ..., sm)
is a minimum subject to the restrictions that
a* < x* < b. 1 - 1 - l
where i = 1, 2, ..., n.
C. Details of the Program
In this section we will describe the search technique for 
minimizing the performance index J which is a function, 0 (x,s), 
of the n variables, x and the m sampling points, s.
Once the sampling points, s - (s , s2, ..., s^) are chosen 
they are not changed during the minimization procedure. Thus 
the performance index J is considered to be a function 0 (x) 
of the system parameters, x = (x , x , ..., x ) only during the-L ¿2 n
search procedure. Of course, the performance index J itself 
will be influenced by the choice of the sampling points. More 
weight will be given to the places where more sampling points 
are picked.
The procedure of going from a given point to the following 
point is called a "move" by Hooke and Jeeves^^. In the program 
of the adaptive constrained descent a move is made In a direction 
along one variable coordinate at a time. This is, so to speak, 
a univariate search. This procedure is denoted by "increase 
Coordinate" and "Decrease Coordinate" in the flow charts of the 
Appendix. A move is said to be a success if the value of J 
decreases when the move is made because the performance index J 
is being minimized. The subroutine for computing J is used in 
the main program since it frequently needs the functional values 
of 0  (x) .
5Initially, the step size of the first move is given by the 
equation
A  x. = a(b.-a.) (4)1 i i
where a^ and b^ are respectively the lower and upper limits of 
each system parameter and a value of a (0 < a < 1) is suitably 
chosen according to the types of the function 0  (x) ; e.g. 
values a = 0.3 and a = 0.123 are employed in the examples.
After one of the system parameters x^ is picked, the search 
move is carried out paying attention to the bound constraints. 
At each move the new value of the performance index is compared 
with the value obtained before the move and the best result is 
taken. This pattern is continued in the direction toward a 
minimum until the sensitivity of the performance index is 
reduced to a prescribed level. For example, let be the 
performance index before the move and J be the new perform- 
ance index. Then the above process is repeated until the 
following inequality is satisfied,
i >
ja  - jb 1 < n r ~  (5)
where 6 is also suitably chosen depending upon the type of per­
formance index and the number of iterations. As the itera­
tions proceed, it is desirable to make the value of 6 larger. 
When the inequality (5) is satisfied, the move of that vari­
able stops temporarily and the move of another variable begins. 
At this stage one minor cycle is completed.
During the above process, if a test point of a system
parameter goes outside the constrained range, it is replaced
by the limit point a. or b. and the next move is made inside1 1
the range with a smaller step size.
The step size is reduced in the following cases: (a) when
/
a system parameter attains the lower or upper limit as just 
mentioned above; (b) when both "Decrease Coordinate" and 
"increase Coordinate" do not produce better results in the 
performance index; and (c) when a minor cycle is completed.
A major cycle is completed when one minor cycle for each 
variable is completed. In this paper one major cycle is said 
to be one iteration.
If, at the end of a major cycle, no significant decrease in 
the performance index is found, then the whole process stops 
and the resultant system parameters are considered to be opti­
mum with respect to the defined performance index.
In this program the following criterion is used to stop 
the program,
|J - J* | < -jjp- (6)
where
J is the previous performance index, J ' is the current per­
formance index, and 6 is, again, a suitable constant, e.g.
3 46 = 10 ~ 10 is used in our examples.
There is another criterion which is used by Hooke and
They continue the process of searchesr 4 1 r 5 1Jeeves1 J and Wood1 J
7and pattern moves until the step size of a search is reduced to a 
predetermined minimum. This method might take longer time with 
an insensitive parameter.
III. EXAMPLES
The technique described earlier is applied to three examples 
in network design. The approach is general and applicable to other 
systems, if one uses subroutines for computing the appropriate per­
formance indices.
Throughout the examples the lower bounds of system parameters 
(in these examples, network elements) are set to zero in order that 
the obtained element values will remain positive, i.e. always 
realizable. It is assumed that the elements are such that the fre­
quency and the impedance level have been normalized in the usual 
sense. The upper bounds of the normalized element values initially 
are set to 2.5 in Examples A and B and 18 in Example C. The upper 
constraints in these examples are not necessary for realization but 
desirable to make the order of normalized element values close. If 
a modified element value attains the lower bound, zero, then this 
element can be removed from an assumed network configuration. If the 
upper bound is attained, this upper constraint may be increased to 
a larger one. The examples described later are programmed on the 
Control Data Computer 1604 in the Fortran compiler language. The 
ladder structure used in Examples A and B has the series and shunt 
branches of the type shown in Fig. 1 and its transfer function has
been programmed as a function of the network elements L, , r ,k' k*
C. , g. , L., r., C., and g.. This program for the ladder network k> y  y  3* 3
8was written in the form of a subroutine and as many sections as a 
computer memory allows can be constructed in the ladder. Complete 
details on the ladder network and its programming method are found
r 61 r 71elsewhere1 so they are not repeated here. Several observa­
tions about the examples are in order.
Fig. 1. Series and Shunt Branches of Ladder Networks, 
(a) Series Branch (b) Shunt Branch
9A. Optimization of Attenuation Characteristics of Lossy Filters
[7]This problem has been examined by Desoer and Mitra using a 
steepest descent method. Their low-Q filter data was used so that 
their method could be compared with the adaptive constrained 
descent method.
The objective of this problem is to compensate for the 
inherent lossy effect of a low-pass ladder filter. The perform­
ance index of this example is defined as the sum of squared differ­
ences between the magnitude characteristic of the lossy filter and 
that of the ideal or lossless filter (multiplied by a suitable con­
stant factor |i) at discrete frequencies in the pass-band and the 
stop-band. That is,, the performance index J for this problem is 
given by
J = 6 (x,s)
22 t y 2
= ^ , f iTx(5 ’V l  - v-1 V - 5 ' V I ;  (7)k=l
30 , . v 2
+ k=23 “ lT0 <5»ak)l}
where
T(x,s ) is the magnitude function or transfer function of the 
variables, x = (C^,C2iCg,C^,Cj_,Cg,C^,Cg,Cg,L2>L^,LgiLg) at the dis­
crete frequency s =jco. , subscripts 0 and x denote lossless and lossy 
respectively, W is a weighting factor in the stop band which was 
assigned a value of 1, the thirteen system parameters, 
x = (C1,C2, . Cg,L2,L4,L6,Lg) are the network elements of the
10
low-pass ladder filter shown in Fig. 2, and the number of the samp­
ling points is 22 in the pass band and 8 in the stop band; the total 
is 30 points.
After eight iterations, the magnitude characteristics of the 
modified or optimized lossy filter were obtained as shown in Fig. 3. 
These are about the same as the results given in the aforementioned 
paper. An improvement of the pass-band magnitude characteristic 
has brought a decrease in the stop-band minimum attenuation level 
(from 50.2 db to 42.3 db). But the resultant network element values 
are different. This indicates that there are other local minima in 
the function and that general iterative methods may seek a local 
minimum only. The final values of the network elements are given 
in Table 1. Also there is not much differnece in the computing 
time. Note that the initial approximation was fairly close to the 
desired characteristic in this example. The performance index curve 
of Fig. 4 which decreases slowly in comparison with, the other 
examples shows the closeness of the initial approximation to the 
ideal response. Therefore we may comment that there is not much 
difference between the two methods when a very good initial setting
is available
L 8 r8 L 6 r6 L 4 r4 L.2 r2
Fig. 2. Assumed Network Configuration for Example A.
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Fig. 3. Magnitude Characteristics of Example A
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TABLE I
Variables Constants
Before
Modification
After
Modification
Resistances and Conductances 
of the Lossy Elements
C1 0.7875 0.3975 gi 0.0023625
C2 0.8304 0.5004 g2 0.0024912
C3 1.0180 0.9280 g3 0.0050900
C4 2.0130 1.8330 g4 0.0100650
C5 0.8233 0.7633 g5 0.0024699
C6 1.3820 1.2320 g6 0.0069100
C7 1.4010 1.4310 g7 0.00700^0
C8 0.2098 0.2078 g8 0.0006234
C9 1.1760 1.0260 g9 0.0058800
L2 0.7503 0.7263 r 2 0.0060024
L4 0.4457 0.2304 r4 0.0026742
L6 0.5979 0.6000 r6 0.0035974
L8 1.1920 1.0264 r8 0.0095300
Values in henrys and farads in ohms and mhos
Fig. 4. Performance Index Curve of Example A
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B. Direct Design of Ladder Filters
In this example, an attempt is made to design a low-pass 
filter directly from given characteristics with random initial set­
tings. It is specified that the magnitude function of a filter to 
be designed must be inside the crosshatch sections shown in Fig. 5. 
The network configuration is assumed to be a 7-section ladder as 
shown in Fig. 6.
The performance index chosen for this example is the sum of 
squared errors within the tolerance and fourth powered errors out­
side the tolerance in both stop and pass bands. That is,
J = 0(x,s)
= k=0 {  (1" V  (1 '  "2~ -  |TOf,sk) | ) 2+Uk ( l -  ^  - | T ( x ,s k)| ) :* }
+ k=16 1 1^_UK^ 2  lT (i>sk)l) +UK <2 lT ^ J Sk li }
( 8)
where
T(x,s ) is the magnitude function at the discrete frequency,
s, = jco, • x are the network elements, e, and en are the tolerances k k ’ — 3 1 2
in the pass and stop bands as shown in Fig. 5, and
e.
\  ■
\  =
l
(
if 1- r  - |T(X,B )
otherwise
if - |T(x,s )| >
otherwise
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Fig. 5. Allowed Tolerance of Example B.
0.8902 1.0142 1.0334
Fig. 6. Direct Designed Network (Example B).
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There is a "penalty" when the magnitude function |T(x,,s )| exceedsJtv
the tolerance. This penalty effect can be expressed by in 
Eq. (3) of the general form of the performance index, i.e.
1 if F is within tolerance
2V, (F-F ) otherwiser
The desired characteristic was obtained with all elements having 
initial values of unity,, as shown in Fig. 7. The detailed behavior 
in both stop and pass bands is shown in Fig. 8. The obtained ele­
ment values are shown in Fig. 6.
The arbitrarily chosen initial element values (in this case, 
unity) need not be supplied as input data since they can be built in 
the program. There is no need to waste time to find initial guesses. 
This example indicates a possibility of designing ladder filters 
directly from given characteristics using a digital computer without 
any other aids such as use of filter design tables. However, a local 
minimum problem will be a difficulty in this case. A randomly chosen 
initial setting does not always insure convergence to the true mini­
mum, although it converges to a local minimum.
The eight iterations took eight minutes and forty-six seconds 
but it should be noted that the first iteration (in 2 minutes and 12 
seconds) has decreased the performance index more than 98.5</, of the 
total decrease to be expected as shown in Fig. 9» The numbers of the 
variables and sampling points are respectively 10 and 32 in this
example.
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Fig. 7. Magnitude Characteristics of Example B
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N o r m a l i z e d  f requency  
( a )  Stop band
(b)  Pass band
Fig. 8. Final Behavior in Stop-band and Pass-band (Example B).
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\
\
Fig. 9. Performance Index Curve of Example B
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Co Optimum Design of Equalizers
At present there is no systematic way to synthesize an equal­
izer which has the loss-characteristic proportional to the square 
root of frequency.
In a coaxial cable transmission line, it is required to design
Ian equalizer whose loss P is given by the equation
P = 2.424^T* 10 + 1.913f 10~ db/km (9)
in the frequency range, 300 cycle < f < 12 Mega cycle. Since the 
second term in Eq, (9) is much smaller than the first one, the loss 
has the f characteristic” shown by the solid line of Fig. 10.
The first attempt involved one section of a bridged-T network 
shown in Fig. 11, This assumed network configuration of Fig, 11 
gave the results shown in Fig. 10, There was no significant improve­
ment after 4 iterations (14 seconds), so the dashed curve of Fig. 10 
is considered to be the best possible approximation to the ideal 
response for one section. This is too rough an approximation to use 
as the equalizer. To improve this, the second attempt was carried 
out with two sections of bridged-T networks shown in Fig. 12.
Judging from the error behavior of the first trial shown in Fig. 10, 
it is easy to guess what type of network should be added; in this 
case, a resonant circuit of inductance and capacitance in parallel 
shown in the second section of Fig. 12. With a random initial set­
ting, the second assumed network of Fig. 12 gave the results shown in 
Fig. 13 after 7 iterations (71 seconds). The error comes within 
- 0.2db throughout the frequency range as shown in Fig. 13. Again, 
the dashed curve of Fig. 13 is considered to be the best possible or
23
optimum approximation for the two section network shown in Fig. 12. 
To get more accuracy, more sections need to be added. Types of 
network to be added will be determined by the shape of the present 
error behavior. In this manner, it is possible to achieve certain 
accuracy with a minimum number of sections or with minimum cost.
It is interesting to note that the errors are forced to be 
distributed approximately in the equi-ripple or optimum fashion by 
the iterative procedure as shown in Fig. 13.
The performance index of this example is the sum of squared 
errors between the ideal response given by Eq. (9) and the actual 
response given by the loss function P^ in Fig. 11 or P 2 in Fig. 12. 
It should be noted that the computing time is amazingly fast. The 
reason is simplicity of the performance index function and the 
smaller number of the variables (i.e. 2 in P , 5 in P ). The number 
of sampling points or discrete frequencies is twenty-five in the 
range of 0.25 ~ 12.5 Me.
Fig. 14 and Fig. 15 show how the performance indices decrease.
A large decrease occurs after the first iteration in both cases.
This is characteristic of the method.
The obtained element values are shown in Figs. 11 and 12
respectively
24
Frequency  in Me
Fig. 10. One Section Case of Example C.
Fi n a l  e l e m e n t  v a l u e s  
L = 5.428 h 
R = 1.389a  
C  = L / R g
R' = Rj/R 
/R0= 300 A\
\f0 =12 Me /
/J = 20 logjQ
/ ( l  + R)2 + cu2 C2 R2 
y  1 + cü2 C2 R2
d b
Fig. 11. Network and Loss Function of One Section Case.
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Final element values
L-i = 1.9217 h 
Ri= 2.3969 A 
L2= 10.2988 h 
C2 = 3.1502 f 
R2= 0.3514 a
pz - 20 log10 ./ » +Ri)2
C1 = V Ro K - K R
+ Cf a R2(1-^2L2C2)2 + cu2L| (1 + R2)2 
+ w 2C12R12 r\ (1-cü2L2C2)2+ w 2 L2
L'2= R2 C2 , C'2 = L2/R2 , R; = R2/R , (Rq=3 00 a
d b
f0=l2 Me)
F i g .  12 Network and Loss Function of Two Section Case
27
28
Fig. 14. Error Curve of Example C (One Section Case).
N u m b e r  o f  i t e r a t i o n s
Fig. 15 Error Curve of Example C (Two Section Case)
30
IV. CONCLUSION
The method has been found to be very powerful and gives faster 
solutions in the following cases:
(a) when it is hard or takes a long calculation to find initial 
guesses.
(b) when a very close initial approximation is not available, 
and
(c) when there are constraints on the system parameters. 
Consequently, it becomes possible to obtain system parameters 
(e.g. network element values) directly from the given system 
characteristics with the aid of digital computers when a system per­
formance index can be expressed analytically as a function of its 
system parameters. Design problems which used to be attacked by 
"cut and try" can be solved systematically and rapidly by the pro­
cedure described in Example C. This example demonstrates how to 
achieve certain accuracy with the minimum number of sections or 
minimum cost.
The local minimum problem is still left. However, experience 
shows that, to some extent, it is not impossible to overcome this 
problem by modifying some parts of the methods such as the initial 
step size in Eq. (4) and the criterions used in Eqs. (5) and (6) in 
the section II-C.
31
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APPENDIX
Flow Chart 
for
Adaptive Constrained Descent Method
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t Initially Ax. = a(h - a ) 1 i i
where 0 < CL < |
I
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