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Abstract
We establish upper bounds of bit complexity of computing solution operators for symmetric hy-
perbolic systems of PDEs. Here we continue the research started in [Se09, Se17], where computability,
in the rigorous sense of computable analysis, has been established for solution operators of Cauchy
and dissipative boundary-value problems for such systems.
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1 Introduction
The algorithms used in mathematics-oriented software can be divided into two big classes:
symbolic algorithms which aim to find precise solutions, and approximate algorithms
which aim to find “good enough” approximations to precise solutions. The symbolic
algorithms are implemented e.g. in computer algebra systems while the approximate
algorithms are included into numerical mathematics packages. The both classes of al-
gorithms are widely used in applications and in mathematical research. The symbolic
algorithms correspond well to computations on discrete structures (with mathematical
foundations in the classical computability and complexity theory) while the approximate
algorithms help to carry out computations on continuous structures (with mathematical
foundations in the field of computability and complexity in analysis evolving under the
slogan “Exact real computation”).
An important idea relating the both classes of algorithms is to look for approximations
to the precise solutions with “guaranteed precision”, which is one of the approaches in
the fast developing branch of reliable computations. Finding such a solution is of crucial
importance for safety-critical applications but it often requires much additional work
because it may need a sophisticated algorithm and careful estimations of approximations
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made during the computation. Accordingly, even the existence of such a guaranteed-
precision algorithm is often not obvious. Even more, it concerns finding of reasonable
complexity bounds. Though much work on the guaranteed-precision algorithms is done
in linear algebra, such algorithms do not seem to be well studied for PDEs.
In many cases the statement of a guaranteed-precision version of some problem on a con-
tinuous structure (which requires to apply numerical analysis and/or computable analysis)
reduces it to a problem on a discrete structure which enables to apply the classical com-
putability and complexity theory (sometimes called bit complexity). The bit complexity of
an algorithm is fundamental because it estimates the amount of computational resources
needed to implement the algorithm on a computing device. Note that, along with the
bit complexity, there are other approaches to estimate the complexity of problems, algo-
rithms and computations (including algebraic complexity, information-based complexity,
Kolmogorov complexity, and topological complexity).
In this paper, we investigate the bit complexity of finding guaranteed precision solutions
for Cauchy and boundary-value problems for symmetric hyperbolic systems of PDEs
A∂u
∂t
+
m∑
i=1
Bi
∂u
∂xi
= f(t, x1, . . . , xm) where A = A
∗ > 0 and Bi = B∗i are symmetric n× n-
matrices, t ≥ 0, x = (x1, . . . , xm) ∈ Q = [0, 1]
m, f : [0,+∞)×Q⇀ Rn. Such systems can
be used to describe a wide variety of physical processes like those considered in the theories
of elasticity, acoustics, electromagnetism etc., see e.g. [Fr54, God71, God76, KPS01].
Accordingly, many people from theoretical and numerical mathematics worked on the
existence and uniqueness theorems as well as on numerical methods of computing solution
operators for problems related to such systems (the explicit solution formulas exist only
in some very particular cases).
In [Se09, Se17, Se17a] we propounded an approach to study computability of the Cauchy
and dissipative boundary-value problems for such systems based on finite-dimensional
approximations (the so called difference schemes widely used in numerical analysis) and
established the computability of solution operators in the rigorous sense of the TTE
approach to computable analysis [BHW03, We00]. The main obstacle in proving the
computable dependence of solutions on the input matrices A,Bi is the fact that all known
stable difference schemes for finding the approximate solutions use eigenvectors of some
matrices and matrix pencils related to A,Bi but these eigenvectors are known to be non-
computable [ZB01]. Accordingly, our results on the computable dependence of solution
operators on the input matrices require some assumptions not identified in numerical
mathematics explicitly (though the computational instabilities which occur without these
assumptions were well known in practice).
In order to overcome the obstacle of non-computability of the eigenvectors for symmetric
real matrices, we considered in [Se17, Se17a] restrictions of the solution operators to
computably presentable real closed number fields and have shown that such restricted
solution operators are computable without the mentioned additional assumptions. This
fact together with close relationships of such fields to the field of computable reals (also
established in [Se17, Se17a]) imply that the solution operators are computable for any
fixed computable input matrices.
In this paper we develop this approach to establish reasonable upper complexity bounds
for guaranteed-precision problems related to symmetric hyperbolic systems of PDEs. To
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our knowledge, these are the first such bounds in literature (though the bit complexity for
some guaranteed-precision problems for differential equations was considered before, see
e.g. [PR90]). Our approach makes a heavy use of some known algorithms of computer
algebra (exact computations with integers, rationals, algebraic reals and polynomials, see
e.g. [Ak89, Lo82, AS18]), together with some algorithms from numerical analysis and
computable analysis used in [Se09, Se17, Se17a]. Altogether, our proofs demonstrate a
fruitful mix of methods from symbolic and numerical computation.
In the next section we formally state the problems to be investigated, and recall some
notions to be used. In Section 3 we establish some upper complexity bounds for several
auxiliary problems closely related to finding the solutions of symmetric hyperbolic systems
of PDEs. In Section 4 we prove our main results and we conclude in Section 5 with a
discussion on possible future work.
2 Preliminaries and formulations of main results
2.1 Cauchy and boundary-value problems
The Cauchy problem for a symmetric hyperbolic system is stated as follows:A∂u∂t +
m∑
i=1
Bi
∂u
∂xi
= f(t, x1, . . . , xm), t ≥ 0,
u|t=0 = ϕ(x1, . . . , xm),
(1)
where A = A∗ > 0 and Bi = B∗i are symmetric n× n-matrices, t ≥ 0, x = (x1, . . . , xm) ∈
Q = [0, 1]m, ϕ : Q → Rn, f : [0,+∞)× Q ⇀ Rn and u : [0,+∞)× Q ⇀ Rn is a partial
function acting on the domain H of existence and uniqueness of the Cauchy problem (1).
The set H is known to be (see e.g. [God71]) the intersection of semi-spaces
t ≥ 0, xi − µ
(i)
maxt ≥ 0, xi − 1− µ
(i)
mint ≤ 0 (i = 1, . . . , m)
of Rm+1 where µ(i)min, µ
(i)
max are respectively the minimum and maximum of the eigenvalues
of the matrix A−1Bi.
The boundary-value problem is stated as follows:
A∂u
∂t
+
m∑
i=1
Bi
∂u
∂xi
= f(t, x1, . . . , xm),
u|t=0 = ϕ(x1, . . . , xm),
Φ
(1)
i u(t, x1, . . . , xi−1, 0, xi+1, . . . , xm) = 0,
Φ
(2)
i u(t, x1, . . . , xi−1, 1, xi+1, . . . , xm) = 0,
i = 1, 2, . . . , m,
(2)
where A,Bi, Q, ϕ, f,u are as above, and Φ
(1)
i , Φ
(2)
i are rectangular matrices (the boundary
coefficients) that meet the following conditions:
1) The number of rows of Φ
(1)
i (respectively, Φ
(2)
i ) is equal to the number of positive
(respectively, negative) eigenvalues of the matrices A−1Bi; coincidence constraints of the
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initial and boundary conditions hold (such constraints depend on the particular problem
and on the smoothness which we want to obtain).
2) The boundary conditions are assumed to be dissipative which means that
(Biu,u) ≤ 0 for xi = 0, (Biu,u) ≥ 0 for xi = 1, i = 1, 2, . . . , m. (3)
Condition 1) guarantees the existence of solution of the boundary-value problem (2) in
the cylinder [0,∞)×Q, while 2) implies its uniqueness.
For both problems (1) and (2), theorems on continuous dependence of the solution on the
input data hold, i.e. the problems are correctly posed. The both problems are practically
important, since many physical processes (including linear elasticity, acoustic, Maxwell
equations) are described by such kind of systems.
For the considered problems, there exist different numerical methods, from which we use
those developed in [God76, God71], see also [KPS01]. Their convergence relies on the
following well-known theorem (see e.g. [GR62, KPS01, St04]): if a difference scheme
approximates the given differential problem and is stable (which is an intrinsic property
of the difference scheme), then the (discrete) solution of the corresponding difference
equations converges to the exact solution of the differential problem in an appropriate
grid norm; the speed of convergence corresponds to the order of approximation.
The Godunov’s scheme, which we use, is of first order of approximation and is stable with
a Courant number (relating the time and space steps of the grid) depending on spectral
characteristics of the matrix coefficients A, Bi (see Section 4.1 below). As it is known,
in order to construct a stable difference scheme for a symmetric hyperbolic system, one
needs to compute eigenvectors of symmetric matrices, which is actually a discontinuous
operation [Re37], hence not computable. However, due to [ZB01], eigenvectors are com-
putable, provided that the spectrum cardinality (i.e., the number of distinct eigenvalues
of the given matrix) is given as an input.
In [Se09, Se17, Se17a] we developed an approach to study computability properties of
PDEs based on the Godunov’s difference scheme and established the computability, in
the sense of the TTE approach [BHW03, We00], of the solution operator of the Cauchy
and boundary-value problems. In this section we briefly recall main properties of such
systems and the related computability results.
For computability of the solution of (1) from the initial data and the matrix coefficients,
the following result has been established.
Theorem 1. [Se17] Let Mϕ > 0,MA > 0, p ≥ 2 be integers, let i = 1, . . . , m, and let
nA, n1, . . . , nm be cardinalities of spectra of A and of the matrix pencils λA−B1, . . . , λA−
Bm, respectively (i.e., ni is the number of distinct roots of the characteristic polynomial
det(λA−Bi)). Then the operator
R : (A,B1, . . . , Bm, nA, n1, . . . , nm, ϕ) 7→ u
sending any sequence A,B1, . . . , Bm of symmetric real matrices with A > 0 such that the
matrix pencils λA−Bi have no zero eigenvalues,
||A||2, ||A
−1||2, ||Bi||2 ≤MA, λ
(i)
min < 0 < λ
(i)
max, i = 1, 2, . . . , m, (4)
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the sequence nA, n1, . . . , nm of the corresponding cardinalities, and any function ϕ ∈
Cp+1(Q,Rn) satisfying the conditions
||
∂ϕ
∂xi
||s ≤Mϕ, ||
∂2ϕ
∂xi∂xj
||s ≤Mϕ, i, j = 1, 2, . . . , m, (5)
to the unique solution u ∈ Cp(H,Rn) of (1) (with f = 0) is a computable partial function
from the space S+ × S
m × Nm+1 × Cp+1s (Q,R
n) to CpsL2(H,R
n).
Here Cp+1s (Q,R
n), CpsL2(H,R
n) are the spaces of continuously differentiable functions,
being in Cp+1 or Cp on the corresponding sets, such that all of their first and second
derivatives are uniformly bounded by Mϕ, with the sup-norm
||ϕ||s = sup
x∈Q
|ϕ(x)|
on Cp+1(Q,Rn) and sL2-norm
||u||sL2 = sup
{t:(t,x)∈H}
√∫
Q
|u(x, t)|2dx
on Cp(H,Rn), respectively; |u(x, t)|2 = 〈u,u〉 is the standard scalar product.
By S and S+ we denote respectively the spaces of all symmetric and symmetric positively
definite matrices with euclidean norms uniformly bounded by a constant MA.
In [Se17], an analogue of Theorem 1 is established for the boundary-value problem
(2) with fixed computable real matrices Φ
(1)
i , Φ
(2)
i (i = 1, 2, . . . , m), provided that the
strong dissipativity property (with strict inequalities in (3)) holds. The solution for the
boundary-value problem is defined on a cylinder [0, T ] × Q, for any computable T > 0,
i.e. u ∈ CpsL2([0, T ]×Q,R
n).
Interestingly, if we work in decidable (in Russian terminology, strongly constructivizable)
fields (for example, the field of algebraic reals A used in the present paper), we do not
need to add cardinalities as inputs.
Theorem 2. [Se17] Let (B, β) be a decidable (i.e., strongly constructive) real closed or-
dered subfield of R. Then the solution operator R from the previous theorem is uniformly
computable (w.r.t. the numbering β) on the matrices A,B1, . . . , Bm with coefficients in
B.
For the boundary-value problem (2) an analogue of this result is proved, with uniformity
on the matrices Φ
(1)
i , Φ
(2)
i having coefficients in B.
In [Se17a], dependence on the right-hand part f in (1) is added, and also the time T > 0
is included into the arguments of the solution operator R, i. e. the solution belongs
to CpsL2(H ∩ [0, T ] × Q,R
n). In [Se17a] the technique of using decidable (i.e., strongly
constructive) fields for the computability results is explained in detail.
Also, Theorem 2 implies computability for fixed computable real matrices (which we
earlier showed using the result of [ZB01]).
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Theorem 3. [Se09, Se17] Let Q = [0, 1]m; T > 0 be a computable real and Mϕ > 0,
p ≥ 2 be integers. Let A,B1, . . . , Bm be fixed computable symmetric matrices, such that
A = A∗ > 0, Bi = B∗i .
If ϕ ∈ Cp+1(Q) satisfies the conditions (5), then the operator R : ϕ 7→ u mapping the
initial function ϕ to the unique solution u ∈ Cp(H,Rn) of the Cauchy problem (1) is a
computable partial function from Cp+1s (Q,R
n) to CpsL2(H,R
n).
An analogue of Theorem 3 is established in [Se17] for the boundary-value problem (2)
with fixed computable real matrices Φ
(1)
i , Φ
(2)
i (i = 1, 2, . . . , m).
The next natural step is to study computational complexity of the mentioned problems,
which we start to do in the present paper.
2.2 Discretization of the problems
To investigate the complexity of computing solutions of the systems (1) and (2) (and even
to formulate the results), we need discrete approximations of the given and unknown
functions, as well as their interpolations. Therefore we first recall some discretization
details.
Consider, for any positive integer N , the uniform rectangular grid GN on Q = [0, 1]
m
defined by the points (
i1 −
1
2
2N
,
i2 −
1
2
2N
, . . . ,
im −
1
2
2N
)
where 1 ≤ i1, i2, . . . , im ≤ 2
N . Let h = 1/2N be the corresponding spatial grid step and
τ be a time step. Denote GτN = GN × {lτ}
L
l=1, where L is the number of the time steps.
The choice of steps h and τ , which guarantee good properties of the difference scheme,
will be specified below in Section 4.1.
Note that the number of points in the grid GN is 2
Nm, so the set QGN (or AGN ) of grid
functions g(h) : GN → Qn (resp. g(h) : GN → An) may be identified with Qn·2
Nm
(resp.
An·2
Nm
). We will consider the following grid norms
||g(h)||s = maxx∈GN |g
(h)(x)|, ||g(h)||2L2 = h
m
∑
x∈GN
〈g(h)(x), g(h)(x)〉.
We will consider the sL2-norm on the vector spaces QG
τ
N (or AG
τ
N ) of grid functions
v(h)(t, x) on such grids:
||v(h)||sL2 = maxt∈{lτ}Ml=1 h
m
∑
x∈GN
〈v(h)(t, x), v(h)(t, x)〉.
Recall that multilinear interpolations u˜ (linear on each coordinate and coinciding with u
at the grid points) have the following properties: u 7→ u˜ and u(h) 7→ u˜(h) are linear, and
the following estimate holds [ZKM80, Sz59]:
||u− u˜||s ≤ max
i,j
{
||
∂2u
∂xi∂xj
||sL2, ||
∂2u
∂xi∂t
||sL2
}
· h2. (6)
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Further in Section 4 we will construct, by means of a stable difference scheme approxi-
mating the differential system (1), a grid function υ on GτN such that
||u− υ˜ |H ||sL2 <
1
a
, (7)
where a > 1 is a given integer (which determines the precision 1
a
of computation) and u
is the solution of (1).
Recall that, for an abstract boundary-value problem{
Lu(y) = f(y) ∈ Cp(Ω,Rn), y ∈ Ω ⊂ Rk
Lu(y)|Γ = ϕ(y |Γ) ∈ C
q(Γ,Rn), Γ ⊆ ∂Ω.
(8)
(where L and L are differential operators with the differential order of L less than that
of L, Γ is a part of the boundary ∂Ω of some area Ω), a difference scheme is a system of
algebraic equations
Lhu
(h) = f (h), Lhu
(h) = ϕ(h). (9)
Here Lh,Lh are difference operators (which are in our case linear); u
(h) and ϕ(h) are grid
functions.
The scheme (9) approximates the differential equations (8) with order of accuracy l (where
l is a positive integer) on a solution u(t, x) of (8) if
||(Lu)|Gk − Lhu
(h)||Fh ≤M1h
l, ||f |Gk − f
(h)||Fh ≤M2h
l,
||(Lu)|Gk − Lhu
(h)||Φh ≤M3h
l and ||ϕ|Gk − ϕ
(h)||Φh ≤M4h
l
for some constants M1,M2,M3 and M4 not depending on h and τ .
The difference scheme (9) is called stable if its solution u(h) satisfies
||u(h)||Uh ≤ N1||f
(h)||Fh +N2||ϕ
(h)||Φh
for some constants N1 and N2 not depending on h, τ , f
(h) and ϕ(h).
Theorem 4. [GR62] Let the difference scheme be stable and approximate (1) on the
solution u with order l. Then the solution u(h) uniformly converges to the solution u in
the sense that
||u|Gτ
k
− u(h)||Uh ≤ Nh
l
for some constant N not depending on h and τ .
The difference scheme which we use for approximating (1) will be described in detail in
Section 4.
2.3 Algebraic preliminaries
In the study of computability of solution operators we considered rather general classes
of initial data A,Bi, ϕi, · · · (matrices with real coefficients, broad classes of smooth func-
tions and so on). In contrast, the study of complexity suggests to consider first more
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restricted classes of objects admitting fast enough computations. Here we briefly (and
not very systematically) recall some relevant algebraic notions and facts. For details see
e.g. [vdW67].
Coefficients of matrices and polynomials will usually be taken from a fixed (ordered)
field F ⊆ R of reals. For a field F, let F[x1, x2, . . .] denote the ring of polynomials with
coefficients in F and variables x1, x2, . . ., and let F(x1, x2, . . .) be the corresponding field
of fractions (i.e., the field of rational functions with variables x1, x2, . . .). A polynomial
p ∈ F[x] is written as p = a0 + a1x + · · ·+ anxn where an 6= 0 for p 6= 0; n is the degree
of p denoted as deg(p); if an = 1, p is called unitary. A polynomial p ∈ F[x] is irreducible
(over F) if it is not the product of two polynomials from F[x] of lesser degrees.
The arithmetics of polynomials is very similar to the arithmetics of the integers Z, in
particular any non-zero polynomial p, deg(p) ≥ 2, has a canonical (i.e., unique up to
permutation of factors) factorisation p = apm11 · · · p
mk
k where a ∈ F, k,m1, . . . , mk ≥ 1
and p1, . . . , pk, deg(pi) ≥ 1, are unitary irreducible polynomials such that (pi, pj) = 1 for
i 6= j ((pi, pj) is the greatest common divisor of pi, pj). It is known that if 0 6= α ∈ C is
algebraic over F (i.e. α is a root of some polynomial over F) then the smallest subfield
F(α) of C containing F∪{α} is isomorphic to the quotient field F[x]/(pα) where pα is the
unique unitary polynomial of minimal degree p ∈ F[x] with p(α) = 0 and (pα) is the ideal
of F[x] generated by pα; deg(α) = deg(pα) is called the degree of α over F.
In this paper we most often work with ordered fields F ∈ {Q,Q(α),A | 0 6= α ∈ A} where
Q is the ordered field of rationals, A is the ordered field of algebraic reals (which consists
of the reals algebraic over Q). One can also consider the smallest subfield Q(α1, . . . , αn)
of R containing given α1, . . . , αn ∈ A. For any such field there is a “primitive element”
α ∈ A with Q(α) = Q(α1, . . . , αn). Note that A is the smallest really closed ordered field.
With any non-zero α ∈ A we associate the unique pair (pα, k) such that k satisfies α = αk
where α1 < · · · < αm is the increasing sequence of all real roots of the polynomial pα.
Let Mn(R) be the set of n × n-matrices over a (commutative associative with a unit
element 1) ring R, and M(R) be the union of all Mn(R), n ≥ 1. We use without
reminding some standard terminology and notation from linear algebra. In particular,
det(A) is the determinant of A = (aij) ∈ Mn(R), diag(a1, . . . , an) is the diagonal matrix
with the diagonal elements a1, . . . , an ∈ R, so in particular I = In = diag(1, . . . , 1) is
the unit matrix. The roots of the polynomial chA = det(λI − A) are called eigenvalues
of A ∈ Mn(C). In general, the eigenvalues of a real matrix are complex numbers. The
eigenvalues of a symmetric real matrix are always real.
2.4 Encodings and bit complexity
Computations on the existing computers (as well as on theoretical computing devices like
Turing machines) work not with abstract mathematical objects (like integers, rationals or
polynomials) but rather with words over a finite alphabet. Here we briefly and informally
recall some relevant notions and facts (for more details see e.g. [BDG88, Sc86, Lo82,
CR91, Al16, AS18]).
Let Σ be a finite alphabet, Σ∗ the set of words over Σ, S ⊆ (Σ∗)n, and t : S → ω. A
function f : S :→ Σ∗ is computable in time t if there exists a k-tape Turing machine,
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k ≥ n + 1, such that starting to work with words x1, . . . , xn = x¯ ∈ S written on the first
n tapes, finishes within t(x¯) steps with f(x¯) written on the (n + 1)-st tape. The set S
is computable in time t if so is its characteristic function χS : (Σ
∗)n → {0, 1} (assuming
that 0, 1 ∈ Σ). A structure S = (S; . . .) of a finite signature is computable in time t if
so are its universe S and all the signature functions and relations. An abstract structure
A is t-time-presentable if it is isomorphic to a structure B computable in time t. Any
isomorphism from A onto B is a t-time-presentation of A. Note that usually people work
not directly with Turing machines but rather with informal algorithms on words; the
algorithms should use only elementary enough steps to make it clear how to translate
them to the syntax of Turing machines.
If the function t(x¯) is bounded by some polynomial on |x¯| = max{|x1|, . . . , |xk|} (where
|x| is the length of a word x) we say that the function f (resp., the set S) is computable
in polynomial time (p-computable for short). An abstract structure A is p-presentable if
it is isomorphic to a p-computable structure B. Any isomorphism from A onto B will be
called a p-presentation of A. Similarly one can define computability in linear, quadratic
or exponential time.
In order to enable Turing machines work with abstract objects, we have to encode the
objects by words in a finite alphabet. First note (see e.g. [BDG88]) that for any finite
alphabet Σ there is a natural encoding (injective function) c : Σ∗ → {0, 1}∗ of words over
Σ by binary words such that the function c, its range rng(c), and the inverse function c−1
are computable in linear time, so in all interesting cases we can without loss of generality
stick to binary encodings (this is the reason why the classical computational complexity
is often called bit complexity). We give several examples of such encodings for different
sets A of abstract objects. In describing such an encoding b : A → {0, 1}∗ we often use
the trick of first describing an auxiliary encoding e : A→ Σ∗ for some bigger alphabet Σ
and then setting b = c ◦ e. Below we often take Σ = {0, 1, ∗} where ∗ is a new symbol
used for separating binary words.
A positive integer n is usually encoded by its binary notation b(n), so |b(n)| = log(n).
Adding an additional bit for the sign, we obtain a binary encoding b of the integers.
Identifying rationals with fractions p
q
where p, q ∈ Z, q ≥ 1 and (p, q) = 1, we can define
an encoding c : Q → {0, 1, ∗}∗ by c(p
q
) = b(p) ∗ b(q) (and, by the mentioned trick with
alphabets, we can modify c to obtain a binary coding b of the rationals). The defined
encodings give p-presentations of the ordered ring Z and the ordered field Q.
The binary encoding b of Q induces the encoding e : Q[x] → {0, 1, ∗}∗ which associates
with a non-zero polynomial p = a0 + a1x + · · · + anx
n, an 6= 0, the code b(a0) ∗ · · · ∗
b(an). In a similar way one can define natural induced encodings of Q[x1, . . . , xn] and
of Q(x1, . . . , kn) for each n ≥ 1 which provide p-presentations of the corresponding rings
and fields (see e.g. [AS18] for additionl details). Moreover, in the field Q(x1, . . . , xn) also
the subtraction and division, as well as the evaluation function Q[x1, . . . , xn] × Qn →
Q are p-computable. Furthermore, these encodings induce encodings of Q[x1, . . . ] =⋃
nQ[x1, . . . , xn] and of Q(x1, . . . ) modulo which any of Q[x1, . . . , xn],Q(x1, . . . , xn) is p-
computable; moreover, the evaluation partial functionQ[x1, . . .]×Q∗ → Q (and the similar
function for Q(x1, . . .)), where Q∗ is the set of finite strings over Q, is p-computable.
If p ∈ Q[x] is unitary irreducible then the quotient-field Q[x]/(p) (formed by the poly-
9
nomials of degree < deg(p)) also has a natural p-presentation (see e.g. [Ak89, AS18]).
Therefore, the ordered field Q(α), for each non-zero α ∈ A, has a natural p-presentation.
For the induced binary presentation of F = Q(α) we can repeat the constructions of
the previous paragraph and obtain natural p-presentations of F[x1, . . . ] and of F(x1, . . .).
Again, the polynomial evaluation F[x1, . . . ] × F∗ → F will be p-computable w.r.t. the
natural induced encodings.
We also define a natural encoding of A into {0, 1, ∗}∗ by associating with any non-zero α ∈
A the word b(pα)∗b(k) where (pα, k) is the pair from the previous subsection and b : Q[x]→
{0, 1}∗ is the natural binary coding specified above. From deep results of computer algebra
(including the polynomial time algorithm for factoring rational polynomials [LLL82]) it
follows that in this way we obtain a natural p-presentation of the ordered field A in which
also subtraction and division are p-computable (see e.g. [Lo82, AS18]).
Simplifying notation, we always denote the natural binary p-presentations of any of the
ordered fields F ∈ {Q,Q(α),A | 0 6= α ∈ A} by b. Note however that some important
computational properties of the presentation of A discussed above differ from those for the
presentations of Q and Q(α). In particular, the evaluation function A[x1, . . . ]× A∗ → A
is now computable in exponential time but not in polynomial time. In fact, already the
“long sum” operation (α1 ∗ · · · ∗αn) 7→ α1+ · · ·+αn is not PTIME-computable uniformly
on n (even not computable in PSPACE) w.r.t. the presentation of A. This follows from
the results in [Zh90] (for a detailed explanations see comments after the proof of Theorem
2 in [AS18]).
We will use some results from [AS18] about the complexity of root-finding in the field
Calg = (Calg; +,×, 0, 1) of complex algebraic numbers, i.e. of finding all roots of an
equation αex
e+ . . .+ α1x+ α0 = 0 where αi ∈ Calg for i 6 e. More precisely, the authors
of [AS18] consider equations of the form
te(α1, . . . , αk)x
e + . . .+ t1(α1, . . . , αk)x+ t0(α1, . . . , αk) = 0, (10)
where α1, . . . , αk ∈ Calg and tj(x¯) ∈ Q[x1, . . . , xk]. The problem is to find a list of (codes
of) all roots of (10) from given b(α1) ∗ · · · ∗ b(αk) and b(t0(x¯)) ∗ · · · ∗ b(te(x¯)) where b is
a natural binary encoding of Calg induced by the presentation of A described above and
by Gauss representation of complex numbers as pairs of reals. As shown in [AS18], the
problem is solvable in polynomial time for any fixed k. Moreover, the same estimate holds
for the version of this problem when one computes the list of all distinct real roots of (10)
in increasing order.
The introduced binary presentations of fields, polynomials and rational functions are nat-
ural in the sense that they are p-equivalent to some presentations really used in computer
algebra systems. See e.g. [Lo82, AS18] for additional details.
Associate with any matrix A = (aij) ∈ Mn(F) its code c(A) ∈ {0, 1, ∗}∗ by c(A) =
b(a11) ∗ · · · ∗ b(a1n) ∗ b(a21) ∗ · · · ∗ b(a2n) ∗ · · · ∗ b(an1) ∗ · · · ∗ b(ann). These encodings induce
the binary encoding of the set M(F) =
⋃
nMn(F) of all square matrices over F in which
any set Mn(F) is p-computable. Furthermore, many matrix properties like symmetricity
are also p-computable.
It is well known (see e.g. [Sc86]) that our encodings give p-presentations of the rings
Mn(Q) uniformly on n (uniformity means that there is a polynomial bound working for
all n). Moreover, it is easy to check that evaluation of some “long” terms in these rings are
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also p-computable uniformly on n w.r.t. these presentations (in particular the function
A1∗· · ·∗An 7→ A1×· · ·×An is p-computable). Even more involved matrix algorithms like
computing of the determinant, computing of the inverse of a non-degenerate matrix, and
Gauss method also work in polynomial time (see Chapter 3 [Sc86] for additional details).
From results in [Lo82, AS18] (using also the arguments in [Sc86]) it follows that the
polynomial time estimates of the previous paragraph remain true for the rings Mn(Q(α))
for each non-zero α ∈ A. Moreover, our presentation of the ringMn(A) is a p-presentation
for any fixed n ≥ 1, but not uniformly on n. The “long terms” are not p-computable
w.r.t. our presentation for Mn(A), even for a fixed n.
The introduced encodings of matrices are natural in the sense they are closely related to
standard encodings of matrices in numerical analysis. The only difference is that here
we use a precise symbolic encoding of matrix coefficients while in numerical analysis the
floating-point approximations of coefficients are usually used.
2.5 Formulations of main results
Now we have enough notions and terminology to state the guaranteed-precision problems
in a rigorous form.
First we consider the task of computing the domain H of existence and uniqueness of the
Cauchy problem. As mentioned in Section 2.1, the set H is the intersection of semi-spaces
t ≥ 0, xi − µ
(i)
maxt ≥ 0, xi − 1− µ
(i)
mint ≤ 0, (i = 1, . . . , m)
of Rm+1 where µ(i)min, µ
(i)
max are respectively the minimum and maximum of the eigenvalues
of the matrix A−1Bi. Therefore, the computation of H reduces to the computation of the
eigenvalues of the matrices A−1Bi.
Our algorithms for solving the Cauchy problem will be for technical reasons presented
only for the case when H satisfies the condition µ
(i)
min < 0 < µ
(i)
max for all i = 1, . . . , m; this
condition often holds for natural physical systems. Note that this condition implies that
H is a compact subset of [0,+∞)×Q.
In [Se09] we observed that the domain H for the problem (1) is computable from matri-
ces A,B1, . . . , Bm (more exactly, the vector (µ
(1)
max, . . . , µ
(m)
max, µ
(1)
min, . . . , µ
(m)
min) is computable
from A,B1, . . . , Bm; this implies the computability of H in the sense of computable anal-
ysis [We00]).
The next result establishes the complexity of computing H satisfying the mentioned con-
dition.
Theorem 5. Let m,n ≥ 2 be any fixed integers. There is a polynomial time algorithm
which for any given A,B1 . . . , Bm ∈Mn(A) finds the vector (µ
(1)
max, . . . , µ
(m)
max, µ
(1)
min, . . . , µ
(m)
min)
and checks the condition µ
(i)
min < 0 < µ
(i)
max for all i = 1, . . . , m. Thus, the algorithm finds
the domain H satisfying the condition above, or reports on the absence of such a domain.
Now we state some guaranteed-precision versions of a restricted Cauchy problem (1). Let
m,n, a,M be fixed positive integers. The first version CP(m,n, a,M,A,Q) asks for an
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algorithm (and its complexity estimation) which, for any given polynomials
ϕ1 . . . , ϕn ∈ Q[x1 . . . , xm], f1 . . . , fn ∈ Q[t, x1 . . . , xm]
and matrices A,B1 . . . , Bm ∈Mn(A) such that the quantities ||A||2,
λmax(A)
λmin(A)
,
max
i
{
||Bi||2, ||(A
−1Bi)2||2,max
k
{|µk| : det(µkA− Bi) = 0}, sup
t,x
||
∂2f
∂xi∂t
(t, x)||2
}
,
and
max
i,j
{
||A−1BiA
−1Bj −A
−1BjA
−1Bi||2, sup
t,x
||
∂2f
∂xi∂xj
(t, x)||2, sup
x
||
∂2ϕ
∂xi∂xj
(x)||2
}
are bounded by M , computes a rational T > 0 with H ⊆ [0, T ] × Q, a spatial rational
grid step h dividing 1, a time grid step τ dividing T and a rational h, τ -grid function
v : GτN → Q such that
||u− υ˜ |H ||sL2 <
1
a
. (11)
Let m, a,M be fixed positive integers. The second version CP(m, a,M,Q,Q) of the
Cauchy problem asks for an algorithm (and its complexity estimation) which, for any
given n ≥ 1, polynomials ϕ1 . . . , ϕn ∈ Q[x1 . . . , xm], f1 . . . , fn ∈ Q[t, x1 . . . , xm] and
matrices A,B1 . . . , Bm ∈Mn(Q) with the same restrictions as in the previous paragraph,
computes a rational T > 0 with H ⊆ [0, T ] × Q, a spatial rational grid step h dividing
1, a time grid step τ dividing T and a rational h, τ -grid function v : GτN → Q such that
||u− υ˜ |H ||sL2 <
1
a
.
Let m be a fixed positive integer. The third version CP(m,A,Q) of the Cauchy problem
asks for an algorithm (and its complexity estimation) which, for any given n, a ≥ 1, poly-
nomials ϕ1 . . . , ϕn ∈ Q[x1 . . . , xm], f1 . . . , fn ∈ Q[t, x1 . . . , xm] and matrices A,B1 . . . , Bm ∈
Mn(A) (without any restrictions), computes a rational T > 0 with H ⊆ [0, T ]×Q, a spa-
tial rational grid step h dividing 1, a time grid step τ dividing T and a rational h, τ -grid
function v : GτN → Q such that ||u− υ˜ |H ||sL2 <
1
a
.
The guaranteed-precision versions BV(m,n, a,M,A,Q), BV(m, a,M,Q,Q), BV(m,A,Q)
of boundary-value problem (2) are stated in a similar way, with an additional assumption
maxi{||Φ
(1)
i ||2, ||Φ
(2)
i ||2} ≤M in the first two versions.
Our basic result on the stated problems may be formulated as follows (the definitions of
the well known complexity classes PTIME and EXPTIME may be found e.g. in [BDG88]).
Theorem 6. 1. For any m ≥ 1, the problems CP(m,A,Q) and BVP(m,A,Q) are
solvable in EXPTIME.
2. For anym,n, a,M ≥ 1, the problems CP(m,n, a,M,A,Q) and BVP(m,n, a,M,A,Q)
are solvable in PTIME.
3. For any m, a,M ≥ 1, the problems CP(m, a,M,Q,Q) and BVP(m, a,M,Q,Q) are
solvable in PTIME.
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One could consider other variations of the stated problems. For instance, one could
take rational functions ϕ1 . . . , ϕn ∈ Q(x1 . . . , xm), f1 . . . , fn ∈ Q(t, x1 . . . , xm) instead
of polynomials. For such variations analogues of Theorem 6 may be proved using the
methods of this paper.
3 Auxiliary algorithms
In this section we present some linear algebra algorithms which are used in Section 4 to
prove the main results.
3.1 Computing spectral decomposition
Here we give upper bounds for the complexity of symbolic computations of eigenvalues
and eigenvectors for some classes of matrices and matrix pencils. The computations are
w.r.t. the encodings specified in Section 2.4.
By spectral decomposition of a symmetric real matrix A ∈ Mn(R) we mean a pair
((λ1, . . . , λn), (v1, . . . ,vn)) where λ1 ≤ · · · ≤ λn is the non-decreasing sequence of all
eigenvalues of A (each eigenvalue occurs in the sequence several times, according to its
multiplicity) and v1, . . . ,vn is a corresponding orthonormal basis of eigenvectors.
Proposition 1. 1. For any fixed n ≥ 1, there is a polynomial time algorithm which,
given a symmetric matrix A ∈Mn(A), computes a spectral decomposition of A.
2. There is a polynomial time algorithm which, given a symmetric matrix A ∈ Mn(Q),
computes a spectral decomposition of A uniformly on n. The same holds if we replace
Q by Q(α) where α is any fixed algebraic real.
Proof. 1. First we find the polynomial chA = det(λI − A) ∈ A[λ], written in the form
chA = λ
n − p1λ
n−1 − p2λn−2 − · · · − pn. By remarks at the end of Section 2.4 (working
e.g. in the field Q(α) where α ∈ A is a primitive element corresponding to the set of all
coefficients of A), we can compute in polynomial time the traces s1, . . . , sn of matrices
A1, . . . , An respectively. It is known (see e.g. Section 4.4 of [Ga67]) that the equalities
p1 = s1, and (k + 1)pk+1 = sk+1 − pksk for k = 1, . . . , n − 1, hold. From these we
subsequently compute p1, p2, . . . , pn in polynomial time.
By results in [Lo82, AS18] cited in Section 2.3, we can compute in polynomial time the
increasing sequence µ1 < · · · < µm of all roots of chA and the corresponding multi-
plicities r1, . . . , rm (hence we can also compute the sequence λ1, . . . , λn). Compute in
polynomial time a primitive element β ∈ A with Q(β) = Q(α, µ1, . . . , µm). Working in
Q(β), we find in polynomial time (in the usual way, solving corresponding linear systems
by Gauss method), for each j = 1, . . . , m, a basis wi1, . . . ,w
i
rj
for the eigenspace of µj.
Applying the Gram-Schmidt orthogonalisation process (which also works in polynomial
time) and normalizing the obtained orthogonal basis, we obtain an orthonormal basis for
this eigenspace. Putting together the orthonormal bases for all j, we obtain a desired
orthornormal basis (v1, . . . ,vn) for the whole space.
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2. Given A ∈ M(Q), compute first the order n of A. Since factorisation in Q[λ] is
computable in polynomial time [LLL82], we can compute the canonical decomposition
chA = q
k1
1 · · · q
kl
l where l, k1, . . . , kl are positive integers. Let λj,1 < · · · < λj,dj be the
sequence of all roots of qj where dj = deg(qj). Then c(qj , i) is the code of λj,i for each
i = 1, . . . , dj. Since {λj,i | j = 1, . . . , l, i = 1, . . . , dj} = {λ1, . . . , λn} and all λj,i are
pairwise distinct, we have computed the (codes of the) eigenvalues λ1, . . . , λn. Since the
multiplicity of λj,i is kj , we have also computed the multiplicity ri of any eigenvalue λi
(the multiplicity of λj,i is kj).
Since the eigenvalues λj,i are pairwise distinct, it remains to find an orthonormal basis of
the eigenspace {x | (λij · I − A)x = 0)} corresponding to any fixed λj,i (the dimension
of this space is kj). Applying Gauss method (in the field of coefficients Q(λj,i) we find a
desired basis wj,1, . . . ,wj,kj (note that, since the field Q(λj,i) is isomorphic to Q[λ]/(pj)
for each i = 1, . . . , dj, the systems may be solved uniformly on i in the quotient field, with
subsequent evaluation of the computed polynomials at λj,i). By remarks in Section 2.4,
this computation runs in polynomial time. Applying the Gram-Schmidt orthogonalization
process and normalizing the obtained orthogonal bases for each i = 1, . . . , dj, we put them
together to get a resulted orthonormal basis for the whole space in polynomial time, as
in the proof of item 1.
Remark 1. The polynomial algorithm in item 1 becomes exponential when working
uniformly on n, i.e. we cannot use it for the set M(A) of all quadratic algebraic matrices.
By matrix pencil we mean a pair (A,B) (often written in the form µA− B) of real non-
degenerate symmetric matrices such that A is positive definite (i.e., all of its eigenvalues
are positive). By spectral decomposition of such a pencil we mean a tuple
((λ1, . . . , λn), (v1, . . . ,vn), (µ1, . . . , µn), (w1, . . . ,wn))
such that ((λ1, . . . , λn), (v1, . . . ,vn)) and ((µ1, . . . , µn), (w1, . . . ,wn)) are spectral decom-
positions of the symmetric matrices A and D∗L∗BLD respectively, where L is the matrix
formed by vectors v1, . . . ,vn written as columns and D = diag{
1√
λ1
, 1√
λ2
, . . . , 1√
λn
}.
Proposition 2. For any fixed n ≥ 1, there is a polynomial time algorithm which, given
a matrix pencil (A,B) with A,B ∈Mn(A), computes a spectral decomposition of (A,B).
Proof. By item 1 of the previous theorem, we can find in polynomial time a spectral
decomposition ((λ1, . . . , λn), (v1, . . . ,vn)) of A. Since we can solve polynomial equations
in Q(λ1, . . . , λn) in polynomial time (see e.g. [Lo82, AS18] for details), we can compute
in polynomial time the matrix D∗L∗BLD. Applying item 1 of the previous theorem
to this matrix (and working now in the field Q(λ1, . . . , λn) which is also computable in
polynomial time [Lo82]), we compute the remaining items (µ1, . . . , µn), (w1, . . . ,wn). Note
that (µ1, . . . , µn) coincides with the sequence of eigenvalues of (in general, non-symmetric)
matrix A−1B.
3.2 Computing data for the difference scheme
Here we explain how to compute data needed for computations with the difference schemes
in Section 4.
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Let A,B1, . . . , Bm ∈Mn(A) be matrices satisfying the conditions in Cauchy problem. Let
((λ1, . . . , λn), (v1, . . . ,vn)) be the spectral decomposition of A computed as in the proof of
Proposition 1. Let λmax, λmin be respectively the maximum and minimum of λ1, . . . , λn.
Let L be the orthonormal matrix formed by vectors v1, . . . ,vn written in columns, so
L∗AL = Λ = diag{λ1, λ2, . . . , λn}, and let D = Λ−
1
2 .
For each i = 1, . . . , m, let ((µ
(i)
1 , . . . , µ
(i)
n ), (wi1, . . . ,w
i
n)) be the spectral decomposition
of the symmetric matrix D∗L∗BiLD computed as in the proof of Proposition 2. Let
µ
(i)
max, µ
(i)
min be respectively the maximum and minimum of µ
(i)
1 , . . . , µ
(i)
n . Let Mi =
diag{µ
(i)
1 , . . . , µ
(i)
n )} and Ki be the orthonormal matrix formed by vectors w
i
1, . . . ,w
i
n
written in columns, so K∗iD
∗L∗BiLDKi =Mi. Let Ti = LDKi for each i = 1, . . . , m.
From Propositions 1, 2 and remarks in Section 2.4 we easily obtain:
Proposition 3. For any fixed m,n ≥ 2, there is a polynomial time algorithm which,
given matrices A,B1, . . . , Bm,∈ Mn(Q) satisfying the conditions of symmetric hyperbolic
systems, computes the objects A−1, Ti, T−1i , λmax, λmin, µ
(i)
max, µ
(i)
min, µ
(i)
k (i = 1, . . . , m, k =
1, . . . , n) specified above.
Note that in the proof of Theorem 6 in Section 4 we will stick (for notational simplic-
ity) to the typical particular case m = 2 where the notations Tx = T1, Ty = T2 and
Kx = K1, Ky = K2 are more appealing, e.g. for considering the linear transformations of
variables.
4 Proof of the main result
Theorem 5 straightforwardly follows from Proposition 2. We give a proof of Theorem 6
for the Cauchy problem and the boundary-value problem simultaneously, with a minor
modification of the numerical algorithm used in our proof.
4.1 Computing the grid steps
In the Proposition below we assume that all the assumptions of Section 2.5 hold.
Proposition 4. Let m ≥ 2 be a fixed integer. The time and space steps τ and h guaran-
teeing (11), when using the difference scheme (19) on the corresponding grid, are PTIME
computable from n, a, ϕ, f, A,Bi (i = 1, 2, . . . , m).
Proof. First note [God76] that the Godunov scheme (see the details below in the next
subsection) is stable if and only if
τ ≤ h ·
(
1
maxi{|µi| : det(µiA−B) = 0}
+
1
maxi{|µi| : det(µiA− C) = 0}
)−1
(12)
(see also a short summary of the proof of this fact in [Se09]). Recall that stability is
an intrinsic property of a difference scheme, implying, together with approximation, its
convergence to the corresponding differential equation in grid norms.
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By Proposition 2, a rational τ satisfying (12) can be found in polynomial time. It is
also obvious that τ can be chosen so that L = T
τ
is integer. Thus it suffices to estimate
complexity of finding h.
In [Se17] we established that
||u− υ˜ |H ||sL2 ≤ ||u− u˜ |GτN ||sL2 + ||u˜ |GτN − υ˜ |H ||sL2 ≤ cinth+ cdiffh, (13)
where the “constants” cint and cdiff depend only on A,B1, . . . , Bm and the first and second
partial derivatives of ϕ. So we can take h = 1
2N
such that
h ≤
1
a(cint + cdiff )
; (14)
it remains to estimate the complexity of finding cint and cdiff from the input data.
We claim that
max{cint , cdiff} ≤ P(A,B,C, ϕ), (15)
where
P(A,B,C, ϕ) =
λmax(A)
λmin(A)
·max{||
∂2ϕ
∂xi∂xj
||s}·
·max{||A||2, ||B||2, ||C||2, ||(A
−1B)2||2, ||(A
−1C)2||2, ||A
−1BA−1C −A−1CA−1B||2}.
As noted in [GR62] (see chapter 5), cdiff = c1 · c2 where c2 =
√
λmax(A)
λmin(A)
comes from
the stability property [God76] and c1 comes from the approximation property ||Lhuh −
(Lu)|Gτ
k
||sL2 ≤ c1h. Since our scheme has the first order of approximation, it follows from
the Taylor decomposition of Lu that c1 depends only on the norms of A,Bi and
||
∂u
∂xi
||sL2, ||
∂u
∂t
||sL2, ||
∂2u
∂xi∂xj
||sL2, ||
∂2u
∂xi∂t
||sL2.
As it is known, by the proof of the uniqueness theorem for (1) [God71] (p. 155 for
the Cauchy problem and p. 194 for the boundary-value problem, respectively), see also
[Ev98, Mi73], we have
||u||A,sL2 ≤ ||ϕ||A,L2 (16)
Applying an analogue of (16) to the systems for the second derivatives of u and using the
equivalence of norms in Rn
λmin(v, v) ≤ ||v||A = (Av, v) ≤ λmax(v, v),
we obtain the desired estimate. More precisely, the estimates for the derivatives of the
solution can be obtained as follows. Considering the Cauchy problem, due to the smooth-
ness assumptions, we can construct auxiliary Cauchy problems for partial derivatives of
u (we write down a couple of them, as examples):{
A(ux)t +B(ux)x + C(ux)y = 0,
ux|t=0 = ϕx,
{
A(ut)t +B(ut)x + C(ut)y = 0,
ut|t=0 = −A
−1(Bϕx + Cϕy),
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
A(utt)t +B(utt)x + C(utt)y = 0,
utt|t=0 = −A
−1(B(ut|t=0)x + C(ut|t=0)y) =
= (A−1B)2ϕxx + (A−1C)2ϕyy + (A−1BA−1C −A−1CA−1B)ϕxy.
(17)
From (6) cint is easily estimated in a similar way as above (by bounding the derivatives
of u).
From these considerations, h ≤ 1
2aP(A,B,C,ϕ) ≤
1
a(cint+cdiff )
can be computed in PTIME,
since all the expressions in P(A,B,C, ϕ) (eigenvalues, matrix multiplication, taking an
inverse matrix, calculating norms, differentiate rational polynomials) are PTIME com-
putable.
4.2 Description of the algorithm
The difference scheme for the boundary-value problem (2) and the Cauchy problem (1)
may be chosen in various ways. We use the Godunov’s scheme [God76] (see also e.g.
[KPS01]), which can also be applied to a broader class of systems, including some systems
of nonlinear equations. We describe it in few stages, letting for simplicity the righthand
part of (1) to be zero: f = 0. The scheme approximates the system (1) or (2) with the
first order of accuracy (the proof of the approximation property is done by means of the
Taylor decomposition). To simplify the analysis of complexity, we write the scheme in an
algorithmic form.
The algorithm describes, in several steps, computation of the values ui−
1
2
,j− 1
2 (approxi-
mating the solution of (1) or (2) at the point (t,
i− 1
2
2N
,
j− 1
2
2N
)) on the time level t = (l + 1)τ
from the values ui− 1
2
,j− 1
2
on the time level t = lτ . We distinguish the values by upper and
lower indices, in order to avoid using of a third index l.
0. Find the matrices Tx, Ty, T
−1
x , T
−1
y , A
−1, the eigenvalues µk(B), µk(C) of the matrix
pencils µA−B, µA−C (k = 1, 2, . . . , N) and the steps h, τ from given m,n, a, algebraic
(resp. rational) matrices A,B,C and the initial function ϕ.
1. Let (for i from 1 to 2N , j from 1 to 2N) ui− 1
2
,j− 1
2
= ϕ |GN , i.e. on the level t=0 we just
take the values of initial conditions ϕ(
i− 1
2
2N
,
j− 1
2
2N
).
The next steps 2-5 are carried out for all l from 1 to L = T
τ
.
2. For i from 1 to 2N , j from 1 to 2N , find the auxiliary vectors
v
(x)
i− 1
2
,j− 1
2
= T−1x ui− 1
2
,j− 1
2
, v
(x)
i+ 1
2
,j− 1
2
= T−1x ui+ 1
2
,j− 1
2
v
(y)
i− 1
2
,j− 1
2
= T−1y ui− 1
2
,j− 1
2
, v
(y)
i− 1
2
,j+ 1
2
= T−1y ui− 1
2
,j+ 1
2
.
3. Find the auxiliary “large values”
V
(x)
i,j− 1
2
=

W1
i,j− 1
2
W2
i,j− 1
2
. . .
Wn
i,j− 1
2
 ; V(y)i− 12 ,j =

W1
i− 1
2
,j
W2
i− 1
2
,j
. . .
Wn
i− 1
2
,j

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for i = 0, 1, 2, . . . , 2N , j = 1, 2, . . . , 2N ; i = 1, 2, . . . , 2N , j = 0, 1, 2, . . . , 2N .
For auxiliary “interior” points i from 1 to 2N − 1, j from 1 to 2N − 1 let
Wk
i,j− 1
2
=
(v
(x)
i− 1
2
,j− 1
2
)k, if µk(B) ≥ 0,
(v
(x)
i+ 1
2
,j− 1
2
)k, if µk(B) < 0;
Wk
i− 1
2
,j
=
(v
(y)
i− 1
2
,j− 1
2
)k, if µk(C) ≥ 0,
(v
(y)
i− 1
2
,j+ 1
2
)k, if µk(C) < 0,
(18)
where µk(B), µk(C) are respectively the k-th eigenvalues of the matrix pencils µA − B,
µA− C.
3a). In the case of the Cauchy problem (1), for the auxiliary “boundary” values W0,j− 1
2
,
W2N ,j− 1
2
(for j from 1 to 2N) and Wi− 1
2
,0, Wi− 1
2
,2N (for i from 1 to 2
N) we use the same
formula (18) taking
v
(x)
− 1
2
,j− 1
2
= v
(x)
2N− 1
2
,j− 1
2
, v
(x)
2N+ 1
2
,j− 1
2
= v
(x)
1
2
,j− 1
2
and
v
(y)
i− 1
2
,− 1
2
= v
(y)
i− 1
2
,2N− 1
2
, v
(y)
i− 1
2
,2N+ 1
2
= v
(y)
i− 1
2
, 1
2
.
3b). In the case of the boundary-value problem (2), we compute the boundary values
V0,V2N with the help of the boundary conditions. On the left boundary x = 0 we calculate
m+ components of V0, corresponding to the positive eigenvalues of the matrix A
−1B, from
the system of linear equations Φ
(1)
1 V0 = 0; for m− components of V0, corresponding to
the negative eigenvalues, we let V0 := v 1
2
. The components corresponding to the zero
eigenvalues of A−1B can be chosen arbitrarily since they are multiplied by zero in the
scheme. The values on the right boundary and on both boundaries by the y-coordinate
are calculated in a similar way.
4. Calculate Ui,j− 1
2
= TxV
(x)
i,j− 1
2
(for i from 0 to 2N , for j from 1 to 2N) and Ui− 1
2
,j = TyV
(y)
i− 1
2
,j
(for i from 1 to 2N , for j from 0 to 2N).
5. Find values on the next grid step: for i from 1 to 2N , j from 1 to 2N let
ui−
1
2
,j− 1
2 = ui− 1
2
,j− 1
2
−
τ
h
A−1
(
B(Ui,j− 1
2
− Ui−1,j− 1
2
) + C(Ui− 1
2
,j − Ui− 1
2
,j−1)
)
. (19)
Remember the calculated values as u
(l)
i− 1
2
,j− 1
2
= ui−
1
2
,j− 1
2 , then let ui− 1
2
,j− 1
2
= ui−
1
2
,j− 1
2 .
6. Finally, υ =
{
u
(l)
i− 1
2
,j− 1
2
}L
l=1
|H is the approximation of the solution u of the system (1),
and υ =
{
u
(l)
i− 1
2
,j− 1
2
}L
l=1
|[0,1]m×[0,T ] is the approximation of the solution u of the system
(2).
Remark 2. Stage 3 of the algorithm can be carried out without using the branching
operator, by letting
Wi,j− 1
2
= SB−v
(x)
i+ 1
2
,j− 1
2
+ SB+v
(x)
i− 1
2
,j− 1
2
; Wi− 1
2
,j = S
C
−v
(y)
i− 1
2
,j+ 1
2
+ SC+v
(y)
i− 1
2
,j− 1
2
.
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Here SB− (resp. S
C
−) is the matrix diag{1, 1, . . . , 1, 0, 0, . . . , 0}, with the number of 1s equal
to the number of negative eigenvalues of A−1B (resp. A−1C); similarly, SB+ (resp. S
C
+)
is the matrix diag{0, 0, . . . , 0, 1, 1, . . . , 1} with the number of 1s equal to the number of
nonnegative eigenvalues of A−1B (resp. A−1C). Note that the matrices SB− , S
C
− , S
B
+ , S
C
+
can be computed on Stage 0 before the cycles, and that these matrices depend only on
the signs of the eigenvalues µk(B), µk(C).
4.3 Counting steps
With all this at hand, it is not hard to count the computation steps in the Godunov scheme
(all computations are w.r.t. the p-presentation of A in Section 2.3). By Proposition 4.1,
the number of grid points in the scheme (see Section 2.2) is bounded by a polynomial. The
computations in Godunov scheme proceed bottom-up by layers, along the time axis. At
the bottom level, we just evaluate the initial functions in the grid points which requires
polynomial time according to remarks in Section 2.3. To go one level up requires, for
each grid point on the next level, the values at the previous levels and a fixed number
of matrix multiplications by matrices, computed in advance using Propositions 1 and 2.
Therefore, climbing one level up also requires polynomial time. Let pi, i = 1, . . . , L (where
L = T
τ
, computed in polynomial time), be a polynomial bounding the computation time
for level i. Since the computation at level i uses only the values of υ at grid points of level
i − 1 (note that computation of the value at any point from the i-th level requires only
finite number of points at the (i − 1)th level, in our case five 2m + 1 points) and some
matrices computed in advance, the whole computation time is (essentially) bounded by
the composition pL ◦ · · · ◦ p1 of polynomials which lays down to EXPTIME and yields the
complexity bound given in item 1 of Theorem 6.
For item 2 the argument is the same, except that one has to take into account that for a
fixed n the algorithm of spectral decomposition works in polynomial time and that L is
just constant (instead of PTIME computable) in this case. It follows from the estimates
(12), (14) and (15) of Proposition 4, in particular the expression P(A,B,C, ϕ) used to
calculate h can be taken just as M3.
For item 3 we have additionally to use the corresponding items of Proposition 1. This
completes the proof of Theorem 6.
Remark 3. Note that the estimate in Theorem 6 (1) remains exponential even for a fixed
n because we take arbitrary rational polynomials as initial functions. Taking reasonably
restricted classes of initial functions and matrices (with restrictions like those in [Se09,
Se17]) yields a polynomial estimate in items 2, 3, though the degree of polynomial is high
and one needs to take a fine grid with small steps h and τ . In this way, the exponential
algorithm of item (1) might work out better than the polynomial one of items (2), (3) for
concrete problems. Also note that in items (2), (3) the precision is fixed.
5 Conclusion
In this paper we obtained apparently first bit complexity upper bounds for computing
solutions of the Cauchy and dissipative boundary-value problems for symmetric hyperbolic
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systems of PDEs (to which also many higher-order hyperbolic PDEs can be reduced) with
guaranteed precision. An interesting and appealing problem is to modify the algorithm
(or to find a new one) in order to improve the exponential upper bound in Theorem 6(1)
(improving this bound to PSPACE would be a natural step).
Although our methods do not always yield (for instance, for large n) practically feasible
algorithms for guaranteed precision problems for PDEs, we hope that investigations in
this direction are fruitful for both theoretical research and applications. In particular, on
the implementation level it seems useful and rewarding to enhance the existing systems
of “exact real computations” (like iRRAM) by packages based on highly developed algo-
rithms of computer algebra. We are not aware of the existence of such “hybrid” systems
built under the slogan of “guaranteed precision numerical computations”.
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