Rating datasets are of paramount importance in recommender systems research. They serve as input for recommendation algorithms, as simulation data, or for evaluation purposes. In the past, public accessible rating datasets were not abundantly available, leaving researchers no choice but to work with old and static datasets like MovieLens and Netflix. More recently, however, emerging trends as social media and smartphones are found to provide rich data sources which can be turned into valuable research datasets. While dataset availability is growing, a structured way for introducing and comparing new datasets is currently still lacking. In this work, we propose a five-step framework to introduce and benchmark new datasets in the recommender systems domain. We illustrate our framework on a new movie rating dataset-called MovieTweetings-collected from Twitter. Following our framework, we detail the origin of the dataset, provide basic descriptive statistics, investigate external validity, report the results of a number of reproducible benchmarks, and conclude by discussing some interesting advantages and appropriate research use cases. 
INTRODUCTION
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Two of the most popular datasets are the MovieLens [Herlocker et al. 1999; Bobadilla et al. 2010; Peralta 2007 ] and the Netflix [Bennett et al. 2007; Töscher et al. 2009; Piotte and Chabbert 2009; Koren 2009 ] datasets, both focusing on the movie domain. The first MovieLens dataset (ML 100K) was released at the end of the 1990s and integrated 100,000 ratings originating from users of the MovieLens system covering a 7-month period (September 19th, 1997 through April 22nd, 1998 . This dataset quickly became very popular because of its simplicity (i.e., only explicit ratings and very basic item and user data were available) and the lack of other datasets at that time. Later in 2006, the Netflix dataset originated from the well-known Netflix prize, 1 where 1 million dollars was promised to the first team able to improve the in-house Netflix recommendation algorithm by more than 10%. In the past few years, dozens of other datasets have become available, focusing sometimes on very divergent item domains (e.g., jokes, like the Jester dataset 2 ), specific metadata availability (e.g., contextual information, like the datasets produced in the different editions of the CAMRA challenge 3 ), or social network information (e.g., cross-domain ratings from Twitter [Dooms et al. 2014] ).
With more datasets becoming available, the need rises for a structured way to introduce a new dataset. Currently, datasets are mostly published alongside some minimal documentation that details only the data itself and its structural properties. Ideally, the introduction of a new dataset should allow researchers to quickly assess the value of the new data and interpret its comparability to other existing datasets.
In this work, we propose a five-step framework to introduce and benchmark new datasets in the recommender systems research domain. We illustrate this framework by applying it to a new movie rating dataset called MovieTweetings. This dataset contains explicit movie ratings, originating from the Internet Movie Database (IMDb), 4 provided on a 10-star rating scale and basic movie information data (i.e., genres) in a similar format as the MovieLens dataset. An extended version of the dataset has been the topic of the ACM RecSys Challenge 2014, 5 which focused on user engagement as evaluation. One of the unique properties of the MovieTweetings dataset is that its ratings are frequently updated and therefore guaranteed to include the most recent and popular movies. It may be hard, however, to convince researchers to adopt such a new dataset instead of an already available and well-known dataset. With the application of our framework, we aim to illustrate how datasets can be introduced while presenting researchers with a complete analysis and some insight into its useful applications and scenarios.
The remainder of this work is structured as follows. Section 2 details our framework focusing on the introduction and benchmarking of new datasets. In Section 3 we apply such framework to the MovieTweetings dataset and provide insights on the origin of the dataset and its external validity; then, in Section 4, we present benchmarking results, and in Section 5 we discuss some of the most appropriate use cases for this dataset. Finally, the results obtained in this work and their relevance towards future research are presented in Section 6. 
A DATASET BENCHMARKING FRAMEWORK
Here we propose a five-step framework for introducing and benchmarking new datasets; this framework is especially tailored to and tested in the recommender systems research domain, but we expect it to be useful in related areas-such as user modeling, personalized search, and so on-and, hence, it could show a wider applicability in the future. In the following, we provide for each step some explanation and recommended procedures for further analysis.
(1) Dataset Story. This step introduces the item domain, the origin of the dataset, and its collection procedure. Understanding the way in which the dataset was collected can be very important for future researchers who, for example, discover biases in the dataset. For example, an e-commerce website may generate more data during the holiday season, or, at some point during the data collection, a user interface may have changed, resulting in different observed user behavior (and collected user data). It is therefore important to carefully document the item domain (and its known characteristics) and the dataset collection procedure. (2) Descriptive Statistics. Here we list a number of basic statistics of the dataset.
This provides researchers with a sense of dataset size, its sparsity, and so on.
Statistics from other similar datasets can also be presented to allow comparison. For datasets relevant to the recommender systems domain we propose to document at least the following statistics: number of users, number of items, number of ratings, and sparsity (or density). These statistics are best compared with existing similar datasets in the same domain (if available) and can be complemented with other metrics that are relevant to illustrate the difference (or similarity). See Table I for an example of descriptive statistics applied to the MovieTweetings dataset. (3) External Validity. The goal of this step is to inspect the external validity of the dataset. It can start out with clearly defining a number of hypothesized biases that can then be confirmed or rejected. These biases can be analyzed in various ways; for the MovieTweetings dataset we employ a correlation analysis methodology: The average ratings are correlated with rating statistics from IMDb and compared with those from the MovieLens dataset; nonetheless, a similar analysis could be derived if no ratings are available. A popularity study can further help in identifying the major differences and similarities with other datasets. Comparing the dataset with other similar datasets may seem trivial at first, but the difficulty lies in uncovering the relevant differences in rating behavior or user interactions in general. A simple count of the number of users, items, and ratings may not be sufficient. We used rating histograms and plotted various rating distributions to compare the fundamental differences in item popularity between MovieTweetings and MovieLens; in the general case where ratings are not available, histograms based on (user, item) occurrences may reveal behavior trends in a similar way as the rating histograms. (4) Reproducible Benchmarks. In this step, well-known recommendation algorithms would run using publicly available software libraries. Results under varying conditions (e.g., data splitting methodologies and evaluation metrics) would then be reported and compared against those found for other datasets. The goal here is to evaluate the baseline performance of a particular dataset by testing it using well-known recommendation algorithms. Iteratively repeating the same experiments with increasingly growing slices of the dataset furthermore allows to inspect the stability and consistency of the results. Performance results can be measured by a wide variety of evaluation metrics commonly adopted in the recommender systems literature [Shani and Gunawardana 2011] and considering additional contexts [Campos et al. 2014] . Also the evaluation methodology is a variable that can be tested, although the focus should be on consistency, and hence the same methodology should be applied to all the experiments, otherwise the results will not be comparable [Said and Bellogín 2014] . Such a methodology should be as close as possible to the real-life scenario where the dataset will be used. An important aspect here is that publicly available software libraries are used, and their parameters are clearly reported to allow for experimental reproducibility . In this work, we use MyMediaLite in combination with the trec_eval program, but there are many other options available (e.g., the Rival toolkit 6 for recommender systems evaluation [Said and Bellogín 2014] ). We experimented with a wide variety of experimental conditions: five recommendation algorithms, two data splitting methodologies, and multiple evaluation metrics (both rank based and error based). The results should be compared with other similar datasets in the same item domain to find out if the analyzed dataset is as difficult (or easy) as the other datasets. We believe this aspect can remain unnoticed even after the aforementioned analyses, since the datasets may be similar from a global point of view, but in a user (or item) basis, the scarcity (or abundance) of data, or their distributions, may complicate (or favor) some recommendation methods over others, evidencing an inherent difference in the data patterns. An extreme example would be a dataset where an item average recommender achieves a very good performance, indicating that the most important signal is the item's average rating, no matter how different the dataset is to previous datasets in terms of distributions and popularity correlations. The nature of these differences may arise, in fact, from outside of the dataset and external factors, such as the interface of the original system the ratings were collected from or because of the main goal the user is aiming to satisfy with the system. (5) Use Cases and Advantages. Finally, it would be a good practice to indicate the intended use cases for the dataset and its advantages against other alreadyavailable datasets. The use cases can be supported by a number of experiments that illustrate why the dataset may be a better choice in certain situations.
INTRODUCING THE MOVIETWEETINGS DATASET
We now illustrate our proposed benchmarking framework on a new movie rating dataset called MovieTweetings. In this section, we detail how it was collected, present some descriptive statistics, and discuss external validity.
Dataset Story
While searching the Internet for structured movie preference information, to our own surprise, we discovered a vast number of explicit movie ratings from IMDb being posted on Twitter by means of a social sharing feature. This notion of social sharing is increasingly becoming more popular on the Internet. Websites offer promote buttons that aid users in posting interesting content (i.e., often the page the user is currently browsing) directly to their social network. When such a button is clicked, a user may add some additional comments before finally submitting. The content provider usually already provides a suggestion (template) for what a user might post, for instance, the title of the page together with the URL and some reference to the social network account of the website itself (illustrated in Figure 1 ). We have found that one of the mobile apps from the IMDb platform, 7 after a movie has been rated, offers a well-structured template to post to Twitter (Figure 2) . When a user rates a movie on the iOS mobile app, an option is available to "Share my rating." When enabled, the user is taken to a screen that proposes to post the following text (for the movie "Man of Steel"):
I rated Man of Steel 10/10 #IMDb This preformatted tweet is well structured and therefore apt for automated extraction. In the tweet we find the title of the movie, the rating, and a website-specific hashtag. The hashtag allows for easy filtering tweets originating from IMDb. When the tweet is posted, a link to the IMDb page of the involved movie is inserted as follows:
I rated Man of Steel http://www.imdb.com/title/tt0770828 10/10 #IMDb From this link, the IMDb id of the movie can be extracted, which allows us to unambiguously identify the movie that is rated in the tweet (which is not always possible using only the movie title). While searching Twitter can lead to many ambiguous results, we can use the proposed fixed format of the tweet to our advantage. Instead of searching for the movie title, we use the query "I rated #IMDb" and then apply string matching techniques to extract the relevant fields from the returned tweets. Specifically, we extract the following fields from the tweets: -Twitter user id -IMDb movie id -Rating -Timestamp Furthermore, we also extract additional genre data from the IMDb page of the movie rated in the tweet. Such additional genre data can be exploited by content-based recommenders who would use movie attributes in the recommendation process [Lops et al. 2011] . Even more content attributes can be downloaded by extracting them directly from the corresponding IMDb page (whose URL can be reconstructed directly from the IMDb movie ID by adding "http://www.imdb.com/title/tt"). Sometimes users tend to extend the default tweet (up to the limit of 140 characters imposed by Twitter), proposed by the IMDb app, with their own personal opinions or additional comments. For our dataset, however, we do not integrate these additional comments, which would require Natural Language Processing [Yi et al. 2003 ] and might introduce more noise than information. Instead, we focus on the available explicit feedback, that is, the numerical rating. Starting March 7, 2013, we queried the Twitter search API on a daily basis and extracted ratings from relevant tweets into our dataset. The dataset itself consists of three files: ratings.dat, users.dat, and movies.dat, which are formatted similarly as the popular MovieLens dataset to facilitate integration in existing implementations: -ratings.dat contains the ratings as tuples, together with the user, movie, and corresponding timestamp. The user id is an internal numerical identifier, while the movie id is the IMDb id. Ratings range from 1 to 10 in the analyzed dataset.
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-users.dat provides a link between the internal user ids and the true Twitter id of the user, allowing for additional data enrichment. -movies.dat lists the movies that were rated at least once, together with the movie year and genre data, from IMDb.
The dataset offers two repositories 9 : latest data and snapshots. Latest data always contains all the data in the dataset, including the most recently added data. This repository will therefore be subject to frequent updates. The snapshots, on the other hand, offer fixed portions of the dataset in various sizes (e.g., 10K, 100K, and 150K) to stimulate and facilitate experimental reproducibility. The dataset license is MIT, 10 which allows both academic researchers and industry to benefit from the data.
Descriptive Statistics
We now present some descriptive statistics of the MovieTweetings dataset. In Table I we list some basic numerical characteristics and compare them with other known datasets for reference. As reference dataset we use MovieLens because it is the most popular movie rating dataset in the recommender systems domain and is still publicly available 11 (the Netflix dataset is no longer publicly available due to privacy issues). Both MovieTweetings (MT) and MovieLens (ML) have a dataset snapshot containing 100K ratings, so these are obvious candidates for a comparison. MovieTweetings is, however, a natural, unfiltered dataset, that is, no users and items have been omitted, 8 The dataset does include a few 0/10 ratings, but they are originating from users that manually changed the rating value to 0 in the template tweet. These rating values will be ignored in this work. 9 Available at https://github.com/sidooms/MovieTweetings. 10 Available at http://opensource.org/licenses/MIT. 11 At http://grouplens.org/datasets/movielens. while in the MovieLens 100K dataset only users with at least 20 ratings are included.
To increase the comparability of the datasets, we generated a new MovieLens dataset based on the data of MovieLens 10M. We sliced the (chronologically) last 100K ratings of this bigger dataset, taking into account the rating timestamps. While in MovieLens 10M all users have rated at least 20 movies, for its 100K subset, this will no longer be true, making the comparison with MovieTweetings more fair. We will refer to this dataset as the ML 10M100K* dataset in order to distinguish it from the alternative name of the Movielens 10M dataset (ML 10M100K) that considers the fact that such dataset contains around 100K tag assignments. Wherever possible, we also include the standard MovieLens 100K in the comparative experiments as another baseline. The density metric is calculated according to the following equation:
The numbers in Table I clearly indicate one of the major aspects that differentiates the MovieTweetings dataset: its low density. The number of items and users is much higher (almost by a factor of 10) for MovieTweetings compared to the other datasets. While most rating datasets are restricted to users of the particular closed system (e.g., the Netflix or MovieLens system), the MovieTweetings dataset integrates data from users of the IMDb platform, which is very popular and open to anyone on the Internet. Also in terms of number of items, the IMDb catalog is not restricted to movies that can be rented but rather includes almost all existing movies. Integrating the IMDb platform as rating source therefore leads to very high numbers of distinct users and items, leading to a density value closer to 0 than for the other datasets. Table I also lists time information regarding the included ratings for each of the datasets. We can clearly see how the MovieLens 100K is the oldest dataset with ratings at least 15 years older than the MovieTweetings ratings. The artificially created MovieLens ML 10M100K* dataset contains more recent ratings (2008) (2009) , but is still older than MT. In terms of time span, however, ML 100K and MT 100K are roughly the same. The main conclusion we can draw from the presented descriptive statistics is that although datasets are hard to compare because of their many differences, we can increase comparability by using multiple (samples of) datasets and, if necessary, create artificial (or derived) ones. 
External Validity
In this subsection we explore the external validity of the MovieTweetings dataset by investigating some possible biases and more thoroughly comparing the dataset with other known rating datasets in the domain.
The MovieTweetings dataset may be subject to biases introduced by the manner in which it is collected and in the sampling inherent to the Twitter API [Morstatter et al. 2013] . To understand the consequence of working with the MovieTweetings dataset, it is important to first understand these biases and study the extent of their impact. The ratings in the dataset come from users of the IMDb platform that rate movies using the mobile IMDb app for iOS and post the rating (publicly) to Twitter. One obvious bias to consider here is the effect of the ratings being collected through Twitter and not directly from IMDb itself. Only data from Twitter users with a public profile that chose to share their IMDb rating is included. Maybe these users are sharing their high and low ratings but consider the midrange ratings -such as 6/10 -not interesting enough to be posted to their social network. Another more structural bias comes from the fact that the dataset focuses on the IMDb platform. This platform offers a broad selection of movie information but not the movies itself. Apart from the ability to watch the trailer of a movie, users cannot watch movies on the IMDb site before rating them, something possible in a system like Netflix. Moreover, the rating scale may also affect the users [Gena et al. 2011] , since the IMDb platform allows us to rate movies using a 10-star feedback system instead of the more common 5-star feedback system (like MovieLens).
3.3.1. Twitter Bias. To study the possible rating bias introduced by including only Twitter ratings, we would need to compare the ratings of the entire IMDb platform with the subset of the ratings extracted through Twitter. For this purpose a correlation study seems appropriate. The complete set of IMDb ratings (per user) is not available but the platform does provide the aggregated average movie scores. Unfortunately, IMDb does not disclose its exact averaging formula. On their website they claim to apply various filters to eliminate the effect of fake ratings by individuals who are trying to distort the aggregated rating of a movie. Therefore in our correlation analysis we have to take at least a small amount of noise into account (i.e., perfect correlation will not be possible).
For every movie that was included in the MovieTweetings (100K snapshot) dataset, we used the OMDb API 12 to obtain the aggregated average IMDb rating. We then compared this average value with the average of the MovieTweetings ratings for that movie in a correlation analysis. Figure 3 (left) shows the resulting scatter plot, visualizing every movie with its aggregated IMDb rating (on the Y-axis) and the corresponding average MovieTweetings rating (on the X-axis). The resulting Pearson correlation value is 0.542, which indicates a positive correlation. When we inspect the scatter plot, we find this confirmed, in particular for the higher rating values (higher than 6). The figure, however, also shows a significant amount of noise, which we hypothesize originates from movies with a low number of ratings.
To experiment with the effect of the rating frequency of the movies, we repeated the correlation analysis for different subsets of the MovieTweetings movies: We illustrate in the middle plot of Figure 3 the increasing Pearson correlation for the movie subsets having a minimum of 2, 3, . . . , 20 ratings. As expected, the harder the constraint, the more the influence of the noise is reduced, which leads to a stronger linear correlation (when 20 ratings are considered). Figure 3 (right) plots the correlation values including only movies with a minimum of 20 ratings. Note that the correlation seems to converge to a value below the perfect correlation (i.e., of 1.0), this may be the result of not using the exact averaging formula of IMDb.
Complementary to this correlation analysis, we further compare the MovieTweetings dataset with the IMDb ratings by performing a popularity analysis for both datasets. A well-known IMDb popularity list is the top 250 movie list. 13 This list shows the best-rated movies according to a Bayesian estimate defined in Equation (2):
where:
-R = average for the movie (mean) = (Rating) -v = number of votes for the movie = (votes) -m = minimum votes required to be listed in the Top 250 (currently 25,000) -C = the mean vote across the whole report (currently 7.0) So the overall popularity score takes into account the rating values, as well as the number of ratings itself to rank the movies. We adopted this as the definition of popularity and implemented the formula to rank the movies in the MovieTweetings dataset. For the same set of movies we also calculated the IMDb popularity value using the IMDb average rating values. Having calculated both the IMDb popularity and the MovieTweetings popularity value, the two lists can be ranked according to each value and compared. For the comparison, we employ a similar method as the one used in to compare lists of popular artists, where the Jaccard similarity index was used for different cutoff values. This is needed because standard correlation indices cannot be used, since a top-K list does not necessarily share the same items, which would make the computation of Spearman's or Pearson's correlation unfeasible. Figure 4 shows the Jaccard index for all movies with a minimum of 20 ratings. While the top 10 popular movies are almost identical, the two datasets tend to diverge when less popular movies are considered (with another small spike at around top 50) and slowly converge to a Jaccard value of 1 at the end. Table II shows the list of top 10 movies for both MovieTweetings and IMDb and their resulting Jaccard index values. The lists are very similar except for some small changes in the ordering. Apart from the similarity among these top popular movies, data show that more recent movies tend to obtain a higher overall popularity score in 13 Accessible at http://www.imdb.com/chart/top?ref_=nv_ch_250_4. the MovieTweetings dataset. This is to be expected, considering how MovieTweetings collects its data from Twitter. Therefore the dataset contains more recent and currently popular movies. We expect, however, that with more data being collected regularly, the effect of the recentness of the movies will gradually decrease. While the MovieTweetings dataset may favor recent movies, we hypothesize that, in general, similar trends can be noticed for IMDb. One of such trends is the type of movies that are popular, that is, the genre. A set of genres is available for each movie allowing for a new correlation analysis, this time comparing the similarity among genres of popular movies for both MovieTweetings and IMDb. For this experiment we focus on the top 250 popularity list. For the 250 most popular movies we summed up the number of times each genre occurred (that is, we computed the term frequency of each genre [Baeza-Yates and Ribeiro-Neto 2011]), doing this for both datasets. correlation is 0.99). This close-to-perfect correlation indicates that although the movie lists may not be strictly identical, movies are being replaced by similar (probably more recent) movies with similar genres. For instance, in both datasets Drama seems to be the most popular genre, followed by Thriller and Crime.
3.3.2. IMDb Bias. Another interesting approach towards investigating biases in the MovieTweetings dataset is to compare it with other popular datasets in the domain. This would allow us to verify how inherently different the ratings originating from the IMDb platform are from other movie platforms like Netflix and MovieLens. We already presented some basic statistics about the MovieTweetings dataset and compared them with the MovieLens dataset in Table I . We now provide a more thorough analysis and comparison of the dataset properties.
In terms of number of ratings, the three datasets were equal (i.e., 100K ratings), nonetheless it is worth comparing the distribution of their rating values to uncover different rating behaviors. In Figure 6 we plotted the histogram of the rating values for MovieTweetings. These values are based on the IMDb 10-star rating scale, whereas MovieLens users rated on a 5-star rating scale. The difference in rating scales makes it hard to compare the rating frequencies. Therefore, to ease the comparison with the MovieLens datasets, we paired the rating values for MovieTweetings in Figure 7 .
Every histogram displays the rating values on the X-axis and the number of times each rating value occurred in the dataset (i.e., frequency) on the Y-axis. A general trend is that the more positive rating values are more frequent in any of the three datasets. This is a well-known observation in the recommender systems research domain referred to as not random missing data [Marlin and Zemel 2009] . Users mostly watch movies they assume to be interesting (based on, for instance, genre, trailer, or other movie information), and therefore most movies they rate (apart from the ones they wrongfully assumed interesting) will be rated positively, which explains why generally negative/low ratings are not present in these datasets. Although all three datasets distributions are showing a skew towards more positive rating values, the trend is significantly stronger for MovieTweetings. Only 2% of its rating values are smaller than 5 (neutral rating), compared to the MovieLens datasets where 17% for ML 100K and 11% for ML 10M100K* are lower than 3 (the counterpart neutral value in these datasets). A possible explanation for this may be the fact that users are not explicitly asked to rate movies on the IMDb platform as is the case for the MovieLens system. IMDb only recently included (basic) recommendations on its website, hence there used to be no direct incentive to rate movies other than to contribute to the aggregated IMDb rating value for a specific movie. We hypothesize that therefore users are even more skewed towards only rating exceptionally good movies, resulting in higher rating values.
Aside from the rating value distribution, it is also important to compare the general rating distribution among the datasets. In Figure 8 the distribution of the ratings across the items is shown (similar to Cremonesi et al. [2010] where Netflix and MovieLens were compared). Items are ordered by popularity (most popular at the bottom) and expressed as a percentage of the total number of items. From the figure we can see that in the case of MovieTweetings, 40% of the total amount of ratings is provided on only 1% of all the items (i.e., the 1% most popular), compared to MovieLens, where this is 10%. Thus, in general the MovieTweetings dataset is less dense, but 40% of the ratings are mostly concentrating on a very small number of items which greatly increases the density for these items in particular (the top 105 most popular movies are each rated on average 380 times). The ML 10M100K* rating distribution is somewhat more similar to MovieTweetings than is ML 100K, but both in fact still significantly differ from the MovieTweetings rating distribution. Hence, MovieTweetings is more biased towards popular movies.
An important aspect about the MovieTweetings dataset is its recentness. Since ratings are mined from Twitter, there is no limitation as to how old or recent a rated movie should be. Data show, however, that recent movies are rated more, obviously because users tend to rate the movies they have just seen, and recent movies are more easily available (in cinemas) while being (probably) more interesting topics to share on a social network. Specifically, in Figure 9 we plotted the year of every rated movie and its frequency for the three datasets. In general, similar patterns can be observed: a long tail with a peak at the end. The location of the peak indicates the most recent movies in the dataset, which is 2013 for the MovieTweetings dataset and towards 1998 and 2009 for the MovieLens-based datasets. The histograms here indicate how old the MovieLens datasets truly are. The MovieLens datasets include more ratings from older movies, which may still be relevant data for some use cases (e.g., recommending classic movie titles to older users). In most cases, however, users will prefer recommendations for modern and recent movies and for those situations the MovieTweetings dataset Fig. 9 . Histograms illustrating how frequent movies of a given year (on the X-axis) were rated for MovieTweetings, ML 100K, and ML 10M100K*. may offer an ideal way of bootstrapping a recommender system and avoid cold start issues for new users or unrated items.
Similarly, as we compared the IMDb ratings with MovieTweetings, we now compare MovieTweetings with MovieLens by means of a rating correlation analysis. To be able to easily compare the rating values we rescaled the MovieTweetings ratings to a 5-star scale. For movies in MovieLens also present in the MovieTweetings dataset, we calculated the average movie rating and correlated the results. We present the results for the ML 10M100K* dataset; we found similar results for movies from ML 100K and we shall comment on this later. Figure 10 shows the results for movies which have been rated at least 1, 2, 3, 4, 5, and 20 times. The exact Spearman and Pearson correlation values are listed in figure) . This effect decreases when we restrict the movie set to movies with a minimum of 2, 3, and so on, ratings, which again confirms the diverging rating values to originate from movies which have been rated only a few times. Correlation values get stronger when increasing the minimal rating threshold per movie, except in the last case (the subset of movies with at least 20 ratings), where there are too few movies (i.e., less than 30) with at least 20 ratings that occur at the same time in the MovieTweetings and the ML 10M100K* dataset to make a proper analysis. Similar results were obtained for the ML 100K dataset; more specifically, ML 100K presented a slightly larger overlap with MovieTweetings in terms of movies (i.e., 80 movies with at least 20 ratings), but the overlap between these datasets was still too limited to perform a thorough popularity comparison, as we did in the previous subsection.
In summary, in this section we have addressed the external validity of the MovieTweetings rating data by investigating biases, studying its properties and comparing it against other similar datasets. With a sufficient number of minimum ratings per movie, the dataset correlates strongly with ratings found on the IMDb website, as confirmed by the popularity analysis. The dataset does, however, show a bias towards very recent and popular movies, but similar trends could be noted for the MovieLens datasets.
BENCHMARKING THE MOVIETWEETINGS DATASET
We now analyze the MovieTweetings dataset under several conditions (data splitting, performance of recommendation methods, and evaluation metrics) and compare these results with those obtained using other datasets. By doing this, we aim to provide a (reproducible) benchmark against which other experimental variations-out of the scope of this work-can be, in the future but also retroactively, compared.
Experimental Setup
We again use two versions of the MovieLens data (i.e., ML 100K and ML 10M100K*) against which we compare the MovieTweetings (MT) 100K snapshot. Note that we selected these datasets because of their similarity in both domain and properties with the MovieTweetings dataset.
We follow the evaluation methodology presented in Koren [2008] (denoted as RPN in Said and Bellogín [2014] ), where for each user a set of not relevant items (unrated by this user in the training and testing splits) is randomly selected (100 in our case), and then, for each highly relevant item in the testing split (i.e., those rated as 5 in MovieLens or as 10 in MovieTweetings), a ranking is generated by predicting a score for this item and the other (not relevant) items. Then, the performance of this ranking is measured using the trec_eval program. 14 In this way, standard retrieval metrics such as precision, normalized Discounted Cumulative Gain (nDCG), or Mean Average Precision (MAP) could be used [Baeza-Yates and Ribeiro-Neto 2011] . Additionally, and for the sake of comparison with previous works, we also measured error-based metrics such as Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE), pervasive in the recommender systems literature [Shani and Gunawardana 2011] . We have to note that the dataset framework we present here can be instantiated using any other evaluation strategy available in the literature; in fact when the TestItems evaluation methodology from Bellogín et al. [2011] or TrainItems from Said and Bellogín [2014] were tested in some preliminary experiments, we found comparable results but decided to stick with RPN because it is insensitive to the sparsity bias [Bellogín 2012 ]-which allows proper comparisons of algorithms when the sparsitychanges-even though these strategies could be understood to be closer to real life than RPN.
We have tested five recommendation algorithms as implemented in the MyMediaLite Recommender System library (version 3.10).
15 All of them only use ratings as the basis of the predictions, two are nonpersonalized (user and item average) methods, and the rest do use information about the target user -either as memory-based collaborative filtering algorithms (user and item nearest neighbor) or as a model-based (matrix factorization) recommender. Table IV shows a description of these approaches, along with the default parameters for MyMediaLite version 3.10 used in our experiments. Note that some of these specifications are not standard (e.g., the cosine function as similarity or using a baseline predictor in the nearest-neighbor methods), but since they are applied to all the datasets impartially, the overall conclusions should be fair and not sensitive to this aspect. In any case, we did a preliminary test with Pearson's correlation as similarity function and the general trend remained the same; the only change was that the performance of UserKNN and ItemKNN improved slightly (but uniformly in the three datasets).
Benchmarking Results
We now present the results obtained when comparing the algorithms listed in Table IV for the three datasets introduced before (whose statistics are summarized in Table I ). We analyze these results (presented in Figures 11 and 12 ) according to three dimensions: evaluation metrics, data splitting, and recommendation performance. Besides, we also experiment with different data slices or subsets of the original dataset that contain the first D R ratings (where D R varies from 10K to 100K in 10K increments). For the evaluation metrics, we focus on MAP [Baeza-Yates and Ribeiro-Neto 2011] and RMSE [Shani and Gunawardana 2011] , although other ranking-based metrics like nDCG, precision, and recall produced similar results as those obtained for Fig. 11 . Mean Average Precision (MAP, the higher the better) and Root Mean Squared Error (RMSE, the lower the better) metrics computed using a cross-validation 5-fold splitting strategy, using a varying number of ratings for each split (from 10K to 100K). MAP and likewise for MAE with RMSE. For data splitting we experiment first with a standard way for randomly generating training and testing splits: a cross-validation splitting strategy that generates nonoverlapping subsets (to be used as training and testing splits) where every (user, item, rating) tuple is evaluated once -that is, it only appears in one testing split, and it is guaranteed that there is one split containing such tuple. The results we report here have been averaged over 5 folds, although similar results were found with 10 folds. The second splitting strategy evaluated is based on a temporal splitting, where the testing split occurs after the training split. We use 10,000 ratings for testing, and experiment with a window of the previous 50,000 or 90,000 ratings as training split. These settings correspond with the following evaluation conditions, as presented in Campos et al. [2014] : community-centered base set, time-dependent rating order, and fixed size (10K ratings). We apply these conditions to the whole dataset and to the subset of the first 60K ratings.
From Figures 11 and 12 we observe that the performance of the recommender algorithms is heavily influenced by the evaluation metric (RMSE 16 or MAP) used to decide which recommenders perform better. Specifically, whereas the ranking-based metric (MAP) is very stable (in terms of dataset snapshots and splitting strategies), preserving the trend in best/worst recommenders, the error-based metric (RMSE) has more fluctuations. Furthermore, the RMSE metric is not useful to discriminate which recommender is performing best because its values are very close to each other, and, in general, it is not consistent that the best method with RMSE (lowest value) achieves the best value with MAP (highest value) or vice versa 17 ; in particular, the worst method according to RMSE in MovieTweetings is the matrix factorization algorithm, which has a medium to high performance in terms of MAP. We argue some of these differences between MAP and RMSE may be due to the different levels of density [as defined in Equation (1)] presented in each of these datasets, since in such a scenario it is more likely that more users or items may have no training information (or very little) after splitting the dataset, which seems to have a stronger effect on error-based metrics and leads to very similar performance values for very different recommendation methods. Figure 13 compares the density in these datasets every 10,000 ratings; in this context it is clear that the sparsity in the original MovieTweetings dataset is higher (i.e., density is lower), mainly because it contains a much larger number of users and items than the other datasets but keeps the same number of ratings. This aspect of the dataset may also affect the fact that MAP is lower in MT than in ML datasets, because it is a more difficult (less dense) dataset.
To further analyze the differences in behavior when other assumptions in the dataset are considered, we generated a subset of MovieTweetings where only users with at least 20 ratings are kept, as the ML 100K dataset was originally released. As we see in Figure 13 , this artificially generated dataset is less sparse than the original MT dataset, although it gets closer to the original dataset when more ratings (larger dataset slices) are considered; this can be explained by looking at the dynamics of the number of users and items available at each slice point (Figure 14) . Furthermore, the recommendation performance (illustrated in Figure 15 ) has now changed and the relative performance between the recommendation methods changes more often than in the previous case; also the range between RMSE values is larger for some of these algorithms and, especially for MAP, there are different best methods at each point, like the matrix factorization method, that outperforms the other algorithms after the 40K slice.
Regarding the performance of recommendation algorithms, each dataset has a different optimal method, but in general the matrix factorization recommender is among the top-performing recommenders, in agreement with previous research in rating-based recommendation Cremonesi et al. 2011] , and at the same time, the nonpersonalized recommenders (user and item average) have a very low performance. It should be noted that the user-based nearest-neighbor and the item average recommenders are equivalent in the MovieLens datasets in terms of MAP (meaning that their rankings are effectively the same), whereas in MovieTweetings they perform differently. Besides, the two neighbor-based recommenders (UserKNN and ItemKNN) outperform the rest of the algorithms in MovieTweetings in terms of both MAP and RMSE. The relative ranking-based performance, in most of the cases, does not change too much from the first slice (10K ratings) to the last one (100K ratings). One exception to this is the matrix factorization algorithm in the MT dataset. As already observed before in the literature [De Pessemier et al. 2010; Campos et al. 2011] , recommendation performance increases in the MovieLens datasets when more ratings are available, but this is not the case with the MovieTweetings dataset, where all the recommenders, except the matrix factorization method, decrease or maintain their performance. A similar result was observed in Said et al. [2009] , where a dataset with several new items was used, which lowered the recommendation precision. These results are completely reversed when the subset of users with more than 20 ratings (Figure 15 ) is analyzed, since here the performance increases with more data (except for the UserAverage method). Note also that the best recommender in terms of MAP (the matrix factorization method with a value of 0.15 using all ratings) is the worst according to RMSE (value of 1.73, also using the whole dataset). A possible explanation to these effects is the amount of users and items presented in this constrained dataset (Figure 14) , where a smaller number of items and, especially, of users is available in the dataset, which makes it easier for the recommenders to obtain a higher performance.
Error-based metrics, as discussed before, are not very useful to decide which is the best recommender. In the same way, it is very difficult to decide in which of the slices the algorithms perform better. These facts make the error-based metrics not so interesting to predict which recommenders will perform better in the future, given a particular dataset slice. These predictions, however, could be easily drawn from the results with the ranking-based metrics.
Finally, it is interesting to note that the results obtained in each of the data splitting techniques evaluated are very consistent for the MT dataset, whereas this is not the case for the ML datasets. Specifically, the best and worst recommenders remain the same for ML 100K, but the ones in the middle vary drastically with regard to their relative performance; even worse, for ML 10M100K* the best recommender using cross-validation (matrix factorization) is one of the worst using a temporal split (the best here is ItemKNN). This consistency in the evaluation for the MovieTweetings dataset is a positive characteristic, since it shows a direct correspondence between the standard offline evaluation using repeatable tests (cross-validation) and the more realistic evaluation scenarios (temporal split).
In summary, we have evaluated different aspects of the MovieTweetings dataset from a practical perspective. We have found that it does not differ much from the two versions of the MovieLens dataset we have experimented with when using a specific splitting strategy, but it is more consistent across data splitting strategies. Nonetheless, we have observed that its very high sparsity may produce lower performance scores in general and that the RMSE scores are not very useful to discriminate the recommendation methods, although this was also true -to a lower extent -for the other datasets.
DISCUSSION: APPROPRIATE USE CASES AND ADVANTAGES
Finally, our benchmarking framework proposes a discussion of appropriate use cases for the application of the dataset and listing its advantages towards other currently available (similar) datasets. We start with the latter, that is, a listing of the advantages of the MovieTweetings dataset.
-Realistic User Behavior. The MovieTweetings dataset is unfiltered and therefore a natural dataset. No users or items are excluded from the dataset for not having a sufficient amount of ratings. This has important consequences for running experiments but also has the advantage of allowing to simulate realistic user behavior. A real-life recommender system will have to deal with nonactive users and poorly rated items, and so the MovieTweetings dataset can offer a means to experiment with and simulate these scenarios. -Metadata Easily Expandable. The metadata contained in the dataset consists of movie genres (as available in the MovieLens dataset) but can be very easily supplemented with other movie information. Because the dataset links every movie to the unique IMDb identifier, additional metadata can be collected by using tools as the OMDb API or by scraping the original IMDb website itself. -Nonanonymized Users. Because rating data is collected from publicly available information, the users contained in the MovieTweetings dataset did not need to be anonymized. So the user identifiers used in the dataset can be linked to the real Twitter users. Additional user data can easily be collected using the Twitter API and by analyzing online user behavior. Furthermore, the integration of real approachable users in the dataset offers an interesting user base for researchers that may spark a new generation of low-effort online/live user-centric evaluation experiments. -Frequently Updated. The most important advantage and difference towards other datasets is the fact that the dataset is updated regularly. Instead of offering data from a fixed period in time, new ratings extracted from Twitter are added frequently. As long as the updating of the MovieTweetings dataset is maintained by its administrators, it will therefore continue to contain the most recent and popular movies, which makes it an interesting seed dataset for user-centric experiments.
Different datasets have different properties and their suitability therefore largely depends on the scenario they are deployed in. We now list some of the typical scenarios in which public rating datasets are deployed and compare the applicability of MovieTweetings against other public datasets such as MovieLens.
-Use MovieTweetings for User-centric Experiments.
User-centered experiments are one of the scenarios in which very often public rating datasets are imported into recommender systems. In such experiments the goal is to have real users interact with a recommender system to learn about their satisfaction and behavioral patterns. Evaluation may be focused on various aspects of, for example, the recommendation algorithm or the user interface. To be able to (2011) Chinatown (1974) generalize results from user-centric experiments, the experiments must be performed on a realistic deployment of the recommender system. Realistic deployment means that the system properties should be as close as possible to those of the final system (if it would be deployed for real) including available content items and a sufficient amount of users. Many examples can be found in the literature where the MovieLens dataset is used to drive such user-centric experiments (e.g., Hurrell and Smeaton [2013] and ). While in the past MovieLens may have been an appropriate sample of realistic rating data, nowadays the dataset is outdated and may even negatively influence the user experience. To illustrate this, we run a small experiment where we visually inspect (as real users would do) the recommendations generated for a random user, using either the MovieLens (100K) or MovieTweetings (100K) dataset as input data. The MyMediaLite MatrixFactorization implementation was used to generate the recommendations. Table V compares the top 10 results for a random user of both datasets.
The results illustrate how the recentness of the recommended movies based on MovieLens is limited, while MovieTweetings has much more recent data and thus is able to recommend more recent movies. Even the best recommendation algorithm may be evaluated negatively if it can only recommend from an outdated item catalog. For all experimentation that involves actual users, we therefore recommend to use the MovieTweetings dataset instead of the more commonly used MovieLens dataset. We have shown that the MovieTweetings dataset can be regarded as a recent update of the MovieLens dataset showing much of the same properties albeit with higher amounts of items and users. More items may actually be an additional advantage for user-centric experiments since the item catalog may be larger and more diverse and therefore has a higher chance of containing interesting items.
In particular, for user-centric experiments MovieTweetings has a unique feature that no other public rating dataset offers: nonanonymized users. Users in the dataset are actual Twitter users and can publicly be interacted with. This opens up the Twitter platform for all sorts of novel types of evaluation experiments like, for example, deploying a recommender system as an automated Twitter account. -Use MovieTweetings for Realistic Offline Simulation.
Simulation is another type of scenario in which public rating datasets are often imported into recommender systems. When a recommendation algorithm has been implemented, its designer may be curious about the performance in terms of some offline calculable metrics such as RMSE. Again, the literature often employs the MovieLens dataset to do this, but as noted by Gunawardana and Shani [2009] , those results are biased towards users with a large number of ratings. Since MovieLens is a filtered dataset containing only users with a minimum of 20 ratings, obtained results may not be generalizable to users with 19, 18, or even fewer ratings. The MovieTweetings dataset allows us to verify this claim. For the five algorithms introduced in Section 4.1, we calculate the average RMSE value for different configurations of the dataset, each time containing only users with minimum x ratings, with x ranging from 1 to 20. Figure 16 shows the results of the experiment. As expected, a significant variance can be detected between the different configurations. The results clearly show how a metric such as RMSE can fluctuate when changing sets of users are taken into account and, therefore, no overall RMSE truly represents all users in a system.
Since MovieTweetings is an unfiltered dataset, RMSE values can be calculated for all sorts of users, which allows for a more realistic simulation of offline recommendation quality. An example of a situation where such an analysis is useful is the decision of the minimal required ratings for users in a system [Kluver and Konstan 2014] . Recommender systems usually do not recommend items to new users but instead require them to rate a sufficient number of items first. This number is often chosen arbitrarily, but the MovieTweetings dataset may support such a decision by making it possible to simulate recommendation quality metrics for different groups of users. For instance, based on the results in Figure 16 we could decide that, for our recommender, a minimum of eight ratings should be required for new users, since having more than eight ratings seems to no longer lead to substantially better RMSE values.
Another example of offline simulation made possible by the MovieTweetings dataset is measuring which algorithms work best on different kinds of users. In Figure 17 , we show the RMSE results for again the same five recommendation Fig. 17 . The RMSE values averaged over all users for changing configurations including only users with exactly 1 rating, 2 ratings, 3 ratings, and so on. algorithms but this time restricting the dataset in the different configurations (on the X-axis) to contain only users with an exact (instead of minimum) number of ratings x, with x ranging from 1 to 20. The results show how the ItemAverage, UserKNN, and ItemKNN seem good (i.e., RMSE is lower) candidate recommendation algorithms for users with a low number of ratings, while UserAverage, UserKNN, and ItemKNN are good approaches for users with a number of ratings close to 20. Interestingly, the simple ItemAverage and UserAverage algorithms are showing almost identical recommendation quality as the more advanced (but computationally heavier) ItemKNN and UserKNN methods.
The MovieLens dataset does not support analyzing patterns as those presented in the previous examples. Researchers may attempt to simulate behavioral patterns of users with less than 20 ratings by creating artificial MovieLens users (with, e.g., randomly removed ratings), but the generalization power and correctness of such results would be equally artificial. -Use MovieLens (and MovieTweetings) for comparative offline experiments.
Aside from serving as bootstrap data for either user-centric or simulation experiments, public rating datasets are also often used in comparative offline experiments (e.g., de Castro et al. [2007] ). Academic researchers having implemented a new recommendation method and often publish the details of their algorithm with some accompanying results of how the algorithm compares to other state of the art (or well-known) recommendation algorithms. Since the goal here is to benchmark two (or more) algorithms relative to each other, the dataset in itself is not that important. What is important, though, is that the same dataset and other evaluation dimensions (metric, splitting strategy, and so on.) are used equivalently for each benchmark situation [Said and Bellogín 2014] . The MovieLens 100K has served as a well-accepted benchmarking dataset in the recommender systems domain for many years, and so there is no reason to change that. Researchers are familiar with the dataset structure, its properties, and typical values for the popular evaluation metrics on default recommendation algorithms. We thus recommend the continued use of the MovieLens dataset for comparative offline experiments. Nonetheless, we note that as time progresses, the MovieLens dataset will become less relevant and eventually researchers will have to switch to more recent datasets even for offline comparative scenarios. We therefore recommend researchers to future-proof their work by reporting algorithmic results measured on both the MovieLens as well as the MovieTweetings dataset. Since the data formats of both datasets are identical, in most cases the implementation effort to do this will be very low.
CONCLUSIONS
In this work, we proposed a framework for introducing and benchmarking new datasets in the research domain. The five-step framework was illustrated on a movie ratings dataset called MovieTweetings. In step 1, the origin of the dataset was detailed. The MovieTweetings dataset is collected dynamically from Twitter and originates from structured tweets posted through the IMDb platform.
Step 2 presented basic descriptive statistics about the dataset while comparing them with other known (and similar) datasets in the domain. We found that even though equal dataset sizes were taken into account, the dataset showed to have some significantly different properties in comparison with the MovieLens dataset. The extreme low density (or high sparsity) resulting from a much higher number of items and users was one of these observations. In step 3, we focused on external validity. Some hypothesized data biases were investigated (e.g., how similar are the MovieTweetings ratings to the IMDb ratings) through a number of correlation analyses and the dataset was compared with other similar datasets in the movie domain. We showed that with a sufficient minimum number of ratings per movie, the dataset correlated strongly with the rating patterns as found on the IMDb website. Although the MovieTweetings items are more biased towards more recent and popular movies, similar rating patterns to those of the MovieLens dataset could be observed. In step 4, we reported some results on a number of reproducible benchmarks exploring multiple dimensions as recommendation algorithms, evaluation metrics, and data splitting strategies. Last, in step 5, the advantages of the dataset (against other datasets) were listed and scenarios in which the dataset could be successfully deployed were discussed. We showed how MovieTweetings was especially interesting for usercentric and simulation-focused experiments and could be used as a complement to the MovieLens dataset for offline comparative experiments.
By illustrating our analysis of the MovieTweetings dataset and its properties, we hope to inspire future researchers to publish and benchmark datasets in a similarly structured fashion such that the added value, properties, and optimal use cases of future datasets can easily be compared and interpreted.
Several open problems with benchmarking and comparing datasets still remain. Probably the most important one is how to benchmark a dataset with unique properties or even from a new domain ("are the results obtained using MovieTweetings transferable to a domain like Facebook?"), since we base most of our analysis on comparisons against other datasets from similar domains. Another related problem would be how to deal with datasets that combine more than one domain, so cross-domain recommendations can be tested. Because of the limited dimensions of the MovieTweetings dataset (compared to other available datasets) we were unable to analyze the effect of sampling size beyond 100K ratings. Since the dataset is still growing on a daily basis, we look to future work for reporting such additional analyses.
