A rapidly melting ice sheet produces a distinctive geometry, or fingerprint, of sea level (SL) change. Thus, a network of SL observations may, in principle, be used to infer sources of meltwater flux. We outline a formalism, based on a modified Kalman smoother, for using tide gauge observations to estimate the individual sources of global SL change. We also report on a series of detection experiments based on synthetic SL data that explore the feasibility of extracting source information from SL records. The Kalman smoother technique iteratively calculates the maximum-likelihood estimate of Greenland ice sheet (GIS) and West Antarctic ice sheet (WAIS) melt at each time step, and it accommodates data gaps while also permitting the estimation of nonlinear trends. Our synthetic tests indicate that when all tide gauge records are used in the analysis, it should be possible to estimate GIS and WAIS melt rates greater than ∼0.3 and ∼0.4 mm of equivalent eustatic sea level rise per year, respectively. We have also implemented a multimodel Kalman filter that allows us to account rigorously for additional contributions to SL changes and their associated uncertainty. The multimodel filter uses 72 glacial isostatic adjustment models and 3 ocean dynamic models to estimate the most likely models for these processes given the synthetic observations. We conclude that our modified Kalman smoother procedure provides a powerful method for inferring melt rates in a warming world.
A rapidly melting ice sheet produces a distinctive geometry, or fingerprint, of sea level (SL) change. Thus, a network of SL observations may, in principle, be used to infer sources of meltwater flux. We outline a formalism, based on a modified Kalman smoother, for using tide gauge observations to estimate the individual sources of global SL change. We also report on a series of detection experiments based on synthetic SL data that explore the feasibility of extracting source information from SL records. The Kalman smoother technique iteratively calculates the maximum-likelihood estimate of Greenland ice sheet (GIS) and West Antarctic ice sheet (WAIS) melt at each time step, and it accommodates data gaps while also permitting the estimation of nonlinear trends. Our synthetic tests indicate that when all tide gauge records are used in the analysis, it should be possible to estimate GIS and WAIS melt rates greater than ∼0.3 and ∼0.4 mm of equivalent eustatic sea level rise per year, respectively. We have also implemented a multimodel Kalman filter that allows us to account rigorously for additional contributions to SL changes and their associated uncertainty. The multimodel filter uses 72 glacial isostatic adjustment models and 3 ocean dynamic models to estimate the most likely models for these processes given the synthetic observations. We conclude that our modified Kalman smoother procedure provides a powerful method for inferring melt rates in a warming world.
climate | Kalman filter S ea level (SL) changes occur on timescales ranging from seconds to millions of years. At the longest of these scales, over millions of years, changes are driven by processes such as continental collision, sedimentation, variations in the mean spreading rate of the sea floor, and dynamic topography fluctuations due to mantle convection (1, 2) . At intermediate timescales, from hundreds to tens of thousands of years, glacial isostatic adjustment (GIA) in response to the Late Pleistocene glaciation yields a global pattern of SL change that varies systematically from the near field to the far field of ancient ice cover (3) . Finally, at shorter timescales, a suite of processes contributes to the complex spatiotemporal pattern of modern SL change (4) . These latter processes can be separated into "dynamic effects," which include ocean tides, ocean-atmosphere interactions, salinity and temperature variations, and ocean circulation, and "static equilibrium effects," which are the gravitational, deformational, and rotational signatures of mass flux from polar ice sheets and mountain glaciers (5) . In this paper we explore the connection between the processes and sources that give rise to SL change and the geographic variability inherent in the associated observational constraints to investigate whether-and to what accuracy-the signal from recent ice mass fluxes may be estimated from modern tide gauge records of SL.
Twentieth century rates of SL change have been estimated using data from tide gauges: devices that measure relative sea level (i.e., the difference in height between the sea surface and the sea floor) at a specific geographic location. The Permanent Service for Mean Sea Level (PSMSL) compiles tide gauge records for >1,000 sites distributed around the globe. Estimates of globally averaged 20th century SL change rates based on various subsets of these tide gauge records (6) (7) (8) (9) (10) (11) fall within the range of 1-2 mm/y. In the last decade of the 20th century and in the current century, tide gauges have been complemented by satellite altimetry measurements of sea surface height and ocean float measurements of temperature and salinity (12) . These records will be critical for understanding recent and future SL rise, but they are too short to inform our understanding of 20th century sea levels.
Estimating mean global SL alone ignores the information content inherent to geographic variability. As an example, it is now well understood that the rapid melting of any individual grounded ice reservoir gives rise to a distinct and highly nonuniform pattern-or fingerprint-of static equilibrium sea level change (13) (14) (15) (16) (17) . In particular, in the near field of a melting ice sheet (within ∼2,000 km of the margin), SL will fall due to both crustal uplift and the reduction of the gravitational pull on the ocean from the ice sheet. This fall can be an order of magnitude greater than the equivalent rise in mean global SL associated with the meltwater addition to the ocean. In contrast, in the far field of the ice sheet, SL will rise with (generally) greater amplitude as the distance from the ice sheet increases; this rise can exceed the global mean value by ∼30%. These fingerprints provide a framework for moving beyond inferences of globally averaged SL rise to estimate the contributions from individual meltwater sources. As an example, Mitrovica et al. (16) argued that the lower rates of SL change inferred from tide gauge records at European sites relative to the global average were consistent with 20th century melting from Greenland at a level equivalent to a eustatic SL rise of ∼0.5 mm/y.
Efforts to fingerprint modern records of SL change face potential contamination from dynamic processes, and thus robust estimates of ice mass flux must address the extent to which this contamination can be accounted for. Dynamic SL processes can be subdivided into three categories, due respectively to (i) internal, unforced dynamics (e.g., ocean tides and some air-sea interactions), (ii) atmospheric and ocean warming, and (iii) freshwater addition.
In this study, we outline and evaluate a statistical formalism for estimating global sea level change and the individual contributions to this change in the presence of the three dynamic SL effects listed above. Most previous work has estimated mean global SL change by computing the linear least-squares fit to an assumed constant, long-term trend in select tide gauge records (8, 10) . In contrast, our formulation makes no assumption in regard to the stationarity of the trends. This generalization is accomplished by using a Kalman filter (18) and smoother (19) to recursively compute the maximumlikelihood estimate of the total SL change as well as an estimate of its associated uncertainty.
There are several advantages in using this approach. Due to the recursive form of the algorithm, the Kalman smoother naturally accommodates measurements with data gaps. This is an important feature, given that tide gauge records extend back into the 19th century but are characterized by pervasive and extensive data gaps. Accommodating data gaps permits the use of a larger selection of data than would be available when selecting and truncating records on the basis of, among other criteria, record continuity. The Kalman smoother assimilates observations when they are available, and in the absence of observations the smoother relies on the model dynamics. The recursive nature of the estimator approach is also useful because it reduces the storage requirements necessary when a large volume of observations are available. Additionally, although in essence a least-squares estimator, the Kalman smoother permits the determination of time-varying nonlinear trends in the measurement data that are overlooked using a simple linear leastsquares approach. Finally, as our assumed model dynamics are linear, the Kalman smoother computes the optimal estimate of the state at every time step after convergence. We note that all of these advantages hold when the Kalman smoother is applied in applications that move beyond the determination of the total SL change to estimate time-varying contributions from individual sources of meltwater, such as the Greenland ice sheet (GIS) and the West Antarctic ice sheet (WAIS). Finally, we extend the Kalman smoother by including a multimodel filter (20) , which provides a straightforward methodology for including uncertain contributions to the SL changes from sources other than meltwater, including ongoing GIA and thermosteric effects.
This study has two overarching goals. The first is to provide a rigorous and computationally efficient framework for analyzing the growing and disparate database of SL records. The second is to assess the accuracy with which individual sources of meltwater are detectable in synthetic SL records that have the same temporal and geographic data extent as presently available SL observations and are also characterized by realistic levels of dynamic variability. Our analysis is motivated by the following interrelated questions: For a suite of ice sheet melting scenarios, can we robustly identify individual ice sheets' static equilibrium SL signals in the presence of dynamic variability over the last century given the current spatiotemporal sampling of the SL field? Are there specific areas in the world where observations are particularly effective in constraining these contributions? To what extent are these estimates degraded by uncertainties associated with other contributors to the SL change, including GIA and thermosteric signals? Is it possible to use 20th century SL measurements to estimate GIA and thermosteric signals?
This paper focuses on a description of the modified Kalman smoother procedure and a discussion of its performance when applied to synthetic data derived from tide gauge observations. Statistical Formalism describes in detail the formalism and the Implementation section describes the coverage and noise characteristics of the existing tide gauge dataset, the sea level fingerprint predictions that are adopted in the construction of the synthetics, the models used to account for dynamic SL and GIA, and the implementation of our statistical procedure as applied to tide gauge data. Finally, Results discusses the performance of the Kalman smoother in a large suite of synthetic tests.
Statistical Formalism
Kalman Smoother. The smoothing algorithm implemented in this study can be divided into two main steps: a forward filtering pass and a backward smoothing pass. In the forward pass, the filter uses all past information to obtain an optimal estimate of the state vector, whereas the smoothing step runs backward in time, computing a smoothed state estimate using information from both the forward and the backward passes.
In the forward pass, the objective of the Kalman filter (21) is to use observations (or measurements), z k , to estimate the state vector, x k , at every time step (k). We model the observations with five different contributions to SL in the state vector: (i) SL changes due to melting of the GIS at a rate given by α k ; (ii) SL changes due WAIS melting at a rate of β k ; (iii) a geographically uniform SL rise, U k , that accounts for any unmodeled sources of SL rise such as mountain glaciers; (iv) SL trends due to GIA (G i ); and (v) the SL contribution, S i , due to ocean dynamics including thermal expansion.
In the filter, the observation modelẑ k is defined asẑ
where H k is the observation matrix, x k is the state vector, and ε k is the white observation noise, arising primarily from ocean dynamics (Sea Level Predictions section), defined to have a mean of zero and a covariance R.
At every time step we define our state vector as
where U k , α k , and β k are the scalar weightings of the first three contributors to sea level in our synthetic datasets, as listed above; the vector h k is the SL at each site i that includes contributions from GIS and WAIS melting, uniform SL rise, GIA, and ocean dynamics; and v k accounts for unforced dynamic SL variability. We account for any temporal correlation in the dynamic variability by modeling v k as an autoregressive (AR) process of order r (SI Text). The sum of h k and v k at every time step are the model's estimate of the observations ðẑ k Þ. Thus, h k is a row vector whose length is equal to the number of tide gauge sites, n sites , used in the analysis, and v k is a row vector whose length is equal to n sites · r.
At every time step we construct the observation matrix H k that maps the model state vector into the observation space. H k , defined as
generates the observation matrix
where H v is the following < n k × (n k ·r) > matrix, where each block has the dimension < n k × r >. The sizes of both matrices depend on the number of observations, n k , available at time step k. Each time step, k, contains a forecast step and an analysis step. In the forecast step, predictions of a new estimate of the state vector, x f k , and its covariance, P f k , are based on the analysis estimates from the previous time step using the following equations:
The propagation from time k − 1 to time k depends on the state transition matrix Φ, the model noise w, defined to have zero mean and covariance Q, the input control parameter u, and the matrix B that maps u into the state space. which assumes that the globally uniform SL change and both ice sheet melt rates remain constant between time steps. The matrix ρ contains the AR coefficients that characterize the noise at every site (SI Text). The input control parameter u k governs how SL will vary due to modeled GIA and ocean dynamics:
Here G is a vector of GIA rates at every site i, whereas _ S k is the instantaneous rate of SL change due to ocean dynamics. G is set to be one GIA model (Sea Level Predictions) and _ S k is derived from one historical climate model (Dynamic Sea Level). Although one GIA model and one climate model must be chosen in the implementation of the filter, these models can be varied in repeated tests to examine the sensitivity of the filter on model choice. This procedure is discussed in detail in Multimodel Kalman Filter.
With the input control parameter introduced, we define the matrix B that relates u k to the state space: [10]
Substituting Φ, u k , and B into Eq. 6 results in the following recursive equations for our five state variables:
The SL height, h are modeled as random processes with AR1 coefficients equal to 1. As previously noted, the temporally correlated measurement noise, v f k , is also modeled as an AR process, of order r, with coefficients in the matrix ρ. We acknowledge that aspects of this state propagation model may be simplistic, particularly the time-invariant melt rates, but we rely on the available observations to correct the state propagation.
The model noise for all state variables is characterized by w, which has zero mean and covariance Q. Although Q can take on a time-varying structure, for simplicity we choose the following constant form:
The first upper diagonal is an n sites × n sites matrix corresponding to the noise in the modeled heights. The V h structure is an exponential covariance matrix:
Here τ is the decorrelation length scale and D is the distance between tide gauge sites (21) . The parameter σ h 2 gives the variance of each SL height, and σ 2 is the variance of the three melt rates (which is assumed to be the same for all three). The final element of Q is the covariance of w v that is associated with the correlated noise. This element of Q is set to R′, which contains R (the covariance of the detrended tide gauge observations-see SI Text for a description of R). The elements of R are assigned within R′ to the positions corresponding to the first lagged correlated noise state for each site.
Following the forecast step is the analysis step when the observations are assimilated. The analysis state vector,x a k , and the analysis error covariance, P a k , can be updated using Eqs. 14 and 15, respectively:
In Eq. 14, the analysis state vector is a linear combination of the forecast estimate of the state vector,x f k , and the weighted difference between the observations and the measurement prediction, K k ðz k − H kx f k Þ. The weighting K k , known as the Kalman gain matrix, minimizes the posteriori error covariance in Eq. 15 and is calculated following Eq. 16:
If observations are unavailable, thenx
Once the forward pass through the observations is complete, the backward smoothing pass is implemented. Whereas the Kalman filter pass uses all observations at and before the time at which the state vector is estimated, the smoothing pass runs backward in time, using intermediate results from the forward pass so that the final state estimate depends on all available observations over time. This type of smoothing algorithm is known as a fixed-interval Rauch-Tung-Striebel (RTS) two-pass smoother (19) .
The smoothed estimate at the final time step t f is initialized in the following manner:
[17]
x f k is then recursively calculated using Eq. 18,
where
The associated uncertainty on the smoothed estimate, P s k , is also calculated on the backward pass:
It is important to emphasize that although the backward pass does not involve the processing of actual observations, it does use the full forward filtering solution. As we are estimating historical melt rates rather than predicting future ones, the smoothing pass ensures that at every point in time our estimated state vector and its associated uncertainty include all information available between the first and the final time steps.
Multimodel Kalman Filter. As evident in the description of the forward filter pass, the Kalman filter forecast step requires the construction of the input control parameter u k (Eq. 6), which depends on the choice of models both for GIA and the ocean dynamic signal. Although there is only one correct GIA model and one correct ocean dynamics model, we are, in practice, unsure which models those are. Filter convergence can occur in the case of a poorly modeled u k ; however, this situation will produce residuals between the state estimate and the observations that can grow over time (22) . This problem can be addressed by either estimating the unknown model parameters by adding them to the state vector or extending our Kalman smoother to include and test multiple models (20) . We implement a multimodel filter where we define each model, μ j , to be a combination of one GIA model and one ocean dynamics model, resulting in a total of N different model pairings. The objective of the multimodel filter is to use the residuals between each filtered-model estimate and the observations to determine the most likely combination of GIA and ocean dynamics models. For each model, μ j , we define the likelihood of one model given the observations at time step k as the conditional probability density function,
i.e.,ẑ k is normally distributed with mean Hx f k;μ j and covariance C k; μ j , where C k; μ j is defined as
All variables are consistent with their previous definitions and n states is the size of the state vector. The calculation of f requires the forecasted estimate and covariance of the state vector because these estimates depend on the chosen GIA and ocean dynamics models. We compute the likelihood of each model at each time step, using the filtered state estimatesx f k and P f k from Eqs. 6 and 7. Calculating f also requires computing the inverse and determinant of the sometimes ill-conditioned matrix C. To estimate the inverse when the covariance matrix has a condition number exceeding a threshold value, we compute the eigenvalues of C and then regularize by retaining only the largest eigenvalues and eigenvectors that contain 99.5% of the variance of the covariance matrix. We then reconstruct C using the truncated eigenvectors and eigenvalues.
At each time step k, we calculate the probability, p j , that the model, μ j , is the correct model at that time:
The recursive computation of Eq. 23 requires initialization of the probabilities at the first time step. While prior knowledge of the likelihood of individual models can be used to initialize p, in the absence of this information we can consider all N models to be equally likely; i.e., p j (0) = 1/N. Although the likelihood and probabilities could be computed in one batch, we calculate them recursively to avoid large matrix inversions and storage. We then construct the model-conditioned estimate of the state vector,x * k , and the associated error covariance P * k using Eqs. 24 and 25, respectively. These quantities are defined to be the weighted combination of each model's smoothed state and covariance estimates with the weightings set to the model probability estimates at the final time step, p(t f ):
Implementation Datasets. There are 1,166 tide gauges in the PSMSL revised local reference (RLR) database (www.psmsl.org). Although tide gauge records exist for sites in all continents (Fig. 1) , there is a significant sampling bias, with the vast majority of tide gauges found along the coasts of North America and Eurasia. Examination of the time series at individual sites reveals that, in addition to spatial biases, the length of the datasets varies significantly throughout the database, with the longest records located in the Northern Hemisphere, particularly in the United Kingdom and Scandinavia (Fig. S1 ).
For the present study, we use mean annual tide gauge records to avoid seasonal variability. The largest interannual variability ( Fig. 1 ) occurs along the northern coast of Russia, in closed basins (e.g., the Mediterranean and Black Seas), and in the western Pacific. We have chosen to use tide gauges that have at least 20 y of data in the last 50 y, leaving 596 records for analysis. We have binned the 596 tide gauges into the five regions illustrated in Fig. 1 Although the climate model outputs are provided on a global grid, we require coastal points for our tide gauge analysis. We estimate the model output at each site by using the model cell that is coincident with the tide gauge position if it exists. If the tide gauge location lies between multiple model grid points, we use an inverse distance interpolation on all available surrounding grid cells that are within a 1,000-km radius of the site. The 1,000-km radius is appropriate given that the correlation length scale of the tide gauge observations is ∼1,500 km (SI Text) and the southern hemisphere is data sparse, thereby requiring a large radius to ensure sufficient observations for interpolation. Despite the apparently large radius, the inverse distance relationship results in significantly higher weightings being given to sites close to the interpolated location.
Sea Level Predictions. The nonuniform patterns of SL change that arise due to rapidly melting ice sheets are commonly referred to as SL fingerprints. The fingerprints we adopt in this study are calculated by assuming geographically uniform ice melting across both GIS and WAIS (24) . They are based on a gravitationally selfconsistent SL theory (25) that incorporates shoreline migration due to local transgressions and regressions and changes in grounded, marine-based ice cover, as well as feedback into SL of contemporaneous perturbations in the Earth's rotation vector (26) . Our calculations adopt a 1D elastic Earth model with structure prescribed by the seismically inferred Preliminary Reference Earth Model (PREM) (27) . This elastic (i.e., instantaneous) treatment of load-induced deformation and gravity changes is valid for melting events with timescales of several centuries or less (see Fig. S2 for GIS and WAIS SL fingerprints).
The effect of ongoing GIA due to the last ice age on relative SL observations is modeled using a more general version of the SL theory described above that incorporates viscoelastic adjustments. GIA predictions are sensitive to both the space-time geometry of the Late Pleistocene ice cover and the Earth's viscoelastic structure. Most previous analyses of modern SL datasets were corrected using a GIA calculation based on a radial viscosity profile that increases only moderately with depth from the base of the lithosphere to values of ∼2-3 × 10 21 Pa·s in the deep mantle (6-8, 28, 29) . However, Mitrovica and Davis (30) showed that relatively minor variations in the viscoelastic Earth structure map into uncertainties in estimates of globally averaged SL rise of order of 0.5 mm/y. Furthermore, an increase in the lower mantle viscosity to values of 5-10 × 10 21 Pa·s, preferred on the basis of several analyses of GIA-related datasets (31, 32) , significantly reduces systematic geographic trends in GIA-corrected tide gauge rates along the US East Coast (9).
In the formulation described above, uncertainties in the GIA signal are explored by performing the analysis using a suite of GIA models. We have run 72 GIA models, all of which are based on the global ice sheet reconstruction model ICE-5G (33) (Fig. S3) .
Synthetic Datasets. To evaluate the performance of the Kalman smoother with known signals, we construct a suite of synthetic tide gauge data in the following manner. First, we remove longterm trends from the 596 RLR time series. For tide gauges containing <50 y of data we remove a linear trend, and for time series spanning >50 y we remove both a linear and a quadratic signal. Removing only a linear trend from the shorter time series was necessary to avoid the unrealistically large quadratic terms that occasionally resulted from estimating higher-order polynomial coefficients from insufficient data. The intent of the detrending is to remove all long-term trends associated with melting ice sheets, thermosteric and halosteric signals, GIA, and tectonics, leaving primarily decadal and interannual variability, which we treat as the observation noise. The detrended time series thus capture the shorter-term dynamic variability evident in the observations that is due to ocean circulation changes, long period tides, air-sea interactions, temperature and salinity variations, etc., as well as any regional variability. Second, we add SL fingerprints computed for various scenarios of GIS and WAIS melting. The SL fingerprints are normalized using the equivalent eustatic SL change and therefore the construction of the synthetic observations requires only that a weighting (in units of mm/y) be applied to each of the two fingerprints. A geographically uniform trend is also added to the synthetics to account for any additional, unmodeled, sources of SL rise such as mountain glacier and small ice sheet melting. Finally, we also add at each site SL contributions due to GIA and ocean dynamics, which include thermal expansion of the ocean.
The general expression for the synthetic tide gauge record at a given site, i, is given by
where z i is the time series of relative SL at site i; U k is a geographically uniform SL rise at time t = k; y i,GIS and y i,WAIS are the normalized GIS and WAIS SL fingerprints, sampled at site i, with prescribed melt rates at time t = k given by α k and β k , respectively; G i is the sea level trend due to GIA at site i; Δt is time step; S i is the SL contribution from ocean dynamics at each site i; and v i is the site-specific dynamic variability (considered to be noise) in the observations, with covariance R. Because the noise v(t) is derived from PSMSL data, the synthetic measurements contain the same irregular and pervasive data gaps as the PSMSL data. Although the longest tide gauge record begins in 1807 and all records end by the year 2008, resulting in the full dataset spanning 202 y, we begin our synthetic dataset in 1861 to coincide with the climate model runs. The GIA model added to the synthetics is arbitrarily chosen to have the Earth's structure characterized by a lithospheric thickness of 125 km and upper and lower mantle viscosities of 0.5 × 10 21 Pa·s and 5 × 10 21 Pa·s, respectively. As discussed above, the dynamic SL, S i , is taken from 140 y of a randomly selected historical climate simulation. Specifically, we set the heights from 1861 to 2000 to be the heights from the MIROC3.2 medres historical climate model realization 1 and all dynamic heights after this time as constant at the year 2000 values. From each tide gauge site we use only the linear and quadratic trends in the model-derived dynamic SL time series, which ensures that all short term, interannual, and decadal variability in the synthetic time series arises from the detrended tide gauge observations.
With the synthetic datasets constructed, we can define the covariance matrices R and Q and initialize the state vector and its associated uncertainty (SI Text). We then recursively apply the algorithm to the full synthetic dataset, computed using one GIAocean dynamics model pairing, and run it forward and backward in time. The multimodel filter is implemented using the 72 GIA models (Sea Level Predictions) and 3 ocean dynamics models (Dynamic Sea Level), resulting in 216 GIA-ocean dynamic model pairings. For all tests, we calculate and plot the probabilities of each model as a function of time and present the final melt rate estimates and their associated uncertainties.
Results
Results based on applying our Kalman smoother methodology to synthetic tide gauge data are presented in Figs. 2 and 3 . The detection analysis is performed for each individual geographic region ( Fig. 1) and for the combination of all regions. We begin by presenting the probabilities, calculated using Eq. 23, of each of the 216 GIA-dynamic ocean pairing models as a function of time (Fig. 2) . Each frame of Fig. 2 corresponds to results associated with a specific subset of tide gauges, beginning with region 1 in Fig. 2A and ending in Fig. 2F , where all 596 tide gauges are considered. In this scenario, the synthetics are computed using constant GIS and WAIS melt rates of 0.3 and 0.5 mm eustatic sea level (esl)/y, respectively, and a uniform rise in SL of 0.8 mm/y. The thick blue line in Fig. 2 A-F corresponds to the computed probability of the correct GIA and ocean dynamics pairing, and the gray lines correspond to the remaining 215 pairings. In addition to these probabilities, the melt estimates at the final time step along with their associated uncertainty (±1σ) are provided in Table 1 .
To begin, consider the results for region 1 ( Fig. 2A and Table  1 ). This region is in the near field of the GIS and is therefore a location where the GIS SL fingerprint has a large signal (and signal gradient) due to both the decrease in the gravitational attraction of the GIS on the surrounding ocean and the crustal uplift associated with the ice and water unloading. The probabilities indicate that although the correct GIA-dynamic ocean model pairing becomes more likely over time, this particular pairing has a peak probability of only 0.2 by the final time step. The spread in probabilities associated with the remaining 215 models suggests that this region would not be the optimal subset to adopt in a detection effort. Indeed, although the WAIS melt rate is inferred with high accuracy, it has very low precision. The opposite it true for the detection of the GIS melt rate. The GIS melt rate is inferred with greater precision than the WAIS melt rate (±0.33 compared with ±0.79) because the latter fingerprint is nearly uniform within region 1. This geometry makes it difficult to detect the signal in the presence of dynamic variability or to separate it from the geographically uniform component (estimated uncertainty of ±0.92) of the SL synthetics. Detection of the two fingerprints is clearly challenging in this region, even in the case (as in this study) where local dynamical effects associated with the influx of fresh water are not accounted for.
There is no improvement in the accuracy of the GIS detection when data from region 2 are considered (Table 1 ). In fact, whereas the precision remains almost constant between regions 1 and 2, the estimated GIS melt rate moves farther from the true value. The significant uncertainty in the WAIS result is, once again, due to the difficulty in separating the WAIS fingerprint from a globally uniform SL trend. There is large GIA model variability in region 2 (Fig. S3) . This variability makes the analysis of SL data in this region particularly sensitive to the GIA signal, and therefore data from this region provide a potentially strong constraint in estimating the GIA signal. We can explore this in more detail by considering the results from the multimodel filter (Fig. 2B) . Examination of 3 . Analysis of synthetic tide gauge data generated using all 596 tide gauges. Estimates of state variables, i.e., melt rates, after applying the multimodel smoother (main text) are plotted as a function of observation time (black lines), along with the ±1σ range of uncertainty (gray shading), for estimates of (A) the GIS melt rate, (B) the WAIS melt rate, and (C) the globally uniform SL rise.
The correct values (i.e., the values adopted in constructing the synthetics) are plotted in red. A-C show the results for the multimodel Kalman filter using all 216 model combinations and using synthetics constructed assuming accelerations in both ice sheet melt rates and in the uniform component of SL (main text).
correct model combination (thick blue line) does not emerge as the most probable, the two most likely model combinations pair the correct ocean dynamics model with GIA models having the correct lithospheric thickness and upper mantle viscosity but incorrect lower mantle viscosity (10 × 10 21 Pa·s and 8 × 10 21 Pa·s for the most and second most probable models, respectively, instead of the correct value of 5 × 10 21 Pa·s) (thin red lines). The filter's bias against estimating the lower mantle viscosity of the GIA model may be due to the fact that region 2 includes a large number of tide gauges situated close to the location of the former Fennoscandian ice sheet (Fig. 1) . The depth of the postglacial adjustments in the near field of an ice sheet depends on the size and weight of the ice sheet. Compared with the large Laurentide ice sheet, the solid earth deformation associated with the smaller Fennoscandian ice sheet was relatively shallow (limited to the top half of the mantle); therefore, GIA corrections in this region will be more sensitive to variations in the viscosity of the upper mantle than the lower. It is important to note that these sensitivities are highly dependent on the GIA model used in the synthetics and also on the binning of tide gauges.
As we consider tide gauge data in the vicinity of the equator (regions 3 and 4), it becomes increasingly difficult to distinguish between the SL fingerprints of GIS and WAIS melting and the uniform SL change, making detection of the fingerprints using data from this region alone highly problematic. This difficulty is reflected in the large errors in the inferred melt rates (Table 1) . In addition, it also becomes difficult to distinguish between the 216 GIA-dynamic ocean model pairings using this data subset; indeed the probabilities of the model parings remain nearly constant over time (Fig. 2 C and D) . As we move farther south we find that detection of WAIS melting has a smaller estimated error in region 5 than in any other region (Table 1 ). This difference is due to the large gradient in the static WAIS fingerprint that this region samples. However, the computed probabilities in this region (Fig. 2E) indicate that we cannot distinguish among the 216 GIA-dynamic ocean model pairings.
When all tide gauges are used in the analysis, the increase in precision of both GIS and WAIS melt rates is significant (Table  1) . Because the Kalman smoother computes the state estimate by weighting the variance from the least-squares estimator, the best detection occurs when all available data are included in the analysis. Using the full, global dataset limits contamination associated with long-term regional periodic signals such as the El Niño-Southern Oscillation and also makes it possible to constrain the GIA and ocean dynamics signal (Fig. 2F) . In Fig. 2F , the correct model emerges out of the ensemble with a final probability value of ∼0.75. The second most probable model pairs the correct ocean dynamics model with a GIA model that has the correct lithosphere thickness and upper mantle viscosity, but an incorrect lower mantle viscosity (8 × 10 21 Pa·s instead of the correct value of 5 × 10 21 Pa·s).
To illustrate the time-evolving performance of the multimodel Kalman smoother, we present in Fig. 3 the results for one specific melting scenario. Fig. 3 shows the melt rates (black lines) and error (±1σ, gray shading) estimates as a function of time.
To test the filter's ability to track nonlinear trends, we carried out analyses using synthetics that include accelerations in both the GIS and the WAIS melt rates (Fig. 3 A-C) . The initial GIS and WAIS melt rates are both set to 0. In 1910, the GIS melt rates increase to 0.1 mm esl/y. This increase is followed 50 y later by an acceleration of 0.009 mm esl/y 2 . For the WAIS we impose two jumps in the melt rate: one in 1920 and one in 1935, to values 0.3 mm esl/y and 1 mm esl/y, respectively. We also linearly increase the uniform SL rise from an initial value of 0 mm/y to a final value of 1 mm/y. The synthetics computed using these accelerations are not meant to be a recreation of historical tide gauge records, but rather serve as a test of our methodology.
In Fig. 3 A-C, we note that the estimated errors are nearly constant over time. Note that the results in Fig. 3 are the multimodel smoothed estimates and uncertainties (Eqs. 25 and 26), which include the full forward and backward solutions. Therefore, the estimates at each time step include all assimilated observations from 1861 until 2008. In this case, we found that the Kalman smoother was able to track the accelerating rates of all three contributors to SL. Note that the estimate of the WAIS melt rate smooths gradients in the melt rates adopted in the synthetics; once again this result is because the Kalman smoother includes both a forward and a backward component (Fig. 3B) . Our estimated uncertainties (±1σ) for the GIS and WAIS melt rates suggest that historical tide gauge records have information sufficient to robustly infer 20th century GIS and WAIS melt rates exceeding ∼0.3 and ∼0.4 mm esl/y, respectively.
Conclusions
Most past studies of recent SL change have focused on determining mean SL trends, generally disregarding the distinct geographic patterns in SL that rapidly melting ice sheets produce. Our tide gauge analysis has provided a series of detection thresholds for inferring individual contributions of the GIS and the WAIS to SL change during the last century.
We have implemented a multimodel Kalman smoother data assimilation technique that iteratively performs a least-squares analysis whenever observations are available and in the absence of observations relies on the model dynamics to compute the best estimate of the state variables. In this study, we apply the technique to estimate three contributions to synthetic SL trends: melting from the Greenland and West Antarctic ice sheets and a globally uniform rise representing unmodeled components. The Kalman smoother is well suited for this problem because it accommodates data gaps and generates minimum mean square estimates of the SL changes. Also, in contrast to ordinary leastsquares techniques, the use of the Kalman smoother permits the estimate of a nonstationary signal, which is clearly advantageous for efforts to detect changes in ice sheet melt rates. Because the Kalman smoother is a recursive technique, it also avoids storage constraints when dealing with large datasets. Additionally, the multimodel filter component of our formalism is not only able to account for uncertainties in SL signals due to GIA and ocean dynamics, but also provides the possibility of using SL observations to constrain models of GIA and ocean dynamics probabilistically.
In our tide gauge analysis we used 596 detrended tide gauge time series from the PSMSL database to construct a series of synthetic datasets for combined GIS and WAIS melt scenarios. Constructing our synthetic datasets using detrended tide gauge data ensures that our synthetics have the same data gaps as the historical tide gauge records. Having applied the Kalman smoother to subsets of tide gauges as well as the full set of synthetics, we have determined that when all available tide gauges are included in the analysis, it is possible, in principle, to rigorously estimate stationary and accelerating GIS and WAIS melt rates with 1σ uncertainty values of ±0.3 and ±0.4 mm esl/y, respectively. The size of these uncertainty values depends on the adopted model The listed estimates are taken from the last time step using the multimodel smoother. The values used in the synthetics ("correct values") are presented along with the results for each subset of tide gauges (Fig. 1) and for all tide gauges.
error covariance matrix Q and the observation noise covariance matrix R. Initializing these matrices establishes the trade-off between the relative weighting of a priori model constraints and the observations in the inference procedure. Therefore, additional tuning of these covariances (i.e., of the trade-off) may be necessary to optimize filter performance.
The Kalman smoother explicitly includes information on dynamic SL and GIA, thereby providing more robust estimates of melt rates than previous studies. The results from the multimodel filter indicate, perhaps not surprisingly, that data from some regions of the ocean will be particularly useful for constraining models of GIA. Although we somewhat arbitrarily divided the 596 tide gauges into latitudinal regions, more careful binning could be used to select tide gauges that have the greatest sensitivities to the Earth structure governing GIA. Constraining the dynamic SL model was also possible, particularly when the full set of tide gauges was used. Expanding this suite of dynamic ocean models to include a broader group of climate models will be important in the application of this methodology on 20th century tide gauge observations. In addition, we chose to implement a fixed multimodel filter that assumes that there is a single correct model for GIA and ocean dynamics over the full time span of the data. This assumption is certainly valid when considering GIA because the Earth's structure will not change over centennial timescales. However, it may not hold for the ocean dynamics model when the methodology is applied to historical tide gauge records; that is, one of the suite of models for ocean dynamics may best capture the dynamics over one portion of the time history, whereas a second model may be most accurate in a different time window. One option is to include a dynamic multimodel filter, which would allow for the preferred ocean model to vary continuously over time.
In the methodology presented here we have included a uniform component of SL, which we attribute to unmodeled sources of SL change including mountain glaciers. In reality, each melting glacier produces a unique SL fingerprint. The Kalman smoother could easily be extended to estimate these additional source contributions; however, our ability to isolate these individual contributions from a uniform SL rise will be limited unless observations exist in the near field of the glaciers. Where such observations do exist, our methodology should be extended to incorporate the associated SL fingerprint.
This study has focused on the application of the multimodel Kalman smoother to tide gauge data; however, it is also possible to apply our statistical formalism to analyze satellite altimetry records of sea surface height variations. Although the current time span of altimetry data, ∼20 y, is a limiting factor, the near-global coverage of the dataset can provide potentially powerful constraints on SL fingerprints. The analysis of historical SL will ultimately combine the sparse tide gauge observations with the shorter time window, but nearly global, altimetry observations. Implementation and Initialization of the Kalman Smoother. The Kalman smoother is a recursive algorithm, thereby requiring initial estimates of all variables. We initialize our model at time t k=0 by assuming that the initial SL heights, the uniform rate of SL rise, both melt rates, and the correlated noise heights are 0. This assumption leads to the following expression for our initial state matrix, where r is the number of AR coefficients used to model the variability at each site:
We conservatively set our initial SL height errors to be ±(25 cm) 2 . The initial uncertainties in U, α, and β are set to be ±(1 mm/y) 2 , and the initial variance on the temporally correlated noise is set to be ±(5 cm) 2 . These initializations result in the following analysis error covariance matrix, P, at time step t k=0 ,
[S14]
where P v is the following < (596r) × (596r) > matrix,
To estimate the correlated noise term, we need to calculate the matrix ρ of AR coefficients (Eq. S5). In a recent study, Hughes and Williams (2) used satellite altimetry data to examine the color spectrum of weekly sea surface height (SSH) observations. They found that the SSH at most locations in the ocean can be characterized as an AR process of order 5. We use the Bayesian information criteria (3) to determine the minimum number of coefficients necessary to characterize the interannual noise at each tide gauge and the Nuttall-Strand method (Burg-type algorithm) to compute the AR coefficients (4, 5) . Although at most sites we find that the noise can be characterized by an AR (2) process, we allow a maximum of five coefficients for sites that have >50 y of data and a maximum of three coefficients for sites with <50 y of observations. This distinction was applied after the initial implementation of the smoother. We found, because the lengths of the time series are not consistent across tide gauges, that it was necessary to restrict the number of allowed AR coefficients on the basis of the temporal span of the dataset. The computation of the observation noise covariance matrix, R, using the detrended PSML tide gauge records faces two challenges: (i) The SL time series at each site is incomplete and (ii) the selected subset of the 596 tide gauges, with the longest record spanning 202 y, represents an underdetermined system. In the following, we expand on each of these problems and discuss their respective solutions.
To account for the data gaps, we used the expectation-maximization (EM) approach. The EM algorithm is a method for finding the maximum-likelihood estimate of parameters in a statistical model when the model depends on unobserved variables that are assumed to be missing at random (6) . In the present study, we are interested in estimating the covariance matrix of a detrended tide gauge dataset in which 82% of the data are missing. The EM algorithm handles missing data by performing the following four steps: (i) Replace the missing values by estimated values, (ii) perform a maximum-likelihood estimate of the desired parameters using the available data and the filled-in values (the so-called M-step), (iii) find the conditional expectation of the missing data given the observed data and the current estimated parameters (the E-step), and (iv) substitute these expectations for the missing data. These four steps are repeated until the estimated mean and covariance matrix no longer change between iterations.
The algorithm implemented in this study deviates from the traditional EM algorithm to account for the fact that in the tide gauge dataset the number of variables (tide gauge sites) exceeds the number of records (years of data), thereby creating an underdetermined system that must be solved using regularization methods. We have implemented the regularized EM algorithm developed by Schneider (7), which computes the regularized regression parameters using the Tikhonov regularization method (8) . Implementation of this algorithm results in a positive definite measurement covariance matrix, R.
A potential issue with using the regularized EM algorithm on a dataset with large data gaps and more variables than records is that the computed covariance often underestimates the true variance (7) . To account for this we have implemented the EM algorithm using data from 1955 onward, drastically decreasing the percentage of missing data from ∼80% to ∼30%. The smaller subset of data also decreases the number of degrees of freedom in our underdetermined system. The assumption that we make by computing the covariance matrix using only data from 1955 and onward is that the spatial structure of the covariance matrix in the 1800s and early 1900s is the same as the structure we computed using the most recent 55 y of data.
The final matrix that needs to be defined is the model covariance matrix Q (main text, Kalman Smoother). Although the variables in Q represent our best initial estimates of the model noise statistics, the use of synthetics allows us to modify or "tune" the estimated noise characteristics to refine the filter performance. Using a criterion that the true states remain just within the error range of the estimated states, we set the variance of the SL heights, σ h 2 , to be ±(0.5 cm) 2 for every tide gauge site. The noise covariance for each of the three melt rates, σ 2 , is set to ±(0.05 mm/y) 2 . Physically, this criterion means that we do not expect the melt rates to change by >0.05 mm/y between time steps. Finally, the decorrelation length scale, τ, is estimated by examining the relationship between the correlation coefficients of the SL observations at the tide gauge sites and the distance between the sites. This method results in a τ-value of ∼1500 km.
Tide Gauge Records. The temporal distribution of data at each site, subdivided into the five regions described in the main text (Fig. 1) , is shown in Fig. S1 . Examination of Fig. S1 reveals that there are numerous data gaps in most records and that the longest records are located in the northern hemisphere (in particular, regions [1] [2] [3] . There are few continuous SL records predating 1950, especially at sites relatively close to the Greenland and West Antarctic ice sheets (regions 1 and 5). It is also evident that the largest concentrations of tide gauges are located in regions 2 and 3.
Sea Level Fingerprints. Relative sea level fingerprints associated with mass flux from the Greenland ice sheet (GIS) and the West Antarctic ice sheet (WAIS), normalized using the equivalent global mean (i.e., eustatic) SL (esl) change, are given in Fig. S2 A and B. The largest gradients in static equilibrium SL due to Greenland melting occur in the North Atlantic, whereas the largest SL gradients due to West Antarctic melting are located in the southern oceans near South America. The various fingerprints are characterized by a local, high-amplitude fall in the vicinity of the associated ice sheet. A recent, detailed discussion of the physics of the fingerprints is provided in Mitrovica et al. (9) . For example, the effects of rotational feedback give rise to small SL gradients in the far field of a melting ice sheet. For the case of GIS melting, these effects are visible around Australia and New Zealand. Furthermore, although both sets of fingerprints are sensitive to the melt geometry, this sensitivity will be significant only in the near field of the ice sheets, where relatively few SL observations are available.
Glacial Isostatic Adjustment Models. For the purpose of illustration, a prediction of the ongoing rate of change of relative SL due to glacial isostatic adjustment (GIA), computed using an Earth model with an elastic (i.e., infinite viscosity) lithosphere thickness of 125 km and constant upper and lower mantle viscosities of 0.5 × 10 21 Pa·s and 5 × 10 21 Pa·s, respectively, is shown in Fig.  S3A . The prediction adopts the global ice sheet reconstruction model ICE-5G for space-time changes in ice cover since the last interglacial stage (10) . In previously glaciated regions, such as Hudson Bay and the Gulf of Bothnia, relative SL (RSL) change due to GIA is characterized by a SL fall with peak magnitude of ∼1 cm/y, largely due to postglacial rebound of the crust. Surrounding these regions, in areas such as the US East and West Coasts, RSL due to GIA is predicted to be falling at several mm/y due primarily to the ongoing subsidence of the so-called peripheral bulges. Beyond these bulges, in the far field of the Late Pleistocene ice sheets, the GIA signal shows a broad swath of SL fall of amplitude up to ∼0.5 mm/y and a ring of SL rise of similar amplitude in regions adjacent to many continents (e.g., east and west central Africa). The physical processes that give rise to these signals are known as ocean siphoning and continental levering, respectively, and they are discussed in detail in Mitrovica and Milne (11) .
To illustrate the variability among the 72 models, a plot of the variances in RSL at the 596 tide gauge sites computed using the 72 GIA models is given in Fig. S3B . The variance in the RSL field is largest along the East Coast of North America and Scandinavia, where radial deformations of the crust dominate RSL. Thus, tide gauges located in these regions will be most sensitive to the GIA model used to correct historical sea level observations. 
