In this paper, we introduce SalsaNext for the semantic segmentation of a full 3D LiDAR point cloud in real-time. SalsaNext is the next version of SalsaNet [1] which has an encoder-decoder architecture where the encoder unit has a set of ResNet blocks and the decoder part combines upsampled features from the residual blocks. In contrast to SalsaNet, we have an additional layer in the encoder and decoder, introduce the context module, switch from stride convolution to average pooling and also apply central dropout treatment. To directly optimize the Jaccard index, we further combine the weighted cross entropy loss with Lovász-Softmax loss [2]. We provide a thorough quantitative evaluation on the Semantic-KITTI dataset [3] , which demonstrates that the proposed SalsaNext outperforms other state-of-the-art semantic segmentation networks in terms of accuracy and computation time. We also release our source code https://github.com/TiagoCortinhal/SalsaNext.
I. INTRODUCTION
Scene understanding is an essential prerequisite for autonomous vehicles. Semantic segmentation helps gaining a rich understanding of the scene by predicting a meaningful class label for each individual sensory data point. Achieving such a fine-grained semantic prediction in real-time accelerates reaching the full autonomy to a great extent.
Advanced deep neural networks have recently had a quantum jump in generating accurate and reliable semantic segmentation with real-time performance. Most of these approaches, however, rely on the camera images [4] , [5] , whereas relatively fewer contributions have discussed the semantic segmentation of 3D LiDAR data [6] , [7] . The main reason is that unlike camera images, LiDAR point clouds are relatively sparse, unstructured, and have non-uniform sampling although LiDAR scanners have wider field of view and return more accurate distance measurements.
As comprehensively described in [8] , there exist two mainstream deep learning approaches addressing the semantic segmentation of 3D LiDAR data only: point-wise and projection-based neural networks (see Fig. 1 ). The former approaches operate directly on the raw 3D points without requiring any pre-processing step, whereas the latter project the point cloud into various formats such as 2D image view or high-dimensional volumetric representation. As illustrated in Fig. 1 , there is a clear split between these two approaches in terms of accuracy, runtime and memory consumption.
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For instance, projection-based approaches (shown in green circles in Fig. 1 ) achieve the state-of-the-art accuracy while running significantly faster. Although point-wise networks (red squares) have slightly less number of parameters, they cannot efficiently scale up to large point sets due to the limited processing capacity, thus, they take a longer runtime.
In this work, we introduce a new neural network to perform semantic segmentation of a full 3D LiDAR point cloud in real-time. Our proposed network is build upon the SalsaNet model [1] , hence, named SalsaNext. The SalsaNet model has an encoder-decoder skeleton where the encoder unit consists of a series of ResNet blocks and the decoder part upsamples and fuses features extracted in the residual blocks. The here proposed SalsaNext incorporates the following improvements over the SalsaNet version:
• To process the full 360 • LiDAR scan, the network depth was increased by inserting additional layers in the encoder and decoder units. • To capture the global context information, a new context module was introduced before the encoder unit. • To boost the roles of very basic features (e.g. edges and curves) in the segmentation process, the dropout treatment was altered by omitting the first and last network layers in the dropout process. • To have a lighter model, average pooling was employed instead of having stride convolutions in the encoder. • To enhance the segmentation accuracy by optimizing the mean intersection-over-union score, i.e. the Jaccard index, the weighted cross entropy loss in SalsaNet was combined with the Lovász-Softmax loss [2] .
All these contributions form the here introduced SalsaNext model which has a significantly better segmentation perfor-mance. The input of SalsaNext is the rasterized image of the full LiDAR scan, where each image channel stores position, depth, and intensity cues in the panoramic view format. The final network output is the point-wise classification scores.
Quantitative and qualitative experiments on the Semantic-KITTI dataset [3] show that the proposed SalsaNext significantly outperforms other state-of-the-art networks in terms of pixel-wise segmentation accuracy while having much less parameters and thus requiring less computation time.
Note that we also release our source code and trained model to encourage further research on the subject https://github.com/TiagoCortinhal/SalsaNext.
II. RELATED WORK
Recently, great progress has been achieved in semantic segmentation of 3D LiDAR point clouds using deep neural networks [1] , [6] , [7] , [9] , [10] . The core distinction between these advanced methods lies not only in the network design but also in the representation of the point cloud data.
Fully convolutional networks [11] , encoder-decoder structures [12] , and multi-branch models [5] , among others, are the mainstream network architectures used for semantic segmentation. Each network type has a unique way of encoding features at various levels, which are then fused to recover the spatial information. Our proposed SalsaNext follows the encoder-decoder design as it showed promising performance in most state-of-the-art methods [6] , [9] , [13] .
Regarding the representation of unstructured and unordered 3D LiDAR points, there are two common approaches as depicted in Fig. 1 : point-wise representation and projection-based rendering. We refer the interested readers to [8] for more details on the 3D data representation.
Point-wise methods [14] , [15] directly process the raw irregular 3D points without applying any additional transformation or pre-processing. Shared multi-layer perceptronbased PointNet [14] , the subsequent work PointNet++ [15] , and superpoint graph SPG networks [16] are considered in this group. Although such methods are powerful on small point clouds, their processing capacity and memory requirement unfortunately become inefficient when it comes to large LiDAR point sets. To accelerate point-wise operations, additional cues, e.g. from camera images, are employed as successfully introduced in [17] .
Projection-based methods rather transform the 3D point cloud into various formats such as voxel cells [12] , [18] , [19] , multi-view representation [20] , lattice structure [21] , [22] , and rasterized images [1] , [6] , [9] . In the multi-view representation, a 3D point cloud is projected onto multiple 2D surfaces from various virtual camera viewpoints. Each view is then processed by a multi-stream network as in [20] . In the lattice structure, the raw unorganized point cloud is interpolated to a permutohedral sparse lattice where bilateral convolutions are applied to occupied lattice sectors only [21] . Methods relying on the voxel representation discretize the 3D space into 3D volumetric space (i.e. voxels) and assign each point to the corresponding voxel [12] , [18] , [19] . Sparsity and irregularity in point clouds, however, yield redundant computations in voxelized data since many voxel cells may stay empty. A common attempt to overcome the sparsity in LiDAR data is to project 3D point clouds into 2D image space either in the top-down Bird-Eye-View [1] , [23] , [24] or spherical Range-View (RV) (i.e. panoramic view) [7] , [6] , [9] , [10] formats. Unlike point-wise and other projectionbased approaches, such 2D rendered image representations are more compact, dense and computationally cheaper as they can be processed by standard 2D convolutional layers. Therefore, our SalsaNext model initially projects the LiDAR point cloud into 2D RV image generated by mapping each 3D point onto a spherical surface.
Note that in this study we focus on semantic segmentation of LiDAR-only data and thus ignore multi-model approaches that fuse, e.g. LiDAR and camera data as in [17] .
III. METHOD
In this section, we give a detailed description of our method starting with the point cloud representation. We then continue with the network architecture, loss function, and training details.
A. LiDAR Point Cloud Representation
As in [7] , we project the unstructed 3D LiDAR point cloud onto a spherical surface to generate the LIDAR's native Range View (RV) image. This process leads to dense and compact point cloud representation which allows standard convolution operations.
In the 2D RV image, each raw LiDAR point (x, y, z) is mapped to an image coordinate (u, v) as
where h and w denote the height and width of the projected image, r represents the range of each point as r = x 2 + y 2 + z 2 and f defines the sensor vertical field of view as f = |f down | + |f up |.
Following the work of [7] , we considered the full 360 • field-of-view in the projection process. During the projection, 3D point coordinates (x, y, z), the intensity value (i) and the range index (r) are stored as separate RV image channels. This yields a [w × h × 5] image to be fed to the network.
B. Network Architecture
The architecture of the proposed SalsaNext is illustrated in Fig. 2 . The input to the network is an RV image projection of the point cloud as described in section III-A.
SalsaNext is built upon the base SalsaNet model [1] which follows the standard encoder-decoder architecture with a bottleneck compression rate of 16. The original SalsaNet encoder contains a series of ResNet blocks [25] each of which is followed by dropout and downsampling using a strided convolution or pooling. The decoder blocks apply transpose convolutions and fuse upsampled features with that of the early residual blocks via skip connections. To further exploit descriptive spatial cues, a stack of convolution is inserted after the skip connection. Shaded gray box in Fig. 2 depicts the original SalsaNet structure. As illustrated in Fig. 2 , we in this study improved the base structure of SalsaNet in the following manner:
Extra Layer: To more efficiently process high-resolution point cloud projections, we increased the depth of SalsaNet by adding one extra layer in the encoder and one in the decoder. These new layers also increased the compression factor of the bottleneck from 16 to 32.
Contextual Module: One of the main issues with the semantic segmentation is the lack of contextual information throughout the network. The global context information gathered by larger receptive fields plays a crucial role in learning complex correlations between classes [5] . To aggregate the context information in different regions, we fuse a larger receptive field with a smaller one by adding 3 × 3 and 1 × 1 kernels right at the beginning of the network. This helps us capture the global context alongside with more detailed spatial information.
Central Encoder-Decoder Dropout: As shown by quantitative experiments in [4] , inserting dropout only to the central encoder and decoder layers results in better segmentation performance. It is because the lower network layers extract basic features such as edges and corners [26] which are consistent over the data distribution and dropping out these layers will prevent the network to properly form the higher level features in the deeper layers. This eventually leads to poor network performance. We, therefore, insert dropout in every encoder-decoder layer except the first and last one which are highlighted by dashed edges in Fig. 2 .
Average Pooling: In the base SalsaNet model the downsampling was performed via a strided convolution which introduces additional learning parameters. Given that the down-sampling process is relatively straightforward, we hypothesize that learning at this level would not be needed.
Thus, to allocate less memory SalsaNext switches to average pooling for the downsampling.
All these updates form the proposed SalsaNext network. Furthermore, we applied a 1 × 1 convolution after the decoder unit to make the channel numbers the same with the total number of semantic classes. The final feature map is finally passed to a soft-max classifier to compute pixelwise classification scores. Note that each convolution layer in the SalsaNext model employs a leaky-ReLU activation function and is followed by batch normalization to solve the internal covariant shift. Dropout is then placed after the batch normalization. It can, otherwise, result in a shift in the weight distribution which can minimize the batch normalization effect during training as shown in [27] .
C. Loss Function
Datasets with imbalanced classes introduce a challenge for neural networks. Take an example of a bicycle or traffic sign which appears much less compared to the vehicles in the autonomous driving scenarios. This makes the network more biased towards to the classes that emerge more in the training data and thus yields significantly poor network performance.
To cope with the imbalanced class problem, we follow the same strategy in SalsaNet and add more value to the underrepresented classes by weighting the softmax cross-entropy loss L wce with the inverse square root of class frequency as
where y i andŷ i define the true and predicted class labels and f i stands for the frequency, i.e. the number of points, of the i th class. This reinforces the network response to the classes appearing less in the dataset. In contrast to SalsaNet, we here also incorporate the Lovász-Softmax loss [2] in the learning procedure to maxi-mize the intersection-over-union (IoU) score, i.e. the Jaccard index. The IoU metric (see section IV-A) is the most commonly used metric to evaluate the segmentation performance. Nevertheless, IoU is a discrete and not derivable metric that does not have a direct way to be employed as a loss. In [2] , the authors adopt this metric with the help of the Lovász extension for submodular functions. Considering the IoU as a hypercube where each vertice is a possible combination of the class labels, we relax the IoU score to be defined everywhere inside of the hypercube. In this respect, the Lovász-Softmax loss (L ls ) can be formulated as follows:
where |C| represents the class number, ∆ Jc defines the Lovász extension of the Jaccard index, x i (c) ∈ [0, 1] and y i (c) ∈ {−1, 1} hold the predicted probability and ground truth label of pixel i for class c, respectively.
Finally, the total loss function of SalsaNext is a linear combination of both weighted cross-entropy, Lovász-Softmax losses, regularization and aleatoric loss as follows L = L wce + L ls .
D. Optimizer And Regularization
As an optimizer, we employed stochastic gradient descent with an initial learning rate of 0.05 which is decayed by 0.01 after each epoch. We also applied an L2 penalty with λ = 0.0001 and a momentum of 0.9. The batch size and spatial dropout probability were fixed at 30 and 0.2, respectively.
E. Post-processing
The main drawback of the projection-based point cloud representation is the information loss due to discretization errors and blurry convolutional layer responses. This problem emerges when, for instance, the RV image is re-projected back to the original 3D space. The reason is that during the image rendering process, multiple LiDAR points may get assigned to the very same image pixel which leads to misclassification of, in particular, the object edges. This effect becomes more obvious, for instance, when the objects cast a shadow in the background scene.
To cope with these back-projection related issues, we employ the kNN-based post-processing technique introduced in [7] . The post-processing is applied to every LIDAR point by using a window around each corresponding image pixel, that will be translated into a subset of point clouds. Next, a set of closest neighbors is selected with the help of kNN. The assumption behind using the range instead of the Euclidian distances lies in the fact that a small window is applied, making the range of close (u, v) points serve as a good proxy for the Euclidian distance in the three-dimensional space. For more details, we refer the readers to [7] .
Note that this post-processing is applied to the network output during inference only and has no effect on learning.
IV. EXPERIMENTS
We evaluate the performance of SalsaNext and compare with the other state-of-the-art semantic segmentation methods on the large-scale challenging Semantic-KITTI dataset [3] which provides over 43K point-wise annotated full 3D LiDAR scans. We follow exactly the same protocol in [7] and divide the dataset into training, validation, and test splits. Over 21K scans (sequences between 00 and 10) are used for training, where scans from sequence 08 are particularly dedicated to validation. The remaining scans (between sequences 11 and 21) are used as test split. The dataset has in total 22 classes 19 of which are evaluated on the test set by the official online benchmark platform. We implement our model in PyTorch and release the code for public use https://github.com/TiagoCortinhal/SalsaNext
A. Evaluation Metric
To evaluate the results of our model we use the Jaccard Index, also known as mean intersection-over-union (IoU) over all classes that is given by:
Where P i is the set of point with a class prediction i, G i the labelled set for class i and || the cardinality of the set.
B. Quantitative Results
Obtained quantitative results compared to other point-wise and projection-based approaches are reported in Table I . Our proposed model SalsaNext considerably outperforms the others by leading to the highest mean IoU score (54.5%) which is +2.3% over the previous state-of-the-art methods [7] , [22] . In contrast to the original SalsaNet, we also obtain more than 10% improvement on the accuracy. When it comes to the performance of each individual category, SalsaNext performs better in 9 categories out of 19. Note that in some of these remaining 10 categories (e.g. road, sidewalk, other-ground, and fence) SalsaNext still has a comparable performance with the other approaches.
C. Qualitative Results
For the qualitative evaluation, Fig. 3 shows some sample semantic segmentation results generated by SalsaNext on the Semantic-KITTI test set. In this figure, only for visualization purpose, segmented object points are also projected back to the respective camera image. We, here, emphasize that these camera images have not been used for training of SalsaNext. As depicted in Fig. 3 , SalsaNext can, to a great extent, distinguish road, car, and other object points. In the supplementary video 1 , we provide more qualitative results. 
D. Ablation Study
In this ablative analysis, we investigate the individual contribution of each improvements over the original SalsaNet model. Table II shows the total number of model parameters together with the obtained mIoU scores on the Semantic-KITTI test set before and after applying the kNN-based post processing step (see section III-E).
As depicted in table II, each operation on SalsaNet has a unique improvement on the accuracy. The post processing step leads to certain jump in the accuracy. The highest jump in the model parameters is observed when the new layers are inserted. We can achieve the highest accuracy score of 54.5% by having almost 50% less model parameters (i.e. 23.26M) in contrast to RangeNet++ [7] which has 50M parameters. Overall improvement on the original SalsaNet model is more than 10% (54.5% versus 44.2%). 
E. Runtime Evaluation
Runtime performance is crucial in autonomous driving. Table III shows the single forward pass runtime performance of SalsaNext in comparison to the other networks. For a fair comparison, we measure the inference time of all scans in a sample test scenario (sequence 13) using the same NVIDIA Quadro P6000-24GB GPU card. Obtained mean runtime [3] values and standard deviations are reported in Table III . The propsed SalsaNext clearly exhibits better performance compared to the RangeNet++ [7] and has a comparable performance with the original SalsaNet model. Note also that the standard deviation of the SalsaNext runtime is also relatively less than the RangeNet++ [7] , which plays a crucial role in the stability of the self-driving perception modules. Recall also Fig. 1 which shows the overall runtime versus accuracy plot for the state-of-the-art methods and SalsaNext.
Consequently, our proposed SalsaNext network inference (a single forward pass) time can reach up to 83 Hz while providing the highest accuracy 54.5%. We here emphasize that this achieved high speed is significantly faster than the sampling rate of mainstream LiDAR scanners which typically work at 10Hz.
V. CONCLUSION
In this work, we presented our improved semantic segmentation network, named SalsaNext, that can process the full 360 • LiDAR scan in real-time. SalsaNext builds up on the SalsaNet model and can already achieve over 10% more accuracy. In contrast to other state-of-the-art methods, SalsaNext returns +2.3% better mIoU score. We plan to use SalsaNext to bootstrap the detection and tracking processes as a future task.
