We prove that any pair of bivariate trinomials has at most 16 roots in the positive quadrant, assuming there are only finitely many roots there. The best previous upper bound independent of the polynomial degrees (following from a general result of Khovanski with stronger non-degeneracy hypotheses) was 248,832. Our proof allows real exponents and extends to certain systems of n-variate fewnomials.
Introduction
Generalizing Descartes' Rule of Signs to polynomial systems has proven to be a significant challenge. Recall that a weak form of this famous classical result states that a real univariate polynomial with exactly k monomial terms has at most k − 1 positive roots. This bound is sharp and generalizes easily to real exponents (cf. section 2). The original statement in René Descartes' La Géométrie pre-dates 1650. Proofs can be traced back to work of Gauss in 1828 and other authors earlier, but a definitive sharp bound for multivariate polynomial systems seems to have elluded us this millenium.
One simple way to generalize the statement of Descartes' Rule to higher dimensions and real exponents is the following:
Notation For any α ∈ R\{0} and a = (a 1 , . . . , a n ) ∈ R n , let x a = x a1 1 · · · x an n and call αx a a monomial term. We will refer to {x ∈ R n | x i ≥ 0 for all i} as the positive orthant.
Henceforth, we will assume that F F F := (f 1 , . . . , f n ) where, for all i, f i ∈ R[x a | a ∈ R n ] and f i has exactly k i monomial terms. We call f i a k i k i k i -nomial 1 , and F a fewnomial system of type (k 1 , . . . , k n ) (k 1 , . . . , k n ) (k 1 , . . . , k n ). Finally, if the Jacobian of F is invertible at all roots of F in the positive orthant, then we say that F is non-degenerate. Generalized Kushnirenko's Conjecture (GKC) Assume F is a non-degenerate fewnomial system of type (k 1 , . . . , k n ). Then the maximum number of roots of F in the positive orthant is n i=1 (k i − 1).
Remark 1 The polynomial system
easily shows that the conjectured maximum can be attained, and integral exponents and coefficients suffice for this to happen. We also point out that the truth of GKC would be of considerable practical interest, since sparse real polynomial systems occur in applications as diverse as radar imaging [FH95] and chemistry [GH99] .
We can then succinctly state the original Kushnirenko's Conjecture (formulated in the mid-1970's by Anatoly G. Kushnirenko) as the special case of GKC where all the exponents of F are nonnegative integers. Curiously, the status of Kushnirenko's Conjecture remains open even in the case (n, k 1 , k 2 ) = (2, 3, 3). So we will attack GKC in this special case, as well as certain additional cases with n ≥ 3, k n ≥ 4, and degeneracies allowed. While Kushnirenko's Conjecture has also proven to be a hard problem, the introduction of real exponents, and degeneracies, seems to give us more flexibility. Indeed, the proof of our main result below uses little more than exponential coordinates and convexity.
Theorem 1 Let N (k 1 , . . . , k n ) denote the maximal (finite) number of roots a fewnomial system of type (k 1 , . . . , k n ) can have in the positive orthant. Then N (3, k 2 ) ≤ 2(k 2 − 1)(3N (k 2 − 1, k 2 − 1)+ 1). In particular, the elementary equality N (2, k 2 ) = k 2 −1 implies that N (3, 3) ≤ 16, and thus N (3, 4) ≤ 294.
Remark 2 Note that our result is free from any Jacobian assumptions on F . Indeed, it is natural that the GKC bound should be increased when one drops this assumption: For example, the system We prove theorem 1 in section 3. There we also discuss how the underlying Newton polygons (cf. the next section) strongly control whether N (3, 3) can ever reach 16 (cf. corollary 2 of section 3). In essence, we show that if GKC fails in the case (n, k 1 , k 2 ) = (2, 3, 3), then the underlying exponent vectors must be in "general position." Our results thus elevate the complexity of the simplest possible counter-examples to GKC. It is interesting to note that the best current general bounds in the direction of GKC are exponential in the number of monomial terms of F . Nevertheless, the following result remains a masterpiece of real algebraic geometry. There is thus still a huge gap between our current knowledge and GKC. An important related question which still remains open is whether the number of roots in the positive orthant should be polynomial in the number of monomial terms, for fixed n. The answer remains unknown even in the case of two fewnomials in two variables.
In closing our introduction, let us make a relatd number-theoretic observation: Hendrik W. Lenstra has shown that for any fixed number field K, the number of roots in K of a univariate k-nomial, with integer exponents and integer coefficients, is polynomial in k [ Len99a, Len99b] . Thus an immediately corollary of theorem 1 (and theorem 2 of the next section) is that Lenstra's result can be extended to certain families of fewnomial systems, provided we fix n and restrict to real algebraic number fields. (The polynomial system
shows us that fixing n is necessary.) Whether Lenstra's result can be more fully extended to polynomial systems is also an open question, even in the case of two sparse integral polynomials in two variables.
Let us begin by reviewing a bit of additional background and prove some simple fundamental cases of GKC.
2 The Pyramidal, Simplicial, and Zero Mixed Volume Cases
Definition 1 For any S ⊆ R n , let Conv(S) Conv(S) Conv(S) denote the smallest convex set containing S. Also, for any fewnomial of the form f := a∈A c a x a , we call
Definition 2 Let F = (f 1 , . . . , f n ) be a fewnomial system and for all i let L i be the linear subspace affinely generated by Supp(f i ). We call F pyramidal iff the following condition holds for Pyramidal systems are a simple generalization of the so-called "triangular" systems popular in Gröbner-basis papers on computer algebra. The latter family of systems simply consists of those F for which the equations and variables can be reordered so that for all i, f i does not depend on x i+1 , . . . , x n . Put another way, pyramidal systems are simply the image of a triangular system (with real exponents allowed) after multiplying the individual equations by arbitrary monomials, shuffling the equations, and then performing a monomial change of variables. For example, the polynomial systems from remark 1 are all pyramidal, but the system from remark 2 is not pyramidal (cf. section 1).
We will need the following analogous geometric extension of the concept of an over-determined system.
Definition 3 Given polytopes P 1 , . . . , P n ⊂ R n , we say that they have mixed volume 3 zero iff there exists a d-dimensional subspace of R n containing translates of P i for at least d + 1 distinct i.
A simple special case of an n-tuple of polytopes with mixed volume zero is the n-tuple of Newton polytopes of a system of n nonzero fewnomials where, say, the variable x i does not appear. Indeed, by multiplying the individual fewnomials by suitable monomials, and invoking a suitable invertible monomial change of variables, the following corollary of proposition 1 is immediate.
Corollary 1 Suppose F is a fewnomial system, with only finitely many roots in the positive orthant, whose n-tuple of Newton polytopes has mixed volume zero. Then F has no roots in the positive orthant.
We will also need the following elegant extension of Descartes' Rule to real univariate fewnomials.
Univariate Generalized Descartes' Rule (UGDR) [Kho91] A univariate k-nomial has at most k − 1 positive roots.
As a warm-up, we can now prove a stronger version of GKC for the following family of special cases.
Theorem 2 Suppose F is a fewnomial system of type (k 1 , . . . , k n ), having only finitely many roots in the positive orthant. Consider those F which also satisfy one of the following conditions:
(a) The n-tuple of Newton polytopes of F has mixed volume zero.
(b) All the supports of F can be translated into a single set of cardinality ≤ n + 1.
Then, following the notation of theorem 1,
or (c).
Proof: First note that our finiteness assumption forces all Newton polytopes to be nonempty. Case (a) then follows immediately from corollary 1.
Case (b) follows easily upon observing that F is a linear system (of n equations) in n monomial terms, after multiplying the individual equations by suitable monomial terms. We can then finish by proposition 1.
To prove case (c), note that the case n = 1 follows immediately from UGDR. For n > 1, we have the following simple proof by induction: Assume that for some n, GKC holds for all pyramidal systems. Then, via a monomial change of variables (and reordering the f i ), we can assume that f 1 depends only on x 1 . (Otherwise, F wouldn't be pyramidal.) We thus obtain by UGDR that f 1 has at most k 1 positive roots. By back-substituting these roots into F ′ := (f 2 , . . . , f n+1 ), we obtain a new pyramidal fewnomial system of type (k 2 , . . . , k n+1 ). (Note also that F ′ must have only finitely roots in the positive orthant; otherwise, F would have infinitely many roots in the positive orthant.) By our induction hypothesis, we obtain that F ′ has at most n+1 i=2 (k i − 1) roots in the positive orthant, and thus F has at most n+1 i=1 (k i − 1) roots in the positive orthant.
Remark 5 The author strongly suspects that cases (a), (b), and (c) must have been known at least since the formulation of Kushnirenko's Conjecture and Bernshtein's Theorem [BKK76] in the mid-1970's. However, the author is currently unaware of any result in the literature equivalent to theorem 2.

Remark 6 Note that condition (b) is also equivalent to there being an n-simplex whose vertex set contains translates of all the supports of F .
Remark 7 One can of course combine and interweave families (a), (b), and (c) to obtain less trivial examples where GKC is true.
3 The Case n = 2
Let us first consider a simple change of variables that will prove quite useful.
Theorem 3 For k 1 = 1 + dim Newt(f 1 ), GKC can be reduced to the case where f 1 := 1 ± x 1 ± · · · ± x k1−1 (with the signs in f 1 not all "+"), and f i contains the monomial term 1 for all i.
Proof: By dividing each fewnomial by a suitable monomial (and a suitable nonzero constant), we can immediately assume that all the f i possess the monomial term 1. In particular, we can also assume that the origin O is a vertex of Newt(f 1 ). Note also that the sign condition on f 1 must obviously hold, for otherwise the value of f 1 would be positive on the positive orthant. So we now need only check that the desired canonical form for f 1 can be attained.
Suppose
. By assumption, Newt(f 1 ) is a k 1 -simplex with vertex set {O, a 1 , . . . , a k1−1 }, so a 1 , . . . , a k1−1 are linearly independent. Now pick any a k1 , . . . , a n ∈ R n so that a 1 , . . . , a n are linearly independent. The substitution x → x A −1 (with A the matrix whose columns are a 1 , . . . , a n ) then clearly sends f 1 → 1 + C 1 x 1 + · · · + C k1−1 x k1−1 , and proposition 1 tells us that this change of variables preserves the number of roots in the positive orthant. Then, via the change of variables (x 1 , . . . , x k1−1 ) → (x 1 /|C 1 |, . . . , x k1−1 /|C k1−1 |), we obtain that f 1 can indeed be placed in the desired form. (The latter change of variables preserves the number of roots in the positive quadrant for even more obvious reasons.)
We are now ready to prove our first main theorem. Proof of Theorem 1: Let Z denote the zero set of f 2 in the positive quadrant. The key observation is that for small k 2 , Z is the union of a small number of convex arcs.
In particular, consider x 2 as a branch of the analytic function of x 1 (from a cofinite subset of the positive reals to the positive reals) defined by Z. Then, by theorem 3 above and lemma 1 below, we see that (x 1 , x 2 ) is an inflection point or a singular point of the graph of x 2 =⇒ 1 + S 1 + · · · + S k2−1 = 0 and q(S 1 , . . . , S k2−1 ) = 0, where q is a homogeneous polynomial of degree at most 3, S i := B i x bi for all i, and f 2 = 1 + B 1 x b1 + · · · + B k2−1 x b k 2 −1 . Also, by Sard's Theorem [Hir94] , this system can have only finitely many roots. Now note that each complex factor
of q is a k-nomial for some k ≤ k 2 −1. Also note that if C i = 0, the fewnomial systems (1+S 1 +· · ·+S k2−1 , q ′ ) and G := (1 + S 1 + · · · + S k2−1 − q ′ /C i , q ′ ) have the same zero set. However, G is of type (k 2 − 1, k 2 − 1), and thus has at most 3N (k 2 − 1, k 2 − 1) roots in the positive quadrant of the (x 1 , x 2 )-plane.
Clearly, by UGDR, x 2 has at most k 2 −1 branches. Therefore, no inflection point or singularity point of Z can be the endpoint of more than 2(k 2 − 1) convex arcs. Considering the graph whose vertices (resp. edges) are inflection points or singularities (resp. convex arcs) of Z, let us adjoin an additional vertex at infinity which is defined to be the end-point of any arc which crosses the x 2 -axis or is unbounded in the positive x 2 direction. Via the hand-shaking lemma of graph theory [Bol79] , we then immediately see that Z consists of at most (k 2 − 1)(3N (k 2 − 1, k 2 − 1) + 1) convex arcs.
To conclude, note that we've already assumed (by our earlier application of theorem 3) that the zero set of f 1 in the positive quadrant is a line of slope ±1. The intersection of a line and any convex arc has at most two points, assuming there are only finitely many intersections. So F can not have more than 2(k 2 − 1)(3N (k 2 − 1, k 2 − 1) + 1) roots in the positive quadrant. That N (2, k 2 ) = k 2 −1 follows immediately from theorem 2, so N (3, 3) ≤ 2 · 2 · (3 · 1 + 1) = 16 and N (3, 4) ≤ 2 · 3 · (3 · 16 + 1) = 294. Remark 9 Presumably, a closer look at our above fewnomial system in S 1 , . . . , S k2−1 would allow us to assert a better upper bound on the number of convex arcs of Z, and thus possibly settle GKC for (n, k 1 , k 2 ) ∈ {(2, 3, 3), (2, 3, 4)}. This will be pursued in future work, but a preliminary analysis appears in corollary 2 below.
The following lemma is the main technical result needed in our proof above.
Lemma 1 Suppose x 2 is an almost-everywhere analytic branch of the function of x 1 defined by F (x 1 , x 2 ) = 0, for some analytic function F : (R + ) 2 −→ R. Then x is an inflection point or a singular point of the graph of x 2 =⇒ F (x) = 0 and
In particular, in the case
the above polynomial in derivatives is, up to a monomial multiple in the S i , a cubic homogeneous polynomial in the S i , where
Proof: The first assertion follows routinely by computing
x 2 via implicit differentation and the chain rule. The second assertion also follows routinely.
While one can naturally associate a pair of polygons to the F we have been considering in this section, we can also associate a single polygon by forming the Minkowski sum P F := Newt(f 1 )+Newt(f 2 ). We can then refine theorem 1 as follows.
Corollary 2 Following the notation of GKC and theorem 1, consider the case (n, k 1 , k 2 ) = (2, 3, 3). Then N (2, 3, 3) is respectively 0, 2, or 4, according as P F is a line segment, triangle, or ℓ-gon with ℓ ∈ {4, 5}.
Proof: The segment case follows immediately from corollary 1. For the remaining cases, let us return to the framework of the proof of theorem 1 and make a slight modification: let
Clearly, the triangle case corresponds to setting a = d > 0 and b = c = 0. We then obtain that x is an inflection point or a singular point of the graph of x 2 =⇒ 1 + S 1 + S 2 = 0 and S 1 + S 2 = 0. So, invoking essentially the same argument as in our last proof, Z has no inflection points (or singularities) and thus N (2, 3, 3) ≤ 2 in this case. To see that in fact N (2, 3, 3) = 2, simply consider (Similar to the last case, it is easily checked that if the last condition were violated, then we would be back in one of our earlier solved cases.) However, a simple check of the discriminant of the above quadratic form in (S 1 , S 2 ) shows that there is at most 1 root, counting multiplicities, in any fixed quadrant. So, similar to the last case, we obtain N (2, 3, 3) ≤ 4. To see that in fact N (2, 3, 3) = 4, simply consider the system (x 2 2 −7x 2 +12, −1+x 1 x 2 −x 2 1 ), which has P F = Conv({O, (2, 0), (2, 2), (1, 3), (0, 2)}) and root set {(3,
3±
√ 5
2 ), (4, 2 ± √ 3).
