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INTRODUZIONE 
 
La ricerca operativa è costituita da tutti gli elementi matematici che trovano 
applicazione in situazioni reali; è una scienza della gestione che “fornisce 
strumenti matematici di supporto alle attività decisionali in cui occorre gestire e 
coordinare attività e risorse limitate al fine di massimizzare o minimizzare una 
funzione obiettivo”1. In questa concezione possiamo includervi all’interno la teoria 
delle code, necessaria appunto per studiare problemi reali tramite una serie di 
modelli matematici. 
Le code, infatti, fanno parte della vita odierna; se riflettiamo sulle nostre giornate 
ci rendiamo conto che effettivamente è plausibile trovarsi ogni giorno in una 
qualche tipologia di coda, in cui dobbiamo aspettare prima di poter usufruire del 
servizio necessario: se andiamo a fare la spesa facciamo la fila alla cassa per 
pagare, se andiamo al bar facciamo la fila prima di poter prendere un caffè, se 
andiamo al cinema aspettiamo in coda prima di poter comprare il biglietto, se 
saliamo in macchina molto probabilmente saremo costretti ad affrontare code su 
code ai semafori o ai caselli autostradali, se andiamo in banca o alle poste 
dobbiamo attendere pazientemente il nostro turno prima che un impiegato sia a 
nostra disposizione e potremmo continuare a lungo nell’elenco di possibili file di 
attesa che quotidianamente affrontiamo. 
Il tempo che la popolazione trascorre in coda è veramente notevole: uno studio 
effettuato nel 2013 dall’ISTAT ha evidenziato come ogni anno si passi circa 400 
ore in fila! Un numero veramente esorbitante che ci fa comprendere come sia 
necessario cercare soluzioni che garantiscono una riduzione di questi tempi di 
attesa dato che il tempo è denaro. Il Codacons, infatti, ha stimato che la perdita per 
i consumatori derivante dalle attese in coda è quantificabile in almeno 40 miliardi 
di euro. Il tempo trascorso in coda, infatti, oltre ad irritare le persone produce anche 
un altro effetto, la mancata operatività: se una persona è in fila in attesa di un 
                                                          
1 Wikipedia 
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determinato servizio non potrà svolgere altri compiti, se un’ambulanza è 
imbottigliata in una coda c’è il rischio che non faccia in tempo ad arrivare 
all’ospedale. Tutto ciò fa capire come sia importante ricercare le soluzioni migliori 
possibili per ridurre al minimo i tempi di attesa. 
La teoria delle code è lo studio di tutti questi aspetti e si propone di sviluppare 
modelli matematici adatti a studiare i fenomeni di attesa che si presentano in 
situazioni in cui c’è una domanda di servizio. In particolare esistono svariate 
tipologie di modelli differenti i quali, con le proprie caratteristiche, cercano di 
rappresentare il più fedelmente possibile i vari sistemi reali che ci troviamo ad 
affrontare nelle vita quotidiana. In ognuno di questi modelli riscontriamo formule 
che permettono di determinare i parametri funzionali del modello stesso, in modo 
da comprendere se il sistema stia operando in condizioni di efficacia oppure no; in 
base a questi dati si prenderanno decisioni ritenute ottimali in un’ottica di ricerca 
dell’abbattimento dei costi ma anche della lunghezza della coda. Lo scopo della 
teoria delle code, infatti, è lo stesso della ricerca operativa: ricorrere a modelli 
matematici per poter prendere decisioni ottimali. Nel caso della teoria delle code 
la decisione ottimale riguarda la definizione del numero ottimale di postazioni di 
servizio/serventi da utilizzare per far fronte alla richiesta di servizio garantendo un 
elevato livello di efficienza. 
In questo lavoro analizziamo proprio la teoria delle code con l’obiettivo di 
comprendere i modelli e di capire come si prendano decisioni ottimali nelle 
situazioni reali che ci si presentano; si cerca pertanto non solo di capire l’analisi 
matematica che li contraddistingue, ma si tenta anche di porre in essere la teoria, 
elaborando un’applicazione economica reale. L’obiettivo ultimo è quello di 
definire una serie di modelli (con rispettive formule) pronti all’uso, cioè applicabili 
a tutte le situazioni reali con cui avremo a che fare. 
In particolare, nel primo capitolo, dopo averne delineato lo sviluppo storico, 
presentiamo la teoria delle code vera e propria, mettendo in evidenza le 
componenti fondamentali della coda e richiamando la teoria della probabilità che 
sta alla base della teoria, analizzando le varie distribuzioni con cui ci si deve 
necessariamente confrontare quando si parla di teoria delle code. Il capitolo 
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prosegue con la definizione della terminologia classica per i modelli di code e 
l’analisi della basilare formula di Little, per poi concludersi con la spiegazione dei 
modelli di nascita-morte. 
Il secondo capitolo è ancora un capitolo di tipo teorico, nel quale affrontiamo una 
lunga serie di modelli diversi. In questa parte del lavoro l’attenzione è concentrate 
esclusivamente sui modelli e sul loro studio rivolto alla ricerca dei cosiddetti 
parametri funzionali, necessari per capire se il sistema è efficiente oppure no. In 
particolare studieremo i modelli caratterizzati da arrivi e tempi di servizio 
distribuiti esponenzialmente, per poi passare a quelli con tempi di servizio non 
esponenziali, a quelli con arrivi non poissoniani, a quelli in cui né gli arrivi né i 
tempi di servizio sono distribuiti esponenzialmente, per finire con modelli 
caratterizzati da code con diverse discipline di priorità. Questo capitolo si conclude 
con l’applicazione economica della teoria delle code, cioè come fare a prendere 
decisioni ottimali partendo dai dati ottenuti dai modelli. 
Il terzo ed ultimo capitolo è un caso applicativo; dopo aver analizzato la teoria si 
cerca la sua applicazione ad un caso reale. Qui troviamo il caso del supermercato 
Simply di Orbetello: si analizzano i dati di questo negozio per definire il modello 
che lo rappresenta al meglio, in modo tale da poterlo studiare per ottenere i 
parametri funzionali, grazie ai quali si possono prendere le decisioni ottimali 
ricercate, ossia definire qual è il numero ottimale di serventi da utilizzare alle casse. 
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1 TEORIA DELLE CODE: EVOLUZIONE ED 
ELEMENTI FONDAMENTALI 
 
 
 
1.1 CENNI STORICI 
La teoria delle code è lo studio matematico delle linee di attesa (fila alla cassa del 
supermercato, coda al casello autostradale,…) e dei vari processi correlati, ed ha 
l’obiettivo di elaborare modelli capaci di prevedere il comportamento di sistemi 
che tentano di fornire un servizio per richieste che arrivano in modo aleatorio; e 
proprio questo carattere di incertezza assume un ruolo fondamentale; infatti 
quando la domanda del servizio e/o la capacità di erogazione del servizio stesso 
sono soggetti ad aleatorietà, è possibile (anzi probabile) che si verifichino 
situazioni temporanee in cui il servente non è in grado di soddisfare 
immediatamente le richieste. 
Colui che è considerato il fondatore della teoria delle code è il matematico danese 
è Agner Krarup Erlang (Lonborg, 1-1-1878 – Copenaghen, 3-2-1929), il quale 
dopo la laurea conseguita nel 1901 continuò i suoi studi matematici, interessandosi 
in particolar modo alla probabilità. Nello stesso periodo si avvicinò all’ingegnere 
capo della compagnia telefonica di Copenaghen che lo convinse ad utilizzare le 
sue doti e le sue conoscenze in campo matematico e probabilistico per risolvere il 
problema delle attese nelle chiamate telefoniche; ed è proprio da questo studio 
relativo al traffico telefonico che Erlang pose le basi per quella che diventerà la 
teoria delle code. Nel 1909, infatti, scrisse una pubblicazione intitolata ‘The theory 
of probability and telephone conversations’ in cui elaborò un modello matematico 
delle telecomunicazioni allo scopo di fissare le dimensioni delle reti telefoniche ai 
costi più bassi; egli arrivò ad osservare che in generale un centralino telefonico è 
un sistema avente richieste di servizio aleatorio di tipo poissoniano (Siméon Denis 
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Poisson, Pithiviers, 21-6-1781 – Parigi, 25-4-1840), tempi di attesa per la 
connessione aleatori di tipo esponenziale o costante e una o più linee di 
comunicazione disponibili. 
I risultati elaborati dal matematico danese sono stati successivamente generalizzati 
da E. C. Molina e T. C. Fry; tuttavia è negli anni ’30 che registriamo nuovi e 
fondamentali risultati relativi ai sistemi con servizi aleatori generici: in questi anni 
infatti si colloca l’operato di matematici del calibro del russo Andrej Nikolaevic 
Kolmogorov (Tambov, 25-4-1903 – Mosca, 20-10-1987), le cui ricerche hanno 
garantito progressi fondamentali nella teoria della probabilità, soprattutto in 
riferimento ai processi markoviani; tra i suoi contributi troviamo le equazioni di 
Chapman-Kolmogorov, che legano tra loro le probabilità di transizione in tempi 
diversi, rappresentando forse lo strumento più importante nello studio delle catene 
di Markov. Importanti contributi sono stati apportati anche dall’austriaco Felix 
Pollaczek (Vienna, 1-12-1892 – Boulogne-Billancourt, 29-4-1981) e dal russo 
Aleksandr Jakovlevic Khincin (Kondrovo, 19-7-1894 – Mosca, 18-11-1959) i 
quali elaborarono la formula Polaczek-Khincin che sancisce una relazione tra la 
lunghezza della coda e la distribuzione dei tempi di servizio per un modello di code 
M/G/1, ossia con tempi interarrivo casuali e tempi di servizio generali; tale formula 
fu in prima istanza pubblicata da Pollaczek nel 1930 e poi riformulata in termini 
probabilistici due anni più tardi da Khincin. 
Nei decenni successivi la teoria delle code, grazie alle sue notevoli applicazioni a 
livello economico, fu ampiamente utilizzata nell’ambito della teoria della 
probabilità, della ricerca operativa, dell’ingegneria industriale e in molti altri 
ambiti di applicazione reale; classici esempi del suo utilizzo sono soprattutto i 
problemi di gestione del traffico (sia aereo che automobilistico), ma anche 
l’organizzazione dei servizi (file di attesa nelle banche, nei fast-food, negli uffici) 
e lo scheduling (pazienti negli ospedali, programmi su un computer). Fu proprio 
agli inizi degli anni ’50 che il matematico e statistico inglese David George 
Kendall (Ripon, 15-1-1918 – Cambridge, 23-10-2007) definì la codifica di 
Kendall, una notazione che diventerà standard nella teoria delle code con cui si 
esprimono tutte le caratteristiche del modello di code oggetto di analisi. 
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Nel 1957 James R. Jackson (Denver, 16-5-1924 – Tehachapi, 20-3-2011) con la 
pubblicazione nel Journal of the Operations Research ‘Networks of waiting lines’ 
segnò l’inizio dello studio delle reti di code. 
Un altro importante risultato fu ottenuto da John Little (Boston, 1-2-1928 - ) 
quando nel 1961 formulò la legge di Little dimostrando la fondamentale proprietà 
relativa ad un sistema di code stabilizzato: la relazione tra il tasso medio di arrivi, 
numero medio di utenti nel sistema e tempo di permanenza medio di un utente nel 
sistema. Il risultato in questione verrà semplificato nel 1974 da Shaler Stidham Jr 
il quale fornì una dimostrazione semplice e rigorosa in ipotesi del tutto generali.  
I primi anni ’60 furono caratterizzati anche dall’operato di altri matematici 
importanti in relazione alla teoria delle code come Leonard Kleinrock (New York, 
13-6-1934 - ), di cui ricordiamo principalmente le sue prime ricerche sulla teoria 
delle code che hanno avuto notevoli ripercussioni pratiche, tra cui la 
commutazione a pacchetto, cioè la tecnologia che sta alla base di Internet; il 
contributo iniziale fu quello fornito con la sua tesi dottorale del 1962 con cui 
stabilisce una teoria matematica per i pacchetti di reti. Un altro contributo 
importante è stato quello fornito da John Kingman (Beckenham, 28-8-1939 - ) il 
quale elabora la formula di Kingman, che rappresenta un’approssimazione per il 
tempo medio di attesa in un particolare modello di code (G/G/1); pubblicata per la 
prima volta nel suo articolo ‘The single server queue in heavy traffic’ del 1961, la 
formula è nota per essere generalmente molto accurata, in particolar modo per un 
sistema operativo vicino alla saturazione. 
Negli anni successivi la ricerca effettuata nell’ambito della teoria delle code ha 
tendenzialmente perso la sua natura applicativa e la sua utilità economica, in favore 
di una maggiore focalizzazione sull’aspetto teorico. Numerosissimi sono i 
probabilisti che hanno contribuito allo sviluppo della teoria delle code rendendola 
l’attuale vasto argomento di ricerca con cui possiamo oggi confrontarci. 
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1.2 COMPONENTI FONDAMENTALI DEI MODELLI 
      DI CODA 
La teoria delle code comprende lo studio matematico delle code o linee di attesa, 
proponendosi di sviluppare modelli adeguati allo studio dei fenomeni di attesa che 
si possono manifestare in presenza della domanda di un servizio. Si crea così un 
sistema a coda, ossia un sistema composto da un insieme non vuoto di aree di attesa 
(buffer o coda), capaci di accogliere i clienti in attesa del servizio che non possono 
essere immediatamente soddisfatti e da un insieme non vuoto di servitori capaci di 
elargire il servizio richiesto. 
La formazione di linee di attesa è un fenomeno legato all’aleatorietà della domanda 
di un servizio e/o della capacità di erogazione del servizio stesso; l’incertezza 
relativa ad uno di questi due elementi fa sì che la domanda del servizio possa 
superare la normale capacità di attuarlo da parte dei servitori. 
La figura sottostante ci mostra un classico esempio di sistema a coda:  
In linea generale, in ambito economico, la teoria delle code interviene per fornire 
i dati necessari a perseguire un equilibrio tra il costo del servizio e il costo 
dell’attesa di quel servizio; tuttavia i campi di applicazione reali sono molteplici: 
 La coda alla cassa del supermercato; 
 Le automobili ad un semaforo; 
 La fila all’ufficio postale; 
 
1Sistema a coda. Fonte: http://www.me.utexas.edu Figura 1 Sistema a coda.   Fonte: http://www.me.utexas.edu 
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 I macchinari in attesa di riparazione; 
 I ritardi nelle trasmissioni delle telecomunicazioni; 
 ……; 
Per descrivere una situazione di attesa si ricorre quindi ad una grande varietà di 
modelli matematici (proprio per cercare di cogliere tutte le diversità delle varie 
situazioni di attesa), diversi tra loro ma accomunati da una serie di caratteristiche 
fondamentali tipiche: la popolazione, il processo di arrivi, i servitori, la coda, 
la disciplina del servizio e lo schema del servizio. 
 
1.2.1 POPOLAZIONE 
La caratteristica principale di una popolazione di clienti è la sua dimensione, che 
è rappresentata dal numero totale di clienti che possono richiedere il servizio e può 
essere assunta sia come finita che come infinita: se la dimensione è finita significa 
che c’è un numero limitato di potenziali clienti, mentre se è infinita denota che la 
popolazione è illimitata. Solitamente si tende ad assumere che la dimensione sia 
infinita (anche quando la dimensione è un numero finito sufficientemente grande) 
perché, in tal caso, i calcoli sono molto più semplici; nel caso di popolazione finita, 
infatti, il numero di unità richiedenti il servizio nel sistema influenza il numero dei 
potenziali clienti fuori dal sistema in ogni momento, rendendo il caso 
analiticamente più difficile. Tuttavia si deve considerare il caso di popolazione 
finita se il tasso con cui sono generati nuovi clienti (il tempo di interarrivo) dipende 
in maniera significativa dal numero dei clienti già presenti nel sistema. 
 
1.2.2 PROCESSO DI ARRIVI 
Il processo di arrivi, che descrive il modo in cui giungono i clienti, è generalmente 
un processo stocastico; esso è definito in termini di distribuzione dei tempi di 
interarrivo, cioè dell’intervallo di tempo esistente tra l’arrivo di due clienti 
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consecutivi. Si deve specificare il modello statistico con cui i clienti arrivano nel 
tempo; solitamente si assume che essi vengano generati secondo un processo 
poissoniano, cioè il numero di clienti in un determinato intervallo di tempo ha una 
distribuzione di Poisson: gli arrivi si verificano casualmente ma ad un tasso medio 
fissato, indipendentemente da quanti clienti siano già presenti nel sistema. 
Equivalentemente si può assumere che la distribuzione di probabilità dei tempi di 
interarrivo sia una distribuzione esponenziale. 
Qualsiasi tipologia di assunzione insolita in merito al comportamento dei clienti 
che arrivano nel sistema deve essere specificata; un esempio di caratteristica da 
specificare chiaramente è quello della rinuncia dei clienti ad entrare in fila se 
questa è troppo lunga, con la conseguente perdita del cliente stesso. 
 
1.2.3 CODA 
La coda è formata dai clienti presenti nel buffer in attesa di essere serviti ed è 
caratterizzata dal numero massimo di clienti che può contenere; in questo senso 
possiamo distinguerne due tipologie: 
 Code infinite: quelle che possono contenere infiniti clienti. Questa è 
l’assunzione standard che viene fatta per la maggior parte dei modelli, 
anche quando in realtà esiste un limite superiore finito (purché sia 
sufficientemente grande) sul numero consentito di clienti; questo lo si fa per 
semplificare l’analisi del modello; 
 Code finite: sono poco utilizzate in quanto complicano l’analisi del 
modello; tali tipologie di code, infatti, influiscono sulla capacità del sistema 
(clienti in attesa più i clienti serviti correntemente) facendo sì che coloro 
che arrivano dopo la saturazione del sistema siano respinti. Tuttavia per 
quei sistemi in cui il limite superiore è così piccolo da poter essere raggiunto 
frequentemente, l’assunzione della coda finita è obbligatoria (un esempio 
può essere un centralino telefonico, in quanto può tenere in attesa solo un 
numero finito di clienti e non di più). 
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1.2.4 SERVENTI 
I serventi (o servitori) sono i soggetti che espletano il servizio, quelli che 
processano i clienti in coda. A seconda della coda di riferimento oggetto di analisi 
i servitori possono essere sia gli operatori umani sia le macchine automatiche della 
linea produttiva. Il loro numero è noto, stabilito a livello di progetto, e deve 
necessariamente essere almeno pari a 1. Nel caso in cui abbiamo più di un singolo 
servitore si parla di unità di servizio. 
Il tempo di espletamento del servizio può variare da cliente a cliente, pertanto viene 
descritto da una distribuzione probabilistica. 
 
1.2.5 DISCIPLINA DEL SERVIZIO 
La disciplina del servizio riguarda l’ordine secondo il quale vengono serviti i 
componenti della coda, cioè chi tra i clienti sarà servito nel momento in cui si libera 
un servente. Le discipline di servizio, generalmente utilizzate ed accettate perché 
molto comuni e matematicamente trattabili, sono: 
 FIFO (First in, First out) o FCFS (First come, First served): il servizio 
viene espletato in base all’ordine di arrivo della clientela; 
 LIFO (Last in, First out) o LCFS (Last come, First served): il servizio è 
erogato in ordine inverso; viene servitor prima l’ultimo arrivato; 
 SIRO (Service in random order): il servizio è effettuato in ordine casuale; 
 Servizio basato su classi di priorità (come succede al pronto soccorso). 
 
1.2.6 PROCESSO DI SERVIZIO 
Il processo del servizio descrive il modello secondo cui ciascun servente espleta il 
servizio; in particolare definisce il tempo del servizio, cioè il tempo trascorso dal 
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cliente presso la struttura del servizio, dal momento in cui inizia l'erogazione del 
servizio al momento in cui viene completato. 
Tale processo è alimentato e, quindi, influenzato dal processo di arrivo: se non c’è 
nessuno in coda il servitore non può avvantaggiarsi sul lavoro futuro, non può 
servire clienti che ancora non sono nel sistema; in altre parole non si può avere una 
coda negativa. 
Ogni modello per ogni particolare sistema di file di attesa deve specificare la 
distribuzione di probabilità per ogni servente (e possibilmente anche per tutte le 
diverse tipologie di clienti), anche se abitualmente si utilizza la stessa distribuzione 
per tutti i modelli. La distribuzione più utilizzata per i tempi di servizio è la 
distribuzione esponenziale. 
 
 
1.3 NOTAZIONE DI KENDALL 
Nel 1953 David George Kendall introdusse una notazione capace di poter indicare 
in modo unitario tutti gli elementi caratteristici di un sistema a coda:  
A/B/c/K/m/Z 
A) Indica la distribuzione dei tempi di interarrivo dei clienti, fornendo 
informazioni sulla natura del processo di arrivo; i valori tipici assunti da 
questa prima lettera sono: 
 D: Degenere, indica che il processo degli arrivi è caratterizzato da 
una distribuzione di probabilità deterministica; cioè i tempi di 
interarrivo sono costanti; 
 M: Markoviana, distribuzione di probabilità esponenziale; se i tempi 
di interarrivo hanno distribuzione esponenziale allora il processo 
degli arrivi è un processo di Poisson; 
 Ek: distribuzione di Erlang di ordine k; 
 HR: distribuzione iperesponenziale di ordine R; 
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 G: generica, indica che il processo di arrivi è caratterizzato da una 
distribuzione di probabilità generale; in tal caso non si conosce 
l’andamento della funzione distribuzione probabilità, ma si 
conoscono solo i momenti del primo e del secondo ordine; 
 GI: distribuzione generica di eventi indipendenti. 
B) Indica la natura della distribuzione di probabilità dei tempi di servizio; 
anche qui i valori possibili sono M, G, D, Ek, HR e il significato è lo stesso 
visto per la distribuzione dei tempi di interarrivo con l’unica differenza che 
si riferiscono alla distribuzione di probabilità del processo del servizio. 
c)  Indica il numero di unità serventi di un sistema a coda; 
K) Indica il numero massimo dei clienti nel sistema, cioè la capacità del 
sistema che è data dal numero dei clienti in coda più il numero dei clienti 
che vengono serviti correntemente; questo simbolo è per default infinito, 
pertanto potrebbe non essere presente nella descrizione di un sistema; 
m) Identifica la dimensione della popolazione; anche questo valore è infinito 
di default; 
Z) Determina il meccanismo di servizio utilizzato nel sistema, fornendo 
informazioni sulla tipologia di disciplina del servizio: FIFO, LIFO, SIRO, 
ecc. 
 
 
1.4 RICHIAMI DI TEORIA DELLA PROBABILITA’  
Una distribuzione di probabilità è un modello matematico che collega i valori di 
una variabile alle probabilità che tali valori possano essere osservati. Le 
distribuzioni di probabilità vengono usate per modellizzare il comportamento di 
un fenomeno di interesse in relazione alla popolazione di riferimento. In tal senso 
la variabile di riferimento è vista come una variabile casuale (V.C.) la cui legge di 
probabilità esprime il livello di incertezza con cui i suoi valori possono essere 
osservati. 
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Abbiamo due tipologie di distribuzioni di probabilità che si distinguono in base 
alla scala di misura della variabile di interesse, X: 
 Distribuzione discreta: è definita su un insieme discreto; in particolare 
questo insieme può essere finito o numerabile. Una V.C. si dice discreta se 
segue una distribuzione di probabilità discreta. 
La distribuzione di probabilità, in tal caso, è detta funzione di probabilità 
(funzione di densità discreta). 
Si dice funzione di densità discreta di una V.C. discreta 𝑋 = {𝑥1,𝑥2, … , 𝑥𝑛} 
una funzione   
𝑝 ∶  𝑅 → [0,1]  tale che: 
𝑝(𝑥) = 𝑃(𝑋 = 𝑥); 
𝑝(𝑥) = 0    ∀ 𝑥   non inclusa in {𝑥1,𝑥2, … , 𝑥𝑛}; 
∑ 𝑝(𝑥𝑖) = 1
𝑖
 
La funzione di ripartizione (o funzione di probabilità cumulata) di una V.C. 
discreta X è la funzione che attribuisce a ciascun valore 𝑥 la probabilità 
dell’evento “la variabile casuale 𝑋 assume valori minori o uguali ad 𝑥”. 
𝐹(𝑥) = 𝑃{𝑋 ≤ 𝑥} =  ∑  𝑝(𝑥𝑖)
𝑥𝑖≤𝑥
 
 
Figura 2 Funzione di ripartizione di una V.C. discreta. Fonte: http://slideplayer.it/slide/552921 
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Le distribuzioni discrete che analizzeremo nei successivi paragrafi sono 
quelle maggiormente utilizzate nella teoria delle code, proprio grazie alla 
loro capacità di approssimare una situazione reale: la distribuzione 
degenere e la distribuzione di Poisson. 
 
 Distribuzione continua: è definita su una scala continua; sono definite 
V.C. continue quelle che assumono una sequenza continua di valori. La 
differenza principale sta nel fatto che mentre per una distribuzione discreta 
un evento con probabilità zero è irrealizzabile (se estraggo una carta da un 
mazzo di carte non posso ottenere 5,5), nel caso di una variabile continua 
non è così: prendendo in considerazione l’altezza di una persona è possibile 
ottenere 180,5 cm come risultato, ma questo evento ha probabilità zero di 
verificarsi in quanto vi sono infiniti possibili valori che la V.C. può 
assumere; ognuno di questi valori ha probabilità zero ma la probabilità che 
l’altezza sia nell’intervallo [180 cm – 181 cm] è non nulla. Ciò succede 
perché una V.C. continua può assumere valori in un insieme infinito, 
pertanto la probabilità che si verifichi un singolo evento è zero; infatti non 
si parla di funzione di probabilità per le variabili aleatorie continue ma di 
funzione di densità, la quale descrive la densità di probabilità in ogni punto 
nello spazio campionario. 
Si dice funzione di densità di una V.C. continua 𝑋 una funzione 𝑓 ∶  𝑅 → 𝑅  
tale che:  
𝑓(𝑡) ≥ 0  ∀𝑡 ∈ 𝑅  
𝑓 è integrabile su 𝑅 con ∫ 𝑓(𝑡) 𝑑𝑡 = 1
+∞
−∞
 
La funzione di ripartizione di una V.C. continua 𝑥 è una funzione 𝐹 ∶ 𝑅 →
[0,1] tale che: 
𝐹(𝑥) = 𝑃(𝑋 ≤ 𝑥) 
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Le distribuzioni continue che prenderemo in considerazione sono la 
distribuzione esponenziale, la distribuzione di Erlang e quella 
iperesponenziale. 
 
1.4.1 DISTRIBUZIONE DEGENERE: D 
Nella teoria della probabilità si dice che una variabile casuale X ha distribuzione 
degenere quando tutta la probabilità è associata ad un singolo evento, cioè la 
distribuzione di probabilità è concentrata in un unico valore 𝑥0. La sua funzione di 
probabilità sarà: 
𝑃(𝑥) = {
1, 𝑥 = 𝑥0
0, 𝑎𝑙𝑡𝑟𝑜𝑣𝑒
 
I momenti di questa distribuzione sono:  
 𝐸(𝑥) = 𝑥0 
 𝑉𝑎𝑟(𝑥) = 0 
Figura 3 Funzione di ripartizione di V.C. continua. Fonte: http://slideplayer.it/slide/552921/ 
23 
 
La distribuzione degenere, come è facile capire, ha media, moda e mediana 
coincidenti con il valore atteso della distribuzione stessa; inoltre è l’unica 
distribuzione ad avere varianza uguale a zero, mentre le altre hanno tutte varianza 
positiva. 
Non è la distribuzione maggiormente utilizzata per i tempi di interarrivo, in quanto 
non è frequente avere a che fare con una coda in cui i clienti giungono in coda con 
gli stessi intertempi di arrivo; al contrario è più facile ritrovarla utilizzata per la 
distribuzione dei tempi di servizio dato che è probabile che il servizio venga svolto 
costantemente nel medesimo tempo: un esempio classico può essere un sistema a 
code in cui i serventi sono costituiti da macchine automatiche della linea produttiva 
che svolgono il proprio compito sempre nel medesimo tempo. 
 
1.4.2 DISTRIBUZIONE ESPONENZIALE: M 
Nei casi pratici possiamo trovare code con tempi di interarrivo e tempi di servizio 
soggetti a svariate distribuzioni probabilistiche; tra le tante, la distribuzione 
Figura 4 Funzione di probabilità di una funzione degenere. Fonte: Wikipedia 
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esponenziale è quella che sicuramente trova maggiore applicazione, sia per la sua 
capacità di rappresentare situazioni reali sia per la sua trattabilità matematica. 
Una variabile aleatoria continua 𝑇 si dice distribuita esponenzialmente con 
parametro α quando la funzione di densità è data da: 
𝑓(𝑡) = {
𝛼𝑒−𝛼𝑡 , 𝑠𝑒 𝑡 ≥ 0
0, 𝑠𝑒 𝑡 < 0
 
Il parametro α è l’inverso del valore atteso che intercorre tra l’arrivo di due clienti 
successivi e può essere interpretato come il tasso medio di arrivo dei clienti. 
La funzione di ripartizione è 
𝐹(𝑡) = 1 − 𝑒−𝛼𝑡 
Valore atteso e varianza, invece, sono: 
𝐸(𝑇) =
1
𝛼
 
𝑉𝑎𝑟(𝑇) =
1
𝛼2
 
Figura 5 Funzione di densità della distribuzione esponenziale al variare di α . Elaborazione da: 
Wikipedia 
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Per comprendere al meglio le implicazioni che si hanno su un modello di code 
quando si assume che le distribuzioni dei tempi sono esponenziali vediamo le 
proprietà fondamentali della distribuzione esponenziale: 
1. La funzione di densità 𝑓(𝑡) è una funzione strettamente decrescente di 𝑡 (con 
𝑡 > 0). 
Da questa proprietà discende che    𝑃{0 ≤ 𝑇 ≤ Δ𝑡} > 𝑃{𝑡 ≤ 𝑇 ≤ Δt}    
 ∀𝑡, ∀Δ𝑡 > 0 
Tale proprietà sta a significare che è maggiore la probabilità che T assuma un 
valore piccolo vicino allo zero piuttosto che valori vicini a 𝐸(𝑇); tale proprietà 
è prontamente mostrata anche dalla figura, in cui possiamo osservare come 
l’area sottesa alla curva rappresentante la funzione di densità è maggiore per t 
molto piccoli. 
Questa proprietà è ragionevole per la nostra variabile T? 
 Se T rappresenta il tempo di servizio dipende dalla natura del servizio: 
in caso di servizio identico per ogni cliente i tempi di servizio 
tenderanno ad essere sempre costanti e vicini al valore atteso 𝐸(𝑇), non 
rappresentando una buona approssimazione; se invece il servizio 
differisce da cliente a cliente una distribuzione esponenziale dei tempi 
di servizio sembra ragionevole per esprimere la situazione (basti pensare 
ai cassieri di una banca, i quali svolgono servizi spesso di breve durata 
ma, di tanto in tanto, devono espletare servizi più lunghi e laboriosi). 
 Se T rappresenta il tempo di interarrivo tale proprietà esclude che i 
clienti rinuncino ad entrare nel sistema vedendo entrare un altro cliente 
prima di loro; ciò è in sintonia con la casualità che deve essere espressa 
nel processo degli arrivi, pertanto è una buona assunzione per 
rappresentare un modello realistico. 
2. Mancanza di memoria (proprietà markoviana)  →   𝑃{𝑇 > 𝑡 + Δt|𝑇 > Δt} =
𝑃{𝑇 > 𝑡} 
Questa proprietà esprime l’assenza di memoria di una distribuzione esponenziale: 
la distribuzione di densità del tempo di attesa per l’evento è sempre la stessa, 
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indipendentemente dal tempo già passato (Δt): in altre parole il processo dimentica 
il passato. 
 Per i tempi di servizio dobbiamo analizzare la natura del servizio tesso: 
infatti nei casi in cui il servizio varia da cliente a cliente questa proprietà è 
ottimale per rappresentare la situazione (pensiamo alle Poste e alle svariate 
tipologie, con relative tempistiche, che possono essere erogate dai serventi); 
al contrario nei casi in cui il servizio è tendenzialmente costante, come per 
le produzioni industriali identiche, non è ottimale l’uso di tale distribuzione.  
 Questa proprietà, invece, rende la distribuzione esponenziale adatta a 
modellare i tempi di interarrivo, purché essi non siano correlati, cioè quei 
casi in cui l’arrivo di un cliente sfavorisce altri arrivi. 
3. Siano 𝑇1, 𝑇2, … , 𝑇𝑛 variabili casuali indipendenti distribuite esponenzialmente 
con parametri 𝛼1, 𝛼2, … , 𝛼𝑛 e sia U la variabile aleatoria che assume come 
valore il minimo di 𝑇1, 𝑇2, … , 𝑇𝑛 
U = min{𝑇1, 𝑇2, … , 𝑇𝑛} 
U è distribuita esponenzialmente con parametro 
𝛼 =∑𝛼𝑖
𝑛
𝑖=1
 
Ciò significa che il minimo di variabili casuali esponenziali indipendenti ha 
una distribuzione esponenziale. 
Tale proprietà ha importanti ripercussioni sia a livello di tempi di servizio che 
di tempi di interarrivo: 
 Supponiamo di avere una coda con n serventi attivi, i quali hanno tutti 
la stessa distribuzione esponenziale dei tempi di servizio con parametro 
µ. Assumendo che 𝑇𝑖 sia il tempo di servizio restante per il servente 
𝑖 (𝑖 = 1,2, … , 𝑛), allora il tempo fino alla prossima conclusione di un 
servizio eseguito da uno qualsiasi dei serventi avrà una distribuzione 
esponenziale con parametro 𝛼 = 𝑛𝜇. Ciò significa che un sistema di 
code con più servitori in parallelo attualmente operativi, ognuno con 
tempi di servizio distribuiti esponenzialmente, si comporta come un 
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sistema con un singolo servente con tempi di servizio distribuiti 
esponenzialmente con parametro 𝑛𝜇. 
 Per i tempi di interarrivo questa proprietà fa sì che nel modello si possa 
scegliere di ignorare la distinzione tra i vari clienti e avere ancora 
intervalli tra gli arrivi distribuiti esponenzialmente.  
4. Sia 𝑇 una V.C. distribuita esponenzialmente di parametro 𝛼. Per ogni valore 
positivo di 𝑡, 
𝑃{𝑇 ≤ 𝑡 + Δ𝑡|𝑇 > 𝑡} ≈ 𝛼Δ𝑡    ∀Δt piccolo. 
Cioè se 𝑇 è l’intervallo di tempo tra un evento e il verificarsi successivo dello 
stesso evento e t è la frazione di tempo che è trascorsa senza che si sia verificato 
un evento di quel tipo, grazie alla mancanza di memoria sappiamo che la 
probabilità che l’evento si verifichi nel prossimo intervallo di tempo Δt è 
costante, indipendentemente da t. Quando il valore Δt  è piccolo questa 
probabilità costante può essere approssimata da αΔt. Questo perché α è il 
numero medio per unità di tempo, per cui il numero di eventi attesi nell’unità 
di tempo Δt è proprio αΔt. 
Questa proprietà fornisce un’approssimazione utile della probabilità che si 
verifichi un evento di qualche interesse nel prossimo piccolo periodo di tempo 
Δt, sia per i tempi di interarrivo che per i tempi di servizio. 
5. Relazione con la distribuzione di Poisson: se il tempo tra due occorrenze 
successive di un determinato evento è distribuito esponenzialmente con 
parametro α allora il numero di manifestazioni che si verificano in un dato 
tempo è un processo di Poisson con parametro αt. Sia 𝑁(𝑡) il numero di 
manifestazioni del medesimo evento nel tempo 𝑡 (𝑡 ≥ 0), dove 0 è l’istante da 
cui parte il conteggio: 
𝑃{𝑁(𝑡) = 𝑛} =
(𝛼𝑡)𝑛𝑒−𝛼𝑡
𝑛!
 
cioè 𝑁(𝑡) ha una distribuzione di Poisson con parametro αt. La media di questa 
distribuzione di Poisson è  𝐸{𝑁(𝑡)} = 𝛼𝑡, per cui il numero atteso di eventi per 
unità di tempo è α. 
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Quando gli intertempi sono distribuiti esponenzialmente il numero di eventi 
che si verifica in un dato tempo t è un processo di Poisson.       
Questa proprietà fornisce informazioni sia sui tempi di servizio che sui tempi 
di interarrivo: 
 Assumiamo che i tempi di servizio hanno una distribuzione esponenziale 
con parametro µ e sia 𝑁(𝑡) il numero di servizi completati da un singolo 
servente continuamente occupato in un tempo t con 𝛼 = 𝜇: nelle code 
con più serventi, 𝑁(𝑡) è definito come il numero di servizi completati 
in un tempo t da n serventi occupati, con 𝛼 = 𝑛𝜇. 
  Quando i tempi di interarrivo hanno una distribuzione esponenziale con 
parametro α, 𝑁(𝑡) è il numero di arrivi nel tempo t, dove 𝛼 = 𝜆 è il tasso 
medio di arrivo. Per questo motivo si deduce che gli arrivi si verificano 
secondo un processo di Poisson con parametro λ. 
6. Insensibilità all’aggregazione o alla disaggregazione: consideriamo 
l’aggregazione di diversi processi di arrivo di Poisson in un unico processo di 
arrivi; in particolare supponiamo che ci siano n diversi tipi di clienti e i clienti 
di ogni tipo (i) arrivino secondo un processo di Poisson con parametro 𝜆𝑖. Se i 
processi sono indipendenti allora il processo aggregato è ancora un processo di 
Poisson con parametro 𝜆 = 𝜆1 + 𝜆2 +⋯𝜆𝑛. Per questo si dice che il processo 
di Poisson è insensibile all’aggregazione. Contestualmente si può affermare 
anche che il processo di Poisson è insensibile alla disaggregazione: assumiamo 
che il processo degli arrivi aggregato è un processo di Poisson con parametro 
𝜆. Se ogni cliente che arriva ha una fissata probabilità 𝑝𝑖 di essere di tipo i con  
𝜆𝑖 = 𝑝𝑖𝜆     𝑒     ∑𝑝𝑖 = 1
𝑛
𝑖=1
 
Ciò implica che il processo degli arrivi  per i clienti di tipo i è ancora di Poisson 
con parametro 𝜆𝑖, cioè il processo di Poisson è insensibile alla disaggregazione. 
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1.4.2.1 DISTRIBUZIONE E PROCESSO DI POISSON 
La distribuzione poissoniana è una distribuzione di probabilità discreta che 
manifesta le probabilità per il numero di eventi che si verificano 
indipendentemente e successivamente in un dato intervallo di tempo, sapendo che 
mediamente se ne verificano un numero α. 
Si dice che una variabile casuale x ha distribuzione di Poisson di parametro 𝛼 > 0  
quando la sua distribuzione di probabilità è: 
𝑝(𝑥) = { 
(𝛼)𝑥𝑒−𝛼
𝑥!
, 𝑥 = 0,1,2,3…
0, 𝑎𝑙𝑡𝑟𝑖𝑚𝑒𝑛𝑡𝑖
 
dove α è il numero medio di eventi per intervallo di tempo e 𝑥 è il numero di eventi 
per intervallo di tempo. 
Le caratteristiche principali di questa distribuzione sono costituite dai momenti 
della distribuzione: 
 𝐸(𝑥) = 𝛼 
 𝑉𝑎𝑟(𝑥) = 𝛼 
La distribuzione di Poisson e quella esponenziale sono tra loro collegate in quanto 
mentre la distribuzione esponenziale di parametro α descrive il tempo di attesa tra 
due eventi successivi, la distribuzione di Poisson di parametro α descrive il numero 
Figura 6 Distribuzione di Poisson. Fonte: http://137.193.61.239/ita/theory.htm 
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degli stessi eventi nel periodo di tempo t considerato. Proprio per queste 
motivazioni trovano applicazione nell’analisi dei processi di Poisson. 
Un processo di Poisson è un processo stocastico, un cosiddetto processo contatore 
(quante volte si manifesta l’evento in un periodo di tempo pari a t), che simula il 
manifestarsi di eventi continuativi nel tempo che siano indipendenti l’uno 
dall’altro. Una serie di variabili aleatorie Xt per t > 0 (cioè il numero di eventi 
occorsi da 0 a t) definiscono il processo. Si caratterizza come un’ottima 
configurazione per rappresentare un processo casuale di arrivi che soddisfi le 
seguenti ipotesi: 
 Non vi sono mai arrivi simultanei 
 Gli arrivi sono eventi indipendenti tra loro 
 Condizione di stazionarietà: la probabilità che in un intervallo di tempo t si 
abbiano esattamente 𝑥 arrivi dipende solo da 𝑥 e da t e non dalla posizione 
dell’intervallo nell’arco del tempo 
 La probabilità che in un intervallo di tempo Δt si abbiano due o più arrivi è 
trascurabile 
Il processo di Poisson è quindi un’ottima approssimazione per sistemi con arrivi 
casuali. Assumendo infatti che le distribuzioni dei tempi di interarrivo abbiano una 
distribuzione esponenziale con media 1/λ si desume che gli arrivi seguano una 
distribuzione di Poisson con tasso di arrivo λ. 
 
1.4.3 DISTRIBUZIONE DI ERLANG: Ek 
Una variabile casuale T ha distribuzione di Erlang con parametri k, intero e 
positivo, e µ, reale e positivo, se ha la seguente distribuzione di densità: 
𝑓(𝑡) = {
0, 𝑡 ≤ 0
(𝜇𝑘)𝑘
(𝑘 − 1)!
𝑡𝑘−1𝑒−𝑘𝜇𝑡 , 𝑡 ≥ 0
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La funzione di ripartizione, invece, è data da: 
𝐹(𝑡) = {
0, 𝑡 ≤ 0
1 −∑
(𝑘𝜇𝑡)𝑖𝑒−𝑘𝜇𝑡
𝑖!
𝑘−1
𝑖=0
, 𝑡 ≥ 0
 
I momenti della distribuzione sono: 
 Valore atteso: 𝐸(𝑇) =
1
𝜇
 
 Varianza: 𝑉𝑎𝑟(𝑇) =
1
𝑘𝜇2
 
Tale distribuzione è più flessibile rispetto alla distribuzione esponenziale in quanto 
quest’ultima è un suo caso particolare, quello con k=1; con k che tende a +∞, 
invece, la distribuzione di Erlang tende verso una distribuzione degenere 
(deterministica) con media 1 𝜇⁄ . 
Figura 7 Funzione di densità della distribuzione di Erlang al variare di k e µ. Fonte Wikipedia 
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La distribuzione di Erlang assume rilevanza nella teoria delle code anche grazie ad 
un altro legame con la distribuzione esponenziale: la somma di k variabili casuali 
esponenziali, indipendenti tra loro ed identicamente distribuite con media  1 𝑘𝜇⁄   è 
una distribuzione di Erlang di ordine k e media 1 𝜇⁄ .  
Tale proprietà consente di descrivere quei modelli di code in cui gli arrivi o i servizi 
sono rappresentati da una serie di k fasi identiche ed indipendenti; questa 
caratteristica è riferibile soprattutto ai tempi di servizio: i sistemi in cui ci sono k 
serventi in serie e con tempi di servizio distribuiti esponenzialmente e in cui il 
primo servitore non può iniziare il proprio servizio se l’ultimo non ha terminato il 
proprio è perfettamente rappresentato da una distribuzione di Erlang di ordine k. 
 
1.4.4 DISTRIBUZIONE IPERESPONENZIALE: HR 
Una variabile casuale X con densità di probabilità iperesponenziale può essere 
considerata come una somma pesata di R variabili casuali con densità di probabilità 
esponenziale. 
La densità di probabilità di questa distribuzione è la seguente: 
𝑓(𝑡) = {
∑𝛼𝑖𝜇𝑖𝑒
−(𝜇𝑖𝑡)
𝑅
𝑖=1
, 𝑡 > 0
0,                  𝑎𝑙𝑡𝑟𝑖𝑚𝑒𝑛𝑡𝑖
 
Con 
∑𝛼𝑖 = 1
𝑅
𝑖=1
 
Ponendo 𝑅 = 1  oppure  𝜇1 = 𝜇2 = ⋯ = 𝜇𝑅 = 𝜇  la distribuzione 
iperesponenziale si riduce ad una distribuzione esponenziale. 
Dalla formula della densità di probabilità possiamo ricavare i momenti 
caratteristici della distribuzione: 
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 Valore atteso: 
𝐸(𝑋) =∑
𝛼𝑖
𝜇𝑖
𝑅
𝑖=1
 
 Varianza: 
𝜎2 = 2∑
𝛼𝑖
𝜇𝑖
2 − [∑
𝛼𝑖
𝜇𝑖
𝑅
𝑖=1
]
2𝑅
𝑖=1
 
 
1.4.5 DISTRIBUZIONE GENERICA: G 
Quando assumiamo che i tempi di interarrivo o i tempi di servizi hanno una 
distribuzione generica, si suppone che tali intertempi siano indipendenti e 
identicamente distribuiti con distribuzione generale. Con distribuzione generale si 
studia il modello in generale, senza attribuire una distribuzione specifica, ma 
cercando di ottenere risultati validi per tutte le distribuzioni. I modelli caratterizzati 
da questa distribuzione sono i più difficili da studiare in quanto sono i più generali 
e, contestualmente, i più difficili da trattare a livello matematico. Naturalmente se 
si specifica il tipo di distribuzione (D, M, Ek, HR) è possibile ottenere maggiori 
informazioni sull’evoluzione del sistema in esame. 
 
1.4.6 TEST DEL CHI-QUADRO 
Uno degli aspetti più complessi della selezione del modello di code per 
rappresentare la realtà risiede proprio nella determinazione delle distribuzioni di 
probabilità adatte per i tempi di interarrivo e per i tempi di servizio. Un metodo 
efficiente è quello di raccogliere dati statistici riguardanti il numero di arrivi in 
intervalli di tempo costanti ed i tempi di servizio. Dopo aver scelto una certa 
distribuzione per queste due variabili si può usare il test del chi-quadro per 
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verificare se è valida l’ipotesi che i dati osservati nel sistema appartengono alla 
distribuzione scelta. 
La filosofia di fondo del test si esplicita nel confronto tra le osservazioni reali di 
un fenomeno con le previsioni che il modello, cioè la distribuzione di probabilità 
scelta, avrebbe stimato nelle medesime condizioni. 
Avendo a disposizione n osservazioni reali di un fenomeno le dobbiamo dividere 
in k classi, in base ai valori che possono assumere. Per ciascuna classe 
individuiamo la frequenza reale, o frequenza campione, cioè il numero di volte per 
cui l’osservazione reale ha assunto un valore di quella classe, e la indichiamo con 
𝑓𝑖
𝑟𝑒𝑎𝑙𝑒  𝑐𝑜𝑛 𝑖 = 1,2, … , 𝑘. Come elaborazioni del modello proposto, invece, si 
possono determinare delle stime delle frequenze previste, indicate con 
𝑓𝑖
𝑝𝑟𝑒  𝑐𝑜𝑛 𝑖 = 1,2, … , 𝑘. 
Con queste informazioni si realizza un confronto mediante il calcolo del χ2 del 
campione: 
𝜒2 =∑
(𝑓𝑖
𝑟𝑒𝑎𝑙𝑒 − 𝑓𝑖
𝑝𝑟𝑒)
2
𝑓𝑖
𝑝𝑟𝑒
𝑘
𝑖=1
 
Più grande è il valore di χ2 maggiore è la discrepanza tra le frequenze osservate e 
quelle teoriche. 
A questo punto si conduce il test di adattamento che consiste nel confronto tra il 
valore così trovato e il chi-quadro limite, in modo da verificare se l’ipotesi nulla 
H0 (il modello rispecchia la realtà) è verificata o meno: 
“si rifiuta H0 se: 𝜒2 > 𝜒𝐿𝐼𝑀
2 ”. 
Si introduce quindi un nuovo elemento per condurre il test, il chi-quadro limite. Il 
modello sarà validato dal test solo se il chi-quadro del campione è inferiore al chi-
quadro limite. 
Il valore di 𝜒𝐿𝐼𝑀
2  dipende da due parametri: i gradi di libertà (gdl) e il livello di 
significatività, α. I gradi di libertà corrispondono solitamente al numero di 
categorie meno uno, cioè (k-1). Il livello di significatività, invece, rappresenta 
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l’errore massimo che si vuol compiere scartando l’ipotesi H0 nonostante questa sia 
vera. Solitamente α = 0,01 oppure α = 0,05. 
In sostanza una volta definiti i gradi di libertà e il livello di significatività è 
immediato il calcolo di 𝜒𝐿𝐼𝑀
2 . 
Dopo aver calcolato sia 𝜒2 che 𝜒𝐿𝐼𝑀
2  basta uguagliarli; se 𝜒2 > 𝜒𝐿𝐼𝑀
2  l’ipotesi nulla 
è respinta e il modello non rispecchia sufficientemente la realtà. 
 
1.4.7 TRASFORMATA DI LAPLACE-STIELTJES 
La trasformata di Laplace-Stieltjes, che prende il nome da Pierre-Simon Laplace e 
Thomas Joannes Stieltjes, è una trasformata integrale con caratteristiche simili alla 
trasformata di Laplace; in sostanza per funzioni a valori reali è la trasformata di 
Laplace di una misura di Stieltjes. La trasformata d Laplace è uno strumento 
matematico efficace per affrontare lo studio di equazioni differenziali avendo la 
proprietà di trasformare tali tipologie di equazioni, di integrazione difficoltosa, in 
equazioni algebriche per le quali esistono più agevoli algoritmi risolutivi. 
La trasformata di Laplace-Stieltjes 𝜙(𝑠) di una funzione di distribuzione 𝐹(𝑡) di 
una variabile casuale nonnegativa è definita come: 
𝜙(𝑠) = ∫ 𝑒−𝑠𝑡𝑑𝐹(𝑡)
∞
0
          𝑠 > 0 
La trasformata in questione condivide molte delle proprietà della funzione 
caratteristica. Per prima cosa possiamo osservare che se 𝐹(𝑡) è differenziabile e 
𝐹′(𝑡) = 𝑓(𝑡), allora 𝜙(𝑠) è l’ordinaria trasformata di Laplace di 𝑓(𝑡): 
𝜙(𝑠) = ∫ 𝑒−𝑠𝑡𝑑𝐹(𝑡)
∞
0
= ∫ 𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡
∞
0
 
Cioè la trasformata di Laplace di una funzione di densità è uguale alla trasformata 
di Laplace-Stieltjes della funzione di ripartizione corrispondente. 
Una caratteristica importante e di particolare interesse nella teoria delle code è il 
rapporto che esiste tra la funzione generatrice del numero di eventi che avviene 
secondo un processo di Poisson durante un intervallo di tempo la cui lunghezza è 
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rappresentata da una varabile casuale e la trasformata di Laplace-Stieltjes della 
funzione di ripartizione della lunghezza dell’intervallo. Supponiamo che gli eventi 
(cioè il tempo di servizio) avvengano secondo un processo di Poisson con tasso 
medio µ, e sia 𝑃𝑗 la probabilità che si verifichino esattamente j eventi durante un 
intervallo di tempo la cui lunghezza è rappresentata dalla variabile casuale con 
funzione di ripartizione 𝐹(𝑡). Allora: 
𝑃𝑗 = ∫
(𝜇𝑡)𝑗
𝑗!
∞
0
𝑒−𝜇𝑡𝑑𝐹(𝑡) 
Se la distribuzione 𝑃𝑗 ha la funzione generatrice di probabilità (cioè la trasformata 
z della funzione di densità) pari a 𝑔(𝑧) = ∑ 𝑃𝑗𝑧
𝑗∞
𝑗=0 , dall’equazione precedente 
risulta che: 
𝑔(𝑧) = ∫ ∑
(𝜇𝑡)𝑗
𝑗!
∞
𝑗=0
∞
0
𝑒−𝜇𝑡𝑧𝑗𝑑𝐹(𝑡) 
Osservando che l’integrale è la funzione generatrice di probabilità di una variabile 
di Poisson, dall’equazione appena vista e per le proprietà della distribuzione di 
Poisson ricaviamo che: 
𝑔(𝑧) = ∫ 𝑒−(𝜇−𝜇𝑧)𝑡𝑑𝐹(𝑡)
∞
0
 
Ora, se 𝐹(𝑡) ha la trasformata di Laplace-Stieltjes 
𝜙(𝑠) = ∫ 𝑒−𝑠𝑡𝑑𝐹(𝑡)
∞
0
 
Dalla comparazione tra le ultime due equazioni ricaviamo che: 
𝑔(𝑧) = 𝜙(𝜇 − 𝜇𝑧) 
La trasformata di Laplace ha, per le variabili continue, lo stesso ruolo che ha la 
funzione generatrice dei momenti per le variabili discrete: grazie a questa, infatti, 
possiamo calcolare sia il valore atteso che la varianza di una variabile casuale. 
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1.5 TERMINOLOGIA ED OBIETTIVI 
Dopo aver definito gli elementi basilari per comprendere e definire di un modello 
di code spostiamo l’attenzione sui dati propri di ogni modello: 
Stato del sistema: rappresenta il numero di clienti nel sistema; 
Lunghezza della coda: cioè il numero di clienti in attesa di essere serviti; 
N(t): numero dei clienti nel sistema all’istante t; 
s: numero di serventi nel sistema; 
Pn(t): probabilità di avere n clienti nell’istante t; 
λn: tasso medio di arrivo quando il sistema è nello stato n (cioè quando ci sono n 
clienti); 
λ: tasso medio quando λn è costante; 
1/λ: tempo medio di interarrivo tra un cliente e l’altro; 
µn: tasso medio di servizio per il sistema quando ci sono n clienti; cioè rappresenta 
il numero atteso di clienti per i quali è stato completato il servizio per unità di 
tempo; 
µ: tasso medio quando il numero medio di servizi per servente occupato è costante; 
1/µ: durata media del servizio; 
ρ = λ/sµ: coefficiente di utilizzazione, cioè la frazione di tempo in cui i singoli 
serventi sono occupati. 
A questo punto dobbiamo introdurre il concetto di stazionarietà di un sistema di 
code. Il coefficiente di utilizzazione è uno degli elementi principali che 
influenzano la stazionarietà del sistema in quanto incide sul tempo di 
raggiungimento del regime, cioè il tempo dopo il quale le statistiche che 
descrivono il comportamento del sistema non variano più in maniera significativa 
e, quindi, il processo può essere considerato stazionario. Infatti quando un sistema 
inizia ad operare il numero dei clienti presenti al suo interno è influenzato dallo 
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stato iniziale del sistema (il numero dei clienti presenti inizialmente nel sistema) e 
dal tempo trascorso; in tal caso si parla di regime transitorio del sistema. Dopo che 
è trascorso un periodo di tempo considerevole lo stato del sistema diventa 
indipendente sia dallo stato iniziale che dal tempo trascorso; a questo punto si parla 
di sistema in condizioni di regime stazionario, in cui la distribuzione di probabilità 
dello stato del sistema resta la stessa nel tempo. Il coefficiente di utilizzazione 
incide proprio sul tempo di raggiungimento di tale regime 
 
Figura 8 Rapporto tra coefficiente di utilizzazione e numero medio di clienti nel sistema. Fonte: 
http://www.dist.unige.it/simona/CorsoAI1/cap7.pdf 
In altri termini è possibile affermare che un modello è in regime stazionario quando 
la velocità del servizio è maggiore della velocità con cui i clienti giungono in coda 
(in caso contrario la coda tende a crescere all’infinito), cioè quando 𝜇 ≥ 𝜆. 
Assumendo un sistema con un singolo servente si può dire che è in regime 
stazionario quando il coefficiente di utilizzazione è compreso tra 0 e 1. Dalla figura 
emerge però come per valori di ρ che tendono ad uno è maggiore il tempo medio 
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speso dai clienti nel sistema e, quindi, è più lento il processo di smaltimento dei 
clienti in fila; ciò significa che sarà maggiore anche il tempo con cui il sistema 
raggiungerà il regime stazionario. In particolare con ρ = 0,7 il regime è raggiunto 
dopo meno di mille clienti; al crescere il tempo si dilata: con ρ = 0,85 si necessita 
di circa diecimila clienti, mentre con ρ > 0,95 il regime è raggiunto dopo milioni 
di clienti. 
La definizione di questa condizione di stazionarietà risulta fondamentale in quanto 
la teoria delle code indirizza la propria attenzione nelle condizioni di regime 
stazionario. Perciò i risultati che vedremo nel prosieguo sono assunti in condizioni 
di regime stazionario del sistema. 
 
1.5.1 I PARAMETRI FUNZIONALI 
Indipendentemente dalla tipologia di sistema considerato, la maggiore 
problematica a livello economico in ambito di teoria delle code è quella della 
minimizzazione dei costi (o massimizzazione dei profitti). I costi che sorgono in 
un modello di code sono distinguibili tra variabili, cioè funzione di almeno una 
delle grandezze che caratterizzano il sistema (sono i costi legati al tempo di attesa 
dei clienti) e fissi, cioè indipendenti dalla dinamica osservata e funzione 
solitamente solo della struttura fisica del sistema (sono quelli legati al numero di 
serventi operanti). Naturalmente, in questo contesto, si viene a creare un trade-off 
per il gestore del sistema: da un lato la necessità di sfruttamento massimo del 
sistema e dei serventi in modo da minimizzare i costi, dall’altro il rispetto delle 
esigenze dei clienti, i quali ritengono fondamentale la riduzione dei tempi d’attesa 
e senza i quali il sistema non esisterebbe. 
In tal senso la Teoria delle Code individua alcuni indice di prestazione dei modelli 
direttamente legati ai costi che, sotto determinate ipotesi, sono facilmente 
calcolabili in quanto dipendono parametricamente dalla struttura della coda: 
Pn: probabilità di avere n clienti nel sistema; 
L: numero medio di clienti nel sistema = ∑ 𝑛𝑃𝑛
∞
𝑛=0 ; 
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Lq: lunghezza media della coda = ∑ (𝑛 − 𝑠)𝑃𝑛
∞
𝑛=0 ; 
W: tempo medio speso nell’ambito del sistema, dal momento in cui si entra in coda 
fino al completamento del servizio; 
Wq: tempo medio di permanenza in coda. 
I valori assunti da questi indici dipendono parametricamente dalla struttura della 
coda e dal tasso di arrivo dei clienti. Studiare un sistema significa quindi 
determinare le caratteristiche della coda (numero di servitori, tempo di servizio,…) 
in modo da poter fissare valori per gli indici di prestazione e, conoscendo il tasso 
di arrivo, riuscire a minimizzare i costi. 
I sistemi di code, tuttavia, sono sistemi prettamente descrittivi, pertanto bisogna 
tenere in considerazione il fatto che non forniscono risultati ottimali. Il modello è 
infatti uno strumento per far sì che dagli input che vi immettiamo restituisca degli 
output, ossia dei risultati che approssimano la realtà ma che non possono essere 
considerati “perfetti”. Da ciò appare evidente come la riuscita di un modello, cioè 
la sua capacità di fornire output il più attendibili possibile, dipende in prima istanza 
sia dalla validità del modello usato che dalle capacità e abilità di colui che studia 
il sistema in questione. La fase di studio del sistema e di immissione degli input 
nel modello diventa quindi la fase principale, quella in cui viene decretata la 
validità e l’approssimazione della realtà di un sistema. 
 
1.5.2 LA FORMULA DI LITTLE 
Esistono importanti relazioni che legano queste quattro quantità in un sistema di 
code in condizioni stazionarie. La prima e più importante relazione è quella 
espressa dalla formula di Little, elaborata nel 1961 dal matematico inglese John 
D.C. Little: 
𝐿 = 𝜆𝑊 
Cioè il numero medio di clienti in un sistema è pari al tempo medio di permanenza 
nel sistema per il tasso medio di arrivo. 
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La formula di Little ha una validità generale ed è importante osservare che: 
 è indipendente dalle distribuzioni di probabilità dei tempi di interarrivo e 
dei tempi di servizio; 
 è indipendente dalla disciplina del servizio (FIFO, LIFO,…); 
 è valida per i sistemi stazionari; 
 la frequenza considerata deve essere la frequenza effettiva, cioè la 
frequenza degli ingressi effettivi nel sistema. Per alcune tipologie di code, 
dato che è presente l’ipotesi di poter rinunciare al servizio, la frequenza 
media degli arrivi potrebbe non coincidere con la frequenza degli ingressi 
effettivi. 
Sostituendo al numero atteso di clienti nel sistema la lunghezza media della coda 
e al tempo di permanenza medio nel sistema il tempo di permanenza medio nella 
coda, otteniamo la stessa relazione riferibile però alla coda: 
𝐿𝑞 = 𝜆𝑊𝑞 
Una ulteriore importante relazione lega il valore atteso del tempo passato da un 
utente nel sistema e il valore atteso del tempo passato nella coda: 
𝑊 = 𝑊𝑞 +
1
𝜇
 
Le tre relazioni analizzate rappresentano le relazioni fondamentali tra le 4 
grandezze e sono del tutto generali, cioè valgono in qualsiasi tipologia di sistema 
di code. Sono basilari in quanto una volta nota una delle grandezze si possono 
facilmente determinare le altre tre. Lo si può fare, ad esempio, rispetto a Lq: 
𝐿 = 𝐿𝑞 +
𝜆
𝜇
 
𝑊𝑞 =
𝐿𝑞
𝜆
 
𝑊 = 𝑊𝑞 +
1
𝜇
=
𝐿
𝜆
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Quindi una volta determinato Lq si possono determinare le altre tre grandezze; ma 
lo stesso sarebbe possibile nel caso si determinasse un’altra di queste quattro 
quantità. Queste relazioni fondamentali valgono per sistemi con popolazione e 
capacità della coda infinite. 
La prima dimostrazione di queste relazioni, come già evidenziato, è stata fornita 
da Little; la complessità matematica di tale dimostrazione rigorosa ci porta però a 
soffermarci su una dimostrazione più semplice, quella offerta da Eilon nel 1969. 
La dimostrazione in questione non dipende dalla distribuzione dei tempi di 
interarrivo e dei tempi di servizio, dal numero di serventi presenti nel sistema e 
dalla disciplina del servizio. Per dimostrare che 
𝐿 = 𝜆𝑊 
analizziamo la figura seguente: 
La linea superiore determina il numero cumulativo di arrivi nel sistema, quella 
inferiore descrive il numero cumulativo di partenze e la distanza verticale tra le 
due linee denota N(t), cioè il numero di clienti presenti nel sistema al tempo t; la 
distanza orizzontale tra le due linee, infine, fornisce il tempo di attesa nel sistema 
W. Consideriamo un intervallo (0, 𝜏) che può includere zero, uno o più periodi di 
occupazione. Assumiamo inoltre che: 
Figura 9 Numero cumulativo di arrivi e di partenze dal sistema. Fonte: Appunti corso di simulazione, professoressa 
A.G. Nobile 
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 𝑵𝒂(𝝉): numero totale di arrivi nell’intervallo considerato; 
 𝝀(𝝉): frequenza media di arrivo per unità di tempo in (0, 𝜏); si nota come 
𝜆(𝜏) =
𝑁𝑎(𝜏)
𝜏
 
Cioè è data dal numero di arrivi nell’intervallo divisi per la lunghezza 
dell’intervallo stesso; 
 𝑾𝒄(𝝉): tempo cumulativo di attesa nel sistema di tutti gli utenti che 
arrivano nell’intervallo (0, 𝜏): 
𝑊𝑐(𝜏) = 𝑊1 +𝑊2 +⋯ 
Perciò il tempo totale di attesa dei nuovi arrivati è dato dalla somma dei 
tempi di attesa dei vari utenti arrivati nell’intervallo considerato; 
 𝑾(𝝉): media dei tempi di attesa nel sistema dei clienti arrivati in (0, 𝜏): 
𝑊(𝜏) =
𝑊𝑐(𝜏)
𝑁𝑎(𝜏)
 
 𝑵(𝝉): media del numero di utenti nel sistema nell’intervallo (0, 𝜏) per unità 
di tempo: 
𝑁(𝜏) =
𝑊𝑐(𝜏)
𝜏
 
A questo punto dalle relazioni sopra espresse possiamo ottenere: 
𝑁(𝜏) =
𝑊𝑐(𝜏)
𝑁𝑎(𝜏)
𝑁𝑎(𝜏)
𝜏
= 𝑊(𝜏)𝜆(𝜏) 
Supponendo che per 𝜏 → ∞ esistano finiti i seguenti limiti: 
𝜆 = lim
𝜏→∞
𝜆(𝜏) ,          𝑊 = lim
𝜏→∞
𝑊(𝜏) 
Ne consegue che esiste finito anche il limite di 𝑁(𝜏):  
𝐿 = lim
𝜏→∞
𝑁(𝜏) 
A questo punto risulta evidente come sia dimostrata la formula di Little: 
𝑳 = 𝝀𝑾 
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1.6 IL PROCESSO NASCITA-MORTE 
La maggior parte dei sistemi elementari di code assumono che le entrate e le uscite 
dal sistema avvengono secondo un processo di nascita e morte. Questo processo è 
un particolare tipo di catena di Markov a tempo continuo, ossia un processo 
stocastico nel quale la probabilità di transizione che determina il passaggio ad uno 
stato del sistema dipende esclusivamente dallo stato di sistema immediatamente 
precedente e in alcun modo da come si è giunti a tale stato. Pertanto un processo 
stocastico è un processo di nascita e morte se le probabilità di transizione non 
dipendono esplicitamente dal tempo, ma dipendono solo dal valore dello stato al 
tempo t e non dai valori assunti in precedenza. 
Nella teoria delle code il termine nascita si riferisce all’arrivo nel sistema di un 
nuovo cliente, mentre con il termine morte si indica l’uscita dal sistema di un 
cliente una volta ottenuto il servizio richiesto. 
Lo stato del sistema rappresenta il numero di elementi presenti nel sistema al 
tempo t e lo indichiamo con N(t). Il processo di nascita-morte delinea in termini 
probabilistici come cambia N(t) al variare di t ed assume che, ad ogni generico 
istante t, possa avvenire un solo evento (o una nascita o una morte) e quindi si 
potrà passare da 𝑁(𝑡) = 𝑛  a  𝑁(𝑡) = 𝑛 + 1 (in seguito ad una nascita) oppure a  
𝑁(𝑡) = 𝑛 − 1 (in seguito ad una morte). 
A questo punto bisogna evidenziare tre assunzioni alla base del processo nascita-
morte: 
1. Dato 𝑁(𝑡) = 𝑛 la distribuzione di probabilità corrente del tempo di attesa 
per il prossimo arrivo (nascita) è una variabile casuale esponenziale con 
parametro λn.  
2. Dato 𝑁(𝑡) = 𝑛 la distribuzione di probabilità corrente del tempo di attesa 
per la prossima uscita (morte) è una variabile casuale esponenziale con 
parametro µn. 
3. Le due variabili casuali sopra descritte sono tra loro indipendenti. La 
prossima transazione nello stato del processo sarà: 
𝑛 → 𝑛 + 1 nel caso di una nascita 
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Oppure 
𝑛 → 𝑛 − 1 nel caso di una morte 
La proprietà 5 della distribuzione esponenziale precedentemente vista, quella che 
definisce la relazione tra la distribuzione esponenziale e quella poissoniana, 
implica che i parametri λn e µn sono valori medi per unità di tempo, cioè sono i 
tassi medi di nascita e di morte che fanno transitare il sistema da uno stato n ad 
uno adiacente. 
 
 
Come risulta evidente in figura i cerchi rappresentano lo stato del sistema mentre 
gli archi indicano le transizioni che si possono sviluppare da qualsiasi stato, e il 
valore per ogni arco corrisponde al tasso medio per quella transizione. 
Il processo in questione non è utilizzabile in caso di condizione transitoria in 
quanto l’analisi del processo diventa estremamente difficoltosa. Nel caso di regime 
stazionario, invece, è relativamente immediato trovare risultati sulla distribuzione 
di probabilità N(t): prendiamo in considerazione un particolare stato del sistema n 
e, dall’istante 0, contiamo il numero di volte in cui si esce e quello in cui si entra 
nello stato n considerato: 
 𝐸𝑛(𝑡) = numero di volte in cui il processo entra nello stato n in (0,t); 
 𝐿𝑛(𝑡) = numero di volte in cui lascia lo stato n. 
Date le caratteristiche alla base del processo nascita-morte si può evidenziare come 
En(t) e Ln(t) debbano assumere lo stesso valore o, al massimo, possono differire di 
uno: 
|𝐸𝑛(𝑡) − 𝐿𝑛(𝑡)| ≤ 1 
Da questa disequazione possiamo pervenire al principio di stazionarietà per uno 
stato del sistema; infatti se dividiamo tutto per t troviamo che la differenza tra il 
Figura 10 Processo nascita-morte. Fonte: Wikipedia 
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numero effettivo di entrate e di uscite per unità di tempo dovrà essere minore o 
uguale a 1/t 
|
𝐸𝑛(𝑡)
𝑡
−
𝐿𝑛(𝑡)
𝑡
| =
1
𝑡
 
Facendo tendere 𝑡 → ∞ otteniamo il numero medio di volte in cui il processo 
entra/lascia lo stato n 
lim
𝑡→∞
(
𝐸𝑛(𝑡)
𝑡
−
𝐿𝑛(𝑡)
𝑡
) = 0 
Questa formula evidenzia il principio di stazionarietà: per ogni stato 𝑛(𝑛 =
0,1,2, … ) il numero medio di ingressi è uguale al numero medio di uscite. Infatti 
si nota come il numero medio di volte in cui il processo entra nello stato n, per 
unità di tempo, debba essere esattamente uguale al numero di medio di volte in cui 
il processo lascia quello stadio. 
L’equazione che esprime tale principio è chiamata equazione di equilibrio per lo 
stato n, e si caratterizza in termini di probabilità Pn sconosciute, dove Pn 
rappresenta la probabilità che nel sistema ci siano esattamente n persone, il che 
significa essere nello stato n del sistema. L’obiettivo è quello di impostare tutte le 
equazioni di equilibrio, una per ogni stadio, e metterle a sistema, insieme 
all’equazione che impone che la somma delle probabilità debba essere pari a 1, per 
determinare queste probabilità. 
Partiamo dallo stato 0 (N(t)=0): il processo può entrare in questo stato solo da 
N(t)= 1 (è l’unico caso in cui la transizione avviene esclusivamente verso un solo 
altro stato); quindi la probabilità in regime stazionario di essere nello stato 1, P1, 
costituisce la frazione di tempo che il processo dovrebbe impiegare per entrare 
nello stato 1. Ma il numero atteso di volte che il processo lascia N(t)= 1 per entrare 
in N(t)= 0 per ogni unità di tempo è µ1, mentre da qualsiasi altro stato è zero. Per 
questo il tasso medio di entrata sarà 
 
𝜇1𝑃1 + 0 = 𝜇1𝑃1 
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Una volta determinato il tasso medio di entrata dobbiamo trovare il tasso medio di 
uscita e uguagliarli. In tal senso è agevole determinare che il tasso medio di uscita 
sarà: 
𝜆0𝑃0 
 
Da questi due elementi possiamo impostare l’equazione di equilibrio per lo stato 
0: 
𝜇1𝑃1 = 𝜆0𝑃0 
 
Logicamente tutti gli altri stadi potranno avere due possibili transizioni, entrambe 
dentro e fuori dallo stato. Vediamo lo stato 1: gli ingressi possono avvenire sia da 
N(t)=0, in seguito ad una nascita, sia da N(t) = 2, in conseguenza di una morte; 
pertanto il tasso medio di entrata sarà una somma dei due tassi: 
𝜆0𝑃0 + 𝜇2𝑃2 
 
Il tasso medio di uscita, invece: 
𝜇1𝑃1 + 𝜆1𝑃1 = (𝜇1 + 𝜆1)𝑃1 
 
Uguagliando troviamo la condizione di equilibrio per lo stato 1: 
𝜆0𝑃0 + 𝜇2𝑃2 = (𝜆1 + 𝜇1)𝑃1 
 
Lo stesso discorso vale per tutti gli altri stadi, fino a N(t)=n, dove: 
 𝜆𝑛−1𝑃𝑛−1 + 𝜇𝑛+1𝑃𝑛+1 è il numero medio di ingressi 
 (𝜆𝑛 + 𝜇𝑛)𝑃𝑛 è il numero medio di uscite. 
Anche qui vale lo stesso discorso per cui si può impostare la condizione di 
equilibrio generalizzata: 
𝜆𝑛−1𝑃𝑛−1 + 𝜇𝑛+1𝑃𝑛+1 = (𝜆𝑛 + 𝜇𝑛)𝑃𝑛 
Una volta definite tutte le condizioni di equilibrio devono essere messe a sistema 
insieme all’equazione che impone la somma delle probabilità uguale a 1. 
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A questo punto dobbiamo trovare tutte le probabilità Pn risolvendo tutte le 
equazioni in funzione di una sola delle variabili del sistema; la più conveniente da 
utilizzare è sicuramente P0. Vediamo le equazioni di equilibrio dei vari stati: 
0:        𝑃1 =
𝜆0
𝜇1
𝑃0 
1:        𝑃2 =
𝜆1
𝜇2
𝑃1 +
1
𝜇2
(𝜇1𝑃1 − 𝜆0𝑃0) =
𝜆1
𝜇2
𝑃1 + 0 
2:        𝑃3 =
𝜆2
𝜇3
𝑃2 +
1
𝜇3
(𝜇2𝑃2 − 𝜆1𝑃1) =
𝜆2
𝜇3
𝑃2 + 0 
……… 
n-1:     𝑃𝑛 =
𝜆𝑛−1
𝜇𝑛
𝑃𝑛−1 +
1
𝜇𝑛
(𝜇𝑛−1𝑃𝑛−1 − 𝜆𝑛−2𝑃𝑛−2) =
𝜆𝑛−1
𝜇𝑛
𝑃𝑛−1 + 0 
n:        𝑃𝑛+1 =
𝜆𝑛
𝜇𝑛+1
𝑃𝑛 +
1
𝜇𝑛+1
(𝜇𝑛𝑃𝑛 − 𝜆𝑛−1𝑃𝑛−1) =
𝜆𝑛
𝜇𝑛+1
𝑃𝑛 + 0 
……… 
Da queste equazioni impostiamo il sistema riferibile in funzione di P0: 
{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 𝑃1 =
𝜆0
𝜇1
𝑃0                                     
𝑃2 =
𝜆1𝜆0
𝜇2𝜇1
𝑃0                                 
𝑃3 =
𝜆2𝜆1𝜆0
𝜇3𝜇2𝜇1
𝑃0                            
⋮
⋮
𝑃𝑛 =
𝜆𝑛−1𝜆𝑛−2⋯𝜆0
𝜇𝑛𝜇𝑛−1⋯𝜇1
𝑃0              
𝑃𝑛+1 =
𝜆𝑛𝜆𝑛−1⋯𝜆0
𝜇𝑛+1𝜇𝑛⋯𝜇1
𝑃0              
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1.6.1 RISULTATI IN REGIME STAZIONARIO 
Per semplificare la soluzione del sistema poniamo 
𝐶𝑛 =
𝜆𝑛−1𝜆𝑛−2⋯𝜆0
𝜇𝑛𝜇𝑛−1⋯𝜇1
     𝑝𝑒𝑟 𝑛 = 1,2, … 
𝐶𝑛 = 1    𝑝𝑒𝑟 𝑛 = 0 
Da cui ricaviamo che le probabilità Pn in regime stazionario sono: 
𝑃𝑛 = 𝐶𝑛𝑃0 
Ricordando che la somma delle probabilità deve essere pari a 1  
∑𝑃𝑛 = 1
∞
𝑛=0
 
di conseguenza risulta che 
(∑𝐶𝑛
∞
𝑛=0
)𝑃0 = 1 
A questo punto possiamo calcolare l’incognita che ci interessa nel sistema, infatti: 
𝑃0 = (∑𝐶𝑛
∞
𝑛=0
)
−1
 
Una volta calcolato P0 risulta immediata la definizione di tutte le probabilità Pn. A 
questo punto dobbiamo andare a calcolare gli indici di prestazione 
precedentemente visti; dalle definizioni di L e Lq otteniamo: 
𝐿 = ∑𝑛𝑃𝑛
∞
𝑛=0
 
 
𝐿𝑞 =∑(𝑛 − 𝑠)𝑃𝑛
∞
𝑛=𝑠
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Dalle relazioni tra le quattro grandezze viste precedentemente otteniamo: 
𝑊 =
𝐿
𝜆
 
𝑊𝑞 =
𝐿𝑞
𝜆
 
Dove 𝜆 è la media asintotica dei tassi di arrivo. Dato che Pn rappresenta la frazione 
dell’unità di tempo in cui il sistema sarà nello stato n e λn e il tasso medio di arrivo 
quando siamo nello stesso stato: 
𝜆 = ∑𝜆𝑛𝑃𝑛
∞
𝑛=0
 
In tal modo abbiamo ottenuto formule generalmente valide nei sistemi a coda 
caratterizzati da arrivi poissoniani e tempi di servizio esponenziali. Con le formule 
evidenziate sarà più facile studiare i modelli in questione ed ottenere i risultati di 
nostro interesse. 
Nel prossimo capitolo analizzeremo una serie di modelli basati sul processo 
nascita-morte e, per farlo, utilizzeremo il procedimento sopra esposto: dopo aver 
definito Cn e P0 sarà facile determinare Pn, grazie al quale potremo calcolare gli 
indici di prestazione che caratterizzano i vari modelli. 
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2 I PRINCIPALI MODELLI DI TEORIA DELLE 
CODE 
 
 
 
2.1 CODE BASATE SUL PROCESSO NASCITA-MORTE 
I processi di nascita-morte analizzati nel capitolo precedente sono fondamentali 
nella teoria delle code; infatti, dato che i parametri λ0,λ1,… e µ1,µ2,… possono 
assumere qualsiasi valore nonnegativo, tali modelli godono di un’elevata 
flessibilità nel modellare un sistema di file di attesa e sono sicuramente tra i più 
utilizzati; questi modelli, chiamati anche poissoniani per il fatto che gli arrivi si 
verificano secondo un processo di Poisson e i tempi di servizio hanno una 
distribuzione esponenziale (elementi garantiti dalle tre assunzioni del processo e 
dalla proprietà della distribuzione esponenziale che la lega alla distribuzione di 
Poisson), si differenziano tra loro solo per come λn e µn variano al variare di n. Gli 
elementi caratterizzanti di questi modelli, quindi, sono le distribuzione 
esponenziali sia per i tempi di arrivo che per i tempi di servizio. Questo fa sì che 
tali modelli si adattino perfettamente a situazioni reali in cui gli arrivi si verificano 
casualmente e il servizio offerto può svariare molto, passando da tempi di 
erogazione solitamente molto ridotti a tempi più lunghi per alcune particolari 
richieste. 
Analizzeremo ora i principali modelli, tutti della serie M/M/… 
 
2.1.1 LA CODA A SINGOLO SERVENTE: M/M/1 
Una coda M/M/1 è fisicamente composta da un solo buffer e un singolo servitore. 
Il modello in questione assume che i tempi di interarrivo siano indipendenti tra 
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loro e identicamente distribuiti secondo una distribuzione esponenziale e che i 
tempi di servizio siano indipendenti e seguano un’altra distribuzione esponenziale 
(questo vale per tutti i modelli M/M/…). Le altre tre grandezze tipiche della 
notazione di Kendall che non sono espresse dal modello di coda sono assunte di 
default, cioè assumiamo che i potenziali clienti in coda siano infiniti, così come 
infinita è anche la popolazione; per la tipologia di servizio utilizziamo la disciplina 
FIFO, cioè i clienti vengono serviti seguendo l’ordine di ingresso nel sistema 
stesso. 
In sostanza tale tipologia di coda è quella che ritroviamo, ad esempio, in un 
tabacchino con un solo servente: un’unica coda che aspetta l’erogazione del 
servizio seguendo l’ordine di ingresso nella coda stessa; il servizio viene 
solitamente erogato in breve tempo (ad esempio vendita di un pacchetto di 
sigarette) ma può succedere che si dilati per particolari tipi di servizi (pensiamo 
agli attuali tabacchini, quelli in cui possiamo andare a pagare anche le bollette). 
Tutto ciò sta a significare che la coda M/M/1 può essere considerata come un 
processo nascita-morte con  𝜆𝑛 = 𝜆 𝑝𝑒𝑟 𝑛 = (0,1,2, … ) e 𝜇𝑛 = 𝜇 𝑝𝑒𝑟 𝑛 =
(0,1,2, … ). 
L’arrivo di un nuovo cliente nel sistema può essere visto come una nascita, mentre 
l’uscita di un cliente dal sistema in seguito all’erogazione del servizio può essere 
visto come una morte. 
Dai risultati ottenuti nel precedente capitolo sappiamo che:   𝑃𝑛 = 𝐶𝑛𝑃0 
Ma 
𝐶𝑛 = (
𝜆
𝜇
)
𝑛
= 𝜌𝑛 
Figura 11 Il sistema M/M/1. Fonte: Appunti corso di simulazione, prof.ssa A.G. Nobile 
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dato che ρ è il fattore di utilizzazione del sistema ed è dato dal rapporto tra il tasso 
medio di arrivo e il tempo medio di servizio. Da ciò: 
𝑃𝑛 = 𝜌
𝑛𝑃0 
dove  
𝑃0 = (∑𝜌
𝑛
∞
𝑛=0
)
−1
=
1
∑𝜌𝑛
= 1 − 𝜌 
Tali passaggi sono stati possibili grazie alla proprietà di una serie geometrica, 
secondo cui  ∑ 𝑥𝑘∞𝑘=0 = 1 1 − 𝑥⁄   con la condizione che 𝑥 < 1. 
Risulta evidente come P0 abbia ragione di esistere solo se 𝜌 < 1, cioè se 
mediamente il sistema è in grado di servire più clienti di quanti ne arrivino. Infatti 
si dice che la condizione di stabilità del sistema è proprio: 
𝜌 < 1 
e quindi 
𝜆 < 𝜇 
La probabilità di essere nello stato 0 del sistema è data quindi da uno meno il 
coefficiente di utilizzazione. A questo punto possiamo trovare la probabilità 
generale: 
𝑃𝑛 = (1 − 𝜌)𝜌
𝑛 
Una volta ottenuta la probabilità di trovarsi nello stato n diventa immediato 
calcolare gli indici di prestazione: 
𝐿 = ∑𝑛(1 − 𝜌)
∞
𝑛=0
𝜌𝑛 = (1 − 𝜌)𝜌∑𝑛𝜌(𝑛−1)
∞
𝑛=0
 
Tenendo presente che 
𝑑𝜌𝑛
𝑑𝜌
= 𝑛𝜌𝑛−1 
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si ottiene  𝐿 = (1 − 𝜌)𝜌∑ (
𝑑𝜌𝑛
𝑑𝜌
) = (1 − 𝜌)𝜌
𝑑
𝑑𝜌
∑𝜌𝑛.  
Ricordando che ∑ 𝜌𝑛𝑛 =
1
1−𝜌
  troviamo la soluzione dell’equazione 
𝑳 = (𝟏 − 𝝆)𝝆
𝒅
𝒅𝝆
(
𝟏
𝟏 − 𝝆
) =
𝝆
𝟏 − 𝝆
=
𝝀
𝝁 − 𝝀
 
Dopo aver trovato il numero medio di clienti nel sistema possiamo procedere in 
maniera similare per procedere all’analisi della lunghezza media della coda: 
𝑳𝒒 =∑(𝒏 − 𝟏)𝑷𝒏
∞
𝒏=𝟏
= 𝑳 −
𝝀
𝝁
=
𝝀𝟐
𝝁(𝝁 − 𝝀)
 
Quest’ultimo risultato mette in risalto la condizione di stabilità precedentemente 
esposta; infatti nel caso in cui  𝜆 ≥ 𝜇  la coda “esplode”: continuerebbe a crescere 
senza limiti. La lunghezza della linea d’attesa al variare di ρ è mostrata dal grafico 
sottostante 
Come è facile osservare, al tendere di ρ a 1 la lunghezza della coda tende ad 
infinito. Infatti se il tasso di utilizzazione del sistema cresce, contestualmente 
cresce l’occupazione del servitore, aumenta la permanenza media nel sistema e 
cresce il numero medio e il tempo medio dei clienti in attesa. 
Figura 12 Lunghezza della coda al variare di ρ. Elaborato da: Modelli di ricerca operativa applicata alla logistica 
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Dopo aver definito il numero medio di clienti nel sistema e in coda passiamo 
all’analisi delle altre due grandezze di interesse: il tempo medio speso nel sistema 
e quello speso in coda. Assumendo che il sistema sia stazionario e, quindi,  𝜆 < 𝜇, 
possiamo ricavare W e Wq grazie alla formula di Little, valevole per tutti i sistemi 
stazionari, che afferma che il numero medio di elementi presenti nel sistema è 
uguale al tempo medio di permanenza nel sistema per il tasso di ingresso 
𝐿 = 𝜆𝑊 
Allora 
𝑊 =
𝐿
𝜆
 
Possiamo quindi calcolare il tempo medio speso nel sistema, che sarà: 
𝑊 =
𝜆
𝜆(𝜇 − 𝜆)
 
Da cui 
𝑾 =
𝟏
(𝝁 − 𝝀)
 
Questo risultato include nel tempo di attesa anche il tempo di servizio. Tuttavia in 
alcuni contesti il tempo di attesa più rilevante è quello antecedente al servizio, 
pertanto risulta importante calcolare anche il tempo di permanenza nella coda, Wq: 
𝑊𝑞 =
𝐿𝑞
𝜆
=
𝜆2
𝜇(𝜇 − 𝜆)𝜆
 
In definitiva 
𝑾𝒒 =
𝝀
𝝁(𝝁 − 𝝀)
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2.1.2 LA CODA CON DUE SERVENTI: M/M/2 
Dopo aver analizzato il modello con un unico servitore spostiamo l’attenzione sul 
sistema caratterizzato ancora da arrivi poissoniani e tempi di servizio distribuiti 
esponenzialmente ma con due servitori: 
Come evidenziato dalla figura supponiamo di avere tempi di interarrivo 
indipendenti e distribuiti esponenzialmente con valore medio 1/λ e tempi di 
servizio, per ognuno dei due servitori, indipendenti e distribuiti esponenzialmente 
con media 1/µ. Quando un cliente entra nel sistema se entrambi i servitori sono 
occupati si mette in coda, se uno dei due è libero e l’altro è occupato sceglie il 
servitore libero, se invece sono entrambi liberi sceglierà casualmente uno o l’altro. 
Anche tale sistema rientra nella categoria dei processi nascita-morte, ed assume 
come parametri: 
𝜆𝑛 = 𝜆 
𝜇𝑛 = {
𝜇,         𝑠𝑒 𝑛 = 1
2𝜇,       𝑠𝑒 𝑛 = 2
 
Questo perché i tempi di interarrivo possono essere assunti pari a λ 
indipendentemente dal numero dei clienti ne sistema, mentre il tasso di servizio 
varia in base a quanti clienti sono presenti in coda: se c’è un solo cliente solo un 
servitore sarà attivo, pertanto risulterà 𝜇𝑛 = 𝜇; quando, invece, ci sono tutti i 
servitori occupati (cioè abbiamo due o più clienti nel sistema) avremo 𝜇𝑛 = 2𝜇. 
Il sistema raggiungerà una condizione stazionaria quando il coefficiente di 
utilizzazione è inferiore ad uno e, in tal caso, quando: 
Figura 13 Il sistema M/M/2. Fonte: Appunti corso di simulazione 
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𝜌 =
𝜆
2𝜇
< 1 
Dunque se il coefficiente di attualizzazione è inferiore a 1 il sistema M/M/2 
raggiunge una situazione di equilibrio e risulta: 
𝑃0 =
1 − 𝜌
1 + 𝜌
 
𝑃𝑛 = 2
1 − 𝜌
1 + 𝜌
𝜌𝑛 
A questo punto abbiamo tutti gli elementi necessari per calcolare gli indici di 
prestazione del sistema, partendo dal numero medio di clienti nel sistema: 
𝑳 = ∑𝑛𝑃𝑛
∞
𝑛=0
= 2
1 − 𝜌
1 + 𝜌
∑𝑛𝜌𝑛 =
𝟐𝝆
𝟏 − 𝝆𝟐
∞
𝑛=0
 
Una volta trovato L risulta immediato, grazie all’applicazione della legge di Little 
determinare gli altri tre indici di prestazione: 
 Il tempo medio speso nel sistema: 
𝑾 =
𝐿
𝜆
=
𝟏
𝝁(𝟏 − 𝝆𝟐)
 
 Il tempo medio atteso in coda: 
𝑾𝒒 = 𝑊 −
1
𝜇
=
𝝆𝟐
𝝁(𝟏 − 𝝆𝟐)
 
 La lunghezza media della coda: 
𝑳𝒒 = 𝜆𝑊𝑞 =
𝟐𝝆𝟑
𝟏 − 𝝆𝟐
 
 
2.1.3 IL CONFRONTO TRA M/M/1 e M/M/2 
A questo punto può emergere una domanda riguardante i due sistemi: a parità di 
condizioni, cioè con lo stesso processo di arrivi, è più conveniente utilizzare un 
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sistema M/M/2 con due serventi con tempo di servizio pari a µ o un M/M/1 con un 
unico servitore con velocità doppia nel servizio, cioè pari a 2µ? 
Abbiamo quindi un sistema M/M/1 con  𝜆𝑛 = 𝜆    𝑝𝑒𝑟 𝑛 = (0,1,2, … ) per i 
parametri di arrivo, e con  𝜇𝑛 = 2𝜇    𝑝𝑒𝑟 𝑛 = (0,1,2, … ) per i tassi di servizio e 
un sistema M/M/2 con identici parametri di arrivo ma con tasso di servizio diverso:  
𝜇1 = 𝜇, 𝜇𝑛 = 2𝜇   𝑝𝑒𝑟 𝑛 = (2,3, … ). 
 
 
Le probabilità di stato generali le possiamo riprendere dai paragrafi precedenti e 
otteniamo: 
 Caso M/M/1:  
𝑃𝑛
1 = (1 − 𝜌)𝜌𝑛 
 Caso M/M/2:  
𝑃𝑛
2 = 2
1 − 𝜌
1 + 𝜌
𝜌𝑛 
Rapportando le due probabilità, in caso di stazionarietà del sistema (con ρ < 1) 
risulta: 
𝑃𝑛
1
𝑃𝑛2
= {
1 + 𝜌              𝑐𝑜𝑛 𝑛 = 0
1 + 𝜌
2
     𝑐𝑜𝑛 𝑛 = 1,2, …
 
Figura 14 I due sistemi a confronto. Fonte: Appunti corso di simulazione 
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Risulta immediatamente chiaro come il sistema a singolo servente abbia maggior 
probabilità di essere vuoto (dato che 𝑃0
1 > 𝑃0
2) rispetto a quello con due serventi; 
al contrario invece è più probabile trovare n clienti nel sistema M/M/2 che non nel 
sistema M/M/1 (infatti 𝑃𝑛
2 > 𝑃𝑛
1  𝑞𝑢𝑎𝑛𝑑𝑜 𝑛 > 0). Inoltre si nota anche che quando 
il coefficiente di utilizzazione ρ tende a 1, cioè quando il sistema è molto utilizzato, 
la probabilità di avere n clienti nel sistema a singolo servente tende a coincidere 
con la probabilità di avere lo stesso numero di clienti nel sistema a due serventi 
mentre quella di avere il sistema vuoto è doppia in M/M/1 rispetto a M/M/2 (infatti 
dalle formule precedenti emerge che quando 𝑛 > 0 allora 1 + 𝜌 2⁄ = 1 con ρ che 
tende all’unità, mentre se 𝑛 = 0 allora 1 + 𝜌 = 2 sempre con ρ che tende 
all’unità). 
Per definire e capire meglio il confronto tra i due sistemi può essere utile analizzare 
il valore atteso e la varianza del numero di clienti nel sistema (N): 
 M/M/1: 
𝐸(𝑁1) =
𝜌
1 − 𝜌
       𝑒       𝑉𝑎𝑟(𝑁1) =
𝜌
1 − 𝜌2
 
 M/M/2: 
𝐸(𝑁2) =
2𝜌
1 − 𝜌2
       𝑒       𝑉𝑎𝑟(𝑁2) =
2𝜌(1 + 𝜌2)
(1 − 𝜌2)2
 
Rapportando i valori sopra esposti possiamo comprendere meglio le differenze: 
𝐸(𝑁1)
𝐸(𝑁2)
=
1 + 𝜌
2
                        
𝑉𝑎𝑟(𝑁1)
𝑉𝑎𝑟(𝑁2)
=
(1 + 𝜌)2
2(1 + 𝜌2)
 
Quando il coefficiente di utilizzazione è inferiore ad uno, quindi quando siamo in 
condizioni di stazionarietà, si hanno in media meno clienti nel sistema M/M/1 
piuttosto che nel sistema M/M/2, con una dispersione inferiore (infatti la varianza 
è minore nel caso del singolo servente). Nel caso in cui ρ tende ad uno senza che 
il sistema si congestioni il numero medio dei clienti e la dispersione rispetto al 
valor medio tendono a coincidere. 
In conclusione si può affermare che, a parità di tasso di interarrivo e con i tempi di 
servizio considerati, il sistema M/M/1 è più efficiente di quello a due serventi, 
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proprio per la capacità di ridurre il numero medio di clienti nel sistema e, 
contestualmente, il tempo speso dai clienti nel sistema. 
 
2.1.4 LA CODA MULTISERVENTE: M/M/s 
Tale tipologia di modello è pressoché analoga a quelle precedenti con l’eccezione 
del fatto che non abbiamo più un solo servente ma s serventi in parallelo (le altre 
caratteristiche del sistema rimangono invariate). Il sistema ha un’unica coda con s 
serventi in parallelo ognuno con tasso di servizio pari a 1/µ. Pertanto mentre il 
tasso medio di arrivo rimane invariato, 𝜆𝑛 = 𝜆, le quantità µn non possono essere 
assunte semplicemente pari a µ. Dato che µn è il numero medio di servizi 
completati per unità di tempo quando nel sistema sono presenti n clienti e che il 
numero medio di servizi per ogni servente operativo è µ, il numero medio globale 
dei servizi per unità di tempo è nµ; di conseguenza  𝜇𝑛 = 𝑛𝜇.  Tutto questo vale 
quando il numero di serventi occupati è minore di s, cioè quando non tutti i serventi 
del sistema stanno erogando un servizio perché ci sono più servitori che clienti 
(cioè quando 𝑛 ≤ 𝑠).  
Quando, invece,  𝑛 ≥ 𝑠,  cioè quando tutti i serventi sono occupati  𝜇𝑛 = 𝑠𝜇. 
{
𝜇𝑛 = 𝑛𝜇     𝑠𝑒 1 ≤ 𝑛 ≤ 𝑠
𝜇𝑛 = 𝑠𝜇            𝑠𝑒 𝑛 ≥ 𝑠
 
Il valore che deve assumere il fattore di utilizzazione del sistema varia in funzione 
del numero di serventi presenti nel sistema; infatti il sistema raggiungerà una 
condizione stazionaria quando: 
𝜌 =
𝜆
𝑠𝜇
< 1 
Cioè quando il tasso di servizio per il numero dei serventi è maggiore del tasso 
medio di arrivo. 
L’applicabilità del sistema che andremo ad analizzare si basa sul presupposto 
fondamentale che i clienti in coda possono rivolgersi indistintamente ad uno 
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qualsiasi dei serventi per richiedere l’erogazione del servizio. Qualora il cliente 
non possa scegliere autonomamente il punto di servizio al quale rivolgersi i 
risultati che vedremo in questo paragrafo non sono utilizzabili. 
Questo modello è molto utilizzato in quanto è riscontrabile in molte situazioni 
reali; classici esempi sono i caselli autostradali, le biglietterie dello stadio, le 
biglietterie alle stazioni ferroviarie,… 
 
 
Per risolvere il modello in questione seguiamo il procedimentoutilizzato per la 
coda precedente; iniziamo determinando Cn, che quando 𝑠 > 1 diventa: 
𝐶𝑛 =
{
 
 
(𝜆 𝜇⁄ )𝑛
𝑛!
,                                              𝑝𝑒𝑟 𝑛 = 1,2, … , 𝑠
(𝜆 𝜇⁄ )𝑠
𝑠!
(
𝜆
𝑠𝜇
)
𝑛−𝑠
=
(𝜆 𝜇⁄ )𝑛
𝑠! 𝑠𝑛−𝑠
, 𝑝𝑒𝑟 𝑛 = 𝑠, 𝑠 + 1,…
 
Quindi se  𝜆 < 𝑠𝜇  il sistema è stazionario e possiamo trovare la probabilità che il 
sistema sia vuoto e poi trovare Pn. Ricordando che 
𝑃0 = (∑𝐶𝑛
∞
𝑛=0
)
−1
=
1
∑ 𝐶𝑛
∞
𝑛=0
 
Sostituendo a Cn otteniamo P0 
Figura 15 Diagramma del processo per il modello M/M/s. Fonte: Introduzione alla ricerca operativa 
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𝑃0 =
1
∑
(𝜆 𝜇⁄ )𝑛
𝑛!
𝑠−1
𝑛=0 +
(𝜆 𝜇⁄ )𝑠
𝑠!
∑ (
𝜆
𝑠𝜇
)
𝑛−𝑠
∞
𝑛=𝑠
 
 
Da cui: 
𝑃0 =
1
∑
(𝜆 𝜇⁄ )𝑛
𝑛!
𝑠−1
𝑛=0 +
(𝜆 𝜇⁄ )𝑠
𝑠!
1
1 − 𝜆 (𝑠𝜇)⁄
 
Possiamo ora calcolare anche Pn 
𝑃𝑛 = {
(𝜆 𝜇⁄ )𝑛
𝑛!
𝑃0, 0 ≤ 𝑛 ≤ 𝑠
(𝜆 𝜇⁄ )𝑠
𝑠! 𝑠𝑛−𝑠
𝑃0, 𝑛 ≥ 𝑠
 
A questo punto possiamo determinare gli indici di prestazione del sistema: 
𝑳𝒒 =∑(𝑛 − 𝑠)𝑃𝑛 =
𝑷𝟎(𝝀 𝝁⁄ )
𝒔𝝆
𝒔! (𝟏 − 𝝆)𝟐
∞
𝑛=𝑠
 
Cioè la lunghezza media della coda è data dalla sommatoria delle probabilità di 
avere n clienti nel sistema per la differenza tra il numero di clienti e il numero dei 
serventi, cioè per la lunghezza della coda quando ci troviamo nello stato n. A 
questo punto grazie all’applicazione della formula di Little troviamo gli altri tre 
indici: 
𝑾𝒒 =
𝑳𝒒
𝝀
 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
 
𝑳 = 𝝀 (𝑾𝒒 +
𝟏
𝝁
) 
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2.1.4.1 IL CASO M/M/∞ 
Un caso estremo del modello di coda M/M/s è rappresentato da M/M/∞, ossia 
quello in cui vi sono presenti infiniti servitori in parallelo. I tempi di interarrivo e 
i tempi di servizio sono indipendenti ed identicamente distribuiti, con valor medio, 
rispettivamente, pari a 1/λ e 1/µ. 
 Tale modello è descrivibile mediante un processo nascita-morte in cui: 
𝜆𝑛 = 𝜆               𝑒              𝜇𝑛 = 𝑛𝜇 
Il sistema in questione si applica perfettamente ai self-service, cioè quando ogni 
cliente serve se stesso, ma anche a grandi supermercati o parcheggi, in cui c’è un 
numero così elevato di serventi che si può ipotizzare che ogni cliente che entra nel 
sistema venga immediatamente servito. 
Per ottenere gli indici di prestazione dobbiamo prima calcolare la probabilità di 
stato generale (Pn) e la probabilità che il sistema sia vuoto (P0): 
𝑃0 = (∑𝐶𝑛
∞
𝑛=0
)
−1
= [1 +∑
1
𝑛!
(
𝜆
𝜇
)
𝑛∞
𝑛=1
]
−1
= 𝑒
(−
𝜆
𝜇) 
𝑃𝑛 = 𝐶𝑛𝑃0 =
1
𝑛!
(
𝜆
𝜇
)
𝑛
𝑒
(−
𝜆
𝜇) 
Che risulta essere una funzione di probabilità di Poisson con parametro 𝜆 𝜇⁄ . 
A questo punto possiamo calcolare il valor medio del numero di clienti presenti 
nel sistema e, così facendo troviamo il nostro primo indice di prestazione: 
𝐸(𝑁) =
𝜆
𝜇
= 𝐿 
 Partendo da tale indice possiamo determinare grazie alla formula di Little anche 
gli altri indici di prestazione che saranno: 
𝑳 =
𝝀
𝝁
               𝑾 =
𝑳
𝝀
=
𝟏
𝝁
               𝑳𝒒 = 𝑾𝒒 = 𝟎 
Risulta evidente come la lunghezza media della coda e il tempo medio speso in 
coda siano pari a zero: in questo modello infatti, come già osservato, c’è un numero 
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tale di servitori per cui ogni cliente viene servito immediatamente al momento del 
suo ingresso nel sistema; così facendo la coda non si genera mai. 
 
2.1.5 LA CODA LIMITATA M/M/s/K 
Il modello in questione assume un’unica coda con più serventi, esattamente come 
il modello precedente; la differenza sta nel dimensionamento della coda: il numero 
dei clienti in coda non può tendere ad infinito ma può raggiungere al massimo K. 
Si può vedere come un modello M/M/s con coda finita. 
La capacità della coda è rappresentata da K−𝑠. Il valore K può sorgere da scelte 
soggettive o dalla particolare struttura del sistema che non permette di accogliere 
più di K clienti. Ogni cliente che arriva quando la coda è piena rinuncia ad entrare 
nel sistema e lo abbandona per sempre. 
Un classico esempio di questo modello può essere rappresentato dal reparto di 
terapia intensiva di un ospedale, che non può accogliere un numero di degenti 
superiore al numero dei posti letto presenti nel reparto stesso. 
Il modello può essere facilmente ricollegato ad un processo nascite-morti con 
l’unica eccezione che il numero di clienti nel sistema non potrà superare il valore 
K. 
Dal punto di vista teorico si modifica il tasso medio di arrivi nel sistema; infatti 
qualora nel sistema siano presenti già K clienti il tasso medio di arrivo diventa 
zero, infatti: 
𝜆𝑛 = {
𝜆, 0 ≤ 𝑛 ≤ 𝐾 − 1
0, 𝑛 ≥ 𝐾
 
Dato che la coda è limitata e il sistema non ammette più di K clienti, si può 
concludere che il modello in questione sarà in regime stazionario anche quando: 
𝜌 =
𝜆
(𝑠𝜇)
≥ 1 
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Analizzando il modello possiamo determinare che il numero massimo di serventi 
ammessi è anch’esso K; assumiamo quindi che  𝑠 ≤ 𝐾. A questo punto procediamo 
esattamente come nei modelli precedenti, cioè determinando Cn per calcolare poi 
P0 e, successivamente, Pn. 
Cn è lo stesso fino a K; da K in poi diventa zero 
𝐶𝑛 =
{
 
 
 
 
(𝜆 𝜇⁄ )𝑛
𝑛!
, 0 ≤ 𝑛 ≤ 𝑠
(𝜆 𝜇⁄ )𝑛
𝑠! 𝑠𝑛−𝑠
, 𝑠 ≤ 𝑛 ≤ 𝐾
0,                 𝑛 > 𝐾
 
Anche P0 è lo stesso, con l’eccezione che si ferma a K e non tende verso infinito 
𝑃0 =
1
∑
(𝜆 𝜇⁄ )𝑛
𝑛!
𝑠
𝑛=0 +
(𝜆 𝜇⁄ )𝑠
𝑠!
∑ (
𝜆
𝑠𝜇
)
𝑛−𝑠
𝐾
𝑛=𝑠+1
 
Perciò la probabilità di avere n clienti nel sistema è data da: 
𝑃𝑛 =
{
 
 
 
 
(𝜆 𝜇⁄ )𝑛
𝑛!
𝑃0, 0 ≤ 𝑛 ≤ 𝑠
(𝜆 𝜇⁄ )𝑛
𝑠! 𝑠𝑛−𝑠
𝑃0, 𝑠 ≤ 𝑛 ≤ 𝐾
0,                 𝑛 > 𝐾
 
A questo punto andiamo a calcolare i parametri funzionali del modello applicando 
le solite formule del processo nascite-morti modificate per tener conto della 
capacità limitata della coda: 
𝑳𝒒 =∑(𝑛 − 𝑠)𝑃𝑛 =
𝑷𝟎(𝝀 𝝁⁄ )
𝒔𝝆
𝒔! (𝟏 − 𝝆)𝟐
𝐾
𝑛=𝑠
[𝟏 − 𝝆𝑲−𝒔 − (𝑲 − 𝒔)𝝆𝑲−𝒔(𝟏 − 𝝆)] 
Dopo aver definito la lunghezza media della coda non possiamo determinare la 
lunghezza media del sistema grazie alla formula di Little in quanto non vale per 
sistemi con capacità della coda finita; pertanto la dobbiamo calcolare in via 
alternativa: 
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𝑳 = ∑𝒏𝑷𝒏
𝒔−𝟏
𝒏=𝟎
+ 𝑳𝒒 + 𝒔(𝟏 −∑𝑷𝒏
𝒔−𝟏
𝒏=𝟎
) 
 
Per la determinazione dei tempi di attesa non si può ricorrere alle formule di Little 
perché i parametri λn variano al variare di n. Tuttavia è possibile ottenere W e Wq 
grazie all’utilizzo di 𝜆, cioè la media asintotica di λn, anche chiamata tasso di 
ingresso: 
𝑊 =
𝐿
𝜆
          𝑒          𝑊𝑞 =
𝐿𝑞
𝜆
 
Dove 
𝜆 = ∑𝜆𝑛𝑃𝑛 = ∑𝜆𝑃𝑛 =
𝐾−1
𝑛=0
𝜆(1 − 𝑃𝐾)
∞
𝑛=0
 
Pertanto 
𝑾 =
𝑳
𝝀(𝟏 − 𝑷𝑲)
          𝑒          𝑾𝒒 =
𝑳𝒒
𝝀(𝟏 − 𝑷𝑲)
 
Un caso particolare è costituito dal modello in questione quando 𝑠 = 𝐾,  cioè 
quando il numero di serventi è pari al numero massimo di clienti ammessi nel 
sistema. Una situazione del genere può rappresentare una rete telefonica con s 
linee: quando tutte le linee sono già occupate da clienti, un nuovo potenziale cliente 
verrà respinto e non potrà quindi entrare nel sistema. Tale sistema è chiamato 
sistema a perdita di Erlang (Erlang loss system), l’ingegnere danese considerato il 
fondatore della teoria delle code. La probabilità che un cliente arrivi e trovi tutti i 
serventi occupati e data da PK: 
𝑃𝐾 =
1
𝑠!
 
Gli indici di prestazione sono: 
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𝑳𝒒 =∑(𝒏 − 𝒔)𝑷𝒏 = 𝟎
𝑲
𝒏=𝒔
        e        𝑾𝒒 = 𝟎 
Infatti la lunghezza media della coda è pari a zero; chi entra nel sistema è perché 
viene immediatamente servito, altrimenti lo abbandona direttamente. La coda non 
c’è mai. Naturalmente per lo stesso motivo anche  𝑾𝒒 = 𝟎. 
 
2.1.5.1 M/M/1/K 
Il caso generale visto nel paragrafo precedente trova un caso particolare quando 
𝑠 = 1, cioè quando c’è un singolo servente nel sistema. Naturalmente anche questo 
modello è sempre stabile per definizione; le soluzioni sono più semplici ed 
immediate, anche se il procedimento logico da seguire è sempre lo stesso: 
𝐶𝑛 =
{
 
 (
𝜆
𝜇
)
𝑛
= 𝜌𝑛, 𝑛 ≤ 𝐾
0,                        𝑛 > 𝐾
 
Considerata la probabilità che ci siano zero clienti nel sistema 
𝑃0 = (∑𝜌
𝑛
𝐾
𝑛=0
)
−1
=
1 − 𝜌
1 − 𝜌𝐾+1
 
Da cui 
𝑃𝑛 =
1 − 𝜌
1 − 𝜌𝐾+1
𝜌𝑛       𝑝𝑒𝑟 0 ≤ 𝑛 ≤ 𝐾 
A questo punto si calcolano gli indici di prestazione: 
𝑳 = ∑𝑛𝑃𝑛
𝐾
𝑛=0
=
𝝆
𝟏 − 𝝆
−
(𝑲 + 𝟏)𝝆𝑲+𝟏
𝟏 − 𝝆𝑲+𝟏
 
Tale risultato vale sempre, non è richiesto che ρ sia minore di uno in quanto il 
modello è stabile per definizione. Quando però 𝜌 < 1 può succedere che, per K 
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che tende a infinito, il secondo membro dell’espressione da cui otteniamo L tenda 
a zero, pertanto L tenderebbe ad avere lo stesso risultato del caso M/M/1 (così 
come anche Lq). 
Dato che 𝑠 = 1 è immediato determinare 
𝑳𝒒 = 𝑳 − (𝟏 − 𝑷𝟎) 
I tempi medi di attesa, invece, si ottengono proprio come nel caso generale, 
pertanto: 
𝑾 =
𝑳
𝝀(𝟏 − 𝑷𝑲)
          𝑒          𝑾𝒒 =
𝑳𝒒
𝝀(𝟏 − 𝑷𝑲)
 
 
2.1.6 LA CODA CON POPOLAZIONE LIMITATA: M/M/s/N/N 
Il modello M/M/s/N/N parte dalle stesse basi di un modello M/M/s con l’unica 
differenza che, in tal caso, la sorgente di arrivi è limitata: la popolazione di 
riferimento da dove giungono i clienti non è infinita, bensì ha un limite superiore 
pari a N. Naturalmente tale limite si ripresenta anche nel dimensionamento della 
coda; avremo quindi una coda che può avere al massimo N clienti, in quanto non 
esistono ulteriori clienti possibili. 
Il modello in questione descrive perfettamente il sistema di riparazione delle 
macchine in un reparto manutenzioni di un’industria, effettuato da uno o più 
addetti: in questo sistema assumiamo che i potenziali clienti siano rappresentati da 
N macchine, mentre i serventi sono rappresentati dagli addetti alle riparazioni: se 
gli addetti lavorano singolarmente, ognuno ad una macchina, avremo più serventi 
in parallelo, mentre se lavorano in squadra su uno stesso macchinario vengono 
considerati come un unico servente. 
Ciascuna macchina entra nel sistema costituito dal reparto manutenzioni quando 
deve essere riparata e ne fuoriesce una volta riparata, andando di nuovo a far parte 
della popolazione dei potenziali clienti. 
Qualsiasi membro della popolazione può essere in due situazioni alternative: se 
funziona correttamente è all’esterno del sistema, mentre se ha un guasto entra nel 
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sistema per essere riparata. Quindi ogni membro alterna la condizione di essere 
dentro o fuori dal sistema. Naturalmente se nel sistema sono presenti n clienti, i 
potenziali clienti fuori dal sistema sono N – n. 
Ogni intervallo di tempo che una macchina trascorre fuori dal sistema (dal 
momento in cui viene terminata la riparazione al momento in cui si guasta di 
nuovo) ha una distribuzione esponenziale con parametro λ. Essendoci N – n 
elementi fuori dal sistema, la distribuzione di probabilità del tempo di attesa fino 
al prossimo arrivo nel sistema è la distribuzione del minimo dei tempi di attesa per 
ognuno degli elementi fuori dal sistema. Per le proprietà della distribuzione 
esponenziale (in particolare per la seconda e terza proprietà) questa distribuzione 
è una distribuzione esponenziale con parametro  𝜆𝑛 = (𝑁 − 𝑛)𝜆. 
In sostanza anche questo modello può essere rappresentato tramite un processo 
nascita-morte con parametro λn. 
𝜆𝑛 = {
(𝑁 − 𝑛)𝜆, 0 ≤ 𝑛 ≤ 𝑁
0,                𝑛 ≥ 𝑁
 
Nel caso in cui N = n significa che tutte le macchine sono nel sistema per essere 
riparate, pertanto il tasso medio di arrivo sarà pari a zero: 𝜆𝑛 = 0. Ciò evidenzia 
come questo sistema raggiungerà condizioni di stazionarietà anche se  𝜌 ≥ 1. 
Dopo aver definito le caratteristiche principali del modello passiamo alla 
definizione dei risultati, seguendo sempre lo stesso procedimento. 
Per prima cosa definiamo Cn: 
𝐶𝑛 =
{
 
 
 
 
 
 
𝑁!
(𝑁 − 𝑛)! 𝑛!
(
𝜆
𝜇
)
𝑛
, 𝑛 = 0,1,2, … , 𝑠
𝑁!
(𝑁 − 𝑛)! 𝑠! 𝑠𝑛−𝑠
(
𝜆
𝜇
)
𝑛
, 𝑛 = 𝑠, 𝑠 + 1,… ,𝑁
0,                             𝑛 > 𝑁
 
Considerando che 
𝑃0 =
1
[∑
𝑁!
(𝑁 − 𝑛)! 𝑛!
(
𝜆
𝜇
)
𝑛
𝑠−1
𝑛=0 + ∑
𝑁!
(𝑁 − 𝑛)! 𝑠! 𝑠𝑛−𝑠
(
𝜆
𝜇
)
𝑛
𝑁
𝑛=𝑠 ]
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Troviamo 
𝑃𝑛 =
{
 
 
 
 
 
 
𝑁!
(𝑁 − 𝑛)! 𝑛!
(
𝜆
𝜇
)
𝑛
𝑃0, 𝑛 = 0,1,2, … , 𝑠
𝑁!
(𝑁 − 𝑛)! 𝑠! 𝑠𝑛−𝑠
(
𝜆
𝜇
)
𝑛
𝑃0, 𝑛 = 𝑠, 𝑠 + 1,… , 𝑁
0,                             𝑛 > 𝑁
 
Avendo a che fare con un sistema di nascite e morti abbiamo tutti gli elementi 
necessari per calcolare gli indici di prestazione del modello: 
 Lunghezza media della coda: 
𝑳𝒒 =∑(𝒏 − 𝒔)𝑷𝒏
𝑵
𝒏=𝒔
 
 Numero medio di clienti nel sistema: 
𝑳 = ∑𝒏𝑷𝒏
𝒔−𝟏
𝒏=𝟎
+ 𝑳𝒒 + 𝒔(𝟏 −∑𝑷𝒏
𝒔−𝟏
𝒏=𝟎
) 
 Tempo medio speso nell’intero sistema: 
𝑾 =
𝑳
𝝀
=
𝑳
𝝀(𝑵 − 𝑳)
 
 Tempo medio di permanenza in coda: 
𝑾𝒒 =
𝑳𝒒
𝝀
=
𝑳𝒒
𝝀(𝑵 − 𝑳)
 
Dato che  𝜆 = ∑ 𝜆𝑛𝑃𝑛
∞
𝑛=0 = ∑ (𝑁 − 𝑛)𝜆𝑃𝑛
𝑁
𝑛=0 = 𝜆(𝑁 − 𝐿) 
 
2.1.6.1 M/M/1/N/N 
Il modello in questione è un caso particolare del modello visto nel paragrafo 
precedente, assumendo un unico servente invece di una pluralità di serventi in 
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parallelo. L’esempio del sistema di riparazione delle macchine di un’impresa è 
ancora calzante, ammettendo però che i manutentori lavorino come un’unica 
squadra di riparazione che costituisce l’unico servente del sistema; le altre ipotesi 
restano immutate. 
Il sistema in questione permette di trovare soluzioni più veloci e semplici rispetto 
al caso generale, anche se il procedimento da seguire è sempre lo stesso: 
𝐶𝑛 = {
𝑁(𝑁 − 1)… (𝑁 − 𝑛 + 1) (
𝜆
𝜇
)
𝑛
=
𝑁!
(𝑁 − 𝑛)!
(
𝜆
𝜇
)
𝑛
, 𝑛 ≤ 𝑁
0,                                                                                                 𝑛 > 𝑁
 
Definendo le probabilità P0 e Pn possiamo poi definire i parametri funzionali del 
modello: 
𝑃0 =
1
∑ [
𝑁!
(𝑁 − 𝑛)!
(
𝜆
𝜇
)
𝑛
]𝑁𝑛=0
 
𝑃𝑛 =
𝑁!
(𝑁 − 𝑛)!
(
𝜆
𝜇
)
𝑛
𝑃0 
Da cui 
𝑳𝒒 =∑(𝒏 − 𝟏)𝑷𝒏
𝑵
𝒏=𝟏
= 𝑵−
𝝀 + 𝝁
𝝀
(𝟏 − 𝑷𝟎) 
𝑳 = 𝑳𝒒 + 𝟏 − 𝑷𝟎 = 𝑵 −
𝝁
𝝀
(𝟏 − 𝑷𝟎) 
I tempi attesi sono gli stessi calcolati per il caso generale: 
𝑾 =
𝑳
𝝀(𝐍 − 𝐋)
 
𝑾𝒒 =
𝑳𝒒
𝝀(𝑵 − 𝑳)
 
Dopo aver analizzato entrambi i casi, sia quello generale che quello con un unico 
servente, possiamo affermare che i risultati ottenuti valgono anche per una 
generalizzazione di questo modello; è stato infatti dimostrato che anche se 
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eliminiamo l’assunzione che i tempi di attesa fuori dal sistema siano distribuiti 
esponenzialmente (purché rimangano identicamente distribuiti con media 1/λ), i 
risultati non cambiano, cioè Pn, P0, L, Lq, W e Wq rimangono tali. 
 
 
2.2 CODE CON SERVIZI NON ESPONENZIALI 
I modelli di code finora analizzati appartengono tutti alla classe dei modelli basati 
sul processo di nascita e morte, cioè basati su arrivi che si verificano casualmente 
(si ha il processo di Poisson) e tempi di servizio anch’essi distribuiti 
esponenzialmente. Questi modelli sono molto diffusi ed utilizzati a causa della loro 
rappresentazione efficiente di alcune situazioni reali; tuttavia non sempre si 
adattano in maniera ottimale alla realtà, soprattutto nei casi in cui i servizi richiesti 
dai clienti siano pressoché identici; in queste situazioni la distribuzione effettiva 
dei tempi di servizio si scosta notevolmente dalla forma esponenziale, pertanto 
dovremo introdurre nuovi modelli che meglio si adattino alla situazione. Anche 
per i tempi di arrivo dei clienti non sempre la distribuzione esponenziale è la scelta 
migliore; tuttavia in questo paragrafo ci soffermeremo sui modelli con servizi non 
distribuiti esponenzialmente e processo di arrivo di Poisson. 
 
2.2.1 IL MODELLO M/G/1 
I sistemi M/G/1 sono sistemi a singolo servente caratterizzati da arrivi casuali, 
quindi con tempi di interarrivo distribuiti esponenzialmente con un tasso medio di 
arrivo λ fissato, e da tempi di servizio che seguono una distribuzione generica 
(possono avere una qualsiasi distribuzione di probabilità) per la quale è assumiamo 
di conoscere la sua media 1/µ e la sua varianza σ2. Un sistema di questo tipo 
raggiungerà una condizione stazionaria nel caso in cui 𝜌 = 𝜆/𝜇 < 1. 
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Nonostante non sia stata fatta alcuna assunzione sulla distribuzione dei tempi di 
servizio esiste un risultato generale che determina il numero medio dei clienti in 
coda (e conseguentemente gli altri indici di prestazione), la formula di Pollaczek-
Khintchine: 
𝑾𝒒 = 𝝀
𝝈𝟐 + (𝟏 𝝁⁄ )𝟐
𝟐(𝟏 − 𝝆)
 
 
Vediamo la dimostrazione della formula di Pollaczek-Khintchine: 
sia λ la frequenza media degli arrivi e 1/µ e σ2 rispettivamente la media e la 
varianza dei tempi di servizio; ipotizziamo che la disciplina del servizio sia di tipo 
FIFO. Introduciamo Ri, cioè il tempo residuo al completamento del servizio per 
l’i-esimo cliente dal momento in cui entra nel sistema (se i arriva mentre stanno 
servendo j, Ri indica il tempo affinché venga completato il servizio per l’utente j). 
Indichiamo inoltre con 𝑁𝑖
𝑞
 il numero dei clienti che l’i-esimo cliente trova in coda 
al momento del suo ingresso. Il tempo passato dall’utente i in coda prima di poter 
usufruire del servizio è dato da: 
𝑤𝑖
𝑞 = 𝑅𝑖 + ∑ 𝑤𝑗
𝑠
𝑖−1
𝑗=1−𝑁𝑖
𝑞
 
dove con 𝑤𝑗
𝑠 indichiamo il tempo di servizio per il j-esimo cliente. 
Ciò sta a significare che il tempo medio passato in coda dall’i-esimo cliente è dato 
dal tempo necessario affinché venga completato il servizio per l’utente servito al 
momento dell’ingresso nel sistema di i più i tempi di servizio degli utenti 
successivi a j ma antecedenti a i. 
Facendo il valore atteso dell’equazione precedente troviamo: 
𝐸(𝑤𝑖
𝑞) = 𝐸(𝑅𝑖) + 𝐸(𝑤𝑗
𝑠) + 𝐸(𝑁𝑖
𝑞) 
ottenibile grazie al risultato noto di teoria della probabilità, secondo cui avendo 
𝑥1, … , 𝑥𝑚  variabili casuali indipendenti, identicamente distribuite e con media 
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E(x) ed essendo m una variabile aleatoria che può assumere valore 0,1,…, allora 
𝐸(𝑥1, … , 𝑥𝑚) = 𝐸(𝑥)𝐸(𝑚). 
Facendo il limite per i che tende ad infinito otteniamo: 
𝑊𝑞 = 𝑅 +
1
𝜇
𝐿𝑞 
dove  𝑅 = lim
𝑖→∞
𝐸(𝑅𝑖) è il tempo residuo medio a regime. 
Sfruttando la formula di Little otteniamo che 
𝑊𝑞 = 𝑅 +
𝜆
𝜇
𝑊𝑞       da cui  𝑊𝑞 =
𝑅
1 − 𝜌
 
Cioè il tempo medio atteso in coda è dato dal tempo residuo medio a regime diviso 
uno meno il coefficiente di utilizzazione del sistema. 
A questo punto manca da definire solo R, per il quale ci avvarremo del supporto 
del seguente grafico: 
 
Figura 16 Grafico del tempo residuo – Elaborazione da http://www.dis.uniroma1.it/~roma 
𝑅(𝑡)  indica il tempo residuo del servizio in funzione del tempo, cioè il tempo che 
rimane al completamento del servizio per l’utente che ne sta usufruendo al tempo 
t. 
Assumiamo che 𝑅(0) = 0. Nel momento in cui entra un nuovo cliente i,  𝑅(𝑡) ha 
valore 𝑤𝑖
𝑠; tale valore decresce poi linearmente. Consideriamo ora un istante di 
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tempo t1 per cui 𝑅(𝑡1) = 0; indichiamo con 𝐷(𝑡1) il numero di ingressi nel sistema 
nell’intervallo di tempo [0,t1]. La media temporale 𝑅(𝑡) nell’intervallo considerato 
è data da: 
1
𝑡1
∫ 𝑅(𝑡)
𝑡1
0
𝑑𝑡 
Dal grafico risulta evidente come l’area determinata dall’integrale sia pari alla 
somma delle aree dei singoli triangoli evidenziati nel grafico stesso, da cui 
ricaviamo 
1
𝑡1
∫ 𝑅(𝑡)
𝑡1
0
𝑑𝑡 =
1
𝑡1
∑
1
2
(𝑤𝑖
𝑠)2 =
𝐷(𝑡1)
𝑖=1
1
2
𝐷(𝑡1)
𝑡1
∑ (𝑤𝑖
𝑠)2𝐷(𝑡1)
𝑖=1
𝐷(𝑡1)
 
Facendo il limite per t che tende ad infinito otteniamo: 
lim
𝑡1→∞
1
𝑡1
∫ 𝑅(𝑡)
𝑡1
0
𝑑𝑡 =
1
2
lim
𝑡1→∞
𝐷(𝑡1)
𝑡1
lim
𝑡1→∞
∑ (𝑤𝑖
𝑠)2𝐷(𝑡1)
𝑖=1
𝐷(𝑡1)
 
Dato che per 𝑡1 sufficientemente grandi la media temporale tende a coincidere con 
il valore atteso, abbiamo: 
lim
𝑡1→∞
1
𝑡1
∫ 𝑅(𝑡)
𝑡1
0
𝑑𝑡 = lim
𝑖→∞
𝐸(𝑅𝑖) = 𝑅 
Quindi 
𝑅=
1
2
lim
𝑡1→∞
𝐷(𝑡1)
𝑡1
lim
𝑡1→∞
∑ (𝑤𝑖
𝑠)2𝐷(𝑡1)
𝑖=1
𝐷(𝑡1)
 
Sapendo però che 
lim
𝑡1→∞
𝐷(𝑡1)
𝑡1
= 𝜆 
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e che, per la legge forte dei grandi numeri, 
lim
𝑡1→∞
∑ (𝑤𝑖
𝑠)2𝐷(𝑡1)
𝑖=1
𝐷(𝑡1)
= 𝐸((𝑤𝑖
𝑠)2) 
Otteniamo che 
𝑅 =
1
2
𝜆𝐸((𝑤𝑖
𝑠)2)        𝑑𝑜𝑣𝑒 𝐸((𝑤𝑖
𝑠)2) = (
1
𝜇
)
2
𝜎2 
A questo punto basta sostituire per ottenere  
𝑾𝒒 = 𝝀
𝝈𝟐 + (𝟏 𝝁⁄ )𝟐
𝟐(𝟏 − 𝝆)
 
Questa formula mette in relazione la lunghezza della coda con la distribuzione dei 
tempi di servizio. Data la complessità del modello è particolarmente utile avere 
una formula così semplice che permette il calcolo dei parametri funzionali di un 
modello; tale risultato è, infatti, uno dei più importanti ottenuti in teoria delle code 
in quanto il modello M/G/1 rappresenta i sistemi di code maggiormente riscontrati. 
La dimostrazione della formula è stata effettuata assumendo che la disciplina del 
servizio sia di tipo FIFO, ma la formula rimane generalmente valida anche 
assumendo altre discipline, purché sia indipendente dal tempo di servizio. La 
formula non è invece valida se l’ordine con cui si accede al servizio dipende dal 
tempo di servizio. 
A questo punto, applicando la formula di Little, possiamo ricavare gli altri indici 
di prestazione, che sono: 
𝑳𝒒 = 𝝀𝑾𝒒 =
𝝀𝟐𝝈𝟐 + 𝝆𝟐
𝟐(𝟏 − 𝝆)
 
𝑳 = 𝝆 + 𝑳𝒒 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
 
I quattro parametri funzionali, per ogni valore atteso 1/µ, crescono al crescere di 
σ2; ciò sta a significare che la velocità media del servizio e la continuità del suo 
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lavoro influiscono sulla performance del sistema: più regolare ed efficiente è il 
servizio migliori sono le prestazioni del sistema. La situazione ideale la si 
otterrebbe con  𝜎2 = 0, che si ha con tempi di servizio costanti, cioè quando il 
sistema diventa M/D/1; ciò evidenzia come la regolarità sia fondamentale per un 
miglioramento dell’efficienza del sistema. 
Anche il caso M/M/1, naturalmente, è un caso particolare del modello M/G/1; in 
particolare quando la distribuzione dei tempi di servizio è esponenziale, risulta 
𝜎2 = 1 𝜇2⁄  e gli indici di prestazione si riconducono a quelli precedentemente visti 
per i modelli M/M/1. 
La grande flessibilità del modello M/G/1 lo rende particolarmente adattabile ed 
utilizzabile in svariate situazioni; lo scotto da pagare è però rappresentato dal fatto, 
nonostante numerosi tentativi negli anni, non sono disponibili risultati per il caso 
generale, cioè M/G/s. 
 
2.2.2 LA CODA M/D/s 
I sistemi a coda M/D/s assumono che i tempi di servizio abbiano una distribuzione 
deterministica, cioè che siano costanti, mentre gli arrivi seguono un processo di 
Poisson con tasso medio di arrivo λ fissato, pertanto si verificano casualmente. 
Queste tipologie di sistemi sono riscontrabili in quei casi in cui il servizio consiste 
essenzialmente nell’esecuzione dello stesso lavoro di routine per tutti i clienti: il 
tempo di servizio può avere piccole variazioni da cliente a cliente, ma tende 
comunque a rimanere costante. Naturalmente risulta 𝜎2 = 0. 
Il modello multiservente, quello cioè in cui abbiamo 𝑠 > 1, è difficilmente 
analizzabile, al punto che è quasi impossibile ottenere dei risultati generali del 
modello; tuttavia il grafico sottostante mostra come varia il numero di clienti attesi 
nel sistema in funzione del numero dei serventi e del coefficiente di utilizzazione 
del sistema (assunto minore di uno per garantire la stazionarietà del sistema 
stesso). 
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Nel caso di un singolo servente abbiamo a che fare con il modello M/D/1, già 
anticipato nel paragrafo precedente, che altro non è che un caso particolare del 
modello M/G/1 con 𝜎2 = 0. In particolare si ha: 
 Lunghezza media della coda: 
𝑳𝒒 =
𝝆𝟐
𝟐(𝟏 − 𝝆)
 
 Numero medio di clienti nel sistema: 
𝑳 =
𝝆𝟐
𝟐(𝟏 − 𝝆)
+ 𝝆 
 
Figura 17 Modello M/D/s: andamento di L al variare di s e ρ. Fonte Introduzione alla ricerca operativa 
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 Tempo medio speso in coda: 
𝑾𝒒 =
𝝀
𝟐𝝁(𝝁 − 𝝀)
 
 Tempo medio speso nel sistema: 
𝑾 =
𝝀 𝝁𝟐⁄
𝟐(𝟏 − 𝝆)
+
𝟏
𝝁
 
Focalizzando l’attenzione su Lq e Wq si può osservare come siano equivalenti 
esattamente alla metà degli stessi valori calcolati per il sistema M/M/1 
[(𝐿𝑞 = 𝜌
2 1 − 𝜌)   e   (𝑊𝑞 = 𝜆 𝜇(𝜇 − 𝜆))⁄⁄ ], dove 𝜎
2 = 1 𝜇⁄ . Ciò evidenzia come 
una riduzione di σ2 porti ad una diminuzione (quindi ad un miglioramento) sia del 
numero atteso di clienti in coda sia del tempo medio speso in coda dai clienti. 
Pertanto riducendo la varianza nei tempi di servizio, ottenendo quindi tempi di 
servizio maggiormente costante, è possibile migliorare notevolmente le 
performance del sistema stesso. 
In sostanza M/D/1 e M/M/1 rappresentano i due casi estremi: nel primo si assume 
una variazione nulla dei tempi di servizio (𝜎 = 0) mentre la distribuzione 
esponenziale dei tempi di servizio assume che la variazione possa essere molto 
grande. 
 
2.2.3 IL MODELLO M/Ek/s 
Tra i due casi limite sopra citati rientrano la maggior parte delle effettive 
distribuzioni reali. Un tipo di distribuzione dei tempi di servizio che possiamo 
utilizzare per rappresentare alcuni dei casi intermedi è la distribuzione di Erlang di 
parametri µ e k, che sono valori positivi (in particolare k assume generalmente solo 
valori interi) e con media 1/µ e varianza 1/kµ2. La funzione di densità della 
distribuzione, già anticipata nel capitolo 1 è la seguente: 
𝑓(𝑡) =
(𝑢𝑘)𝑘
(𝑘 − 1)!
𝑡𝑘−1𝑒−𝑘𝜇𝑡        𝑝𝑒𝑟 𝑡 ≥ 0 
80 
 
Il parametro k è detto fattore di forma e rappresenta una sorta di grado di variabilità 
dei tempi di servizio, cioè la dispersione della distribuzione dei tempi di servizio. 
La distribuzione di Erlang viene utilizzata quando, oltre alla media e alla varianza, 
è nota anche la forma della distribuzione degli intertempi di servizio. 
 
Il grafico mostra come l’andamento della distribuzione di Erlang si modifichi al 
variare di k, avendo posto la media µ pari a 1. 
Il modello in questione è molto importante nell’ambito della teoria delle code 
proprio per la capacità applicative offerte dalla distribuzione di Erlang. Le 
caratteristiche che rendono questo modello particolarmente versatile sono due: 
 Tale distribuzione consiste in una famiglia a due parametri (k e µ) che, con 
le opportune scelte, riesce ad approssimare bene il tempo di servizio reale; 
sotto questo punto di vista, infatti, possiamo notare come sia la 
distribuzione esponenziale che quella deterministica sono due casi 
particolari della distribuzione di Erlang: quando 𝑘 = 1 si riduce alla 
distribuzione esponenziale, mentre quando 𝑘 → ∞ si riduce a quella 
deterministica. Questa caratteristica offre la possibilità di adattare la curva 
della funzione di densità alla realtà oggetto di analisi, permettendo una 
migliore compatibilità dello strumento di analisi al problema. Infatti dopo 
18 Distribuzione di Erlang al variare di k. Elaborato da: http://ops.fhwa.dot.gov 
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aver stimato la media e la varianza di una distribuzione empirica si può far 
ricorso alle formule generali di media (1/µ) moda ((k-1)/(k)) e varianza 
(1/kµ2) per scegliere il valore di k in maniera ottimale, facendo 
corrispondere il più possibile il modello alla realtà. 
 Ipotizziamo di avere k variabili casuali indipendenti  𝑇1,𝑇2, … , 𝑇𝑘  una 
stessa distribuzione esponenziale con media 1/(kµ). La somma di queste k 
variabili ha una distribuzione di Erlang con parametri µ e k. Tale proprietà 
fa sì che questo modello si adatti particolarmente bene a quelle situazioni 
in cui il servizio può essere suddiviso in più compiti o fasi ripetitive. Solo 
dopo aver completato tutte le k operazioni richieste dall’utente il servizio 
sarà effettivamente terminato e il cliente potrà abbandonare il sistema.  In 
questi casi ogni servente deve svolgere una sequenza di k compiti; se i 
tempi impiegati per svolgere tutti i compiti sono indipendenti e distribuiti 
esponenzialmente allora il tempo di servizio totale avrà una distribuzione 
di Erlang. Questa proprietà è importante perché nella realtà succede spesso 
che il servizio richiesto dai clienti di un sistema a coda sia rappresentato da 
una serie congiunta di operazioni diverse. 
In base a queste caratteristiche concludiamo che questo modello è estremamente 
versatile e utile in molte circostanze. Un esempio di sistema a coda basato su tempi 
di servizio che seguono una distribuzione di Erlang può essere rappresentato da 
una piccola azienda di distribuzione di carburante: questa azienda si avvale di uno 
o più camion per recapitare la propria merce al cliente. In questa situazione il 
tempo di servizio corrisponde al tempo totale in cui viene impiegato il camion (non 
posso considerare solo il tempo per consegnare la merce perché se il mezzo non 
torna in azienda non può ripartire per un’altra consegna) e si divide in due fasi: la 
prima comprende il carico del camion e l’arrivo a destinazione, la seconda 
comprende lo scarico della merce a favore del cliente e il ritorno in azienda. 
Il modello in questione, grazie alla relazione tra la distribuzione di Erlang e quella 
esponenziale, può essere visto come un processo modificato di nascita-morte in 
termini di servizi esponenziali.  
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Focalizzando l’attenzione sul caso di un singolo servente è possibile determinare 
una soluzione in regime stazionario per ottenere gli indici di prestazione del 
modello; ciò è possibile perché il modello M/Ek/1 è un caso particolare del modello 
M/G/1 dove la distribuzione generica assume la forma di una distribuzione di 
Erlang con fattore di forma k. Ponendo 𝜎2 = 1 (𝑘𝜇2)⁄  e applicando la formula di 
Pollaczek-Khintchine si ottengono i quattro parametri funzionali ricercati: 
𝑳𝒒=
𝟏 + 𝒌
𝟐𝒌
𝝀𝟐
𝝁(𝝁 − 𝝀)
 
𝑾𝒒 =
𝟏 + 𝒌
𝟐𝒌
𝝀
𝝁(𝝁 − 𝝀)
 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
 
𝑳 = 𝝀𝑾 
Per quanto riguarda il caso multiservente, cioè il modello M/Ek/s, non è stata 
determinata una soluzione generale in regime stazionario; si possono usare teorie 
avanzate per risolvere i casi individuali. Le medie di tali casi sono espresse nella 
figura successiva, dove si mostra il variare del numero medio di clienti nel sistema 
al variare del coefficiente di utilizzazione e al variare di k: 
Figura 19 Modello M/Ek/2 al variare di k. Fonte: Introduzione alla Ricerca Operativa 
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2.2.4 LA CODA M/HR/s 
Nelle situazioni in cui la varianza dei tempi di servizio è maggiore rispetto a 1 𝜇2⁄  
si usa un altro modello, il modello M/HR/s. La caratteristica principale è che la sua 
deviazione standard è maggiore della sua media, 1 𝜇⁄ . Questa tipologia di coda 
assume che gli arrivi seguano un processo di Poisson, ci sia un unico servente nel 
sistema e il tempo di servizio abbia una distribuzione iperesponenziale (HR) di 
ordine R. La distribuzione iperesponenziale può essere interpretata come la 
distribuzione del tempo di servizio di un sistema in cui sono presenti R diversi 
serventi esponenziali con prestazioni diverse l’una dall’altro, oppure un sistema 
con un solo servitore che svolge R diversi compiti, ognuno dei quali distribuito 
esponenzialmente. In sostanza tale modello può essere usato per illustrare una 
situazione in cui il servizio fornito consista nella riparazione di qualche 
macchinario o veicolo. Molte delle operazioni saranno di routine, quindi con tempi 
di servizio ridotti, mentre altre, occasionali, richiederanno un controllo minuzioso, 
cioè tempi di servizio molto lunghi; così facendo la deviazione standard tenderà 
ad essere molto elevata, anche superiore alla media; in tal caso la distribuzione che 
meglio rappresenta la situazione è proprio la distribuzione iperesponenziale. 
La densità di probabilità di tale distribuzione è data da: 
𝑓(𝑡) =∑𝛼𝑖𝜇𝑖𝑒
−(𝜇𝑖𝑡)
𝑅
𝑖=1
        𝑝𝑒𝑟 𝑡 > 0 
Dove αi rappresenta la probabilità che il cliente scelga l’i-esimo servitore (tipologia 
di servizio). Può essere vista come una somma pesata di R distribuzioni 
esponenziali con la condizione che: 
𝛼1 + 𝛼2 +⋯+ 𝛼𝑅 = 1 
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In questa tipologia di coda, date le caratteristiche della distribuzione dei tempi di 
servizio, un cliente non può essere servito prima che il cliente precedente non esca 
dal sistema in seguito all’erogazione del servizio. 
Soffermandoci sul caso del singolo servente, M/HR/1, si può ottenere la varianza 
della distribuzione in modo da poterla sostituire nella formula di Pollaczek-
Khintchine e trovare così i parametri funzionali del modello: 
𝜎2 = 2∑
𝛼𝑖
𝜇𝑖
2 − [∑
𝛼𝑖
𝜇𝑖
𝑅
𝑖=1
]
2𝑅
𝑖=1
 
Utilizzando la varianza, quindi, troviamo il tempo medio speso in coda: 
𝑾𝒒 = 𝝀
𝟐∑
𝜶𝒊
𝝁𝒊
𝟐 − [∑
𝜶𝒊
𝝁𝒊
𝑹
𝒊=𝟏 ]
𝟐
𝑹
𝒊=𝟏 + (𝟏 𝝁⁄ )
𝟐
𝟐(𝟏 − 𝝆)
 
A questo punto è immediato il calcolo degli altri indici di prestazione; la lunghezza 
media della coda risulta: 
𝑳𝒒 =
𝝀𝟐 (𝟐∑
𝜶𝒊
𝝁𝒊
𝟐 − [∑
𝜶𝒊
𝝁𝒊
𝑹
𝒊=𝟏 ]
𝟐
𝑹
𝒊=𝟏 ) + 𝝆
𝟐
𝟐(𝟏 − 𝝆)
 
Figura 20 Esempio sistema a coda con tempi di servizio distribuiti iperesponenzialmente. 
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Infine il tempo medio speso nel sistema e il numero medio di clienti nel sistema 
sono, rispettivamente: 
𝑾 = 𝑾𝒒
𝟏
𝝁
 
𝑳 = 𝝀𝑾 
 
 
2.3 CODE CON ARRIVI NON POISSONIANI 
I modelli fin qui analizzati sono caratterizzati da arrivi che si verificano secondo 
un processo di Poisson (quindi con tempi di interarrivo distribuiti 
esponenzialmente). Tuttavia nella realtà esistono delle situazioni in cui gli arrivi 
non si verificano casualmente ma, ad esempio, sono programmati ad orari 
prestabiliti o sono regolati in modo che non si verifichino casualmente. In questa 
sezione ci occuperemo di quei modelli che assumono tempi di servizio distribuiti 
esponenzialmente e arrivi che non seguono un processo di Poisson, quindi con 
tempi di interarrivo non distribuiti esponenzialmente. I modelli che emergono con 
queste caratteristiche sono 3: il modello G/M/s, per indicare quelle situazioni in 
cui i tempi di interarrivo hanno una distribuzione generica (cioè non abbiamo 
restrizioni su quale debba essere la distribuzione dei tempi di interarrivo); il 
modello D/M/s, con cui indichiamo i modelli che hanno tempi di interarrivo con 
una distribuzione deterministica, cioè quelle situazioni in cui gli arrivi avvengono 
ad intervalli regolari, i quali sono uguali ad una costante fissata; ed infine il 
modello Ek/M/s, che indica quei modelli in cui i tempi di interarrivo hanno una 
distribuzione di Erlang, è utilizzato nelle situazioni che si trovano a metà strada tra 
arrivi regolamentati e arrivi completamente casuali. 
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2.3.1 LA CODA G/M/1 
In questo modello i clienti arrivano uno per volta con tempi di interarrivo 
identicamente ed indipendentemente distribuiti secondo una funzione di 
distribuzione arbitraria F(t) con una funzione di densità f(t) e con un tasso medio 
di arrivo pari a λ. Assumiamo anche che la trasformata di Laplace di f(t) sia L[f(t)]. 
I tempi di servizio, invece, sono distribuiti esponenzialmente con media pari a 1/µ. 
Per far sì che il modello sia in regime stazionario, in modo da poter ottenere 
risultati attendibili per i parametri funzionali, assumiamo che il coefficiente di 
utilizzazione sia inferiore a 1. 
Questo sistema costituisce il duale del modello M/G/1 e per analizzarlo utilizziamo 
un procedimento simile a quello usato per studiare il caso con arrivi di Poisson e 
tempi di servizio generici. 
Possiamo descrivere lo stato della coda G/M/1 introducendo due elementi: 
 n: cioè il numero degli utenti nel sistema; 
 x: il tempo trascorso dall’ultimo arrivo. 
In questo modo si genera un sistema di difficile risoluzione a due dimensioni, n e 
x; tuttavia l’analisi del modello risulta di gran lunga semplificata per momenti 
speciali nel tempo: infatti se consideriamo l’istante in cui c’è un arrivo il sistema 
si riduce ad una singola variabile, n, perché x è pari a zero dato che l’ultimo cliente 
è appena entrato nel sistema. 
Indichiamo quindi con 𝑁𝑘 il numero dei clienti nel sistema nel momento 
immediatamente precedente all’arrivo del k-esimo cliente. 
A questo punto dobbiamo determinare la distribuzione del numero dei clienti 
presenti nel sistema nel momento antecedente l’ingresso del k-esimo cliente. Per 
prima cosa analizziamo la relazione esistente tra 𝑁𝑘 e 𝑁𝑘+1, cioè tra le variabili 
casuali che esprimono il numero di clienti nel sistema immediatamente prima 
dell’ingresso del cliente k e il numero dei clienti trovati nel sistema dal cliente 
successivo; per farlo introduciamo la variabile 𝐷𝑘+1, che indica il numero dei 
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clienti serviti (quindi usciti dal sistema) tra l’arrivo di k e l’arrivo dell’utente 
successivo. 
𝑁𝑘+1 = 𝑁𝑘 + 1 − 𝐷𝑘+1 
Risulta evidente che la sequenza {𝑁𝑘}, 𝑘 = 1,2, … è una catena di Markov, cioè un 
processo stocastico che assume valori in uno spazio discreto e che gode della 
proprietà di Markov dell’assenza di memoria. Noi consideriamo questa catena in 
condizione di equilibrio, cioè quando 𝑘 → ∞. La sequenza considerata, in 
particolare, è una catena di Markov embedded (incorporata) di cui noi posiamo 
calcolare la probabilità di transizione da uno stato all’altro, ossia la probabilità che 
dallo stato i (che significa che nel sistema sono presenti i clienti) si passi allo stato 
j (cioè j clienti nel sistema): 
𝑝𝑖,𝑗 = 𝑃(𝑁𝑘+1 = 𝑗|𝑁𝑘 = 𝑖) 
Risulta evidente come  𝑝𝑖,𝑗 = 0  quando  𝑗 > 𝑖 + 1. L’equazione di equilibrio del 
sistema sarà: 
𝑝𝑗 =∑𝑝𝑖𝑝𝑖,𝑗          𝑐𝑜𝑛  𝑗 = 0,1, … ,∞
∞
𝑖=0
 
Ricordando che 
∑𝑝𝑗
∞
𝑘=0
= 1 
Figura 21 Transizioni di stato ammissibili nella coda G/M/1. Elaborazione da:https://www.iitg.ernet.in 
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Dalla figura emerge come i punti mostrati siano gli unici per i quali la transizione 
da i a j può avvenire; per tutti gli altri punti questa transizione non può verificarsi. 
Le linee diagonali evidenziate in figura corrispondono ad un numero costante di 
partenze (uscite dal sistema=0,1,2,…). 
A questo punto, ponendo βn uguale alla probabilità che in un intervallo del tempo 
di interarrivo (cioè nell’intervallo di tempo che occorre per registrare un altro 
arrivo) ci siano n partenze, dato che il servente è occupato durante tutto questo 
intervallo, possiamo calcolare βi: 
𝛽𝑖 = ∫
(𝜇𝑡)𝑖
𝑖!
∞
𝑡=0
𝑒−𝜇𝑡𝑓(𝑡)𝑑𝑡 
Questa equazione è giustificata dal fatto che dal momento che i tempi di servizio 
sono distribuiti esponenzialmente, il numero di partenze in un intervallo del tempo 
di interarrivo, dove il servente è sempre occupato, avrà la distribuzione di Poisson. 
Quindi β0 significa che non esce nessun cliente dal sistema prima che arrivi un 
altro utente; ciò fa sì che lo stato transiti da i a i + 1. La probabilità β1, invece, 
indica esattamente un’uscita nell’intervallo di tempo che porta ad un altro arrivo, 
pertanto il sistema rimane nel medesimo stato. Da β2 in poi significa che 
nell’intervallo di tempo che porta al prossimo arrivo ci sono più di un’uscita, 
pertanto il sistema passerà ad uno stato inferiore (cioè ci saranno meno clienti). 
Poiché le probabilità di transizione dallo stato j dovrebbero ammontare fino a 1, 
ne consegue che: 
𝑝𝑖,0 = 1 −∑𝛽𝑗
𝑖
𝑗=0
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Il diagramma evidenzia le probabilità di transizione da uno stato all’altro. Risulta 
chiaro come il sistema possa passare da uno stato n a tutti gli stati inferiori, mentre 
non possa passare a tutti quelli superiori, ma soltanto a quello immediatamente 
superiore; questo perché abbiamo preso come intervallo di riferimento il tempo 
fino al prossimo arrivo, pertanto gli stadi raggiungibili da n vanno da 0 (se vengono 
servite tutti i clienti nell’intervallo di riferimento) a n + 1 (se non viene terminato 
il servizio per nessun utente). 
Ora, però, dobbiamo determinare la probabilità che ci siano n persone nel sistema. 
Pertanto avremo: 
𝑝0 = 𝑝0𝑝0,0 + 𝑝1𝑝1,0 +⋯ =∑𝑝𝑖𝑝𝑖,0
∞
𝑖=0
 
Il che significa che la probabilità di avere zero persone nel sistema è data dalla 
stessa probabilità moltiplicata per la probabilità di passare dallo stato 1 allo stato 
0, più la probabilità di avere una persona nel sistema moltiplicata per la probabilità 
di transizione dallo stato 1 allo stato 0 e così via, facendo tendere il numero dei 
clienti nel sistema verso infinito. Per la probabilità generale la formula è 
leggermente diversa: 
𝑝𝑛 = 𝑝𝑛−1𝛽0 + 𝑝𝑛𝛽1 + 𝑝𝑛+1𝛽2 +⋯ =∑𝑝𝑛−1+𝑖𝛽𝑖
∞
𝑖=0
   𝑝𝑒𝑟 𝑛 = 1,2, … 
Figura 22 Probabilità di transizione da uno stato n ad un altro Fonte: http://www.win.tue.nl/~iadan/blockq/h5.pdf 
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Per trovare la soluzione delle equazioni di equilibrio bisogna usare un approccio 
diretto, cercando di trovare soluzioni del tipo: 
𝑝𝑛 = 𝜎
𝑛    𝑝𝑒𝑟 𝑛 = 0,1,2, … 
Sostituendo nella formula di pn e dividendo entrambi i membri per σn-1 troviamo: 
𝜎 =∑𝜎𝑖𝛽𝑖
∞
𝑖=0
 
Dato che βi lo conosciamo lo possiamo sostituire; così facendo otteniamo: 
𝜎 =∑𝜎𝑖
∞
𝑖=0
∫
(𝜇𝑡)𝑖
𝑖!
∞
𝑡=0
𝑒−𝜇𝑡𝑓(𝑡)𝑑𝑡 = ∫ 𝑒−(𝜇−𝜇𝜎)𝑡
∞
𝑡=0
𝑓(𝑡)𝑑𝑡 
L’ultimo integrale può essere riconosciuto come la trasformata di Laplace-Stieltjes 
dei tempi di interarrivo, cioè una trasformata integrale con caratteristiche molto 
simili alla trasformata di Laplace, che è un operatore funzionale che permette di 
trasformare le equazioni differenziali di difficile integrazione in equazioni 
algebriche più semplici da risolvere. Infatti, ricordando la proprietà di transizione 
della trasformata di Laplace: 
𝑔(𝑧) = ∫ 𝑒−(𝜇−𝜇𝑧)𝑡𝑓(𝑡)𝑑𝑡
∞
0
= 𝜙(𝜇 − 𝜇𝑧) 
Troviamo 
𝜎 = ∫ 𝑒−(𝜇−𝜇𝜎)𝑡
∞
𝑡=0
𝑓(𝑡)𝑑𝑡 = 𝑓(𝜇 − 𝜇𝜎) 
Fintantoché 𝜌 < 1, l’equazione ha una sola soluzione nell’intervallo 0 < 𝜎 < 1, 
ed è la soluzione che ci interessa. A questo punto dobbiamo usare la radice della 
nostra soluzione nell’equazione di equilibrio che risulta così soddisfatta: 
𝑝𝑛 = (1 − 𝜎)𝜎
𝑛 
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Il numero dei clienti del sistema nel momento immediatamente precedente 
all’arrivo di un nuovo utente nel sistema è geometricamente distribuito con 
parametro σ, come si può desumere dall’equazione; è inoltre interessante notare 
come ciò valga per la coda G/M/1 indipendentemente dalla distribuzione dei tempi 
di interarrivo dei clienti. 
La distribuzione di stato pn si trova in condizioni di equilibrio nell’istante 
immediatamente precedente all’arrivo di un nuovo cliente. 
Consideriamo ora un arrivo nella nostra coda: il suo tempo di attesa in coda sarà 
pari a zero quando al momento del suo ingresso nel sistema non c’è nessun altro 
utente presente (con probabilità p0); se, invece, trova n clienti nel sistema (incluso 
quello che viene servito al momento dell’ingresso) deve attendere che vengano 
serviti tutti prima che il proprio servizio possa cominciare (stiamo seguendo la 
disciplina FIFO anche se i risultati medi saranno gli stessi indipendentemente dalla 
disciplina considerata). Utilizzando la proprietà di assenza di memoria della 
distribuzione esponenziale (dato che i tempi di servizio sono esponenziali) 
possiamo trovare il tempo medio di attesa in coda: 
𝑾𝒒 = ∑
𝒏
𝝁
(𝟏 − 𝝈)𝝈𝒏 =
𝝈
𝝁(𝟏 − 𝝈)
∞
𝒏→𝟏
 
A questo punto possiamo calcolare il tempo medio di attesa nel sistema 
semplicemente sommando al tempo medio in coda il tempo medio di servizio: 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
=
𝟏
𝝁(𝟏 − 𝝈)
 
Diventa così immediato il calcolo degli altri due parametri funzionali grazie alla 
legge di Little: 
 Numero medio di clienti nel sistema: 
𝑳 = 𝝀𝑾 =
𝝀
𝝁(𝟏 − 𝝈)
=
𝝆
(𝟏 − 𝝈)
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 Lunghezza media della coda: 
𝑳𝒒 = 𝝀𝑾𝒒 =
𝝀𝝈
𝝁(𝟏 − 𝝈)
=
𝝆𝝈
(𝟏 − 𝝈)
 
 
2.3.2 LA CODA D/M/s 
Il secondo modello analizzato tra quelli con arrivo non di Poisson assume che gli 
intervalli tra gli arrivi siano pari ad una costante fissata; questo modello 
rappresenta quindi un sistema di file di attesa in cui gli arrivi sono programmati a 
intervalli regolari. In questo caso, quindi, oltre alle solite impostazioni di default 
considerate (dimensione della coda infinita, numerosità della popolazione infinita 
e disciplina del servizio FIFO) assumiamo, oltre ai tempi di interarrivo regolari, 
che i tempi di servizio siano esponenziali e i serventi siano uno o più di uno. Non 
avendo le caratteristiche di un processo nascita-morte è notevolmente difficoltosa 
la sua analisi, al punto che non abbiamo le formule generali per ottenere i parametri 
funzionali, ma solo alcuni dati in riferimento al numero medio di clienti in coda al 
variare di ρ e al variare del numero dei serventi, che sono evidenziati nella figura 
sottostante: 
Figura 23 Modello D/M/s: Come varia L al variare di s e ρ. Fonte: Introduzione alla ricerca operativa 
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L’immagine evidenzia come il numero di clienti attesi nel sistema è direttamente 
proporzionale sia al numero di serventi che al coefficiente di utilizzazione; ciò 
significa che se aumenta il numero di serventi avremo mediamente più clienti nel 
sistema, così come se aumenta il coefficiente di utilizzazione; tale aumento è 
imputabile o ad una riduzione del tasso di servizio, ed in tal caso si dilatano i tempi 
di attesa e conseguentemente avremo più clienti nel sistema a causa del fatto che 
escono dal sistema ad un ritmo ridotto, oppure ad un aumento del tasso di arrivo: 
anche qui risulta chiaro come L tenda ad aumentare, questa volta proprio perché 
arrivano più clienti per unità di tempo. 
 
2.3.3 LA CODA Ek/M/s 
La coda che andremo ad analizzare ora è costituita da tempi di interarrivo che sono 
spiegati da una variabile casuale con distribuzione di Erlang di ordine k, tempi di 
servizio distribuiti esponenzialmente (quindi c’è maggiore probabilità da 
imbattersi in servizi brevi anche se talvolta il servizio richiesto impone tempistiche 
maggiori) e s pari ad uno o più. 
Anche questa coda è caratterizzata da un modello poco sviluppato sotto il profilo 
dell’analisi matematica; non è stata trovata una soluzione generale che garantisca 
la possibilità di pervenire immediatamente al calcolo dei parametri funzionali, ma 
sono stati tabulati numerosi risultati per definire come varia L al variare del 
parametro, del coefficiente di utilizzazione e del numero dei serventi. 
L’immagine successiva mostra il variare di L in base a k e ρ, avendo fissato 𝑠 = 2 
(se s aumenta le curve traslerebbero contestualmente verso l’alto): 
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I dati che emergono dalla figura mostrano come il numero medi di clienti in coda 
è anche qui direttamente proporzionale al coefficiente di utilizzazione, cioè 
maggiore è tale coefficiente maggiore è il numero di clienti attesi nel sistema. Per 
quanto riguarda la relazione che lega L a k, invece, è di tipo inverso: maggiore è il 
parametro di forma k minore (a parità di altre condizioni) è il numero atteso di 
clienti nel sistema. La variazione di L al variare di k è minima quando il 
coefficiente di utilizzazione è prossimo allo zero (sistema molto poco utilizzato) 
oppure quando ρ tende a 1; il che significa che tale variazione è massima per valori 
intermedi del rapporto tra il tasso di interarrivo e il tasso di servizio, mentre per le 
situazioni “estreme”, cioè quando il sistema è utilizzato pochissimo o quando è 
sfruttato moltissimo, tanto da tendere verso la non stazionarietà del sistema stesso 
(quando 𝜌 > 1), quasi non esiste alcuna variazione del numero medio di clienti nel 
sistema al variare del parametro di forma. 
 
Figura 24 Modello Ek/M/2: come varia L al variare di k e ρ. Elaborazione da: Introduzione alla ricerca operativa 
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2.4 LE CODE DETERMINISTICHE 
Nonostante la distribuzione esponenziale sia fondamentale e basilare per la teoria 
delle code, esistono ulteriori modelli, oltre quelli fin qui analizzati, caratterizzati 
sia da tempi di interarrivo che da tempi di servizio non distribuiti 
esponenzialmente. In questo paragrafo ci soffermeremo quindi sull’analisi di 
questi modelli che, anche se meno riscontrabili nella realtà di tutti i giorni, non 
possono essere trascurati. Le code che andremo ad analizzare in questo paragrafo 
sono le code cosiddette deterministiche (cioè con tempi di interarrivo e tempi di 
servizio distribuiti esponenzialmente). 
Consideriamo infatti il caso in cui i tempi di arrivo e di servizio abbiano una 
distribuzione deterministica: ciò significa che i tempi di interarrivo dei clienti ed i 
tempi di espletamento del servizio sono noti a priori e sono, rispettivamente, 1 𝜆⁄  
e 1 𝜇⁄ . Per evitare ambiguità assumiamo che se un arrivo e una partenza si 
verificano contemporaneamente, la partenza avviene prima. Tale ipotesi, non 
necessaria per i modelli precedentemente visti poiché la probabilità che due eventi 
si verificano allo stesso tempo è zero, è però necessaria per le code deterministiche. 
Definendo che 𝑃(𝑁 = 𝑛) esprime la probabilità che ci siano n clienti nel sistema 
nell’istante considerato possiamo trovare il valore atteso di clienti in coda: 
𝐸(𝑁) = ∑𝑛𝑃(𝑁 = 𝑛)
∞
𝑛=0
 
Per ricavare le misure di performance come il dimensionamento medio del sistema 
useremo il processo di dimensionamento della coda per un certo periodo 
transitorio, fino a scoprire un ciclo che si ripete; a quel punto ci concentriamo sul 
singolo ciclo per ottenere le misure desiderate. 
Queste tipologie di modelli sono riscontrabili soprattutto in sistemi reali 
automatizzati, in quanto riscontrare continuativamente tempi di interarrivo e tempi 
di servizio costanti è plausibile principalmente quando abbiamo a che fare con 
macchine o computer. L’esempio più calzante  di un sistema a coda di questo tipo, 
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infatti, è costituito dalle catene di montaggio: gli utenti del sistema sono le parti 
del prodotto finito che attraversano la catena di montaggio seguendo tempistiche 
prestabilite, mentre i serventi sono riscontrabili negli addetti umani 
all’assemblaggio delle singole parti oppure, in caso di catena completamente 
automatizzata, nelle macchine operanti nel corso della catena stessa. In qualsiasi 
caso sia le tempistiche con cui le singole parti procedono nella catena sia il tempo 
in cui i serventi svolgono il proprio servizio sono costanti e predefiniti. 
 
2.4.1 LA CODA A SINGOLO SERVENTE: D/D/1 
Se consideriamo il caso in cui 𝜆 > 𝜇, la coda D/D/1 è instabile; infatti in tal caso 
la dimensione della coda cresce costantemente e tende all’infinito per t (cioè il 
tempo) che tende all’infinito, e dal momento che ci sono sempre clienti in coda in 
attesa del servizio, il server è sempre occupato. 
Noi però consideriamo il caso di stabilità della coda, cioè quando 𝜆 < 𝜇 (anche se 
𝜆 = 𝜇 la coda sarà stabile grazie all’ipotesi fatta prima per cui in caso di 
contemporaneità tra partenza e arrivo la partenza si verifica per prima). 
Supponiamo che il primo arrivo avvenga al tempo 𝑡 = 0. Il tempo di servizio di 
questo cliente terminerà in 𝑡 = 1 𝜇⁄ . Avremo un altro arrivo in 𝑡 = 1 𝜆⁄ , il quale 
uscirà dal sistema in seguito all’espletamento del servizio in 𝑡 = 1 𝜆⁄ + 1 𝜇⁄ , e via 
di seguito per i successivi clienti. Questo dà origine ad un processo ciclico 
deterministico in cui la dimensione del sistema assume due valori: 0 e 1. Le 
transizioni da 0 a 1 avvengono in 𝑡 = 𝑛(1 𝜆⁄ ) con 𝑛 = 0,1,2, …, mentre quelle da 
1 a 0 avvengono in 𝑡 = 𝑛(1 𝜆⁄ ) + (1 𝜇⁄ ) con 𝑛 = 0,1,2, …. Ogni ciclo ha una 
durata pari a 1 𝜆⁄  durante la quale per un tempo 1 𝜇⁄  il servitore è occupato a 
servire il cliente, mentre per 1 𝜆⁄ − 1 𝜇⁄  non c’è alcun cliente nel sistema. Pertanto 
il coefficiente di utilizzazione del sistema, coerentemente con quanto visto finora, 
è dato da:  
𝜌 =
𝜆
𝜇
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In altre parole l’alternarsi della dimensione del sistema tra 0 e 1 trascorre un 
periodo di tempo pari a 1 𝜇⁄  nello stato 1 e un periodo di tempo pari a 1 𝜆⁄ − 1 𝜇⁄  
nello stato 0, e ciò si ripete ad ogni ciclo (dove un ciclo è rappresentato tra il tempo 
intercorrente tra due arrivi). Pertanto se prendiamo un punto casuale nel tempo, la 
probabilità che troviamo un cliente nel sistema è data da: 
𝑃(𝑁 = 1) =
(1 𝜇⁄ )
(1 𝜆⁄ )
 
Mentre la probabilità che non siano presenti clienti in coda è data da: 
𝑃(𝑁 = 0) = 1 −
(1 𝜇⁄ )
(1 𝜆⁄ )
 
Da ciò possiamo ricavare che la lunghezza media della coda è data da: 
𝐸(𝑁) = 0𝑃(𝑁 = 0) + 1𝑃(𝑁 = 1) =
(1 𝜇⁄ )
(1 𝜆⁄ )
=
𝝀
𝝁
= 𝑳 
A questo punto abbiamo trovato uno dei quattro indicatori di performance grazie 
al quale, applicando le formule di Little possiamo ricavare gli altri: 
 Tempo medio speso nel sistema: 
𝑾 =
𝑳
𝝀
=
𝟏
𝝁
  
 Tempo medio di attesa in coda: 
𝑾𝒒 = 𝑾−
𝟏
𝝁
= 𝟎 
 Numero medio di clienti in coda: 
𝑳𝒒 = 𝑳 −
𝝀
𝝁
= 𝟎 
Ciò sta a significare che in una coda deterministica con un singolo servente non 
avremo clienti in coda dato che per la natura del processo di arrivo e della tipologia 
di servizio ogni cliente viene servito appena entra nel sistema. 
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Possiamo infine affermare che la dimensione media della coda in un modello 
D/D/1 sarà inferiore alla dimensione media di qualsiasi altra coda G/G/1 con tasso 
di arrivo pari a λ e tasso di servizio pari a µ. Ciò può essere dimostrato usando la 
formula di Little 𝐿 = 𝜆𝑊. Infatti per qualsiasi tipologia di coda G/G/1 risulta: 
𝑊 = 𝑊𝑞 +
1
𝜇
≥
1
𝜇
 
Ma nelle code D/D/1 il tempo medio atteso in coda è pari a zero; quindi il tempo 
medio speso nel sistema per i modelli G/G/1 deve necessariamente essere 
maggiore o, al massimo, uguale al tempo speso nel sistema in un modello 
deterministico come quello in questione. Conseguentemente, dalla formula di 
Little, il numero medio di clienti nel sistema (e quindi in attesa in coda) per ogni 
coda G/G/1 deve essere maggiore o uguale di quella D/D/1. 
 
2.4.2 LA CODA MULTISERVENTE: D/D/s 
Rivolgiamo ora l’attenzione alla coda deterministica con più di un servente: i tempi 
di interarrivo sono sempre pari a 1 𝜆⁄  e il tempo di servizio di tutti i serventi è pari 
a 1 𝜇⁄ . Anche per la coda multiservente se 𝜆 > 𝑠𝜇 la coda è instabile dato che la 
dimensione della coda aumenta costantemente in quanto arrivano clienti ad una 
velocità superiore alla capacità di espletamento del servizio di tutti i serventi; per 
questo tutti i serventi sono costantemente occupati e la coda tende ad aumentare 
costantemente. 
Consideriamo però il caso in cui 𝜆 < 𝑠𝜇, cioè una situazione di stazionarietà della 
coda (grazie all’ipotesi fatta all’inizio la coda è stabile anche quando 𝜆 = 𝑠𝜇). Per 
analizzare tale modello possiamo estendere la soluzione vista per la coda a singolo 
servente alla coda D/D/s. 
Così come λ e µ soddisfano la condizione di stabilità 𝜆 = 𝑠𝜇, deve esistere un 
numero intero ?̂? tale che: 
(?̂? − 1)𝜇 < 𝜆 ≤ ?̂?𝜇 
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Che dividendo per (𝜇𝜆) diventa 
?̂? − 1
𝜆
<
1
𝜇
≤
?̂?
𝜆
 
Stabilito che 
?̂? = ⌈
𝜆
𝜇
⌉ 
soddisfa la disequazione precedente e anche la disequazione 1 ≤ 𝑛 ≤ 𝑠, 
ricordiamo che ⌈𝜆 𝜇⁄ ⌉ indica il più piccolo numero intero maggiore o uguale a 𝜆 𝜇⁄ . 
A questo punto sostituiamo ?̂? nella disequazione e otteniamo: 
?̂?
𝜆
=
⌈
𝜆
𝜇
⌉
𝜆
≥
𝜆
𝜇
𝜆
=
1
𝜇
 
Così come: 
?̂? − 1
𝜆
=
⌈
𝜆
𝜇
⌉ − 1
𝜆
<
𝜆
𝜇
𝜆
=
1
𝜇
 
La diseguaglianza (?̂? − 1) 𝜆⁄ < 1 𝜇⁄  sta a significare che se il primo cliente arriva 
in 𝑡 = 0, ci saranno altri (?̂? − 1) arrivi prima che il cliente lasci il sistema. Pertanto 
la dimensione della coda aumenta gradualmente assumendo il valore j al tempo 
𝑡 = (𝑗 − 1) 𝜆⁄ , con 𝑗 = 1,2, … , ?̂?. Quando la coda raggiunge ?̂? per la prima volta 
(cioè nel momento (?̂? − 1) 𝜆⁄ ) inizia il comportamento ciclico: al tempo 𝑡 = 1/𝜇 
la dimensione della coda si riduce a ?̂? − 1 quando viene completato il servizio del 
primo cliente; poi, al tempo 𝑡 = ?̂? 𝜆⁄  la dimensione della coda aumenta a ?̂? e, 
successivamente, ritorna a ?̂? − 1 in 𝑡 = 1 𝜆⁄ + 1 𝜇⁄ , cioè quando termina il 
servizio del secondo cliente. Questo comportamento ciclico continuo fa sì che la 
dimensione della coda aumenti da ?̂? − 1 a ?̂? in 𝑡 = (?̂? + 1) 𝜆⁄ , e diminuisca da ?̂? 
a ?̂? − 1 in 𝑡 = 𝑖 𝜆⁄ + 1 𝜇⁄  con i numero intero nonnegativo. La durata del ciclo è 
pari a 1 𝜆⁄  (così come per il caso del singolo servente); durante il ciclo la 
dimensione della coda è nello stato ?̂? nel momento 1 𝜇⁄ − (?̂? − 1) 𝜆⁄  del ciclo, 
mentre è nello stato ?̂? − 1 nel momento ?̂? 𝜆⁄ − 1 𝜇⁄  del ciclo. 
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Risulta quindi: 
𝑃(𝑁 = ?̂?) =
𝜆
𝜇
− (?̂? − 1) 
E, contestualmente: 
𝑃(𝑁 = ?̂? − 1) = ?̂? −
𝜆
𝜇
 
A questo punto possiamo determinare la grandezza media del sistema: 
𝐸(𝑁) = ?̂?𝑃(𝑁 = ?̂?) + (?̂? − 1)𝑃(𝑁 = ?̂? − 1) 
Da cui otteniamo 
𝐸(𝑁) = 𝑳 =
𝝀
𝝁
 
Il numero medio di clienti nel sistema, quindi, è uguale al caso del singolo 
servente; ciò che cambia è il coefficiente di utilizzazione che, essendo presenti s 
serventi nel sistema sarà: 
𝜌 =
𝜆
𝑠𝜇
 
Applicando Little possiamo ricavare gli altri indici di prestazione che, 
evidentemente, saranno uguali al caso del singolo servente: 
 Tempo medio atteso nel sistema: 
𝑾 =
𝑳
𝝀
=
𝟏
𝝁
  
 Tempo medio di permanenza in coda: 
𝑾𝒒 = 𝑾−
𝟏
𝝁
= 𝟎 
 Grandezza media della coda: 
𝑳𝒒 = 𝑳 −
𝝀
𝝁
= 𝟎 
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Anche per il modello deterministico con la lunghezza media della coda e l’attesa 
media in coda sono pari a zero; anche in questo caso dipende dal fatto che i clienti 
vengono serviti non appena entrano nel sistema grazie alle caratteristiche degli 
arrivi e dei tempi di servizio. 
 
 
2.5 LE CODE GENERALI 
Dopo aver analizzato numerosi modelli, ognuno dei quali con una propria 
combinazione di distribuzioni per i tempi di interarrivo e per i tempi di servizio, 
passiamo ora allo studio dei modelli generali.  
Il processo analisi di queste tipologie di code è più complesso rispetto a tutti i 
modelli visti fino ad ora; in questo paragrafo, infatti, studieremo modelli di coda 
caratterizzati da tempi di interarrivo e tempi di servizio distribuiti generalmente; 
così facendo si ricercano risultati generali applicabili poi a tutti i modelli già 
studiati fin qui. 
 
2.5.1 SINGOLO SERVENTE: G/G/1 
Non è possibile analizzare il modello in questione in maniera ottimale come 
abbiamo fatto con gli altri modelli; tuttavia esistono limiti utili che sono stati 
sviluppati negli anni per il tempo di attesa in coda, 𝑊𝑞. Una volta a conoscenza del 
valore di tale parametro si può passare facilmente alla determinazione degli altri 
tre indici utilizzando le formule di Little. 
Assumiamo che λ sia il tasso medio di arrivo e sia A la variabile casuale dei tempi 
di interarrivo, con: 
𝐸(𝐴) =
1
𝜆
               𝜎𝐴
2(𝐴) = 𝐸(𝐴2) − [𝐸(𝐴)]2 
102 
 
Assumiamo inoltre che µ sia il tasso medio di servizio e sia X la variabile casuale 
dei tempi di servizio, con: 
𝐸(𝑋) =
1
𝜇
= 𝑋               𝜎𝑋
2(𝑋) = 𝐸(𝑋2) − [𝐸(𝑋)]2 
Ricordiamo inoltre che: 
𝜌 =
𝜆
𝜇
 
Se la media e la varianza dei tempi di interarrivo e dei tempi di servizio sono noti, 
allora i seguenti limiti hanno dimostrato di essere validi per il tempo di attesa in 
coda di qualsiasi coda G/G/1: 
𝜆𝜎𝑋
2 − 𝑋(2 − 𝜌)
2(1 − 𝜌)
≤ 𝑊𝑞 ≤
𝜆(𝜎𝐴
2 + 𝜎𝑋
2)
2(1 − 𝜌)
 
La parte a sinistra della disequazione rappresenta il limite inferiore, mentre quella 
a destra è il limite superiore. Ciò significa che il tempo medio speso in coda varia 
da modello a modello, ma resta sempre all’interno di questi limiti. 
Il limite inferiore, tuttavia, non è molto utile in quanto fornisce spesso risultati 
negativi e privi di significatività, mentre il limite superiore è molto più utile. 
Un altro importante ed utile limite per le code G/G/1 esiste se il tempo di 
interarrivo A soddisfa la seguente proprietà per tutti i valori di t: 
𝐸(𝐴 − 𝑡|𝐴 > 𝑡) ≤
1
𝜆
      𝑝𝑒𝑟 𝑜𝑔𝑛𝑖 𝑡 ≥ 0 
Tale proprietà non è molto difficile da soddisfare. Se sappiamo che il tempo di 
interarrivo è maggiore di t allora tale proprietà prevede che la durata prevista del 
tempo di interarrivo residuo deve essere minore o uguale al tempo atteso di 
interarrivo 1 𝜆⁄ . 
Si noti che se il processo degli arrivi segue un processo di Poisson i tempi di 
interarrivo saranno distribuiti esponenzialmente; grazie alla mancanza di memoria 
di tale distribuzione la proprietà viene soddisfatta come se fosse un’uguaglianza: 
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𝐸(𝐴 − 𝑡|𝐴 > 𝑡) =
1
𝜆
 
In realtà quasi tutte le distribuzioni sono in grado di soddisfare tale proprietà, ad 
eccezione della distribuzione iperesponenziale. 
Se tale proprietà è soddisfatta dalla variabile casuale dei tempi di interarrivo allora 
valgono i seguenti limiti: 
𝑊𝑞𝑈 −
1 + 𝜌
2𝜆
≤ 𝑊𝑞 ≤ 𝑊𝑞𝑈 
Dove 𝑊𝑞𝑈 è il limite superiore visto precedentemente, cioè  
𝑊𝑞𝑈 =
𝜆(𝜎𝐴
2 + 𝜎𝑋
2)
2(1 − 𝜌)
 
Per analizzare la tenuta di questi limiti li utilizziamo per trovare i limiti di 𝐿𝑞, cioè 
il numero medio di clienti in coda per un sistema G/G/1, grazie alla formula di 
Little: 
𝜆𝑊𝑞𝑈 −
1 + 𝜌
2
≤ 𝐿𝑞 ≤ 𝜆𝑊𝑞𝑈 
La differenza tra il limite superiore e quello inferiore è data semplicemente da 0,5 
moltiplicato uno più il coefficiente di utilizzazione: 0,5(1 + 𝜌). Dato che il 
coefficiente di utilizzazione oscilla tra 0 e 1, il valore incluso all’interno della 
parentesi oscilla tra 1 e 2; ciò significa che la differenza tra limite superiore e limite 
inferiore oscilla tra un minimo di 0,5 ed un massimo di 1. Al tendere di ρ ad uno 
questa differenza tenderà ad assottigliarsi sempre più. 
Il limite per il tempo medio di attesa in coda, infatti, tende a diventare 
asintoticamente esatto quando ρ tende a uno. Infatti con 𝜌 → 1 la distribuzione del 
tempo di attesa in una coda G/G/1 sarà approssimativamente una variabile 
aleatoria distribuita esponenzialmente con media pari a: 
𝑾𝒒 ≈
𝝀(𝝈𝑨
𝟐 + 𝝈𝑿
𝟐)
𝟐(𝟏 − 𝝆)
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Questo risultato è molto interessante perché non solo fornisce la media, ma anche 
una distribuzione per il tempo di attesa in coda in condizioni molto generali. 
A questo punto, grazie alle formule di Little, calcoliamo gli altri indicatori di 
performance (validi per 𝜌 → 1): 
 Lunghezza media della coda: 
𝑳𝒒 = 𝝀𝑾𝒒 ≈
𝝀𝟐(𝝈𝑨
𝟐 + 𝝈𝑿
𝟐)
𝟐(𝟏 − 𝝆)
 
 Numero atteso di clienti nel sistema: 
𝑳 = 𝑳𝒒 +
𝝀
𝝁
≈
𝝀𝟐(𝝈𝑨
𝟐 + 𝝈𝑿
𝟐)
𝟐(𝟏 − 𝝆)
+
𝝀
𝝁
 
 Tempo medio speso nel sistema: 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
≈
𝝀(𝝈𝑨
𝟐 + 𝝈𝑿
𝟐)
𝟐(𝟏 − 𝝆)
+
𝟏
𝝁
 
 
2.5.2 MULTISERVENTE: G/G/s 
Dopo aver analizzato il caso generale con un solo servitore passiamo a studiare il 
caso con s diversi serventi. Ricordando che nel caso di più serventi il coefficiente 
di utilizzazione risulta: 
𝜌 =
𝜆
𝑠𝜇
 
Assumiamo che 𝑊𝑞1 sia il tempo medio atteso in coda per l’equivalente fila 
d’attesa G/G/1, cioè una coda con lo stesso processo di arrivi della nostra G/G/s e 
con la variabile casuale dei tempi di servizio X che avrà: 
 Media: 
1
𝑠𝜇
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 Varianza: 
𝜎𝑋
2
𝑠2
 
Si noti come il servente della coda equivalente G/G/1 lavori s volte più 
velocemente di un servente nella coda originale G/G/s. 
Gli altri elementi della coda G/G/s sono gli stessi assunti per la coda G/G/1 vista 
nel paragrafo precedente. 
Utilizzando un procedimento analogo a quello precedente troviamo i limiti 
valevoli per una coda G/G/s, che sono: 
𝑊𝑞1 −
(𝑠 − 1)𝑋2
2𝑠𝑋
≤ 𝑊𝑞 ≤ 𝜆
[𝜎𝐴
2 +
𝜎𝑋
2
𝑠 +
(𝑠 − 1)(𝑋)
2
𝑠2
]
2 [1 −
𝜌
𝑠
]
 
Tuttavia questi limiti sono molto vaghi e non hanno una grande rilevanza pratica. 
In ultima istanza possiamo, con un procedimento analogo a quello visto 
precedentemente, approssimare il tempo medio di attesa in coda per il modello 
G/G/s. Infatti se 
𝜌
𝑠
→ 1 
Il tempo di attesa in coda, allo stato stazionario, tende verso una variabile casuale 
con una distribuzione esponenziale che ha una media pari a: 
𝑾𝒒 ≈ 𝝀
[𝝈𝑨
𝟐 +
𝝈𝑿
𝟐
𝒔
]
𝟐 [𝟏 −
𝝆
𝒔
]
 
Da cui possiamo determinare le approssimazioni degli altri indicatori di 
performance: 
𝑳𝒒 = 𝝀𝑾𝒒 ≈ 𝝀
𝟐
[𝝈𝑨
𝟐 +
𝝈𝑿
𝟐
𝒔
]
𝟐 [𝟏 −
𝝆
𝒔
]
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𝑳 = 𝑳𝒒 +
𝝀
𝝁
≈ 𝝀𝟐
[𝝈𝑨
𝟐 +
𝝈𝑿
𝟐
𝒔
]
𝟐 [𝟏 −
𝝆
𝒔
]
+
𝝀
𝝁
 
𝑾 = 𝑾𝒒 +
𝟏
𝝁
≈ 𝝀
[𝝈𝑨
𝟐 +
𝝈𝑿
𝟐
𝒔
]
𝟐 [𝟏 −
𝝆
𝒔
]
+
𝟏
𝝁
 
 
 
2.6 CODE CON DIVERSE DISCIPLINE DI PRIORITA’ 
I modelli che si fondano su un sistema di priorità è caratterizzato dal fatto che 
l’ordine con cui vengono serviti i clienti della coda è basato su priorità assegnate. 
Tali tipologie di modelli, solitamente, si prestano meglio a rappresentare la realtà 
rispetto ai modelli precedentemente analizzati, soprattutto nel caso in cui ci sono 
servizi da espletare prima di altri oppure quando ci sono clienti importanti a cui 
dare la precedenza sugli altri. Un esempio calzante di questi modelli può essere 
rappresentata da un pronto soccorso; i clienti del pronto soccorso sono pazienti 
bisognosi di cure; ma non tutti i pazienti sono uguali: si va da casi critici (in cui è 
fondamentale prestare soccorso il prima possibile) a casi sempre meno gravi, 
creando una specie di classificazione dei pazienti. Risulta evidente come sia 
necessario offrire soccorso primariamente ai casi critici e poi, a cascata, ai casi 
sempre meno gravi. 
La difficile analisi matematica che caratterizza questi modelli fa sì che siano 
disponibili solo risultati parziali e, di conseguenza, che si preferisca l’utilizzo dei 
modelli già analizzati. 
I modelli che andiamo ad analizzare sono due modelli equivalenti ad eccezione 
della politica di gestione della coda. 
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2.6.1 LE CARATTERISTICHE DEI MODELLI 
I modelli che andremo ad analizzare hanno le stesse caratteristiche, eccezion fatta 
per la disciplina della coda, per cui avremo un modello con priorità senza diritto 
di prelazione e uno con priorità con diritto di prelazione. 
Entrambi i modelli, infatti, assumono che ci siano N classi di priorità (la classe 1 
denota una priorità più alta che scende di classe in classe fino alla N); 
ogniqualvolta un servente finisce il proprio servizio e si libera selezionerà il cliente 
in attesa della classe con priorità più alta e che aspetta in coda da più tempo. In 
sostanza si può affermare che i clienti vengano serviti secondo la loro classe di 
priorità, all’interno della quale si applica la disciplina FIFO. 
Per ogni classe di priorità il processo degli arrivi segue un processo di Poisson, 
mentre i tempi di servizio sono assunti come esponenziali. Nonostante questo tali 
modelli ammettono tassi di arrivo diversi per le varie classi di priorità. 
Se non considerassimo la distinzione tra i clienti delle diverse classi di priorità i 
due modelli si ridurrebbero a due semplici modelli M/M/s precedentemente 
analizzati (la proprietà dell’insensibilità all’aggregazione e alla disaggregazione 
della distribuzione esponenziale implica che tutti i clienti arrivino secondo un 
processo di Poisson e i tempi di servizio hanno la stessa distribuzione per tutti). 
Per questo nei calcoli riguardanti questi modelli possiamo utilizzare le formule 
ottenute per il modello M/M/s in regime stazionario. Quello che però cambia è la 
disciplina del servizio, che non è più FIFO. Nel caso che stiamo analizzando ora, 
infatti, la varianza è molto più grande in quanto i tempi di attesa per i clienti con 
priorità più alta sono inferiori rispetto a quelli previsti con la disciplina FIFO, 
mentre i tempi di attesa per i clienti con priorità più bassa sono molto superiori. 
Conseguentemente anche il numero totale di clienti del sistema sarà sbilanciato in 
favore dei clienti appartenenti a classi di priorità più bassa. Questa caratteristica è 
proprio la peculiarità e la giustificazione di questi modelli: si vuole privilegiare le 
classi con priorità più elevata, fornendo migliori performance (cioè avranno dei 
valori migliori nei quattro parametri funzionali). 
Come già detto la differenza tra i due modelli sta nel diritto o meno di prelazione: 
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 Nel caso di priorità senza diritto di prelazione, un cliente che attualmente 
si trova al posto di servizio non può essere rimandato in coda nel momento 
in cui entra nel sistema un utente con priorità più alta; cioè una volta 
iniziato, il servizio deve essere portato a termine anche se entrano nel 
sistema nuovi clienti con priorità superiori. In tal caso si può far riferimento 
ad un pronto soccorso in cui i pazienti vengono curati in base alla gravità 
del loro stato, ma una volta iniziato il soccorso di un paziente non si passa 
al successivo finché non viene terminato. 
 Nel caso di priorità con diritto di prelazione, il cliente attualmente servito 
può essere rimandato in coda se nel sistema di attesa entra un cliente con 
una priorità superiore: il servente si libera immediatamente se fa il suo 
ingresso nel sistema un cliente con una priorità maggiore rispetto a quello 
attualmente servito. Quando il servente riesce a portare a termine un sistema 
il cliente successivo sarà scelto, naturalmente, in base al livello di priorità 
dei clienti ancora in coda. Grazie alla proprietà di mancanza di memoria 
della distribuzione esponenziale non c’è bisogno di specificare in quale 
punto viene ripreso il servizio quando un cliente viene richiamato al posto 
di servizio, infatti la distribuzione del tempo di servizio rimanente è sempre 
la stessa. L’esempio del pronto soccorso è sempre calzante; solo che, in 
questo caso, se arriva un paziente in condizioni più gravi di quello che è 
attualmente soccorso viene sospeso il servizio per prestare le cure al nuovo 
arrivato. 
 
2.6.2 CODA CON PRIORITA’ SENZA PRELAZIONE 
Nell’analizzare questo modello assumiamo che il tempo atteso di servizio sia pari 
a 1/𝜇. Come prima cosa analizziamo il caso generale, quello con più serventi; 
successivamente, però, possiamo arrivare agli stessi risultati per il modello con un 
singolo servente ed eliminando l’assunzione che il tempo atteso di servizio sia 
uguale per tutte le classi di priorità. 
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Analizzando il caso generale assumiamo che 𝑊𝑘 sia il tempo medio di attesa in 
coda per i clienti appartenenti alla classe di priorità k. Poniamo s pari al numero di 
serventi presenti nel modello, µ uguale al taso medio di arrivo per servente 
occupato, 𝜆𝑖 pari al tasso medio d’arrivo per la classe di priorità i, λ pari alla somma 
di tutte le 𝜆𝑖 e, infine, r uguale al rapporto tra λ e µ. Risulta allora: 
𝑾𝒌 =
𝟏
𝑨𝑩𝒌−𝟏𝑩𝒌
+
𝟏
𝝁
       per 𝑘 = 1,2, … ,𝑁 
Dove 
𝐴 = 𝑠!
𝑠𝜇 − 𝜆
𝑟2
∑
𝑟𝑗
𝑗!
+ 𝑠𝜇
𝑠−1
𝑗=0
 
𝐵𝑘 = 1 −
∑ 𝜆𝑖
𝑘
𝑖=1
𝑠𝜇
         con        𝐵0 = 1 
Dato che dall’equazione determinante 𝐵𝑘 risulta che 
∑𝜆𝑖 < 𝑠𝜇
𝑘
𝑖=1
 
Qualsiasi classe di priorità k può raggiungere la stazionarietà. A questo punto 
possiamo applicare la formula di Little alle singole classi di priorità in modo da 
trovare, n prima istanza, il numero medio di clienti nel sistema per ogni classe di 
priorità k: 
𝑳𝒌 = 𝝀𝒌𝑾𝒌 =
𝝀𝒌
𝑨𝑩𝒌−𝟏𝑩𝒌
+
𝝀𝒌
𝝁
 
A questo punto troviamo gli altri due parametri funzionali: 
 Tempo medio speso in coda per ogni classe di priorità: 
𝑾𝒒𝒌 = 𝑾𝒌 −
𝟏
𝝁
=
𝟏
𝑨𝑩𝒌−𝟏𝑩𝒌
 
 Lunghezza media della coda per ogni classe di priorità: 
𝑳𝒒𝒌 = 𝝀𝒌𝑾𝒒𝒌 =
𝝀𝒌
𝑨𝑩𝒌−𝟏𝑩𝒌
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Come già evidenziato in precedenza, l’assunzione che il tempo atteso di servizio 
sia uguale a 1/𝜇 per tutte le classi di priorità è un’assunzione restrittiva. 
Assumendo che ogni classe di priorità abbia un proprio tempo atteso di servizio 
pari a 1/𝜇𝑘 possiamo giungere a risultati più soddisfacenti. Tuttavia, dato che 
risultati attendibili sono stati elaborati solo per il caso di un singolo servente ci 
soffermeremo su tale modello: assumiamo che 𝜇𝑘 sia il numero medio di servizi 
per unità di tempo per la classe di priorità k; poniamo inoltre: 
𝑎𝑘 =∑
𝜆𝑖
𝜇𝑖
2
𝑘
𝑖=1
                    𝑏𝑘 = 1 −∑
𝜆𝑖
𝜇𝑖
𝑘
𝑖=1
                    𝑏0 = 1 
Allora risulta che il tempo medio speso nel sistema da ogni classe di priorità k sia: 
𝑾𝒌 =
𝒂𝒌
𝒃𝒌−𝟏𝒃𝒌
+
𝟏
𝝁𝒌
 
Tali risultati necessitano che sia soddisfatta la seguente disequazione: 
∑
𝜆𝑖
𝜇𝑖
𝑘
𝑖=1
< 1 
Infatti tale disequazione è la condizione necessaria affinché la classe k possa 
raggiungere la condizione di stazionarietà. 
A questo punto possiamo applicare le formule di Litte: 
 Numero medio di clienti nel sistema per classi di priorità: 
𝑳𝒒𝒌 =
𝒂𝒌𝝀𝒌
𝒃𝒌−𝟏𝒃𝒌
+
𝝀𝒌
𝝁𝒌
 
 Tempo medio speso in coda per ogni classe di priorità: 
𝑾𝒒𝒌 = 𝑾𝒌 −
𝟏
𝝁𝒌
=
𝒂𝒌
𝒃𝒌−𝟏𝒃𝒌
 
 Lunghezza media della coda per ogni classe di priorità: 
𝑳𝒒𝒌 = 𝝀𝒌𝑾𝒒𝒌 =
𝒂𝒌𝝀𝒌
𝒃𝒌−𝟏𝒃𝒌
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2.6.3 CODA CON PRIORITA’ CON PRELAZIONE 
In questo modello è necessario assumere che il tempo atteso di servizio sia uguale 
a 1/𝜇 per tutte le classi di priorità. Usando le stesse assunzioni viste per il modello 
senza diritto di prelazione possiamo arrivare a determinare i parametri funzionali 
per il modello a singolo servente, partendo dal tempo medio speso nel sistema per 
ogni classe di priorità: 
𝑾𝒌 =
𝟏 𝝁⁄
𝑩𝒌−𝟏𝑩𝒌
 
Applicando le formule di Little possiamo determinare gli altri parametri: 
𝑳𝒌 =
𝝀𝒌 𝝁⁄
𝑩𝒌−𝟏𝑩𝒌
 
𝑾𝒒𝒌 = 𝑾𝒌 =
𝟏 𝝁⁄
𝑩𝒌−𝟏𝑩𝒌
−
𝟏
𝝁
 
𝑳𝒒𝒌 =
𝝀𝒌 𝝁⁄
𝑩𝒌−𝟏𝑩𝒌
−
𝝀𝒌
𝝁
 
 
 
2.7 APPLICAZIONE ECONOMICA DELLA TEORIA DELLE 
CODE 
Dopo aver analizzato i modelli teorici dobbiamo capire a cosa serve a livello 
economico lo studio di una fila d’attesa, cioè come possiamo utilizzare i dati 
riguardanti lunghezza media della fila, tempo medio speso in fila e, in generale nel 
sistema, e numero medio di utenti presenti nell’intero sistema. Lo scopo della 
teoria delle code è lo stesso della ricerca operativa, ossia prendere decisioni 
ottimali. 
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Con lo studio di un sistema di fila d’attesa è possibile prendere decisioni che 
favoriscano un miglioramento degli aspetti economici di un’azienda. Le decisioni 
che si possono prendere grazie alla teoria delle code, infatti, sono avariate: si va 
dalla determinazione dell’efficienza dei servitori all’individuazione dello spazio 
necessario per l’attesa in coda, ma la decisione principale che può essere ricercata 
in ambito di teoria delle code è la definizione del numero ottimale di serventi 
presso una struttura di servizio. Pensiamo ad esempio ad un supermercato: il 
sistema a coda è rappresentato dalle casse; è importante sapere e conoscere quali 
sono i tassi di arrivo e i tempi di servizio in un sistema del genere per cercare di 
ridurre al minimo gli sprechi (cioè i costi inutili) e ridurre al minimo anche il tempo 
di attesa in coda dei clienti; facendo uno studio adeguato del numero dei clienti nel 
sistema e delle tempistiche e caratteristiche dei servizi (quanto tempo occorre per 
fare il conto e far pagare il cliente) si può arrivare a definire quale sia il numero 
ottimale di serventi per il supermercato in questione. 
Le variabili che incidono su queste decisioni sono, principalmente, il costo del 
servizio, cioè quanto l’azienda paga un proprio dipendente, e il costo dell’attesa, 
cioè quali sono le conseguenze dell’attesa in fila da parte dei clienti. Risulta 
evidente come crei un trade-off tra i due costi: l’imprenditore, infatti, ricerca una 
riduzione dei costi che si tramuta in una riduzione del numero dei serventi (meno 
serventi, in prima battuta, significa meno costi e, conseguentemente più guadagni); 
ma se riduce troppo il numero dei serventi, generando delle file lunghissime nel 
sistema con annessa un’attesa interminabile prima di poter usufruire del servizio, 
i clienti non saranno soddisfatti e, la prossima volta andranno da qualcun altro; ciò 
significa che da un lato si cerca di ridurre i costi del servizio, ma dall’altro bisogna 
tenere in considerazione i costi dell’attesa in modo da non deludere i clienti con 
code lunghe ed estenuanti. In sostanza, l’obiettivo è quello di definire il giusto 
equilibrio tra costo del servizio e costo dell’attesa. 
Una volta definito l’obiettivo perseguibile a livello economico con l’utilizzo della 
teoria delle code, dobbiamo analizzare le metodologie per raggiungere l’obiettivo; 
infatti abbiamo due possibili approcci alternativi: 
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1. Si ricerca un livello di servizio efficiente fissando uno o più parametri; ciò 
significa che posso porre dei “paletti” che indicano il limite entro il quale 
rimanere per considerare il servizio soddisfacente. Questi “paletti” li 
possiamo fissare in termini di tempo medio di permanenza nel sistema: 
determiniamo un limite massimo che tenga conto di tutti i fattori funzionali 
del sistema e dobbiamo fare in modo che le scelte garantiscono un livello 
di tempo medio speso nel sistema inferiore al limite fissato. Così come 
abbiamo utilizzato il tempo nel sistema possiamo porre dei limiti massimi 
anche per gli altri indici funzionali di un modello; è per questo che possiamo 
introdurre come “paletto” un limite massimo al numero dei clienti nel 
sistema o a quelli in coda, oppure anche al tempo medio speso in coda. 
Ulteriormente si potrebbe utilizzare varianti di queste limitazioni, ad 
esempio: il 90% dei clienti non deve spendere nel sistema (o in coda) più di 
un tempo prestabilito. Solitamente si fissano uno o più di questi limiti e poi 
si persegue il progetto più economico per soddisfare i criteri preposti. 
2. Si valutano i costi di attesa dei clienti. In questo caso le decisioni in merito 
alla quantità di servizio da fornire dipendono principalmente da due 
elementi: 
 Il costo del servizio per unità in arrivo: 
Come risulta dalla figura il costo del servizio aumenta all’aumentare 
del servizio offerto; due serventi mi costano più di uno solo. 
Figura 25 Livello del costo del servizio in funzione del livello di servizio 
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 Il tempo di attesa previsto nel sistema: 
Inversamente al costo del servizio il tempo di attesa previsto è 
inversamente proporzionale al livello di servizio offerto. 
Dato che il costo del servizio è direttamente proporzionale al livello del servizio 
mentre l’attesa prevista è inversamente proporzionale a tale livello, lo scopo è 
quello di trovare il compromesso ottimale tra i due elementi in modo tale che 
si riesca a minimizzare sia i costi che l’attesa dei clienti. Per poter determinare 
tale compromesso si rende necessario paragonare i due elementi; per farlo 
dobbiamo esprimerli con una misura comune: il costo. Da una parte il costo del 
servizio, dall’altra il costo dell’attesa. 
In questo caso l’elemento più difficile è proprio definire qual è il costo che 
scaturisce dall’attesa nel sistema dei clienti. In questo caso per stabilire il 
numero ottimale di serventi dobbiamo determinare: 
𝐸(𝑆𝐶) = costo medio del servizio per unità di tempo; 
𝐸(𝑊𝐶) = costo medio dell’attesa per unità di tempo. 
Il costo medio dell’attesa è determinato da 𝐶𝑤, cioè il costo marginale per 
l’attesa per unità di tempo per ciascun cliente, moltiplicato per il numero medio 
di clienti nel sistema: 
𝐸(𝑊𝐶) = 𝐶𝑤𝐿 
Figura 26 Tempo atteso in funzione del livello di servizio offerto 
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Il costo medio del servizio, invece, è dato dalla somma dei costi dei singoli 
marginali per unità di tempo dei singoli serventi; nel caso in cui tutti i serventi 
hanno il medesimo costo risulta evidente che: 
𝐸(𝑆𝐶) = 𝐶𝑠𝑠 
Dove 𝐶𝑠 rappresenta il costo per servente, mentre s è il numero dei serventi, la 
nostra incognita. 
Dopo aver definito tutti gli elementi dobbiamo impostare l’equazione del costo 
totale atteso: 
𝐸(𝑇𝐶) = 𝐸(𝑊𝐶) + 𝐸(𝑆𝐶) 
Naturalmente il nostro obiettivo è quello di minimizzare il valore atteso del 
costo totale: 
minimizzare 𝐸(𝑇𝐶) = 𝐶𝑤𝐿 + 𝐶𝑠𝑠 
Dopo aver stimato 𝐶𝑤 e 𝐶𝑠 si deve scegliere il valore di s che minimizza il costo 
totale atteso. 
 
Dalla figura notiamo l’andamento delle curve rappresentanti i costi di servizio, 
i costi di attesa e i costi totali. L’obiettivo è stabilire s in modo da trovare il 
punto min, cioè il punto in cui la curva 𝐸(𝑇𝐶) smette di decrescere e inizia a 
crescere. 
Figura 27 Curva del costo totale in funzione del numero dei serventi 
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La seconda metodologia analizzata non è di semplice realizzazione, in quanto la 
definizione del costo dell’attesa non è per nulla facile; questa metodologia è 
applicabile in quei sistemi in cui le unità richiedenti il servizio sono interne 
all’organizzazione che fornisce il servizio; in questi casi, infatti, è possibile 
determinare il costo dell’attesa: se un dipendente è inattivo dato che sta aspettando 
in coda il costo dell’attesa è dato dal salario dell’operaio che viene sprecato (in 
quanto non può fare il proprio lavoro dato che è in attesa in coda) più l’unità di 
prodotto l’unità di prodotto mancante a causa della mancata produttività e che 
dovrebbe servire a coprire i costi fisi dell’azienda. Un esempio di una situazione 
del genere, in cui sono applicabili modelli di costo predefiniti per definire il costo 
dell’attesa, è dato ad esempio da un magazzino interno all’azienda in cui gli operai 
si recano i dipendenti per ricevere strumenti necessari a lavorare; in tal caso ci 
saranno uno o più addetti al magazzino che soddisfano le richieste dei dipendenti, 
i quali non possono tornare a lavorare se prima non hanno ottenuto l’attrezzo 
necessario. La determinazione del numero ottimo di addetti al magazzino può 
essere effettuata proprio grazie ai modelli di costo prestabiliti e che tengono conto 
dell’inoperosità temporanea del dipendente. 
Nelle situazioni in cui i clienti non sono dipendenti dell’azienda erogatrice del 
servizio si rende necessario perseguire la prima modalità per prendere queste 
decisioni ottimali; la definizione di una curva per il costo dell’attesa, infatti, è 
pressoché impossibile. 
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3 IL CASO APPLICATIVO: IL SUPERMERCATO 
SIMPLY DI ORBETELLO 
 
 
 
3.1 INTRODUZIONE 
In questo ultimo capitolo spostiamo l’attenzione dalla teoria alla pratica, cioè 
cerchiamo di porre in essere gli elementi teorici analizzati nei capitoli precedenti. 
Nel fare questo diventa fondamentale l’individuazione di un sistema di code reale, 
cioè un qualcosa che incontriamo nella vita di tutti i giorni per meglio comprendere 
la teoria stessa. 
Il primo passo verso l’applicazione pratica ad un modello reale della teoria delle 
code consiste nell’individuazione di un modello; non è infatti semplice e scontato 
trovare un sistema con determinate caratteristiche che si presta ad un’analisi di 
questo tipo; ciò è dovuto soprattutto alla possibilità di ottenere i dati necessari per 
quei determinati sistemi. 
La prima idea era caduta su un sistema caratterizzato da un centralino telefonico; 
più nello specifico su un servizio di telesoccorso, cioè un servizio di assistenza a 
distanza e teleassistenza per qualsiasi situazione di emergenza: i “clienti” di questo 
sistema (persone che hanno bisogno di sentirsi sicure tra le mura domestiche, 
soprattutto anziani e disabili) possono richiedere il servizio 24 ore su 24 tramite il 
proprio telefono, contattando la centrale operativa (cioè la stazione di servizio, il 
call center) in cui lavorano operatori qualificati pronti ad inviare i soccorsi 
necessari (Vigili del Fuoco, Carabinieri, Operatori del 118,..) avvertendo 
contestualmente i familiari. 
Questa tipologia di sistema sarebbe stato analizzato come un semplice modello di 
nascite-morti con una pluralità di servitori, un modello M/M/s/k ad esempio. 
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Tuttavia la difficoltà (diventata impossibilità) nel reperimento dei dati ha fatto sì 
che questo esempio non venisse considerato. 
A questo punto ho rivolto l’attenzione sulla grande distribuzione, cioè su un 
supermercato. Il modello di coda che possiamo riscontrare in un supermercato è 
quello costituito dalle casse e dalle code che si creano in attesa del proprio turno 
per pagare. In tale sistema la stazione di servizio è rappresentata dalle postazioni 
delle casse, i serventi sono i cassieri e i clienti sono i clienti del supermercato che 
si recano alle casse per pagare. Una volta stabilito il modello adatto ho scelto uno 
dei supermercati del mio Paese, il Simply market di Orbetello. Questo 
supermercato è un supermercato di paese, abbastanza piccolo e con sole due 
postazioni di servizio; queste caratteristiche devono essere tenute ben presenti 
durante lo studio del modello in quanto influenzano determinate scelte da 
effettuare durante l’analisi; ad esempio il fatto che ci sono solamente due casse e 
che lo spazio fisico per la fila di attesa è ridotto e non può contenere troppi clienti 
modificano scelte nello studio del modello in sé e per sé ma anche nelle decisioni 
economiche ottimali da prendere riguardo al sistema. Un’altra peculiarità del 
sistema in questione è che è utilizzato perlopiù per la spesa giornaliera, 
caratterizzata da pochi articoli necessari quotidianamente (pane, latte, frutta,…). 
La spesa sostanziosa, quella che si fa una volta a settimana (prodotti non soggetti 
a scadenza o comunque con scadenze non immediate, bevande,…), solitamente 
viene fatta in altri supermercati, più grandi e forniti, in cui si trova un maggior 
numero di articoli, una più vasta gamma di scelta tra le marche e, forse, offerte più 
convenienti. 
Per questa serie di motivi non avremo un supermercato caratterizzato da lunghe 
file e tempi di attesa eccessivi; non è quello che vogliono i clienti e non è quello 
che deve offrire il supermercato. 
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3.2 RACCOLTA ED ELABORAZIONE DEI DATI 
Una volta scelto il sistema da studiare, uno degli aspetti più difficili diventa la 
scelta del modello appropriato in modo tale da utilizzare gli espedienti teorici adatti 
al modello in questione. Per capire con quale tipologia di modello ci stiamo 
rapportando diventa fondamentale capire le tipologie degli arrivi e dei servizi, cioè 
quale distribuzione seguono, avvalendoci dell’utilizzo di Microsoft Office. Dato 
che il sistema in questione è già operante (la teoria delle code serve anche per 
prendere decisioni in fase di programmazione, cioè al momento dell’avvio di 
un’attività) la miglior tecnica per determinare con quali tipologie di distribuzioni 
abbiamo a che fare è raccogliere una serie di dati statistici riguardanti entrambi le 
distribuzioni ed analizzarli. Una volta raccolti i dati è opportuno creare dei grafici, 
soprattutto istogrammi di frequenza, in modo tale da poterne analizzare la forma e 
paragonarla ad altre in modo da avere una prima idea circa la possibile 
distribuzione dei dati. In primo luogo, solitamente, si prova la distribuzione 
esponenziale sia per gli intertempi di arrivo che per i tempi di servizio; questo 
perché è la distribuzione maggiormente riscontrata nei modelli reali e anche quella 
che garantisce un’analisi più semplice. 
Dopo aver analizzato il grafico e i momenti delle distribuzioni prescelte può essere 
utile fare un ulteriore test statistico per verificare la corrispondenza con la 
distribuzione scelta: il test del Chi-Quadro. 
Il sistema che verrà analizzato ha le seguenti caratteristiche: 
 Orario: dalle 08.00 alle 13.00 la mattina; dalle 15.30 alle 19.30 il 
pomeriggio; 
 Aperto tutti i giorni tranne la domenica; 
 Sono presenti due (in casi eccezionali tre) unità di servizio (cioè le casse). 
 
3.2.1 I TEMPI DI INTERARRIVO 
I tempi di interarrivo in un sistema di file d’attesa come è un supermercato possono 
essere influenzati da fattori quali la parte della giornata in cui ci troviamo o il 
120 
 
giorno della settimana. Per questo motivo non ho potuto limitarmi a raccogliere i 
dati una tantum e verificarne la distribuzione, ma ho dovuto prima verificare se 
esistessero delle fasce all’interno della giornata aventi le stesse caratteristiche in 
merito agli arrivi e se il sabato, come ci si può attendere, è un giorno con più clienti 
rispetto agli altri giorni. Questo per garantire lo studio di un sistema stocastico; nel 
caso in cui venisse meno l’ipotesi di stocasticità (arrivi e servizi indipendenti dal 
tempo) le formule del modello non sarebbero applicabili. La metodologia con cui 
ho potuto constatare questi elementi è stata avvantaggiata dal fatto che il server 
centrale memorizza il numero di scontrini orari; avendo a disposizione un buon 
numero di dati storici ho potuto effettuare il confronto. I dati evidenziano il numero 
di scontrini per ogni ora per alcuni giorni della settimana e sono quelli mostrati 
nella seguente tabella: 
Orario Mar 13 Mer 14 Gio 15 Ven 16 Sab 17 
8.00-9.00 37 31 35 34 30 
9.00-10.00 39 41 40 43 47 
10.00-11.00 63 70 62 54 70 
11.00-12.00 66 56 78 62 84 
12.00-13.00 53 54 51 60 56 
15.30-16.30 36 38 43 39 48 
16.30-17.30 43 48 54 32 47 
17.30-18.30 44 56 51 43 39 
18.30-19.30 41 39 34 37 40 
Totale 422 433 448 404 461 
 
Per prima cosa ho analizzato se vi fossero differenze tra il sabato e gli altri giorni; 
dai dati emerge come non ci siano sostanziali differenze ma come questi siano 
tendenzialmente allineati con quelli degli altri giorni. Questa particolarità del 
sistema può essere spiegata dal fatto che il supermercato in questione è un 
supermercato di paese, non troppo grande; proprio per questo motivo non è il tipo 
di supermercato che viene prese d’assalto al sabato per fare le “grandi spese”; per 
questa tipologia di spesa esistono altri supermercati alternativi, più decentrati ma 
anche più grandi e, magari, economici. 
Dopo aver determinato che tutti i giorni sono perlopiù analoghi, l’analisi dei dati 
si è spostata in un’altra direzione, per capire se tutte le ore sono uguali oppure no. 
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In questo caso la differenza c’è ed è evidente; osservando i dati possiamo infatti 
distinguere tra fasce ben visibili: una prima fascia che è la fase di apertura, quella 
che va dalle 8.00 alle 10.00, in cui ancora non arrivano tantissimi clienti; dalle 
10.00 alle 13.00 si estende la seconda fascia, caratterizzata da un numero di clienti 
ben più elevato; questo è coerente con quello che ci si può aspettare: questo orario 
è quello in cui chi fa la spesa giornalmente (soprattutto casalinghe e pensionati) si 
reca al supermercato, magari dopo aver espletato le faccende domestiche. Infine 
abbiamo la terza ed ultima fascia, quella pomeridiana (15.30-19.30), in cui si nota 
un tasso di arrivi nel sistema pressoché costante. 
L’analisi dei dati ha portato quindi ad una divisione in tra fasce, generando la 
necessità di creare tre modelli alternativi, ognuno con il proprio tasso medio di 
arrivo λ. La divisione proposta garantisce di mantenere l’ipotesi di stocasticità 
all’interno dei tre modelli distinti, permettendo quindi la possibilità di applicare la 
teoria delle code tramite le formule viste nei capitoli precedenti. 
Per determinare questo tasso mi sono recato al supermercato per prendere 
manualmente questi tempi: una prima misurazione l’ho fatta dalle 8.30 circa alle 
9.30 circa, un’altra dalle 11.00 a mezzogiorno e l’ultima nel pomeriggio (tutte 
effettuate venerdì 30 gennaio), definendo quanti clienti giungevano nel sistema 
ogni minuto; dopo aver ottenuto 60 dati per ogni fascia li ho confrontati con la 
distribuzione di Poisson per determinare se effettivamente il processo di arrivi 
segue un processo di Poisson. 
 La prima fascia considerata, come detto, va dalle 8.00 alle 10.00; i sessanta 
rilevamenti effettuati rivelano il numero di clienti che arrivano nel sistema ogni 
minuto; i dati osservati vanno confrontati con la distribuzione di Poisson; la tabella 
riporta i dati osservati: 
    Clienti al minuto       Frequenza reale     Frequenza teorica 
              0                35                 32,92 
              1                16                 19,75 
              2                 7                  5,92 
              3                 2                  1,41 
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Le prime cose da calcolare sono i momenti della distribuzione campionaria, media 
e varianza: 
𝐸(𝑇) = 0,6          𝑉𝑎𝑟(𝑇) = 0,6847 
Ricordando che in una distribuzione di Poisson il valore delle media è pari a quello 
della varianza, confrontando i dati ci accorgiamo che effettivamente potremmo 
avere a che fare con tale tipo di distribuzione. Nel caso in cui venisse confermato 
che il campione ha una distribuzione poissoniana il tasso medio di arrivo λ sarebbe 
pari al valore atteso, cioè 0,6. A questo punto calcoliamo le frequenze teoriche 
calcolate per una distribuzione di Poisson con media pari a 0,6 (sono espresse in 
figura nella colonna “Frequenza teorica”). 
Per effettuare il confronto si usa il Test del Chi Quadro, utilizzando come 
frequenze osservate le frequenze del campione e come frequenze attese le 
frequenza teoriche, tenendo presente che la classe “2” e quella “3 o più” vanno 
riunite in un’unica classe “2 o più” in quanto le frequenze attese devono essere 
maggiori di 5 per garantire una miglior riuscita del test. Ricordando che: 
𝜒2 =∑
(𝑓𝑖
𝑟𝑒𝑎𝑙𝑒 − 𝑓𝑖
𝑝𝑟𝑒)
2
𝑓𝑖
𝑝𝑟𝑒
𝑘
𝑖=1
 
Troviamo il valore del Chi Quadro che è pari a 1,22. Tale valore, paragonato con 
il Chi Quadro limite calcolato con un livello di significatività del 5% e con 2 gradi 
di libertà (𝜒𝐿𝐼𝑀
2 = 5,99), ci conferma che il processo degli arrivi è un processo di 
Poisson; pertanto possiamo concludere che per questa prima fascia abbiamo arrivi 
di tipo Poissoniano con tasso medio di arrivo pari a: 
𝝀 = 𝟎, 𝟔 
 La seconda fascia è della tarda mattinata, dalle 10.00 alle 13.00; anche per 
questa seconda fase ho seguito lo stesso procedimento visto sopra; perciò ho 
determinato il numero di arrivi al minuto per sessanta minuti. I dati ottenuti sono 
riportati in tabella: 
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    Clienti al minuto       Frequenza reale     Frequenza teorica 
              0                20                 21,35 
              1                26                 22,06 
              2                 8                 11,39 
              3                 4                  3,92 
              4                 2                  1,28 
 
Il calcolo della media e della varianza campionaria ci forniscono i seguenti dati: 
𝐸(𝑇) = 1,033          𝑉𝑎𝑟(𝑇) = 1,05 
Anche per questa seconda fascia i momenti principali della distribuzione 
campionaria sono simili tra loro; ciò fa ben sperare nell’analisi riguardante il 
campione e la possibilità che abbia una distribuzione di Poisson. Il calcolo della 
frequenza attesa avviene sulla base di una variabile con distribuzione di Poisson 
con media pari a 1,033; i risultati sono quelli definiti nella tabella precedente. A 
questo punto abbiamo tutti gli elementi per il calcolo del Chi Quadro, osservando 
che anche in questo caso le ultime due classi vanno riunite in un’unica classe 
chiamata “3 o più”: 
𝜒2 = 1,921 
Il confronto con il Chi Quadro limite (livello di significatività al 5% e 3 gradi di 
libertà), che è pari a 7,82, ci suggerisce che anche per questa seconda fascia gli 
arrivi se verificano secondo una distribuzione di Poisson; questa volta il tasso 
medio di arrivo è pari a: 
𝝀 = 𝟏, 𝟎𝟑𝟑 
 La terza ed ultima fascia è quella pomeridiana, dalle 15.30 alle 19.30; anche 
in questa situazione i passi da seguire sono sempre gli stessi: 
    Clienti al minuto       Frequenza reale     Frequenza teorica 
              0                32                 28,83 
              1                16                 21,13 
              2                 8                  7,74 
              3                 4                   2,3 
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La media e la varianza campionaria sono: 
𝐸(𝑇) = 0,733          𝑉𝑎𝑟(𝑇) = 0,8763 
Il valore dei due momenti caratteristici non è poi così distante l’un l’altro, pertanto 
possiamo pensare di avere a che fare con una distribuzione di Poisson; per esserne 
più sicuri facciamo il Test del Chi Quadro (dopo aver unito le classi “2” e “3” in 
una classe “2 o più”; il valore che emerge è: 
𝜒2 = 1,977 
Il valore trovato risulta di gran lunga inferiore a 5,99 (il Chi Quadro limite); ciò ci 
fa desumere che anche per questa terza fascia gli arrivi seguono una distribuzione 
di Poisson con tasso medio di arrivo pari a: 
𝝀 = 𝟎, 𝟕𝟑𝟑 
 
3.2.2 I TEMPI DI SERVIZIO 
La raccolta dei dati riguardanti i tempi di servizio ha fatto sì (anch’essa) che per 
avere un valido riscontro su tali tempistiche abbia dovuto recarmi in loco e 
cronometrare più tempi possibili, in modo tale da avere un campione significativo 
da poter analizzare. 
I tempi di servizio sono indipendenti dal tempo, cioè non sono in alcun modo 
influenzati da possibili fattori quali il giorno della settimana o la fascia oraria: ciò 
significa che avrei potuto recarmi a cronometrarli in qualsiasi momento, sia di 
mattina che di pomeriggio, sia di lunedì che di sabato, il risultato sarebbe stato 
comunque lo stesso. 
Mi sono recato nel supermercato sabato 22 gennaio, dalle 10 circa alle 12.30 circa. 
In questo intervallo temporale ho avuto la possibilità di cronometrare 103 tempi di 
servizio, espressi nella seguente tabella (i dati sono espressi in secondi): 
125 
 
71” 60” 132” 69” 16” 71” 129” 21” 44” 87” 
46” 72” 103” 52” 87” 64” 72” 58” 31” 45” 
98” 69” 73” 25” 53” 63” 29” 21” 47” 75” 
31” 48” 8” 41” 25” 239” 31” 128” 37” 84” 
136” 21” 45” 17” 62” 55” 224” 36” 57” 31” 
140” 51” 65” 123” 54” 34” 50” 91” 44” 49” 
44” 79” 18” 29” 66” 69” 22” 32” 89” 79” 
65” 60” 73” 147” 32” 78” 68” 25” 53” 28” 
67” 182” 57” 19” 36” 47” 25” 41” 87” 59” 
37” 119” 53” 35” 124” 77” 28” 194” 51” 37” 
69” 55” 29”        
 
Dopo aver raccolto i dati necessari, sono passato all’elaborazione dei dati stessi, 
cioè studiarli per capire che tipologia di distribuzione avessero in modo da poter 
impostare il modello adeguato per studiare il sistema. 
Per prima caso ho trasformato i secondi in minuti e ho calcolato media e varianza 
del campione, cioè i momenti fondamentali, per fare un primo confronto con le 
varie distribuzioni. 
𝐸(𝑇) = 1,07 minuti ≅  64,2 secondi 
𝑉𝑎𝑟(𝑇) = 0,502 
In secondo luogo ho ordinato i tempi di servizio in ordine crescente e li ho racchiusi 
in intervalli di un minuto ciascuno, in modo da poter creare un istogramma di 
frequenza che mi garantisse la possibilità di paragonare la distribuzione del 
campione ad una nota. Ho evidenziato 4 classi, ognuna con un intervallo temporale 
costante pari a 60 secondi: da 0 a 60 secondi, da 61 a 120 secondi, da 121 a 180 
secondi, e da 180 in poi, fino ad arrivare a 3 minuti e 59 secondi, cioè il servizio 
più lungo cronometrato. Per ognuna di queste classi ho calcolato la frequenza di 
manifestazione, creando il seguente istogramma di frequenza: 
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Grafico 1 Istogramma di frequenza dei tempi di servizio 
 
Il grafico sopra evidenzia la frequenza con cui si ripresentano i tempi di servizio. 
Osservando l’andamento della curva ci si può fare una prima idea circa la 
distribuzione seguita dal campione. La curva che evidenzia l’andamento 
dell’istogramma, infatti, assomiglia molto alla funzione di densità di probabilità di 
una distribuzione gamma (soprattutto una gamma con parametro 𝑘 = 1), cioè una 
distribuzione di probabilità continua che descrive anche, tra le altre, le 
distribuzioni esponenziali e di Erlang: 
 se la distribuzione gamma ha parametro 𝑘 = 1 si riduce ad un’esponenziale; 
 se k è costituito da un numero intero, allora si riduce ad una distribuzione 
di Erlang. 
Per ricercare la distribuzione da attribuire al campione paragoniamo i momenti 
della distribuzione campionaria con quelli attesi della distribuzione considerata; 
poi utilizziamo il test del Chi-Quadro, con il quale si confronta la frequenza reale 
(quella riscontrata nel campione) e la frequenza attesa (quella che ci si attende nel 
caso sia una distribuzione esponenziale) per confermare l’accettabilità della 
distribuzione prescelta 
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Data la semplicità e la riscontrabilità nella realtà della distribuzione esponenziale, 
proviamo in prima istanza a determinare se sia possibile che i tempi di servizio in 
questione abbiano tale tipologia di distribuzione, nonostante la curva non lo 
suggerisca. 
Calcoliamo immediatamente µ, cioè il tasso medio di servizio, che in tal caso ci è 
fornito dall’inverso della media: 
𝐸(𝑇) =
1
𝜇
     →      𝜇 =
1
𝐸(𝑇)
 
Da cui abbiamo: 
𝜇 = 0,934 servizi al minuto 
A questo punto effettuiamo il test del Chi Quadro, grazie al quale possiamo 
stabilire se i tempi di servizio possono essere distribuiti esponenzialmente. 
Ricordiamo che: 
𝜒2 =∑
(𝑓𝑖
𝑟𝑒𝑎𝑙𝑒 − 𝑓𝑖
𝑝𝑟𝑒)
2
𝑓𝑖
𝑝𝑟𝑒
𝑘
𝑖=1
 
Questa equazione ci dà il valore del Chi-Quadro, il quale dovrà essere inferiore al 
Chi-Quadro limite. 
Le frequenze previste sono quelle attese per una distribuzione esponenziale con 
media pari alla media campionaria che ho ottenuto; pertanto devo calcolare la 
frequenze per le 4 classi di una distribuzione esponenziale con media pari a 1,07 
minuti (1 minuto e 4 secondi) e parametro 𝜇 = 0,934. Per calcolare le frequenze 
attesa ho calcolato la funzione di ripartizione per il limite superiore dell’intervallo 
e vi ho sottratto il valore della stessa funzione calcolato per il limite superiore 
dell’intervallo precedente. In sostanza ho calcolato il valore della funzione di 
ripartizione quando 𝑡 = 1 e lo ho moltiplicato per 103; così facendo ho ottenuto la 
frequenza attesa per la prima classe considerata; poi ho calcolato la funzione di 
ripartizione quando 𝑡 = 2, ho sottratto il valore della funzione di ripartizione in 
𝑡 = 1 e, così facendo ho trovato la frequenza attesa relativa per la seconda classe; 
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moltiplicando tale valore per 103 ho trovato la frequenza attesa; lo stesso 
procedimento è stato ripetuto per la terza classe; infine ho sottratto da 103 i valori 
delle frequenze attese per le classi 1, 2 e 3 e ho trovato la frequenza attesa per 
l’ultima classe. Ricordando che la funzione di ripartizione di una distribuzione 
esponenziale è la seguente: 
𝐹(𝑡) = 1 − 𝑒−𝜇𝑡 
Possiamo calcolare le seguenti frequenze attese: 
𝑓1
𝑝𝑟𝑒 = 62,52     𝑓2
𝑝𝑟𝑒 = 24,57     𝑓3
𝑝𝑟𝑒 = 9,66     𝑓3 𝑜 𝑝𝑖ù
𝑝𝑟𝑒 = 6,25 
 Con questi dati posso procedere al calcolo del Chi Quadro: 
𝜒2 =
(59 − 62,52)2
62,52
+
(32 − 24,57)2
24,57
+
(8 − 9,66)2
9,66
+
(4 − 6,25)2
6,25
= 3,543 
Considerando che abbiamo 4 classi, il valore del Chi-Quadro limite deve essere 
preso con 3 gradi di libertà. Confrontando il valore del 𝜒2 trovato con il 𝜒𝐿𝐼𝑀
2  con 
3 gradi di libertà e un livello di significatività pari al 5%, osserviamo che: 
𝜒2 < 𝜒𝐿𝐼𝑀
2  
Infatti 𝜒𝐿𝐼𝑀
2  con 𝛼 = 5% e 3 gradi di libertà è pari a 7,82, ben al di sopra del valore 
da noi trovato; pertanto i dati sono in accordo con una distribuzione esponenziale. 
Possiamo pertanto affermare che i tempi di servizio abbiano una distribuzione di 
esponenziale con media: 
𝐸(𝑇) =
1
𝜇
= 1,07 minuti ≅  64,2 secondi 
Da cui ricaviamo il tasso medio di servizio: 
 𝝁 = 𝟎, 𝟗𝟑𝟒 𝐜𝐥𝐢𝐞𝐧𝐭𝐢 𝐚𝐥 𝐦𝐢𝐧𝐮𝐭𝐨 
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3.3 I MODELLI DI CODA: M/M/s 
Il modello scelto per rappresentare ed analizzare al meglio il supermercato Simply 
di Orbetello è un modello con arrivi poissoniani (con tasso medio di arrivo λ) e con 
tempi di servizio esponenziali (con tasso medio di servizio µ) e con s servitori (ci 
sono due postazioni quindi il numero dei serventi può oscillare tra 1 e 2). Ma 
mentre i tempi di servizio sono sempre gli stessi, indipendenti cioè da fattori quali 
l’orario della giornata o il giorno della settimana, i tempi di interarrivo (come i dati 
evidenziano) si differenziano in 3 grandi fasce: 
 la prima fascia è quella della prima mattinata che va dall’apertura (ore 8.00) 
alle 10.00, in cui osserviamo arrivi di tipo poissoniano con  𝝀 = 𝟎, 𝟔; 
 la seconda fascia è quella della tarda mattinata, quella forse più 
movimentata in un supermercato del genere, quella che va dalle 10.00 alle 
13.00, in cui abbiamo degli arrivi poissoniani con 𝝀 = 𝟏, 𝟎𝟑𝟑; 
 la terza ed ultima fascia è quella pomeridiana, dalla riapertura alle 15.30 
alla chiusura alle 19.30, in cui troviamo arrivi poissoniani con 𝝀 = 𝟎, 𝟕𝟑𝟑. 
La distribuzione esponenziale per i tempi di interarrivo è logica e sensata, in quanto 
in un sistema come un supermercato gli arrivi sono completamente casuali, 
soprattutto se facciamo una distinzione nelle tre fasce che abbiamo fatto. Così 
facendo non studieremo un solo sistema, ma tre sistemi alternativi, in cui i tempi 
di servizio hanno sempre la medesima distribuzione con uguale tasso di servizio, 
mentre saranno i tempi di interarrivo a cambiare. In questo modo si vuol analizzare 
al meglio il sistema, per cercare di capire la necessità di personale alla cassa nelle 
varie fasce orarie. In sostanza abbiamo tre modelli in cui il tasso medio di servizio 
sarà uguale ma il tasso medio di arrivo cambierà da modello a modello; per quanto 
riguarda il numero dei serventi l’obiettivo è determinare quale sia il numero 
ottimale. 
Una volta definite le caratteristiche generali dei modelli si devono determinare i 
valori dei parametri funzionali, in modo poi da poterli analizzare per definire il 
numero ottimo di serventi. Per poter fare un’analisi completa dobbiamo definire i 
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risultati sia per il caso a singolo servente sia nel caso in cui ci fossero due serventi. 
Ricordando che in un modello M/M/s valgono le seguenti formule: 
 Numero medio di clienti in coda per il caso del multiservente: 
𝑳𝒒 =
𝟐𝝆𝟑
𝟏 − 𝝆𝟐
 
      Per il caso a singolo servente: 
𝑳𝒒=
𝝀𝟐
𝝁(𝝁 − 𝝀)
 
 Tempo medio atteso in coda con 𝑠 = 2: 
𝑾𝒒 =
𝝆𝟐
𝝁(𝟏 − 𝝆𝟐)
 
      Con un solo servitore risulta: 
𝑾𝒒 =
𝝀
𝝁(𝝁 − 𝝀)
 
 
 Tempo medio speso nel sistema nel caso di due serventi: 
𝑾 =
𝟏
𝝁(𝟏 − 𝝆𝟐)
 
           Se abbiamo un solo servitore: 
𝑾 =
𝟏
(𝝁 − 𝝀)
 
 Numero atteso di clienti nel sistema con più di un servente: 
𝑳 =
𝟐𝝆
𝟏 − 𝝆𝟐
 
           Nel caso di singolo servente: 
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𝑳 =
𝝀
𝝁 − 𝝀
 
Dopo aver ricordato tutte le formule che ci saranno utili in questi paragrafi per 
ottenere i parametri funzionali dei modelli passiamo al calcolo degli stessi 
parametri. 
 
3.3.1 ORE 8.00-10.00: IL PRIMO MODELLO M/M/s 
Il primo dei tre modelli che andiamo ad analizzare è costituito da arrivi poissoniani, 
tempi di servizio erlanghiani e uno o due servitori. I dati fondamentali per 
impostare il modello sono i seguenti: 
 𝝀 = 𝟎, 𝟔, cioè il tasso medio di arrivo dei clienti è pari a 0,6; in sostanza, 
ogni minuto arrivano 0,6 clienti; 
 𝝁 = 𝟎, 𝟗𝟑𝟒, cioè il servente espleta il proprio servizio con un tasso di 0,932 
clienti al minuto; 
 𝝆 = 𝝀 𝒔𝝁⁄ = 𝟎, 𝟔𝟒𝟐 assumendo il numero dei serventi pari a 1; se invece 
entrambi i serventi fossero all’opera il valore di 𝝆 sarebbe pari a 0,321 
Questo dato indica la probabilità che il servente sia occupato ed è il fattore 
di utilizzazione del sistema che, come sappiamo, deve essere inferiore ad 
uno per garantire la stabilità del sistema. In questo caso, sia con un singolo 
servente che con entrambi, il valore di 𝜌 è accettabile. 
Una volta definite le peculiarità del modello si devono calcolare i valori dei 
parametri funzionali, in modo da avere la base di dati da analizzare per portare a 
termine il nostro obiettivo, determinare quale sia il numero ottimale dei serventi. 
Calcoliamo prima i parametri nel caso di un singolo servente: 
𝐿𝑞 =
0,62
0,934 − 0,6
= 1,084 clienti al minuto 
Ciò significa che attendiamo 1,084 clienti al minuto in coda. 
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𝑊𝑞 =
0,6
0,934(0,934 − 0,6)
= 1,923 minuti 
L’indice ci restituisce i minuti medi spesi in coda dai clienti, cioè 1 minuto e 55 
secondi trascorsi in media in coda. 
𝑊 =
1
0,932 − 0,6
= 3,012 minuti 
I clienti, in media, spendono 3,012 minuti nel sistema (in coda più alla stazione di 
servizio), cioè 3 minuti e 1 secondo circa. 
𝐿 =
0,6
0,934(0,934 − 0,6)
= 1,796 clienti al minuto 
Pertanto nel sistema avremo mediamente 1,796 clienti al minuto. 
Dopo aver delineato il caso del singolo servente analizziamo i dati nel caso in cui 
si operasse con due serventi; i parametri funzionali si modificano come segue: 
𝐿 =
2 ∗ 0,321
1 − (0,321)2
= 0,7157 clienti al minuto 
𝑊 =
0,7157
0,6
= 1,193 minuti ≈ 1 minuto e 12 secondi 
𝑊𝑞 = 1,193 −
1
0,934
= 0,122 minuti ≈ 7 secondi 
𝐿𝑞 = 0,6 ∗ 0,122 = 0,073 clienti al minuto 
I valori dei parametri si abbassano notevolmente se si decide di operare con due 
serventi in questa prima fascia oraria. 
 
3.3.2 ORE 10.00-13.00: IL SECONDO MODELLO M/M/s 
Il secondo modello da analizzare ha le medesime impostazioni del precedente, solo 
che variano i parametri concernenti i tempi di interarrivo; le peculiarità sono: 
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 𝝀 = 𝟏, 𝟎𝟑𝟑, cioè il tasso medio di arrivo dei clienti è pari a 1,033; in 
sostanza, ogni minuto arrivano 1,033 clienti; 
 𝝁 = 𝟎, 𝟗𝟑𝟒, cioè il servente espleta il proprio servizio con un tasso di 0,934 
clienti al minuto; 
 𝝆 = 𝝀 𝒔𝝁⁄ = 𝟏, 𝟏𝟎𝟔, assumendo il numero dei serventi pari a 1; questo 
valore non è in accordo con quanto visto fino ad ora; infatti in tal caso la 
coda tenderebbe ad esplodere in quanto un singolo servente non è in grado 
di smaltire completamente la fila, la quale crescerebbe a dismisura; se 
invece entrambi i serventi fossero all’opera il valore di 𝝆 sarebbe pari a 
0,553. Questo dato, invece, testimonia come nel caso di due serventi il 
sistema può raggiungere la stazionarietà; per questo motivo non si può 
studiare questo secondo modello nel caso di singolo servente ma lo si deve 
studiare esclusivamente nel caso in cui entrambe le stazioni di servizio 
siano attive. 
Lo studio di questo modello, come detto, va effettuato solo sul caso multiservente; 
i risultati emersi circa i parametri funzionali sono i seguenti: 
𝐿 =
2 ∗ 0,553
1 − 0,5532
= 1,59 clienti al minuto 
𝑊 =
1,59
1,033
= 1,54 minuti 
𝑊𝑞 = 1,54 −
1
0,934
= 0,47 minuti 
𝐿𝑞 = 1,033 ∗ 0,47 = 0,485 clienti al minuto 
Dai valori indicanti gli indici del modello possiamo osservare che se ci rechiamo 
nel supermercato in questione dalle 10.00 alle 13.00 troveremo, in media, 0,47 
clienti al minuto in coda e 1,59 clienti al minuto nel sistema (ricordiamo che con 
sistema non si intende l’intero supermercato ma solamente il sistema rappresentato 
dalle casse per il pagamento e la fila di attesa prima di poter accedere al servizio). 
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Per quanto riguarda le attese, sappiamo che avremo un’attesa media di 28 secondi 
in coda e di un minuto e 32 secondi nell’intero sistema. 
 
3.3.3 ORE 15.30-19.30: IL TERZO MODELLO M/M/s 
Il terzo ed ultimo modello che andiamo ad analizzare è quello riscontrabile nelle 
ore pomeridiane di apertura del supermercato; anche qui le caratteristiche di base 
del modello sono le stesse (arrivi poissoniani e tempi di servizio che seguono una 
distribuzione esponenziale). Le caratteristiche particolari, invece, sono: 
 𝝀 = 𝟎, 𝟕𝟑𝟑, cioè il tasso medio di arrivo dei clienti è pari a 1,033; in 
sostanza, ogni minuto arrivano 1,033 clienti; 
 𝝁 = 𝟎, 𝟗𝟑𝟒, cioè il servente espleta il proprio servizio con un tasso di 0,934 
clienti al minuto; 
 𝝆 = 𝝀 𝒔𝝁⁄ = 𝟎, 𝟕𝟖𝟓, assumendo il numero dei serventi pari a 1; ciò 
significa che il sistema è in condizioni di stazionarietà, non c’è pericolo che 
la coda esploda; se invece entrambi i serventi fossero all’opera il valore di 
𝝆 sarebbe pari a 0,392. Naturalmente anche se entrambe le postazioni di 
servizio sono all’opera il valore del coefficiente di utilizzazione è inferiore 
ad uno, pertanto il sistema è stazionario anche in questo caso. 
L’analisi di quest’ultimo modello riguarderà entrambi i casi, sia a singolo servente 
che multiservente.  Cominciamo con il modello M/M/1. 
Il numero medio di clienti nel sistema al minuto risulta: 
𝐿 =
0,733
0,934 − 0,733
= 3,64 clienti al minuto 
Mentre in coda troveremo mediamente: 
𝐿𝑞 =
0,7332
0,934 − 0,733
= 2,67 clienti al minuto 
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Gli indicatori riguardanti i tempi di attesa, invece, ci informano che il tempo medio 
speso in coda e quello speso nell’intero sistema sono, rispettivamente: 
𝑊𝑞 =
0,733
0,934(0,934 − 0,733)
= 3,904 minuti 
𝑊 =
1
0,93 − 0,733
= 4,97 minuti 
Questi parametri ci suggeriscono che il tempo medio atteso in coda è pari a 3 
minuti e 54 secondi, mentre quello speso nell’intero sistema è pari a 4 minuti e 58 
secondi. 
Nel caso in cui operassero continuativamente entrambe le postazioni di servizio i 
avremmo dei parametri diversi. In particolare, i parametri riguardanti il numero di 
clienti sarebbero: 
𝐿𝑞 = 0,1414 clienti al minuto                    𝐿 = 0,926 clienti al minuto 
I parametri concernenti l’attesa diventerebbero: 
𝑊𝑞 = 0,193 minuti ≈ 12 secondi 
𝑊 = 1,264 minuti ≈ 1 minuto e 16 secondi 
In definitiva se ci rechiamo al supermercato il pomeriggio dovremo aspettare 
mediamente 12 secondi in coda e un minuto e 16 secondi per avere la possibilità 
di uscire dal sistema. 
 
 
3.4 IL NUMERO OTTIMO DI SERVENTI 
L’elaborazione e l’analisi dei dati ci ha portato ad una situazione come quella 
mostrata nella tabella di seguito: 
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 s λ μ ρ L 
clienti/minuto 
Lq 
clienti/minuto 
W Wq 
Primo 
modello 
(8-10) 
1 
 
2 
0,6 
 
0,6 
0,934 
 
0,934 
0,642 
 
0,321 
1,796 
 
0,7157 
1,084 
 
0,073 
3’ 01” 
 
1’ 12” 
1’ 56” 
 
7” 
Secondo 
modello 
(10-13) 
 
2 
 
1,033 
 
0,934 
 
0,553 
 
1,59 
 
0,485 
 
1’ 32” 
 
28” 
Terzo 
modello 
(15.30-19.30) 
1 
 
2 
0,733 
 
0,733 
0,934 
 
0,934 
0,785 
 
0,392 
3,64 
 
0,926 
2,67 
 
0,1414 
4’ 58” 
 
1’ 16” 
3’ 54” 
 
12” 
 
La tabella riepilogativa ci mostra in un colpo solo tutti i parametri funzionali dei 
tre modelli considerati; proprio questi dati sono quelli necessari per definire la 
scelta del numero ottimo di serventi. Come abbiamo visto alla fine del capitolo 2, 
in un sistema come quello analizzato non è possibile definire il numero ottimo in 
base all’analisi dei costi di servizio e dei costi di attesa in quanto gli utenti 
richiedenti il servizio non sono dipendenti del supermercato ma sono semplici 
clienti. Pertanto utilizzeremo l’altro approccio, cioè quello che fissa una serie di 
paletti che sono considerati dei limiti invalicabili da non infrangere per non 
rischiare di perdere clientela in seguito ad attese eccessive. 
Considerando la tipologia di attività studiata e le sue caratteristiche tipiche, 
possiamo fissare i seguenti paletti: 
 Tempo medio massimo speso nel sistema: 
𝑾 < 𝟒 𝐦𝐢𝐧𝐮𝐭𝐢 
Il limite qui imposto può essere espresso anche sotto forma di tempo medio 
massimo di attesa in coda, ottenibile sottraendo a W il tempo di servizio 
1 𝜇⁄ : 
𝑾𝒒 < 𝟐 𝐦𝐢𝐧𝐮𝐭𝐢 𝐞 𝟓𝟔 𝐬𝐞𝐜𝐨𝐧𝐝𝐢 
 Numero medio massimo di clienti in coda: 
𝑳𝒒 < 𝟑 𝐜𝐥𝐢𝐞𝐧𝐭𝐢 𝐚𝐥 𝐦𝐢𝐧𝐮𝐭𝐨 
I limiti introdotti sembrano limiti molto restrittivi e raggiungibili solo con grande 
efficienza del supermercato; in realtà la scelta di questi paletti è giustificata dalla 
natura e dalle caratteristiche del supermercato scelto: la natura di supermercato di 
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paese (a metà strada tra un grande supermercato e un negozio di generi alimentari 
di quartiere) fa sì che chi si reca a fare la spesa (gli utenti del sistema) non voglia 
affrontare code chilometriche prima di poter uscire dal sistema, mentre la struttura 
fisica impone la necessità di avere una coda limitata proprio perché non c’è spazio 
per accogliere decine di persone in fila. Questi elementi tipici del sistema in 
questione giustificano la scelta di limiti al tempo massimo speso nel sistema e al 
numero massimo di clienti in coda così restrittivi; qualora il sistema non rispettasse 
tali vincoli rischierebbe di andare incontro a delle difficoltà, in quanto si 
potrebbero creare lunghe code difficilmente gestibili; questo è proprio quello che 
si vuole evitare con lo studio della coda e del sistema in quanto il rischio di perdere 
i clienti diventerebbe elevato. Se avessimo scelto, ad esempio, un limite massimo 
di 8 clienti al minuto in coda, la probabilità che la coda crescesse oltre il numero 
consentito dalla conformazione del locale sarebbe stata alta; così come se avessimo 
alzato il limite del tempo speso nel sistema a 10 minuti: non sarebbe stato realistico 
in quanto i clienti non hanno intenzione di passare così tanto tempo alle casse 
(ricordiamo che non si fa riferimento al tempo trascorso all’interno del 
supermercato ma a quello trascorso alle casse) per fare una spesa giornaliera. 
 
3.4.1 IL NUMERO OTTIMO DALLE 8.00 ALLE 10.00 
Il primo modello oggetto della nostra analisi è quello che concerne le prime ore 
della mattina, dal momento dell’apertura al pubblico fino alle 10. Questo modello 
è stato studiato sia nel caso ci sia un solo dipendente operativo alla cassa sia 
nell’ipotesi multiservente, cioè quando entrambe le postazioni di servizio sono 
operative. Per comprendere quale delle due situazioni sia quella migliore per il 
supermercato si deve fare il confronto tra gli indicatori di prestazione calcolati per 
entrambe le situazioni con i limiti preposti dalla nostra analisi. 
I parametri funzionali sono: 
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 Caso di un solo servente, 𝑠 = 1: 
𝑊 = 3 minuti e 1 secondo 
𝑊𝑞 = 1 minuto e 56 secondi 
𝐿𝑞 = 1,084 clienti al minuto 
 Caso multiservente, 𝑠 = 2: 
𝑊 = 1 minuto e 12 secondi 
𝑊𝑞 = 7 secondi 
𝐿𝑞 = 0,073 clienti al minuto 
Questi dati devono necessariamente essere confrontati con le limitazioni preposte, 
in particolare: 
𝑾 < 𝟒 𝐦𝐢𝐧𝐮𝐭𝐢 
La limitazione riguardante il tempo medio speso nel sistema, che non deve essere 
superiore a quattro minuti, è soddisfatta in entrambi i casi; ciò sta a significare che 
in merito a questa prima limitazione è possibile lavorare sia con due serventi che 
con un solo servente operativo. In sostanza per ora possiamo affermare che è 
corretto utilizzare un solo servente, in quanto soddisfa le limitazioni e garantisce 
un minor costo per l’azienda. Per confermare questa teoria si deve fare un raffronto 
anche con l’altro paletto: 
𝑳𝒒 < 𝟑 𝐜𝐥𝐢𝐞𝐧𝐭𝐢 𝐚𝐥 𝐦𝐢𝐧𝐮𝐭𝐨 
Anche qui entrambe le situazioni garantiscono la possibilità di avere un numero 
medio di clienti al minuto inferiore a tre. Anche il secondo paletto ci conferma la 
teoria secondo cui il numero migliore di serventi è uno. 
In definitiva possiamo affermare che, dopo adeguata ed attenta analisi, facendo gli 
opportuni confronti, il numero ottimo di serventi è uno e, quindi, il modello con 
cui studiare tale sistema è un processo di nascita-morte con un unico servente, il 
modello M/M/1. Questa conclusione è presa in accordo con il fatto che si vuol 
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evitare la perdita della clientela anzi, strizzando un occhio alla disciplina del 
marketing, si ricerca la fideizzazione del cliente; per farlo si deve mantenere un 
livello di efficienza del servizio adeguato, garantendo il giusto scorrimento della 
fila. Nelle prime ore del mattino questa efficienza è garantita da un unico servitore. 
In definitiva, nelle dalle 8.00 alle 10.00 si possono sfruttare i dipendenti per altre 
mansioni, quali la sistemazione della frutta, lo scarico della nuova merce in arrivo, 
e tutti gli altri compiti da espletare nelle prime ore di apertura di un supermercato. 
L’importante è che ci sia almeno un cassiere attivo! 
 
3.4.2 IL NUMERO OTTIMO DALLE 10.00 ALLE 13.00 
Il secondo modello è caratterizzato da un tasso di arrivo ben al di sopra del 
precedente, al punto che è superiore al tasso medio di servizio; ciò fa sì che il caso 
a singolo servente non possa nemmeno essere preso in considerazione in quanto, 
dati λ e μ, il coefficiente di utilizzazione è maggiore di uno e, pertanto, la coda 
tenderebbe ad esplodere. Per questo dobbiamo confrontare i valori ottenuti con il 
modello M/M/2 e confrontarli con i valori limite, in modo tale da capire se due è 
effettivamente il numero ottimale di serventi oppure sarebbe opportuno aumentare 
ulteriormente le postazioni di servizio. 
I parametri funzionali sono i seguenti: 
𝑊 = 1 minuto e 32 secondi 
𝑊𝑞 = 28 secondi 
𝐿𝑞 = 0,485 clienti al minuto 
I valori sopra espressi, dopo averli confrontati con i paletti precedentemente fissati 
(𝑊 < 4 minuti e 𝐿𝑞 < 3 clienti al minuto) ci confermano che in questa seconda 
fase della giornata sono necessari e sufficienti 2 serventi; infatti, dopo aver 
eliminato a prescindere la possibilità di ricorrere ad un unico servente, si evidenzia 
come l’operatività di due serventi in queste tre ore di servizio è ottimale allo scopo 
di soddisfare pienamente la clientela in merito ad un’attesa in coda ridotta. In 
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definitiva il modello ottimale per questo sistema è rappresentato dal modello 
M/M/2. 
Nelle ore centrali della mattina, quelle caratterizzate da un afflusso maggiore di 
clienti, diventa obbligatorio l’utilizzo di due cassieri per mantenere l’efficienza del 
supermercato ad un livello adeguato alle esigenze della clientela; sarebbe 
inopportuno e imprudente lasciare un solo servente attivo con il serio rischio che 
non riesca a gestire adeguatamente la coda, causando quindi disagio tra la clientela 
con il conseguente rischio di perdere clienti. In questa seconda fascia è sicuramente 
meglio avere un dipendente in meno a sistemare il magazzino e uno in più alla 
cassa che non il contrario. 
 
3.4.3 IL NUMERO OTTIMO DALLE 15.30 ALLE 19.30 
La fase pomeridiana, in accordo con le proprie caratteristiche analizzate, si pone a 
metà strada tra la fase di apertura e la fase centrale della mattinata: il tasso di arrivo 
dei clienti è nell’intervallo tra i due differenti tassi mattinieri. Proprio questa 
motivazione fa sì che tale modello sia il più incerto da studiare: basta un cassiere 
per far fronte alla fila di clienti che vogliono uscire dal sistema o si renderà 
necessaria l’apertura anche della seconda cassa? 
La risposta a questo quesito la dobbiamo ricercare nei dati che abbiamo già 
elaborato ed analizzato, i quali confrontati con le limitazioni preposte in base alle 
caratteristiche del sistema ci forniranno le giuste risposte. La bontà nell’analisi non 
è in questa analisi finale, ma nell’elaborazione precedentemente fatta dei dati e 
nella definizione di limiti conformi con le peculiarità del modello studiato; se il 
lavoro è stato svolto in maniera appropriata a priori, la risposta al quesito sarà 
ottimale. 
Cominciamo con il modello con un solo servente; i parametri funzionali sono i 
seguenti: 
𝑊 = 4 minuti e 58 secondi 
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𝑊𝑞 = 3 minuti e 54 secondi 
𝐿𝑞 = 2,67 clienti al minuto 
Il modello con un solo servente attivo pone in evidenza una particolarità: il numero 
medio dei clienti in coda rientra nei limiti richiesti (anche se è quasi al limite) 
mentre i tempi di attesa sono maggiori dei massimali previsti. Questo primo 
modello, quindi, ci dà informazioni discordanti: la numerosità della coda è 
accettabile con l’operato di un solo cassiere ma il tempo di attesa nel sistema è 
troppo elevato, c’è il rischio di far attendere troppo i clienti che possono 
spazientirsi e, magari, cambiare supermercato di fiducia. 
Per capire meglio la situazione analizziamo il caso con due serventi; i parametri 
funzionali sono: 
𝑊 = 1 minuto e 16 secondi 
𝑊𝑞 = 12 secondi 
𝐿𝑞 = 0,1414 clienti al minuto 
I risultati che emergono in questo secondo caso rientrano nei paletti previsti; con 
la scelta di due serventi il supermercato si assicura un’efficienza del servizio 
adeguata alle esigenze della clientela. 
La conclusione di questa analisi ci suggerisce il fatto di mantenere operative due 
postazioni di servizio anche nella fase pomeridiana. Il modello ottimale per questa 
terza fascia è il modello M/M/2. In definitiva possiamo affermare che nel 
pomeriggio devono essere attivi due serventi; ci possono essere delle situazioni in 
cui l’afflusso della clientela è minore e uno dei due servitori potrà allontanarsi dalla 
propria postazione per svolgere compiti differenti (rifornire uno scaffale in cui è 
terminato un determinato articolo), ma comunque sia dovrà essere sempre pronto 
a tornare in postazione: il suo compito principale deve essere quello di garantire lo 
scorrimento della file e, quindi, la regolare efficienza del sistema; pertanto uno dei 
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due potrà allontanarsi nei momenti più opportuni, ma dovrà sempre mantenere un 
occhio al sistema pronto a tornare per ottimizzare i tempi. 
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CONCLUSIONI 
 
In questo lavoro abbiamo analizzato la Teoria delle Code sia sotto il profilo teorico 
sia nella sua applicazione economica, delineando un quadro generale dei diversi 
modelli di code che possiamo incontrare e fornendo anche un’applicazione pratica. 
La Teoria delle Code, infatti, ha molte applicazioni a livello economico-aziendale: 
la principale è sicuramente quella concernente le decisioni ottimali da prendere in 
seguito allo studio dei modelli; facendo parte della ricerca operativa, l’obiettivo 
ultimo della Teoria è quello di utilizzare elementi matematici per superare 
problemi reali, in particolare la decisione sul numero ottimo di serventi. Nel lavoro 
svolto abbiamo analizzato l’applicazione economica studiando il caso del 
supermercato Simply di Orbetello. 
Nella prima parte dell’elaborato abbiamo ripreso gli aspetti teorici alla base della 
Teoria delle code; in particolar modo ci siamo soffermati sulle caratteristiche 
riassunte dalla notazione di Kendall: tipologia del processo di arrivi (con 
contestuale tasso medio di arrivo λ), tipologia del processo di servizi (con relativo 
tasso medio di servizio μ), numero di serventi, dimensione della coda e della 
popolazione e disciplina del servizio. Questi elementi, infatti, caratterizzano un 
modello e, conoscendoli, abbiamo tutti i presupposti per poter studiare il sistema 
in questione. Lo studio del sistema è svolto in un’ottica di determinazione dei 
parametri funzionali del modello, cioè degli indici circa la numerosità media dei 
clienti e i tempi medi di attesa sia nell’intero sistema che nella coda vera e propria; 
questi parametri sono tra loro collegati dalla formula di Little, grazie alla quale 
possiamo ricavare gli altri tre indici dopo averne calcolato uno qualsiasi dei 
quattro. 
L’analisi è continuata con la definizione del processo di nascita-morte, un 
particolare processo riscontrabile nei modelli con tempi di interarrivo e tempi di 
servizio esponenziali che permette di effettuare un’analisi più semplice dal punto 
di vista matematico. Dopo averne definito gli aspetti principali abbiamo analizzato 
i modelli ricollegabili a tali processi, determinando le formule per calcolare i 
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parametri funzionali. Questi modelli sono i cosiddetti modelli M/M/… che sono i 
più utilizzati sia per la loro adattabilità a situazioni reali che per la loro minore 
complessità nel calcolo degli indici necessari per la valutazione del sistema. 
Successivamente abbiamo pian piano abbandonato la distribuzione esponenziale. 
Per prima cosa siamo passati a modelli con servizi non esponenziali (mantenendo 
i tempi di interarrivo distribuiti esponenzialmente) analizzando in particolare i 
modelli M/G/1 per i quali abbiamo evidenziato l’importante formula di Pollaczek-
Khintchine che determina il tempo medio atteso in coda in un sistema a singolo 
servente. Questa equazione, che dipende dalla varianza dei tempi di servizio, può 
essere estesa anche agli altri modelli con servizi non esponenziali sostituendo 𝜎2 
con la varianza calcolata per la distribuzione in esame. 
Successivamente abbiamo analizzato i modelli contempi di servizio esponenziali 
ma arrivi non casuali: in particolare ci siamo soffermati sull’analisi del modello 
G/M/s, per il quale abbiamo definito i parametri funzionali nel caso a singolo 
servente. 
A questo punto abbiamo abbandonato definitivamente la distribuzione 
esponenziale concentrandoci su modelli diversi, in particolare sui modelli 
deterministici, cioè quelli con tempi di interarrivo e tempi di servizio che seguono 
una distribuzione deterministica (o degenere), e sui modelli generali, assumendo 
quindi che sia il processo di servizio sia quello di arrivo non avessero una 
distribuzione ben definita. Lo studio di questi ultimi modelli è sicuramente il più 
difficoltoso tra quelli incontrati a causa della mancanza di specificazioni circa le 
caratteristiche dei processi, cioè senza alcuna assunzione sulle distribuzioni di 
probabilità dei tempi di interarrivo e dei tempi di servizio.  
Gli ultimi modelli incontrati sono quelli caratterizzati da una diversa disciplina del 
servizio: si abbandona la scelta del First In First Out per passare a modelli con 
diverse disciplina di priorità; abbiamo analizzato i modelli in cui abbiamo N classi 
di priorità (si va dalla classe 1 con priorità più alta alla classe N con priorità 
minore) e tempi di interarrivo e tempi di servizio distribuiti esponenzialmente. In 
particolare abbiamo analizzato due modelli distinti: nel primo i clienti di classe 
superiore non hanno diritto di prelazione, mentre nel secondo c’è il diritto di 
145 
 
prelazione cioè se nel momento in cui un cliente entra nel sistema c’è un utente 
con una classe di priorità inferiore ad una delle postazioni di servizio, quest’ultimo 
dovrà tornare in coda per “far posto” al nuovo arrivato. 
Al termine di questa lunga disamina teorica abbiamo introdotto le modalità circa 
l’applicazione teorica della Teoria delle Code, analizzando come devono essere 
prese le decisioni in merito al numero di serventi ottimali (da prendere tenendo in 
considerazione il costo del servizio e il costo dell’attesa). 
Nell’ultimo capitolo abbiamo analizzato un caso concreto, studiando le 
caratteristiche del sistema in base alle quali abbiamo definito il modello di 
riferimento per lo studio del sistema rappresentato dal supermercato Simply. Dopo 
aver scelto i modelli M/M/s come ottimali (abbiamo tre modelli diversi in base al 
periodo della giornata) e aver calcolato i parametri funzionali abbiamo calcolato il 
numero ottimali di serventi da mantenere operativi nel corso della giornata. 
Il supermercato ha delle caratteristiche ben precise ed in base a queste sono state 
prese determinate decisioni circa le scelte da effettuare. Il fatto che sia un piccolo 
supermercato di paese ha influito nella scelta dei paletti posti nell’applicazione 
economica della teoria: i limiti scelti (massimo 3 clienti al minuto in coda e 4 
minuti di attesa nel sistema) possono apparire molto restrittivi se applicati ad un 
supermercato, ma non lo sono assolutamente in un sistema del genere. Questi 
paletti sono indicati per questo sistema ma nessuno vieta di modificarli e applicarli 
ad altri sistemi. Il fine ultimo di questo lavoro, infatti, è quello di determinare una 
serie di modelli adattabili a qualsiasi sistema a coda in modo tale da poter studiare 
un qualsivoglia sistema reale; l’importante è conoscerne le caratteristiche. 
In conclusione si può tranquillamente affermare che lo studio effettuato nell’ultimo 
capitolo di questo lavoro potrebbe essere valido per qualsiasi tipologia di 
supermercato, purché vengano modificati i dati alla base del modello; così si 
potrebbe studiare la coda di un grande supermercato (il Carrefour in zona Cisanello 
a Pisa ad esempio) utilizzando le stesse formule ma con dati diversi, sia per i tassi 
di arrivo e di servizio che per i limiti da porre ai parametri funzionali. 
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