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We present a first-principles study of the formation and migration of native defects in lithium
hydride (LiH), a material of interest in hydrogen storage and lithium-ion batteries. We find that
the negatively charged lithium vacancy and positively charged hydrogen vacancy are the dominant
defects in LiH with a formation energy of about 0.85 eV. With this low energy, LiH can be a good
provider of Li+ and/or H− ions. Based on our results, we discuss the role of LiH in its reactions with
another reactant which are important in hydrogen storage and lithium-ion batteries, and explain
the ionic conductivity and hydrogen surface loss as observed in experiments.
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I. INTRODUCTION
Lithium hydride (LiH) is in principle of interest for
hydrogen storage [1] because of its very large hydrogen
content. However, with a decomposition temperature of
720◦C [2], it is not very useful for practical applications.
The use of LiH in combination with other complex metal
hydrides, on the other hand, has been shown to lower
the dehydrogenation temperature and improve hydrogen
kinetics [3, 4]. For instance, the lithium amide/imide
reaction has been reported to reversibly store and release
about 6.5 wt% hydrogen during absorption at 20 bar and
desorption at 0.04 bar at temperatures below 300◦C [3]:
LiNH2 + LiH↔ Li2NH+H2. (1)
LiH is also present in lithium-ion battery electrodes that
are based on conversion reactions [5], e.g.,
MHx + xLi
+ + xe− ↔M + xLiH, (2)
where M is a metal or an intermetallic compound. In
both cases, the hydrogen storage or electrochemical per-
formance ultimately depends on the reaction kinetics,
which is controlled by mass transport mediated by native
defects in the reactant materials. Other experimental ob-
servations include the production of H− ions by heating
LiH in vacuum [6], and loss of hydrogen from LiH surfaces
at room temperature, causing the formation of a lithium
metal phase [7]. Regarding the ionic conductivity, LiH
was reported to have an activation energy of 1.70±0.10
eV and a cation vacancy migration barrier of 0.54±0.02
eV [8, 9].
A detailed understanding of these reactions and phe-
nomena is still lacking, largely due to the absence of infor-
mation about the formation and migration of native point
defects in LiH. Native defects such as Schottky pairs, an-
ion and cation Frenkel pairs, and antisite pairs were stud-
ied by Pandey and Stoneham using an interatomic poten-
tial model [10]. To our knowledge, there has not been a
first-principles study of the defects, except for the prelim-
inary formation energy value of the negatively charged
lithium vacancy V −Li and the positively charged hydrogen
vacancy V +H reported in our previous work [11]. Here we
apply modern first-principles techniques and present a
more comprehensive study of native defects in LiH based
on density-functional theory (DFT). Besides the neutral
defect pairs, we study individual lithium- and hydrogen-
related defects such as vacancies, interstitials, and anti-
site defects, and investigate the dependence of their for-
mation energy (and hence concentration) on the Fermi
level and atomic abundances. We find that V −Li and V
+
H
are the dominant defects in LiH, both with a relatively
low formation energy. Our results provide insights into
the role of LiH in reactions such as Eqs. (1) and (2), and
explain the ionic conductivity and hydrogen surface loss
as observed in experiments.
II. METHODS
Our total-energy calculations are based on DFT within
the Perdew-Burke-Ernzerhof (PBE) version [12] of the
generalized-gradient approximation (GGA) and the pro-
jector augmented wave method [13, 14], as implemented
in the VASP code [15–17]. The Heyd-Scuseria-Ernzerhof
hybrid functional (HSE06) [18, 19] was also used in some
bulk and defect calculations. Calculations for bulk LiH
were performed using a 21×21×21 Monkhorst-Pack k-
point mesh [20]. For calculations of native defects, we
used a cubic (3×3×3) 216-atom supercell with a 2×2×2
k-point mesh and a plane-wave basis-set cutoff of 400
eV. The lattice parameters were fixed to the calculated
bulk values, but all the internal coordinates were fully
relaxed. Convergence with respect to self-consistent it-
erations was assumed when the total energy difference
between cycles was less than 10−4 eV and the residual
forces were smaller than 0.01 eV/A˚. Migration barriers
of selected defects were studied using the climbing-image
nudged elastic-band (NEB) method [21].
Native defects in LiH can be characterized by their
2formation energies, defined as [11, 22, 23]
Ef (Xq) = Etot(X
q) − Etot(bulk)−
∑
i
niµi
+ q(Ev + µe) + ∆
q, (3)
where Etot(X
q) and Etot(bulk) are, respectively, the total
energies of a supercell containing the defect X in charge
state q and of a supercell of the perfect bulk material; µi
is the atomic chemical potential of species i (referenced to
bulk Li metal and H2 molecules at 0 K), and ni denotes
the number of atoms of species i that have been added
(ni>0) or removed (ni<0) to form the defect. µe is the
electron chemical potential, i.e., the Fermi level, refer-
enced to the valence-band maximum in the bulk (Ev).
∆q is the correction term to align the electrostatic po-
tentials of the bulk and defect supercells and to account
for finite-cell-size effects on the total energies of charged
defects [23–25].
The quantities in Eq. (3) can be computed from the
total-energy calculations. The atomic chemical poten-
tials µi are variable, but subject to thermodynamic con-
straints [11, 22, 23], such as the condition for stability of
LiH:
µLi + µH = ∆Hf (LiH), (4)
where ∆Hf is the formation enthalpy, which is −0.825 eV
(at 0 K) in our DFT-GGA calculations. In this equation,
we have implicitly referenced µLi and µH to the values for
the reference phases: bulk Li and 1/2 an H2 molecule.
In thermal equilibrium, the concentration of the defect
X at temperature T can be obtained via the relation [23]
c(X) = NsitesNconfigexp[−E
f (X)/kBT ], (5)
where Nsites is the number of high-symmetry sites in the
lattice per unit volume on which the defect can be incor-
porated, and Nconfig is the number of equivalent config-
urations (per site). Clearly, defects with low formation
energies will easily form and occur in high concentrations.
III. RESULTS AND DISCUSSION
LiH crystallizes in the rocksalt structure with an ex-
perimental lattice constant of 4.09 A˚ [26]. The calculated
lattice constant is 3.99 A˚ (volume of 15.9 A˚3 per formula
unit) in both GGA and HSE06, 2.5% smaller than the ex-
perimental value and likely due to the neglect of lattice
vibrations in our calculations [27]. The calculated vol-
ume of LiH is actually smaller than that of face-centered
cubic Li metal (20.3 A˚3/f.u.): as hydrogen is introduced
into the Li metal, the lattice spacing decreases due to the
strong interaction between Li+ and H− ions.
The implementation of finite-cell-size corrections in the
Freysoldt scheme [24, 25] requires values for the static
dielectric constant. We find that the electronic contribu-
tion to the static dielectric constant of LiH is 4.32 in GGA
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FIG. 1: (a) Band structure and (b) total and projected elec-
tronic density of states (DOS) of LiH, calculated with DFT-
GGA. The zero of energy is set to the highest occupied state.
and 3.64 in HSE06 based on the real part of the dielectric
function ǫ1 for ω → 0. The ionic contribution is 10.65
in GGA, obtained from density functional perturbation
theory [28]. Since the ionic contribution only depends
on the Born effective charges and the vibrational modes,
which are usually well described in GGA [29], this value
can be used for both GGA and HSE06 calculations. The
calculated total static dielectric constant is thus 14.97 in
GGA and 14.29 in HSE06. For comparison, the experi-
mental dielectric constant is 12.9±0.5 [30].
Figure 1 shows the band structure and the total and
projected electronic density of states (DOS) of LiH. The
valence band consists of the bonding state of Li and H s
states, whereas the conduction band consists of the an-
tibonding state. The valence-band width is 5.41 eV (or
6.09 eV in HSE06). The calculated band gap is 3.02
eV (4.02 eV in HSE06), a direct gap at the X point in
the face-centered cubic Brillouin zone. The experimental
band gap is 4.99 eV at 4.2 K [31]. The projected DOS
[Fig. 1(b)] shows that the states near the valence-band
maximum have mainly hydrogen character, while those
near the conduction-band minimum have predominantly
lithium character, consistent with the notion that lithium
3acts as the cation (i.e., Li+) and hydrogen as the anion
(i.e., H−). The calculated formation enthalpy of LiH at 0
K is −0.825 eV (or −0.879 eV in HSE06); for comparison,
the experimental value at 300 K is −0.94 eV [32]. Our
GGA results for the bulk properties are in good agree-
ment with those reported by other groups [33, 34].
We investigated lithium- and hydrogen-related single
point defects in LiH such as vacancies, interstitials, and
antisite defects in all the possible charge states and their
defect complexes. Figure 2 shows the calculated for-
mation energies of the native point defects obtained in
GGA calculations. The “Li-rich” condition corresponds
to equilibrium between LiH and the Li metal phase (at 0
K), which gives µLi=0 eV and µH=−0.825 eV (the calcu-
lated formation enthalpy of LiH), whereas the “H-rich”
condition corresponds to equilibrium between LiH and
H2 (at 0 K), which gives µLi=−0.825 and µH=0 eV.
For V +H , which is created by removing an H
− ion from
the LiH supercell, we observe outward relaxations of the
neighboring Li atoms by 0.20 A˚; whereas for V 0H the out-
ward relaxation is only 0.07 A˚. The creation of V −H results
in inward relaxations of the neighboring Li atoms by 0.03
A˚. In the case of H0i and H
−
i , the extra H atom or ion
stays near the tetrahedral site of the rocksalt structure
with an average distance to the four neighboring Li atoms
of 1.76 A˚ (H0i ) or 1.67 A˚ (H
−
i ). For H
+
i , the extra H
+ ion
combines with a host H− ion and forms a dumbbell that
has its center at the octahedral site and an H−H distance
of 0.76 A˚. For comparison, the calculated H−H bond in
an H2 molecule is 0.75 A˚ in both GGA and HSE06 cal-
culations. The binding energy of an H2 molecule with
respect to spin-polarized H atoms is −4.53 eV and −4.52
eV in GGA and HSE06, respectively. Significant lattice
distortions occur in the neighborhood of these intersti-
tials. We also investigated interstitial H2 molecules but
found them to be unstable as molecules inside LiH.
Our studies of migration focused on the most relevant
point defects (see below) and produced energy barriers
of 0.26, 0.15, 0.51, 0.84, and 1.07 eV for H+i , H
−
i , V
+
H ,
V 0H , and V
−
H , respectively, using the NEB method [21].
The migration of H−i , for instance, involves moving the
H− ion from one tetrahedral site to another, whereas the
migration of V +H involves moving a neighboring H
− ion
to the vacancy. The migration barrier values for H+i ,
H−i , and V
+
H indicate that these defects, once formed,
are mobile below room temperature.
For V 0Li, V
+
Li , or V
−
Li , outward relaxations of the neigh-
boring H atoms occur, by about 0.15 A˚. In the case of
Li0i , Li
+
i , and Li
−
i , the extra Li stays at the tetrahedral
site with a distance to the four neighboring H− of 1.72 A˚.
Li0i and Li
−
i are not included in Fig. 2 because they have
much higher formation energies than other native defects
and are thus unlikely to play a role in LiH. Regarding mi-
gration, we find an energy barrier for migration of Li+i of
0.22 eV, and for V −Li the barrier is 0.51 eV. Our results
for the migration of V −Li and V
+
H are in qualitative agree-
ment with those reported in Ref. [10], where the barriers
for cation and anion vacancies were found to be 0.42 and
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FIG. 2: Calculated formation energies of native defects in LiH
under Li-rich and H-rich conditions, plotted as a function of
Fermi level with respect to the valence-band maximum.
0.40 eV, respectively.
The antisite defects LiH (Li replacing H) and HLi (H
replacing Li) were also investigated but not included in
Fig. 2 because of their high formation energies (2.88 eV
or higher, see more below). We find significant lattice
distortions associated with these antisite defects.
Figure 2 shows that under Li-rich and H-rich condi-
tions and any conditions in between these two limits, V −Li
and V +H have the lowest formation energies. These vacan-
cies are thus the dominant defects in LiH, i.e., they will
occur in the highest concentrations, see Eq. (5). Other
defects are less likely to form because they have higher
formation energies. In the absence of extrinsic charged
impurities, the Fermi level of the system is at the posi-
tion µe=µ
int
e where the formation energies of the intrinsic
defects V −Li and V
+
H are equal [11, 22]. Table I lists the
calculated formation energies at µinte as well as migration
barriers of selected defects and complexes.
In addition to isolated point defects, we have also in-
vestigated neutral defect complexes such as the (V −Li ,V
+
H )
Schottky pair, (H−i ,V
+
H ) and (Li
+
i ,V
−
Li ) Frenkel pairs, and
4TABLE I: Calculated formation energies (Ef ), migration bar-
riers (Em), activation energies (Ea=E
f+Em), and binding
energy (Eb), all in eV, for native defects in LiH under Li-rich
and H-rich conditions. For Schottky, Frenkel, and antisite
pairs, the formation energy is defined for an atomic config-
uration in which the two defects in a pair are at the closest
distance consistent with the pair being structurally stable,
and thus includes a binding energy, defined as the energy
difference between the sum of the formation energies of the
constituents and the formation energy of the pair. Migration
barriers denoted by an asterisk (∗) are estimated by taking
the higher of the migration barriers of the constituents.
Defect Ef Em Ea Eb
Li-rich H-rich Li-rich H-rich
H+i 2.85 1.20 0.26 3.11 1.46
H−i 2.37 2.37 0.15 2.52 2.52
V
0
H 0.85 1.67 0.84 1.69 2.51
V
+
H
0.86 0.86 0.51 1.37 1.37
V
−
H
1.15 2.80 1.07 2.22 3.87
Li+i 1.81 1.81 0.22 2.03 2.03
V
−
Li
0.86 0.86 0.51 1.37 1.37
(V −
Li
,V +
H
) 1.15 1.15 0.51∗ 1.66 1.66 0.58
(H−i ,V
+
H
) 2.82 2.82 0.51∗ 3.33 3.33 0.42
(Li+i ,V
−
Li
) 2.36 2.36 0.51∗ 2.87 2.87 0.31
(Li2+
H
,H2−
Li
) 3.05 3.05 3.96
(Li2+H ,H
2−
Li ) antisite pair. We define the formation en-
ergy of such pairs to be for an atomic configuration in
which the two defects in a pair are at the closest distance
consistent with the pair being structurally stable. This
implies that our pair formation energy includes a con-
tribution from binding energy between the constituents,
defined as the energy difference between the sum of the
formation energies of the constituents and the formation
energy of the pair. The calculated formation energies
and binding energies with respect to their constituents
are included in Table I. A lower bound on the migration
barrier of the complexes can be estimated by taking the
higher of the migration barriers of the constituents [22]
and is also listed in Table I. The binding energy of the
antisite pair is large (3.96 eV) because when Li2+H and
H2−Li form the nearest-neighbor pair the lattice distortion
effects cancel out thus lowering the energy of the pair.
The calculated formation energies of the dissociated an-
ion Frenkel, cation Frenkel, Schottky, and antisite pairs
(i.e., when the two point defects in a pair are infinitely
separated) are 3.23, 2.67, 1.72, and 7.01 eV, respectively;
in qualitative agreement with the values 2.70, 2.72, 2.42,
and 7.81 eV reported in Ref. [10].
The calculated formation energy of V −Li and V
+
H is
0.86 eV at µinte , independent of the atomic chemical po-
tentials. This corresponds to the well-known situation
in defect chemistry, characterized by dominating Schot-
tky disorder, with a formation energy of the dissociated
(V −Li ,V
+
H ) Schottky pair of 2×0.86 eV, independent of the
chemical potentials of the components. This energy is
slightly higher than the preliminary value (0.69 eV) re-
ported in Ref. [11] based on calculations that used smaller
(64-atom) supercells and omitted the finite-size supercell
correction. For these dominant point defects, we also
performed calculations using the HSE06 functional. Al-
though the HSE06 band gap is larger than the GGA gap,
the calculated HSE06 formation energy at µinte is very
similar to the GGA value: 0.84 eV in HSE06 compared
to 0.86 eV in GGA. The fact that the formation energy
at µinte is not very sensitive to the functional was also
recently observed in a study on MgH2 [35].
Inside the bulk, in the absence of any contact with
a surface or interface, only the (H−i ,V
+
H ) and (Li
+
i ,V
−
Li )
Frenkel pairs can be created directly, but as shown in Ta-
ble I their formation energy is very high. The dominant
point defects, V −Li and V
+
H vacancies, can also be cre-
ated at a surface or interface where mass conservation is
not required. The (V −Li ,V
+
H ) Schottky pair has a binding
energy of 0.58 eV, but that does not necessarily make it
more favorable to form as a unit; as discussed in Ref. [23],
if the binding energy is smaller than the formation en-
ergy of the constituents, entropy favors the formation of
individual defects [23].
Our results show that V −Li and V
+
H can equally con-
tribute to ionic conductivity. The activation energy for
self-diffusion of V −Li or V
+
H is 1.37 eV, which is the forma-
tion energy plus the migration barrier (see Table I). For
comparison, we also list in Table I the activation energies
associated with other defects and complexes.
Experimental values for the ionic conductivity were re-
ported by Varotsos and Mourikis [8] and Ikeya [9]. Their
analyses in different temperature regimes allowed them
to extract a migration barrier for the current-carrying
defect, with a value Em=0.53 eV [8] or 0.54±0.02 eV
[9]. This is in very good agreement with our calculated
migration barrier of 0.51 eV for the V −Li and V
+
H defects
(see Table I). The experimental activation energy in the
“intrinsic” region (at high temperatures) was found to be
1.695±0.005 eV [8] or 1.70±0.10 eV [9]. This is somewhat
higher than our calculated value (1.37 eV) and could be
indicative of the presence of an additional kinetic barrier.
The low formation energy of V +H (and V
−
Li ) also ex-
plains the hydrogen loss at the LiH surfaces and hydro-
gen emission as observed in experiments [6, 7]. The pro-
cesses can be understood in terms of the vacancies be-
ing injected into the bulk where their simultaneous pres-
ence ensures charge neutrality. Note that injection of V +H
(V −Li ) into the material is equivalent to formation of H
−
(Li+) on the surface. Hydrogen loss can occur in two
ways. As addressed in Ref. [7] (and also to some extent
in Ref. [6]), hydrogen can leave the sample in the form of
H2. This requires removal of an electron from the H
− ions
at the surface; this electron can be added to the Li+ on
the surface, which can then aggregate and form Li metal.
In the experiment of Ref. [6], hydrogen is ejected in the
form of H− ions by application of an extraction voltage.
In this case the electron is thus ejected along with the
5hydrogen. This leaves Li+ ions on the surface. The au-
thors of Ref. [6] explicitly state that in their experiment
the sample is connected to a power supply which delivers
negative charge, which neutralizes the Li+. Therefore, in
both cases charge neutrality is obeyed.
With regard to the amide/imide reaction, Eq. (1), the
ease of V +H formation implies that LiH can provide H
−
ions at the LiNH2/LiH interface. These H
− ions then
combine with H+ ions from LiNH2 to form H2 [11]. Fi-
nally, in the reaction with the metal or intermetallic com-
pound M in Eq. (2), LiH can also provide H− ions at the
M/LiH interface to form MHx.
IV. SUMMARY
We have carried out a first-principles study of native
defects in LiH. The negatively charged lithium vacancy
and positively charged hydrogen vacancy are found to the
dominant defects. The relatively low formation energy
of these defects implies that LiH can easily provide Li+
and/or H− ions for reactions between LiH and another
reactant. Ionic conduction in LiH occurs via a vacancy
mechanism with an activation energy of about 1.37 eV.
Our results also explain the hydrogen surface loss phe-
nomenon as observed in experiments.
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