Abstract -In this paper, we consider a multiple-input singleoutput (MISO) cognitive radio (CR) point-to-point channel coexisting with a single primary user (PU). The channel state information (CSI) between the secondary user (SU) transmitter (SU-Tx) and SU receiver (SU-Rx) is perfectly known at the SU-Tx. However, due to the less cooperation between the SU and the PU, only partial CSI between the SU-Tx and PU is obtained by the SU-Tx. Our objective is, given the transmit power constraint, to determine the optimal transmit signal covariance to maximize the rate of the SU while keeping the interference to the PU less than a threshold with high probability. This problem is termed as a robust cognitive beamforming design problem, and can be formulated as a semi-infinite programming (SIP) problem. An efficient algorithm is then proposed to transform this SIP problem into a finite constraint problem, and it is shown that the algorithm obtains the globally optimal solution. Simulation results are provided to evaluate the effectiveness of the algorithm.
I. INTRODUCTION
Cognitive radio (CR) technology has been proposed as a promising strategy to conquer the challenge of the increasingly crowded spectrum resource, which is due to the ever-growing demand of the wireless application and the traditional static spectrum allocation approach [1] - [4] . In a spectrum sharing CR network, the secondary users (SUs) are allowed to coexist with the primary user (PU), provided that the interference power from the SU to the PU is less than an acceptable value, and thus the quality of service (QoS) of the PU is guaranteed. Therefore, the SU should be able to cognitively obtain the information about the radio frequency environment.
The power allocation problem for the CR network to achieve the SU's capacity has been studied in [5] , [6] , in which both the channel state information (CSI) from the SU transmitter (SU-Tx) to the SU receiver (SU-Rx) and to the PU is assume to be known perfectly at the SU-Tx. The SU network in [5] is a multiple access channel and the SU network in [6] is a point-to-point multiple-input multiple-output channel. The solution in [6] can be considered as cognitive beamforming since the SU-Tx is aware of its interference to the PU. Due to the less cooperation between the SUs and the PU, however, it is more difficult for the SU-Tx to obtain the complete CSI between the SU-Tx and the PU. In this paper we consider a CR network where the SU link is a multiple-input single-output (MISO) channel, and SU-Tx has perfect CSI between SU-Tx and SU-Rx, but partial CSI between SU-Tx and PU. Under these conditions, we seek to determine the optimal transmit signal covariance such that the QoS of PU is guaranteed with high probability. Thus, this problem can be viewed as a robust cognitive beamforming design problem. The rest of the paper is organized as follows. In Section II, we present the CR system model, and formulate the robust design problem. Section III develops the algorithm to solve the problem. Simulation examples are provided in Section IV. Finally, Section V concludes the paper. The following notations are used in this paper. The boldface is used to denote matrices and vectors, (·) H denotes the conjugate transpose, I denotes an identity matrix, 0 N denotes a N × 1 vector with all elements being zeros, tr(·) denotes the trace operation, and E(·) denotes the expectation operation.
II. PROBLEM FORMULATION
We consider a point-to-point MISO SU network, where the SU-Tx is equipped with N transmit antennas, the SU-Rx is equipped with a single antenna, and the PU receiver is also equipped with a single antenna. As depicted in Fig. 1 , the signal model of the SU can be represented as:
where y and x are the received and transmitted signals of the SU network, respectively, h s denotes the N × 1 channel response from the SU-Tx and SU-Rx, and n is the additive Gaussian noise of the secondary receiver. Moreover, the channel response from the SU-Tx to the PU is denoted by h. In this paper, we assume that the SU-Tx can obtain the perfect h s through the feedback from the SU-Rx. However, due to the less cooperation between the SU-Tx and the PU receiver, the accurate h cannot be obtained at SU-Tx. The SU-Tx receives partial CSI f from the PU. Given f , and the SU-Tx knows that the channel h is distributed according to a complex Gaussian distribution CN (h 0 , R). In previous work under non-CR setting [7] , [8] , [9] , [10] , the partial CSI feedback has been classified into two types: mean feedback, i.e., R = σ 2 I with a constant σ, and covariance feedback, i.e., h 0 = 0 N . In this paper, we consider the mean feedback case.
In this MISO point to point SU network, we need to determine the optimal transmit signal covariance matrix such that the rate of the SU is maximized while the interference to the PU is less than a certain threshold with high probability. Mathematically, we formulate the problem as:
where S is the transmit signal covariance,P is the transmit power constraint of the SU-Tx, P th is the interference power constraint of PU, and c is a constant. The problem (2) can be viewed as a robust cognitive beamforming design problem. The probability that the PU interference power constraint is violated depends on the reliable parameter c. For example, for a given probability a, we can determine the c by solving:
where f (h) is the probability density function of h.
III. OPTIMAL SOLUTION
As can be seen from (2), the problem (2) consists of two types of constraints: the transmit power constraint and the interference power constraint. Since the interference power constraints form a compact set with infinite cardinality, the problem is a semi-infinite programming (SIP) problem [11] . There does not exist a general algorithm to solve such a problem. The basic idea to solve a SIP problem is to transform the problem into an equivalent finite constraint problem. The primary challenge is to determine a finite constraint set which is equivalent to the original infinite constraint.
A. The Properties of The Optimal Covariance Matrix
Before we discussing the algorithm, we first study several important properties which are used in solving problem (2) . The objective function of problem (2) is a concave function, and the transmit power constraint and the interference power constraint are both convex. Therefore, the maximization problem (2) is a convex optimization problem, and has a unique optimal solution. The following lemma presents the rank property of the optimal solution of problem (2) .
Lemma 1: The optimal covariance matrix S for problem (2) is a rank 1 matrix.
Proof: The problem (2) has infinite constraints. We assume that the set of active constraints is H with K being its cardinality and h k being the channel response related to the kth element of the set H. Thus, the Karush-Kuhn-Tucker (KKT) conditions of problem (2) can be listed as:
where Φ is the dual variable associated with the constraint S ≥ 0, and λ and µ i are the dual variables associated with the transmit power constraint and the interference constraint, respectively. The rank of the RHS of Eq. (4) is assumed to be Z. It then follows that at the LHS of (4), since the first term has a unit rank, Rank(Φ) ≥ Z − 1. Moreover, since S ≥ 0 and Φ ≥ 0, from (7) it follows that Rank(S)
Hence, Rank(S) ≤ 1, and the proof is completed.
Lemma (1) indicates that beamforming is the optimal transmission strategy for problem (2) . Hence, the optimal transmit covariance matrix can be expressed as S opt = p opt v opt v H opt , where p opt is the transmit power and v opt is the optimal beamforming vector with ||v opt || = 1. Therefore, the ultimate objective of problem (2) is to find p opt and v opt .
In the following, an important lemma is presented which will be used later.
Lemma 2: Assume h max = arg max h H pvv H h, where ||h − h 0 || 2 ≤ cσ 2 , and p, v, h 0 are constant, then we have
Proof: The objective function h H pvv H h is a convex function. The duality gap for a convex maximization problem is zero. The Lagrangian function is
where λ is the Lagrangian coefficient. According to the KKT condition, we have
Thus,
It is easy to observe that h max = h 0 + bαv, where b ∈ R, α ∈ C, and |α| = 1.
Moreover, by observing (11), we have
where t is a real scalar such that |tv H h| = 1. Thus, we obtain v H h 0 /|v H h 0 | = α, the proof follows. Relying on Lemma 1 and 2, an equivalent problem which has finite constraints and has the same optimal solution as the problem (2) is presented as follows.
Lemma 3: The problem
and the problem (2) have the same optimal solution, where
Proof: Assume that S opt is the optimal solution of the problem (2). According to Lemma 1, we have S opt = p opt v opt v H opt . Therefore, the problem (2) is equivalent to
According to Lemma 2, we have
and the h opt is unique. For problem (17), only tr(S) ≤ p opt and h H opt Sh opt ≤ P th are active constraints. Therefore, it is clear that problem (17) and problem (15) have the same optimal solution. Hence, the proof is completed.
Remark 1: The vector h opt is a key element for all h : ||h− h 0 || 2 ≤ cσ 2 , in the sense that, for the optimal solution, the constraint h H opt Sh opt ≤ P th dominates the whole interference power constraints, i.e., all the other interference power constraints are inactive. Therefore, if we can determine h opt , the SIP problem (2) is transformed into a finite constraint problem (15). In [6] , a similar CR optimization problem is considered, where the perfect CSI of the SU's link and the link between SU-Tx and PU are known at the SU-Tx. Hence, the problem in [6] has the same form as the problem (15). Notably, different from the problem in [6] , the h opt in (15) is a variable, which can be viewed as a parameter needed to be optimized. If the key parameter h opt is determined, the optimal solution of problem (2) can be obtained by solving (15).
As shown in [6] , beamforming is also the optimal transmission strategy for problem (15). In the following lemma, the optimal beamforming vector v opt is shown to lie in a two dimension space spanned by h 0 and the projection of h s into the null space of h 0 . We assumeĥ = h 0 /||h 0 ||,
Moreover, let h s = a hs α hsĥ + b hsĥ⊥ , where a hs ∈ R, b hs ∈ R, α hs ∈ C, and |α hs | = 1.
Lemma 4: The optimal beamforming vector v opt is in the form of a v α hsĥ + b vĥ⊥ , where a v ∈ R and b v ∈ R.
The proof can be found in [12] . According to this lemma, we can search the optimal beamforming vector v opt on a two-dimensional space spanned byĥ andĥ ⊥ , and simplify the searching process significantly. Combining Lemma 3 and Lemma 4, it is easy to observe that h opt lies on the space spanned byĥ andĥ ⊥ too. By projecting h, where ||h − h 0 || 2 ≤ cσ 2 , into the two-dimensional space, a circle in this plane is obtained. Thus, we can reduce the searching space for h opt from the original N dimensional sphere to the two dimensional circle. As depicted in Fig. 2 , the problem (2) is transformed into determining the beamforming vector v opt and corresponding power p opt in the two-dimensional space. The optimal v opt found on this two dimensional space, is also the globally optimal solution of the original problem (2).
B. Constraint Decoupling Method
The problem (2) consists of two types of constraints: the transmit power constraint and the interference power constraint. Similar to the idea in [5] , the two types constraint problem is decoupled into two single type constraint subproblems:
subproblem 1:
subproblem 2:
We discuss the solution of these two subproblems in this subsection and their relationship to the globally optimal solution in the following subsection. For subproblem 1, the optimal power is constrained by the transmit power constraint, and thus p opt =P . Moreover, since there does not exist any constraints on the direction of the beamforming direction, it is obvious that the optimal beamforming direction equals the direction of h s , i.e., v opt = h s /||h s ||. Thus, the optimal covariance matrix S opt for subproblem 1 isP h s h H s /||h s || 2 . In the following of this subsection, we mainly focus on the solution to subproblem 2.
It is obvious that subproblem 2 has infinite interference constraints, and thus is also a SIP problem. Similar to Lemma 3, subproblem 2 is transformed into an equivalent problem which has finite constraints and has the same optimal solution of subproblem 2 as follows.
Lemma 5: The problem
and subproblem 2 have the same optimal solution, where
We omit the proof of Lemma 5 since it is similar to the proof of Lemma 3. Lemma 5 transforms the infinite constraints subproblem 2 into a two constraint problem: the transmit power constraint and the interference power constraint. Note that the transmit power p is a positive variable, which needs to be optimized; and h opt is also an optimization variable. As shown in [6] , the optimal covariance of problem (21) is a rank 1 matrix. We need to determine the optimal power and beamforming vector. In the sequel, we consider the problem (21) from a geometry perspective. As shown in Fig. 2 , denote the angle between v and h 0 by β, and the angle between h s and h 0 by α. Since v lies on a two dimensional space, v can be uniquely identified by the angle β. Hence, we just need to search the optimal angle β opt . By utilizing the relationship among p, v and β, the two variable optimization problem (21) can be further transformed into an optimization problem with a single variable β, which is readily to be solved.
It is clear from Fig. 2 that the angle between h s and v is β − α. Thus, the objective function of (21) can be expressed as:
= max log(1 + ph
Thus, for the fixed p, the maximum rate is achieved if
is maximized. Note that, according to Lemma 2 and Eq. (22), h opt is a linear combination of h 0 and h 1 , where h 1 is parallel to v opt as shown in Fig. 2 . Moreover, it is easy to observe that the interference power constraint is satisfied with equality, i.e., h H opt Sh opt = P th . Thus, we have
= p|v Fig. 3 . The geometry explanation of the sufficient and necessary conditions. Hence, the interference constraint is transformed into:
By substituting (30) into (26), we have
Therefore, through computing the maximum f (β), the optimal β opt is obtained, i.e., β opt =arg max f (β) = arg max ||h s || 2 P th cos
Moreover, the feasible region for β is given in the following lemma. Lemma 6: The β opt lies in the region [α, π/2]. Proof: If β opt < α, and assume p 1 and v 1 to be the optimal power and beamforming vector of problem (21), then we can always select p = p 1 and v = h s /||h s ||, such that the interference is satisfied while the achieved rate is higher. Hence, β opt < α should not be the optimal solution.
For the case β opt > π/2, we give an geometry proof. As shown in Fig. 3 , for the optimal v 1 , if the angle β > π/2, then the vector v ′ which is in the opposite direction of v 1 is also an optimal solution. The angle between v ′ and h opt is β 1 . We can find a vector v ′′ , where the angle β 2 = β 1 , is a better solution. Since the interference caused by v ′′ is the same as v 1 , we just need to prove that the angle between v ′′ and h s (θ 1 ) is less than the angle between v and h s (θ 2 ).
If β − α > π/2, then θ 2 = π − β + α, and thus we have
we have π − β − 2θ < π/2 < β, and thus θ 1 < θ 2 .
According to the necessary condition of the optimal solution for an optimization problem, the β opt locates either on the border of the region(α or π/2) or on the point which satisfies ∂f (β)/∂β = 0. Since
By solving the equation:
a local optimal solution β 1 for (32) is obtained. It is easy to observe that the globally optimal solution is
Based on β opt , the optimal power p opt can be obtained by substituting β opt into (30), and according to the definition of β and Lemma 4, we have
where a v = cos(β opt ) and b v = sin(β opt ). In summary, the subproblem 2 can be solved via the following algorithm. (2) In the previous subsection, the problem (2) is decoupled into two subproblems, and the optimal solutions for these two subproblems are presented. In this subsection, we proceed to discuss the relationship between the optimal solution of problem (2) and subproblems, and present the algorithm to solve problem (2) . Since the convex optimization problem (2) has two types of constraints, according to the activity of the constraints, the optimal solution can be classified into three cases: 1) only the transmit power constraint is active, 2) only the interference power constraint is active, and 3) both constraints are active. Relying on this classification, the relationship between the solution of problem (2) and the two subproblems is presented as follows.
C. Optimal Solution to Problem
Lemma 7: If the optimal solution S 1 of subproblem 1 satisfies the constraint of subproblem 2, then S 1 is the optimal solution of problem (2) . If the optimal solution S 2 of subproblem 2 satisfies the constraint of subproblem 1, then S 2 is the optimal solution of problem (2) . Otherwise, the optimal solution of problem (2) satisfies the transmit power constraint and h H opt Sh opt ≤ P th with equality simultaneously. Proof: Assume S opt is the optimal solution for problem (2) . If S 1 satisfy interference power constraint, then S 1 is a feasible solution for problem (2) . The optimal rate achieved by S opt cannot larger than that of S 1 , since the constraint of subproblem 1 is a subset of problem (2) .
The proof of the second part of Lemma 7 is similar to that of the first part, and we now consider the third part of this lemma. For problem (2) , it is easy to observe that at least one of tr(S) ≤P and h H opt Sh opt ≤ P th is active constraint, since if none of them are active, we can always find an ǫ such that S opt + ǫI is feasible and a better solution. Moreover, if only tr(S) ≤P is active, then S 1 is the optimal solution, which is contradicted with h H opt S 1 h opt ≥ P th . Similarly, it is impossible that only h H opt Sh opt ≤ P th is active. Therefore, both constraints are active constraints.
To utilize the conclusion in Lemma 7, we should test whether S 1 and S 2 satisfy both constraints. Obviously, the condition that S 1 satisfies the interference constraint is:
and the condition that S 2 satisfies the transmit power constraint is: tr(S 2 ) ≤P . We next start to discuss the method to solve the case where neither S 1 nor S 2 is feasible for problem (2) . According to Lemma 7, in the case neither S 1 nor S 2 is the feasible solution, the optimal covariance S opt must satisfy both constraints with equality, i.e.,
Similar to the method in last subsection, from a geometry perspective, combining these two equalities, we havē
where β is the angle between v and h 0 . Thus,
Based on the β opt , we can obtain v opt through Eq. (37). We summarize the procedure to solve the case where both constraints are active for problem (2) as follows. is the optimal solution, 4) Elseif S 2 satisfies the transmit power constraint, then S 2 is the optimal solution, 5) Otherwise compute the optimal solution through Algorithm 2. In Algorithm 3, since we obtain the optimal solution of subproblems 1 and 2 and the case where both constraints are active separately, according to Lemma 7, the final result is the optimal solution of problem (2) .
Proposition 1: Algorithm 3 obtains the optimal solution of problem (2).
IV. SIMULATION RESULTS
Computer simulations are provided in this section to evaluate the performance of the proposed algorithms. In the simulations, it is assumed that both the channel from the SU-Tx to the SU-Rx h s , and the mean feedback of the channel from the SU-Tx to the PU h 0 , are generated by independent circularly symmetric complex Gaussian (CSCG) variable. Moreover, we denote l 1 the distance between SU-Tx and SU-Rx, and l 2 the distance between SU-Tx and PU. Suppose that the same path loss model can be used to describe the transmissions from the SU-Tx to the SU-Rx and to the PU, and the pass loss exponent is 4. The noise power is set to be 1, the power and interference power are defined in dB relative to the noise power. For all cases, we choose P th = 0 dB.
In this simulation, we apply Algorithm 3 to solve the problem (2). In Fig. 4 , we depict the achievable rate versus the ratio l 2 /l 1 under different transmit power constraint. As shown in Fig. 4 , with the increasing l 2 /l 1 , the achievable rate increases due to the less interference constraint. Until the ratio l 2 /l 1 reaches to a certain value, the achievable rate does not increase any more, since the transmit power constraint dominates the result. In Fig. 5 , we consider the effect of the transmit power constraint on the rate of the CR network. In the high transmit power regime, the achievable rate does not increase with the transmit power constraint. This is because in the high transmit power regime the interference power constraint becomes the unique active constraint.
V. CONCLUSIONS
In this paper, we have studied the rate maximization problem for the MISO SU network, where the SU-Tx has perfect CSI for the link between the SU-TX and SU-Rx, but partial CSI for the link between the SU-Tx and PU. Given the transmit power constraint and in order to satisfy the interference constraint with high probability, the optimal transmit signal covariance has been obtained for the purpose of maximizing the rate of the SU. Algorithms have been proposed to obtain the globally optimal solution of this problem. Simulations have also been provided to evaluate the effectiveness of the proposed algorithms. 
