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Abstract
A linear-time approximation algorithm for the grammar-based compression is presented. This is
an optimization problem to minimize the size of a context-free grammar deriving a given string. For
each string of length n, the algorithm guarantees O(log ng∗ ) approximation ratio without suffix tree
construction.
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1. Introduction
In this paper we design a simple approximation algorithm for the grammar-based com-
pression. Given a string for an input, an output is a smallest context-free grammar that
generates only the given string. Such a CFG is deterministic since every nonterminal is
restricted to be derived from only one production. The complexity of such a combinatorial
compression problem was firstly proved by Storer [17]. He considered the compression
problem as a factorization of a given string by substrings and showed its NP-hardness.
Moreover, De Agostino and Storer [2] introduced several online variations of this problem
and showed that these problems are also NP-hard.
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by Lehman and Shelat [12]. They showed that this problem is not approximable within a
constant factor by an L-reduction from VERTEX COVER [1]. They also showed an inter-
esting relation between the grammar-based compression and the so-called semi-numerical
problem [9], which is an algebraic problem of minimizing the number of multiplications to
compute given integers. Since no polynomial-time approximation ratio o(logn/ log logn)
is known for the semi-numerical problem and it is a special case of the grammar-based
compression, improvement of the approximation ratio for the grammar-based compression
beyond this threshold is at least as difficult.
On the other hand, the framework of the grammar-based compression can uniformly
describe the dictionary-based coding schemes which are widely presented for real world
text compression. For example, LZ78 [21] (including LZW [18]) and BISECTION [8]
encodings are considered as algorithms in order to compute very restricted CFGs so that
the length of the right hand of any production is at most 2. Other encodings for restricted
CFG are also presented in [10,13,14,19]. For these practical algorithms, Lehman and Shelat
[12] also showed their lower/upper bounds of the approximation ratio to the smallest CFGs.
However, these bounds are relatively large to O(logn) ratio. For example, the lower and
upper bound of LZW algorithm is (n2/3/ logn) and O((n/ logn)2/3), respectively. The
best proved approximation ratio was O((n/ logn)1/2) for BISECTION algorithm. Other
practical compression algorithms are presented in [6,7]
The first polynomial-time O(logn)-approximation algorithms were produced by
Charikar et al. [3] and Rytter [15], independently. Charikar et al. proposed an almost
linear-time approximation algorithm using the notion of α-balanced strings. Their al-
gorithm guarantees O(log n
g∗ ) approximation ratio, where g∗ is the size of the smallest
grammar. Rytter’s algorithm constructs a suffix tree for an input string and divides the
string into the LZ-factorization. His algorithm is also the first linear-time approximation
preserving the O(log n
g∗ ) ratio.
In this paper we also propose a linear-time O(log n
g∗ )-approximation algorithm using
a simpler data structure for huge data compression. Our algorithm is based on the RE-
PAIR encoding scheme by Larsson and Moffat [10]. As was shown in their paper, they
experiment with the algorithm for large data and showed that RE-PAIR encoding is simple
and space-efficient. The strategy of RE-PAIR is the recursive replacements of all pairs like
ab in an input string according to their frequency. This encoding is also included in the
framework of the grammar-based compression, while only the lower bound O(
√
logn) of
its approximation ratio is known [11]. Its nontrivial upper bound is still an important open
problem.
To compute the frequency of all pairs, we assume a simple data structure. The assumed
structure is a doubly-linked list for an input string so that any ith symbol is linked with
(i − 1)th and (i + 1)th symbols, and any ith pair ab is linked with (i − 1)th and (i + 1)th
occurrences of ab. This linked list can be easily constructed in linear time. Using this data
structure, we can execute the compression and counting processes simultaneously. This is
the reason that the running time of the algorithm is bounded by O(n).
The main idea for our algorithm is the following. Assume that a string contains nonover-
lapping intervals X and Y which represent a same substring. The aim of our algorithm is
to compress them into some intervals which have a common substring as long as possible.
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such that the length of disagreement strings αγ and α′γ ′ are bounded by a constant. If this
encoding is obtained for all same intervals, then the input is expected to be compressed in
a sufficiently short string by successively applying this process to the resulting intervals X′
and Y ′.
In case X and Y are partitioned by some delimiter characters on their both sides, it
is easy to compress them into a same string by RE-PAIR like algorithm. However X and
possibly Y are generally overlapping with other intervals which represent other different
substrings. The goal is to construct a linear-time algorithm for the required encoding with-
out suffix tree construction. Let an input string contain an occurrence of a pair ab. If the
ab is replaced by a nonterminal A, then our algorithm does not replace the A in the same
loop. We then call our algorithm LEVELWISE-REPAIR by this strategy.
The approximation ratio is obtained from the comparison with the size of the output
grammar G and the number of the LZ-factorization LZ(w) for an input string w. By using
the result |LZ(w)| |G∗| for the minimum grammar G∗ [15], we prove the approximation
ratio O(log n
g∗ ) for our algorithm. This ratio is an improvement of the result in [16].
This paper is organized as follows. We define some notations for CFG and the grammar-
based compression in Section 2. In Section 3, we propose the approximation algorithm as
well as its procedures. We also give the data structures the doubly-linked list and priority
queue to get constant-time access to any occurrence of pair. In Section 4, we show that the
approximation ratio is O(log n
g∗ ) and the running time is O(n) for any input of length n and
the size g∗ of a smallest compression. The result is concluded in Section 5.
2. Preliminaries
We assume the following standard notations and definitions concerned with strings. An
alphabet is a finite set of symbols. Let Σ be an alphabet. The set of all strings of length i
over Σ is denoted by Σi and the length of a string w is denoted by |w|.
If w = αβγ , then we call β a substring in w. An interval w[i, j ] is a substring β
in w = αβγ associated with its occurrence position such that i = |α| + 1 and j = |β|,
where 1 i  j  |w|. Specially, in case i = j , the interval is denoted by w[i]. If w[i, j ]
and w[i′, j ′] represent a same substring, it is denoted by w[i, j ] = w[i′, j ′]. An expres-
sion (α,β) denotes the number of occurrences of a string α in a string β . For example,
(ab, abababba) = 3 and (bab, abababba) = 2.
An interval w[i, j ] = xk for a symbol x is called a repetition. In particular, in case
w[i − 1],w[j + 1] = x, we may write w[i, j ] = x+ if we do not need to specify the length
k. Intervals w[i, j ] and w[i′, j ′] (i < i′) are called to be overlapping if i′  j < j ′ and to
be independent if j < i′.
An interval w[i, i+1] (1 i  |w|−1) is called a segment. For any two symbols a, b ∈
Σ , if ab is a substring in a string w, then ab is said to be a pair in w. If w[i, i + 1] = ab
for a pair ab and a segment w[i, i + 1], it is said that w[i, i + 1] is a segment of ab. For
a segment w[i, i + 1], two segments w[i − 1, i] and w[i + 1, i + 2] are called the left and
right segments of w[i, i + 1], respectively.
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disjoint alphabets, P is a finite set of binary relations called production rules between N
and the set of strings over Σ ∪ N , and S ∈ N is called the start symbol. Elements in N
are called nonterminals. A production rule in P represents a replacement rule written by
A → B1 · · ·Bk for some A ∈ N and Bi ∈ Σ ∪N .
We assume that any CFG considered in this paper is deterministic, that is, for each
A ∈ N , exactly one production A → α exists in P . Thus, the language L(G) defined by G
is a singleton set.
The size of G, denoted by |G|, is the total length of right sides of all production rules.
The grammar-based compression problem is then defined as follows.
Problem 1 (Grammar-Based Compression).
INSTANCE: A string w.
SOLUTION: A deterministic CFG G for w.
MEASURE: The size |G| of G.
For each CFG G, we can obtain a CFG G′ in Chomsky normal form such that L(G) =
L(G′) and |N ′| 2|N |. Thus we can replace the measure of the problem by the size of a
set of nonterminals.
3. Approximation algorithm
We present the approximation algorithm LEVELWISE-REPAIR for the grammar-based
compression in Fig 1. This algorithm calls two procedures repetition( , ) in Fig. 2 and
arrangement( , ) in Fig. 3.
3.1. Outline of the algorithm
The algorithm contains two procedures repetition and arrangement. They are called
by the algorithm for each execution of the outer-loop. The task of repetition is to replace
1 Algorithm LEVELWISE-REPAIR(w)
2 initialize P = N = ∅;
3 while(∃ab[(ab,w) 2]) do{
4 P ← repetition(w,N); (replacing all repetitions)
5 P ← arrangement(w,N); (replacing frequent pairs)
6 }
7 if(|w| = 1) return P ;
8 else return P ∪ {S → w};
9 end.
notation: X ← Y denotes the addition of the set Y to X.
Fig. 1. The approximation algorithm for Grammar-Based Compression. An input is a string and an output is a set
of production rule of a deterministic CFG for w.
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2 initialize P = ∅;
3 while(∃w[i, i + j ] = a+)do{
4 replace w[i, i + j ] by A(a,j);
5 P ← {A(a,j) → B(a,j)C(a,j)} and N ← {A(a,j),B(a,j),C(a,j)},
6 where B(a,j) , C(a,j) and their productions are recursively defined below;
7 }
8 return P ;
9 end.
B(a,j)C(a,j) =


A2
(a,j/2), if j  4 is even
A(a,j−1) · a, if j  3 is odd
a2, otherwise
Fig. 2. The procedure repetition( , ). An input is a string and a current alphabet. An output is a set of production
rules deriving all repetitions in the input.
any repetition w[i, j ] = a+ in the input string by an appropriate nonterminal. More pre-
cisely, if an input string contains a repetition w[i, j ] = ak , then w[i, j ] is replaced by
a nonterminal A(a,k) and the production A(a,k) → B(a,k)C(a,k) is defined. The nonter-
minals B(a,k),C(a,k) and their productions are also defined recursively depending on k;
B(a,k) = C(a,k) = A(a,k/2) if k is even and B(a,k)A(a,k−1) and C(a,k) = a otherwise. Here,
we show an example run of repetition( , ) in Example 1.
Example 1. Let us consider the sample string −a7 −a4 −a5−, where a ∈ Σ and each—is a
symbol not equal to a. repetition( , ) replaces all repetitions as follows. The first repetition
a7 is replaced by A7 and a7 is recursively parsed by the production rules A7 → A6a,
A6 → A23, A3 → A2a, and A2 → a2. Similarly, a4, a5 are replaced by A4,A5 and A4 →
A22,A5 → A4a are additionally defined.
On the other hand, the task of arrangement is to decide whether the algorithm replace
a segment w[i, i + 1] = ab by a nonterminal for each pair ab ∈ Σ2, where a = b. This
process is executed in the frequent order of all pairs stored in a priority queue indicated by
list in line 3 of Fig. 3. This order is fixed until all elements are popped according to the
following process.
We next briefly explain the task of arrangement. The complete description and an ex-
ample are shown in the next subsection. Taking a most frequent pair ab from the priority
queue and a unique index idab = {dab1 , dab2 } is set for ab, where the index is simply de-
noted by id = {d1, d2} if it is not necessary to indicate the pair. Let S be the set of segments
w[i, i + 1] such that w[i, i + 1] = ab. The task is to assign either d1 or d2 to each s ∈ S.
Such an index is used to decide the replacement of the adjoining segment of s. Similarly,
the replacement of s itself is decided by the index of its adjoining segment, which is al-
ready assigned. After the set S′ ⊆ S of segments to be replaced is decided, arrangement
creates an appropriate nonterminal A and the production A → ab.
After all pairs are popped from the priority queue, the algorithm actually replaces all the
segments by their corresponding nonterminals. The obtained string w is given to the algo-
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2 initialize D = ∅;
3 make list: the frequency list of all pairs in w;
4 while(list is not empty)do{
5 pop the top pair ab in list;
6 set the unique id = {d1, d2} for ab;
7 compute the following sets based on Cab = {w[i, i + 1] = ab}:
8 Fab = {s ∈ Cab | s is free},
9 Lab = {s ∈ Cab | s is left-fixed},
10 Rab = {s ∈ Cab | s is right-fixed};
11 D ← assignment(Fab) ∪ assignment(Lab) ∪ assignment(Rab);
12 }
13 replace all segments in D by appropriate nonterminals;
14 return the set P of production rules computed by D and update N by P ;
15 end.
16 subprocedure assignment(X)
17 in case(X = Fab){D ← Fab and set id(s) = d1 for all s ∈ Fab};
18 in case(X = Lab (resp. X = Rab))do{
19 compute the set Y of all left (resp. right) segments of X;
20 for each( yx ∈ YX (resp. xy ∈ XY ))do{
21 in case (1): y is a member of an irregular subgroup,
22 set id(x) = d2;
23 in case (2): y is a member of an unselected subgroup,
24 set id(x) = d1 and D ← {x};
25 in case (3): y is a member of a selected subgroup,
26 if the group has an irregular subgroup,
27 set id(x) = d2;
28 else if the group has an unselected subgroup,
29 set id(x) = d1;
30 else if Y contains an irregular subgroup,
31 set id(x) = d2;
32 else set id(x) = d1;
33 }
34 }
35 return D;
36 end.
notation: yx ∈ YX in line 20 denotes y = w[i − 1, i] ∈ Y and x = w[i, i + 1] ∈ X.
Fig. 3. The procedure arrangement( , ) and its subprocedure assignment( ). An input is a string and a current
alphabet. The output is a set of production rules.
rithm as a next input and the two procedures are executed for w. The algorithm continues
this process until there is no more pair ab such that (ab,w)  2. In the next subsection
we begin with the preparation of several notions to explain the details of arrangement( , ).
3.2. Decision rule for assignment
In arrangement( , ), the unique index idab = {dab1 , dab2 } of integers is set for each pair
ab, where this index is usually denoted by id = {d1, d2} for the simplicity. All the segments
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D. The indices assigned for the segments and the current D are the factors to decide the
replacement of a segment which is not assigned any index yet. In this subsection we give
the decision rule for the replacement of nonterminals.
Definition 1. A set of segments of a pair ab is called a group if all segments in the set
are assigned by the index id = {d1, d2} for ab. A group S is divided into at most two
disjoint subsets S1 and S2 (S1 ∪ S2 = S) such that S1 is the set of segments assigned
d1 only and S2 is defined similarly. S1 and S2 are said to be subgroups of the group S.
Moreover subgroups of a group are categorized into the following three types depending on
the current dictionary D. A subgroup is said to be selected if all segments in the subgroup
are in D, unselected if all segments in the subgroup are not in D, and irregular otherwise.
Definition 2. A segment is called to be free if the left and right segments of it are not
assigned, and is called to be left-fixed (right-fixed) if only the left (right) segment of it is
assigned, respectively.
The assignment for segments are decided in the following manner. Let ab be a current
pair popped from the priority queue. At first, the sets Fab , Lab , and Rab are computed
based on the set Cab of all segments of ab. We then define Fab = {s ∈ Cab | s is free},
Lab = {s ∈ Cab | s is left-fixed}, and Rab = {s ∈ Cab | s is right-fixed}.
The assignments for any segments s ∈ Fab and s′ ∈ Cab \Fab ∪Lab ∪Rab are obviously
decided. s is assigned d1 and added to the current dictionary D. The assignment for s′ is
skipped and s′ is never added to D.
The remained sets are Lab and Rab . We explain the case of Lab only since the case of
Rab is symmetrically explained. Lab is the set of the left-fixed segments, that is, the left
side of each segment in Lab is assigned and the other is not. Then let L be the set of the
left segments of Lab , that is, L = {w[i − 1, i] | w[i, i + 1] ∈ Lab}.
All segment in L are assigned by the indices defined for some k pairs in Σ2 (k  1).
Here we denote the indices by id1 = {d11 , d12 }, . . . , idk = {dk1 , dk2 }. Thus, L is divided into k
disjoint groups like L = L1 ∪L2 ∪· · ·∪Lk such that for each  (1  k), L is assigned
by id = {d1, d2} and each group L consists of at most two subgroups defined by id.
Given such Lab and L, the procedure arrangement finds all w[i − 1, i] ∈ L belonging
to an unselected subgroup and then adds their all right segments w[i, i + 1] ∈ Lab to D.
Next the assignments for Lab are decided as follows. Each w[i, i + 1] ∈ Lab is assigned
d2 if the left segment w[i − 1, i] ∈ L is in an irregular subgroup and each w[i, i + 1] ∈ Lab
is assigned d1 if w[i − 1, i] ∈ L is in an unselected subgroup.
Any remained segment is w[i, i + 1] ∈ Lab such that its left segment w[i − 1, i] ∈ L
belongs to a selected subgroups of a group. In this case, the procedure checks whether
the group also contains an unselected or irregular subgroup. If it contains an irregular
subgroup, w[i, i + 1] is assigned d2, else if it contains an unselected subgroup, w[i, i + 1]
is assigned d1, and otherwise, the procedure checks whether there is other group containing
an irregular subgroup; If so, w[i, i + 1] is assigned d2 and else w[i, i + 1] is assigned
d1. Consequently, a single group for Lab assigned d1 or d2 is constructed from k groups
L = L1 ∪L2 ∪ · · · ∪Lk .
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Example 2. Fig. 4 illustrates how to decide the assignment for the set X of left-fixed
segments. Y is the set of left segments of X. We assume that X is left-fixed, e.g., all
segments in Y are already assigned and classified into the groups p and q . The group g
for X is obtained from group p and q . The indices of group p, q , and g are denoted by
id = {1,2}, {3}, {4,5}, respectively. The mark ‘+’ denotes that the marked segments are
added to a current dictionary D. On the first figure (1), since Y contains an unselected
subgroup, then the corresponding segments in X are added to D. On the other hand, the
assignments for X is decided as follows. There are an irregular subgroup and an unselected
subgroup, then the corresponding segments in X are assigned the different indices 4 and 5,
respectively. Finally, the remained segments are members of a selected subgroup. The case
of a selected subgroup is synchronized with the assignment for a subgroup contained in
the same group. In this case the selected subgroup is contained in group p. This group also
contains the irregular subgroup. Thus, the assignment for the corresponding segments in X
are assigned 5. Fig. 4 shows only the case that q consists of a single subgroup; nevertheless
this figure is sufficiently general since the assignment for X is invariable even if q contains
other subgroups.
3.3. Data structure
In this paper we assume two special data structures. One is the doubly-linked list to
store an input string and the other is the priority queue for the frequency of all pairs. To
gain constant-time access to ith occurrence of a pair ab from both (i − 1)th and (i + 1)th
occurrence of it, we construct the doubly-linked list which was already implemented in
[10] as follows.
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where 1  i  |w| − 1. A component ni consists of five members w[i], suc(i), pre(i),
latter(i), and former(i): suc(i) and pre(i) are pointers for ni−1 and ni+1, respectively,
latter(i) is the pointer for its successor, that is, the component nnext corresponding to the
right-most segment of ab from w[i, i + 1] and former(i) is the pointer for its predeces-
sor. Thus, each component ni is constructed from the symbol w[i] and four pointers. The
construction time of this structure is O(n) time.
On the other hand, the priority queue stores the frequency list of all pairs. This list is
used in line 3 of the procedure arrangement. Initially, this list is empty. For each counting
of a pair ab, we must renew this list in O(1) time. In [10], this is realized by hash table but
we introduce other data structure for the strict linear time compression.
Let t :Σ2 → N× N be a mapping form pairs ab to pairs of integers i, j . Let p and q
be two arrays such that p[i] = ab and q[j ] = k for some integers i, j, k and a pair ab. We
call a triple (p, q, t) a priority queue and the semantics is defined as follows.
p is an array of all pairs in the frequent order and it is divided into pm · · ·p1 such that
each pj is the array of all pairs appearing j times. q is the array of the first members of
all pj for 1 j m, that is, q = p1[0] · · ·pm[0]. We set t (ab) = (i, j) iff p[i] = ab and
q[j ] = k for some integer k. This means that ab is the ith member in the current frequency
list, the frequency of ab is j , and the position of the left-most pair in p with frequency j
is k.
When the algorithm counts a new pair ab, using a temporary variable tmp, the priority
queue is renewed in O(1) time by the computation tmp ← p[k], p[k] ← p[i], p[i] ← tmp,
q[j ] ← k+1, and t (ab) = (k, j +1). A mapping t is realized by an ordered tree in depth 2.
Thus, the above priority queue for the frequency of all pairs can be constructed in O(n) time
and renewed in O(1) time for each pair.
4. Approximation ratio and running time
In this section we prove the approximation ratio of our algorithm as well as its running
time. We first show that an execution of the while-loop of the algorithm takes O(n) time.
Lemma 1. Each execution of the while-loop in algorithm LEVELWISE-REPAIR takes at
most O(n) time, where n is the length of an input string.
Proof. By using a counter, for each repetition xk in w, we can construct all nonterminals
in the binary derivation for xk in O(k) time. Thus, the required time for repetition(w,N)
is O(n).
The doubly-linked list and priority queue defined in Section 3 are constructed in O(n)
time, respectively. Whenever the most frequent pair, say ab, is popped, the total length
traced by the algorithm to compute the set Cab , Fab , Lab , and Rab is at most O(k) for
the number k of all occurrences of ab. Similarly, the sets L for Fab and R for Rab can be
computed in O(k) = O(n) time. By using an array of length at most n, we can preserve
the subgroups for all segments w[i, i + 1] and get constant-time access to them. Thus, for
each segment w[i, i + 1] ∈ Lab , we can decide the subgroup for w[i − 1, i] ∈ L in O(1)
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arrangement( , ) for a pair ab is also O(n) time. Therefore, the time for any execution of
the while-loop is bounded by O(n) time. 
Since a string output by arrangement( , ) is shorter than its input (if not, the algorithm
terminates), the number of execution of the outer-loop is at most n. Thus, the running time
of Levelwise-repair is clearly bounded by O(n2). We next show that the bound can be
reduced to O(n) and the approximation ratio is bounded by O(log n
g∗ ).
Lemma 2. Let w be an input string for repetition( , ), w[i1, j1] = w[i2, j2] be nonoverlap-
ping intervals of a same substring in w, where 1 i1 < j1 < i2 < j2  |w|. Let w′ be the
string output for w. Let I1 be the shortest interval in w′ satisfying that I1 corresponds to
an interval in w which contains w[i1, j1]. The other interval I2 is similarly defined. Then
it holds that I1[2, |I1| − 1] = I2[2, |I2| − 1].
Proof. We can assume w[i1, j1] = w[i2, j2] = usv such that u = a+ and v = b+ for some
a, b ∈ N . The intervals w[i1 + |u|, i1 + |us| − 1] = w[i2 + |u|, i2 + |us| − 1] = s are com-
pressed into a same string s˜. There exist i  i1 and i′  i2 such that w[i, i1] = w[i′, i2] =
a+ are compressed into some symbols A1 and A2, and such indices exist also for j1 and j2.
Thus, the strings represented by the intervals in w′ corresponding to w[i1, j1] and w[i2, j2]
are of the form A1s˜B1 and A2s˜B2, respectively. Hence these intervals satisfies the state-
ment. 
Lemma 2 shows that any intervals represented by a same substring are compressed by
repetition( , ) into intervals which have a sufficiently long common substring. The main
purpose of this section is to show that the same property is satisfied for the compressed
strings by arrangement( , ). We then prepare several notions prior to the proof.
Let p and q be pairs in a priority queue constructed in arrangement( , ). A pair p is said
to be more frequent than q if p is former element than q in the queue. Similarly, a segment
s is also said to be more frequent than s′ if the pair of s is more frequent than that of s′.
Definition 3. An interval w[i, j ] is said to be decreasing if w[k, k + 1] is more frequent
than w[k + 1, k + 2] for all k, i  k  j − 2, and conversely, is said to be increasing if
w[k+1, k+2] is more frequent than w[k, k+1] for all i  k  j −2. A segment w[i, i+1]
is said to be local maximum if w[i, i + 1] is more frequent than w[i − 1, i],w[i + 1, i + 2]
and is said to be local minimum if w[i − 1, i],w[i + 1, i + 2] are more frequent than
w[i, i + 1].
Here we note that any repetition like a+ is replaced by a nonterminal. Thus for any two
segments representing different strings, one of them is more frequent than the other.
Definition 4. Let w[i, j ] and w[i′, j ′] be independent occurrences of a substring and D
be a current dictionary. Let sk and s′k be the kth segments in w[i, j ] and w[i′, j ′] from the
left most segments, respectively. Then sk, s′k are said to agree with D if either sk, s′k ∈ D or
sk, s
′ /∈ D, and are said to disagree with D otherwise.k
426 H. Sakamoto / Journal of Discrete Algorithms 3 (2005) 416–430Lemma 3. Let w be an input for arrangement( , ), w[i, i+j ] = w[i′, i′+j ] be independent
occurrences of a same substring in w, and D be the computed dictionary. Then the follow-
ing two conditions hold: (1) for each k, 6 k  j − 6, two segments w[i + k, i + k + 1]
and w[i′ + k, i′ + k + 1] agree with D and (2) for each intervals w[, + 3] contained in
w[i, i + j ], at least one segment in w[, + 3] is in D.
Proof. We first show condition (1). If w[i, i + j ] contains a local maximum segment s =
w[i + k, i + k + 1], then s is the first segment chosen from w[i + k − 1, i + k + 2]. Thus,
s and the corresponding segment s′ in w[i′, i′ + j ] are added to D and assigned a same
index.
Similarly it is easy to see that any segments agree with D between two adjacent local
maximum segments. Thus, the remained intervals are a long decreasing prefix and a long
increasing suffix of w[i, i + j ] and w[i′, i′ + j ]. In order to prove this case, we need the
following claim:
Claim 1. Let id be the index for a pair in Σ2. Any group defined by id contains at most
two different subgroups in selected, unselected, and irregular.
This claim is directly obtained from Definition 1 (see Fig. 4 which illustrates all the
cases). Let w[i, i + j ] contains a decreasing prefix of length at least six. The first seg-
ment chosen from the prefix of w[i, i + j ] is w[i, i + 1], and w[i′, i′ + 1] is also chosen
simultaneously. They are then classified into some groups. Since the prefix is decreasing,
succeedingly chosen segments are the right segments of w[i, i + 1] and of w[i′, i′ + 1].
They are indicated by s and s′, respectively. Since s and s′ are both left-fixed and represent
a same pair, they are classified into a same group g.
Case 1: The group g consists of a single subgroup. In this case, s and s′ are both con-
tained in one of (a) selected, (b) unselected, and (c) irregular subgroup. Case (a) satisfies
that s and s′ are assigned a same index and are both added to D. Thus, from the segments,
no disagreement happens within the prefix. Case (b) and (c) converge to (a) within at least
two right segments from s are chosen.
Case 2: The group g containing s and s′ consists of two different subgroups. The right
segments of s and s′ are assigned some indices according to the types of the groups in
which s and s′ are contained. All the combinations of two different subgroups are (i) se-
lected and unselected, (ii) selected and irregular, and (iii) unselected and irregular. In the
first two cases, the right segments are all classified into a single subgroup. In the last case,
any segment are classified into a selected or unselected subgroup, that is, this case con-
verges to case (i). Thus, all case of (i), (ii), and (iii) converge to case 1 within further two
right segment from s and s′ are chosen.
Consequently, it is guaranteed that two segments w[i + k, i + k + 1] and w[i′ + k, i′ +
k + 1] are assigned a same index and they are added to D within four right segments from
s and s′ are chosen. It follows that any disagreement of w[i, i + j ] and w[i′, i′ + j ] in the
decreasing prefix happens within only the range w[i, i+6] and w[i′, i′ +6]. The increasing
suffix case can be similarly shown.
We next show condition (2). Since all local maximum segments are added to D, the pos-
sibility for unsatisfying condition (2) is only the cases of a decreasing prefix and increasing
H. Sakamoto / Journal of Discrete Algorithms 3 (2005) 416–430 427suffix of w[i, i + j ]. As is already shown in the above, any segment is classified into one of
a selected, unselected, and irregular subgroup. Moreover, the last two subgroups converge
to a selected subgroup within two segments. Thus, w[i, i + j ] and w[i′, i′ + j ] has no three
consecutive segments which are not added to D. 
Theorem 1. The running time of LEVELWISE-REPAIR is bounded by O(n) for each input
string of length n.
Proof. By Lemma 3, we obtain |w′|  34 |w| for each input string w and its compressed
string w′ by one execution of the while-loop. Thus, by Lemma 1, the total number of
symbols accessed by the algorithm is bounded by O(n). 
Example 3. Fig. 5 illustrates the convergence of a long prefix case. Let a string w contain
8 independent intervals which have the same prefix ‘abcdefg’ and this prefix be decreasing.
The 1–8 rows represent such 8 intervals. Assume that the set of segments of ab are already
assigned and classified into two group p and q . The last 4 rows correspond to other 4
intervals in w which have the same prefix ‘bcdefg’. This figure shows that the assignments
for all 12 rows converge on the column of cd in a same group. All segments of this group
are set to a same selected subgroup on this column. We note that the convergence of 1–8
rows is guaranteed regardless of the last 4 rows since for each group g′, the assignments
for right segments of g′ are not affected by other groups as long as g′ contains 2 subgroups
(see Example 2). Finally each interval is compressed in the string shown in its right side.
Fig. 5. The convergence of assignments for a long decreasing prefix case.
428 H. Sakamoto / Journal of Discrete Algorithms 3 (2005) 416–430Nonterminals B,C,D,E, and F are associated with the production rules B → bc,C →
cd,D → de,E → ef , and F → fg, respectively. The left most ‘−’ denotes an indefinite
character since they depend on their left sides.
Finally, we show the main result of this paper by comparing the size of output grammar
G with the LZ-factorization [20] of w. Here we recall its definition: the LZ-factorization
of w denoted by LZ(w) is the decomposition w = f1 · · ·fk , where f1 = w[1] and for each
1  k, f is the longest prefix of f · · ·fk which occurs in f1 · · ·f−1. Each f is called
a factor. The size of LZ(w), denoted by |LZ(w)|, is the number of its factors.
Theorem 2 [15]. For each string w and its minimum deterministic CFG G, it holds that
|LZ(w)| |G|.
Theorem 3. The approximation ratio of LEVELWISE-REPAIR is O(log n
g∗ ) for every string
of length n and the size g∗ of its minimum grammar-based compression.
Proof. By Theorem 2, it is sufficient to prove |G|/|LZ(w)| = O(log n
g∗ ). We begin proving
the following fact.
Fact 1. Let w = f1 · · ·fk be the LZ-factorization. For each i, 2 i  k, either fi appears
also in f1 · · ·fi−1 or |fi | = 1.
Let #(w) be the number of new nonterminals produced by single execution of the while-
loop for a string w. From Fact 1 and Lemma 3, if |fi |  2, then it appears in w at least
twice and such two occurrences are compressed into the almost same substrings αβγ and
α′βγ ′ such that |αγα′γ ′| is bounded by a constant. Thus, we obtain the equation #(w) =
#(f1 · · ·fk−1) + O(1) = #(f1 · · ·fk−2) + O(1) + O(1) = · · · = O(k) = O(g∗). Hence, the
number of produced new nonterminals is bounded by O(g∗).
Since |w′| 34 |w| for a string w and its compressed string w′ by one execution of the
while-loop for w, the number of executed while-loops is bounded by O(logn). It follows
that |G|/|LZ(w)| = O(logn). This ratio can be improved to O(log n
g∗ ) by the following
careful estimation for the depth of the while-loop which contributes to the increase of new
nonterminals.
For each factor fi , let Ni be the set of produced nonterminals for fi by the time fi is
compressed to the final string. Let Xi = {A ∈ Ni | ∃j < i [A ∈ Nj ]} and Yi = Ni \ Xi .
Using Lemma 3 again, the number |N | of total nonterminals is estimated by
|N |
k∑
i=1
(|Xi ∪ Yi |
)+ k =
k∑
i=1
|Yi | + k =
k∑
i=1
ci log |fi | + k
for some constants ci .
Since |f1| + · · · + |fk| = n, ∑ki=1 ci log |fi | is maximum in case |fi | = n/k for each
1  i  k. Thus, |N |  ck log n
k
+ k, where c = max{c1, . . . , ck}. Therefore, we obtain
|G|/|LZ(w)| = O(|N |/|LZ(w)|) = O(log n
g∗ ). 
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For the grammar-based compression with constant alphabets, we presented a fully
linear-time approximation algorithm. This algorithm guarantees the best known approx-
imation ratio O(log n
g∗ ) without suffix tree construction. Since a suffix tree requires over
10n space for the length n of an input string, it is difficult to implement compression al-
gorithms using suffix tree [4,5]. On the other hand, our algorithm requires only the data
structures used by the practical algorithm RE-PAIR in [10]. The space required by RE-
PAIR is 5n + 4k2 + 4k′ + √n  space, the size of initial alphabet k, and the size of final
alphabet k′. In our algorithm, it is shown that k′ = O(g∗ log ng∗ ). Thus, the space required
by our algorithm is approximately 5n + √n  + O(g∗ log ng∗ ). This is usually considered
to be smaller than 10n. Actually, the space efficiency of RE-PAIR is reported in [10] by
several experiments.
There are several open problems. An important problem is an upper bound of the
approximation ratio of RE-PAIR algorithm [10]. Other problem is to construct a space-
economic approximation algorithm preserving the approximation ratio.
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