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THE HILLE-YOSIDA GENERATION THEOREM FOR
ALMOST SURELY BOUNDED C0–SEMIGROUPS OF
CONTINUOUS MODULE HOMOMORPHISMS1
XIA ZHANG, MING LIU, AND TIEXIN GUO∗
Abstract. In this paper, we first study some properties peculiar
to C0–semigroups of continuous module homomorphisms and give a
characterization for such a C0–semigroup to be almost surely bounded.
Then, based on these, we establish the Hille-Yosida generation theo-
rem for almost surely bounded C0–semigroups of continuous module
homomorphisms, which generalizes some known results. Moreover, the
counterexample constructed in this paper also shows that it is necessary
to require the almost sure boundedness for such C0–semigroups.
1. Introduction
K.Menger initiated the idea of randomizing space theory of traditional
functional analysis by introducing the notion of a probabilistic metric space
(briefly, a PM space) in 1942, in which the distance between any two points
p and q is described by a distance distribution function Fpq whose value
Fpq(t) at a nonnegative real number t is interpreted as the probability that
the distance between p and q is less than t. Subsequently, B.Schweizer
and A.Sklar laid the foundation of the further development of PM spaces.
In 1962, A.N.Sˇerstneˇv extend K.Menger’s idea to the case of linear spaces
by introducing the notion of a probabilistic normed space (briefly, a PN
space). For a historic survey and systematic development of the theory of
PM spaces, please refer to the famous literature [24], it is clear that the
theory of PM spaces is centered on treating distribution functions together
with the theory of their semigroups. But we should also point out the fact
that the theory of PN spaces has not obtained a substantial development,
as compared with the deep theory of normed spaces, since PN spaces are
not locally convex in general under the frequently employed (ε, λ)–linear
topology so that the traditional powerful tool–the theory of conjugate spaces
for locally convex spaces fails for the study of PN spaces. A breakthrough
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of our study of PN spaces began with Guo’s work [5] on the study of a class
of special PN spaces–random normed spaces.
In fact, A.Sˇpaceˇk earlier considered in 1956 the idea of randomizing space
theory from the standard measure–theoretic model of probability theory,
which led to the formulation and study of random metric spaces and random
normed spaces in [24], in which the random distance between two points or
the random norm of a vector is defined as a nonnegative random variable,
see [24, Chapters 9 and 15] for details. As compared with general PN
spaces, random normed spaces possess richer measure–theoretic structure
and stronger geometric structure. By grasping the additional structures
Guo introduced in [5] the notion of an almost surely bounded random linear
functional on a random normed space and in particular proved the Hahn–
Banach extension theorem for such a random linear functional, which led to
the study of random conjugate spaces. However, the only linear structure of
a random normed space is too weak to guarantee that the random conjugate
space well behave on a random normed space, which motivated Guo to
further introduce the notions of a random normed module (briefly, an RN
module) and a random inner product module (briefly, an RIP module)
[5–7, 33]. RN modules are a class of special random normed spaces, i.e.
random normed spaces with the module structure. It is the module structure
that has played a crucial role in the deep development of RN modules and
their random conjugate spaces, see, e.g. [8–15]. Now, random functional
analysis, namely functional analysis based on random metric spaces, RN
modules and random locally convex modules, has been well developed and
successfully applied in the study of conditional convex risk measures and the
closely related optimization problems, see [17–22,30–32] and the references
therein.
Besides, the development of random functional analysis also provides a
new approach to probabilistic functional analysis. Probabilistic functional
analysis is concerned with the theory of random operators and random
elements, which was initiated by A.Sˇpaceˇk and O.Hansˇ in 1950s and
advocated by A.T.Bharucha–Reid et.al, see [1] for a historic survey.
Skorohod’s random operator theory [25] is aimed at the study of random
operator equations and stochastic analysis in Hilbert spaces. To illustrate
the relation between random functional analysis and probabilistic functional
analysis, let us recall some basic notions as follows. Let (Ω,F , P ) and
(B, ‖ · ‖) be a probability space and a Banach space over the scalar field K,
respectively, and L0(F , B) the linear space of equivalence classes of B–valued
strong random elements on (Ω,F , P ), then L0(F , B) forms an RN module
over K with base (Ω,F , P ) in a natural way, see [14] (notice: the notions of a
B–valued random element and a B–valued strong random element coincide
when B is separable); a set–valued function D : Ω → 2B (the family of
subsets of B) is said to be measurable [29] if {ω ∈ Ω | D(ω) ∩ G 6= ∅} ∈ F
for any open subset G of B. Let X and Y be two separable Banach spaces
over K, D : Ω → 2X a set–valued function such that D(ω) is a linear
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subspace of X for each ω ∈ Ω, a linear operator T : Gr(D) → Y (namely
T (ω, ·) : D(ω) → Y is a linear operator for each ω ∈ Ω) is said to be a
closed random linear operator in the sense of G. Taraldsen [26, 27] if the
set–valued function Gr(T ) : Ω → X × Y defined by Gr(T )(ω) = {(x, y) ∈
X × Y | x ∈ D(ω), y = T (ω, x)}, for each ω ∈ Ω, is a closed set–valued
measurable function, where Gr(D) := {(ω, x) | ω ∈ Ω and x ∈ D(ω)} stands
for the graph of D, further a closed random linear operator is said to be
a continuous (or, bounded) random linear operator if D(ω) is closed for
each ω ∈ Ω. Let T : Gr(D) → Y be a closed random linear operator and
D0 = {V : Ω → X | V is a random element and V (ω) ∈ D(ω) for each
ω ∈ Ω}, G.Taraldsen proved that U : Ω→ Y defined by U(ω) = T (ω, V (ω))
for each V ∈ D0 and each ω ∈ Ω, is a Y –valued random element. Let
D˜ = {V˜ ∈ L0(F ,X) | V˜ is the equivalence class of some V ∈ D0} and
T˜ : D˜ → L0(F , Y ) be defined by T˜ (V˜ ) = the equivalence class of U for
each V ∈ D0, then it is easy to check that D˜ is a submodule of L0(F ,X)
and T˜ is a closed module homomorphism when L0(F ,X) and L0(F , Y ) are
both endowed with the (ε, λ)–topology and T is a closed random linear
operator, further T˜ is a continuous module homomorphism from the closed
submodule D˜ to L0(F , Y ) when T is continuous. Thus, the theory of random
operators can be treated as that of ordinary operators between RN modules,
a random element can be similarly treated as a point in RN modules, so
that probabilistic functional analysis can be developed as a part of random
functional analysis, which is just the main idea of Guo’s paper [7], the
advantage of the new approach [7] is that it is very similar to functional
analysis and easily develops the power of the theory of RN modules.
The theory of semigroups of linear operators is an important part of
functional analysis and applied in various fields [3,4,23]. A.V.Skorohod has
widely studied the theory of semigroups of random linear operators in order
to study random operator equations and random integral equations in [25].
Motivated by the idea of [7], in [16] we gave stone’s representation theorem
of a group of random unitary operators on complete complex random inner
product modules, which generalized the corresponding result for a group of
random unitary operators on a separable Hilbert space in [25], in particular
we obtained the fundamental theorem of calculus for a Lipschitz function
from a finite real interval to a complete RN module, which has played a
crucial role in [16,28,35]. Thang et.al recently established the Hille–Yosida
theorem for a contraction semigroup of continuous module homomorphisms
on complex complete RN modules. The central purpose of this paper is
to establish the Hille–Yosida theorem for an almost surely bounded C0–
semigroup of continuous module homomorphisms on complex complete RN
modules, where the main difficulty is to provide some techniques giving
some important properties peculiar to almost surely bounded semigroups of
continuous module homomorphisms. The results of this paper generalizes
and improves those in [16,28,35].
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The remainder of this paper is organized as follows: in Section 2 we briefly
recall some basic notions and facts; in Section 3 we give a characterization
for a C0–semigroup of continuous module homomorphisms to be almost
surely bounded and in Section 4 on the basis of Section 3 we are devoted to
establishing the Hille-Yosida generation theorem for such C0–semigroups.
2. Preliminaries
Throughout this paper, N denotes the set of positive integers, K the
scalar field R of real numbers or C of complex numbers, (Ω,F , P ) a given
probability space, L¯0(F , R) the set of equivalence classes of extended real-
valued F− measurable random variables on Ω, L0(F ,K) the algebra of
equivalence classes ofK-valued F−measurable random variables on Ω under
the ordinary addition, scalar multiplication and multiplication operations on
equivalence classes. It is well known from [2] that the following Proposition
2.1 holds, which will be employed in the proof of Lemma 4.8.
Proposition 2.1. (see [2]) L¯0(F , R) is a complete lattice under the ordering
≤: ξ ≤ η if and only if ξ0(ω) ≤ η0(ω), for almost all ω in Ω (briefly,
a.s.), where ξ0 and η0 are arbitrarily chosen representatives of ξ and η,
respectively, and has the following three properties:
(1) For each subset A of L¯0(F , R), there are two sequences {an, n ∈ N}
and {bn, n ∈ N} in A such that
∨
n≥1 an =
∨
A and
∧
n≥1 bn =
∧
A;
(2) If A is directed (dually directed), namely for any two elements c1 and
c2 in A there is some c3 in A such that c1
∨
c2 ≤ c3 (c1
∨
c2 ≥ c3), then
the above {an, n ∈ N} ({bn, n ∈ N}) can be chosen as nondecreasing
(nonincreasing);
(3) L0(F , R), as a sublattice of L¯0(F , R), is conditionally complete.
Let ξ and η be two elements in L0(F , R), then ξ < η is understood
as usual, i.e., ξ 6 η and ξ 6= η. In this paper, for any A in F , “ξ <
η (or ξ ≤ η) on A” is used for “ξ0(ω) < η0(ω) (resp., ξ0(ω) ≤ η0(ω)) a.s.
on A”, where ξ0 and η0 are arbitrarily chosen representatives of ξ and η,
respectively. Specifically, we denote
L0+(F) = {ξ ∈ L
0(F , R) | ξ > 0}
and
L0++(F) = {ξ ∈ L
0(F , R) | ξ > 0 on Ω}.
Definition 2.2. (see [7, 14, 33]) An ordered pair (S, ‖ · ‖) is called an RN
module over K with base (Ω,F , P ) if S is a left module over the algebra
L0(F ,K) and ‖ · ‖ is a mapping from S to L0+(F) such that the following
three axioms are satisfied:
(1) ‖ξx‖ = |ξ| · ‖x‖,∀ξ ∈ L0(F ,K) and x ∈ S;
(2) ‖x+ y‖ ≤ ‖x‖+ ‖y‖,∀x, y ∈ S;
(3) ‖x‖ = 0 implies x = θ (the null vector of S), where ‖ · ‖ is called the
L0−norm on S.
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Let (S, ‖ · ‖) be an RN module over K with base (Ω,F , P ), now let us
introduce a topology induced by the L0−norm on S. For any positive real
numbers ε and λ such that λ < 1, let
Nθ(ε, λ) = {x ∈ X | P{ω ∈ Ω | ‖x‖(ω) < ε} > λ},
then
{Nθ(ε, λ) | ε > 0, 0 < λ < 1}
is a local base at the null vector θ of some Hausdorff linear topology, and
the linear topology is called the (ε, λ)− topology. It should be pointed out
that the idea of introducing the (ε, λ)− topology is due to Schweizer and
Sklar [24]. In this paper, given an RN module (S, ‖·‖), it is always assumed
that (S, ‖·‖) is endowed with the (ε, λ)−topology. Besides, it is worth noting
that a sequence {xn, n ∈ N} in S converges to x ∈ S in the (ε, λ)−topology
if and only if {‖xn − x‖, n ∈ N} converges to 0 in probability P .
Example 2.3. It is clear that (L0(F ,K), | · |) is an RN module, where | · |
is the absolute value on L0(F ,K).
Definition 2.4. (see [17]) Let (S1, ‖·‖1) and (S
2, ‖·‖2) be two RN modules
over K with base (Ω,F , P ). A linear operator T from S1 to S2 is called a
generalized random linear operator (briefly, a random linear operator), and
further the random linear operator T is called almost surely bounded (briefly,
a.s. bounded) if there exists a ξ ∈ L0+(F) such that
‖Tx‖2 ≤ ξ · ‖x‖1
for any x ∈ S1. Denote by B(S1, S2) the linear space of a.s. bounded
random linear operators from S1 to S2, define ‖ · ‖ : B(S1, S2)→ L0+(F) by
‖T‖ :=
∧
{ξ ∈ L0+(F) | ‖Tx‖2 ≤ ξ · ‖x‖1, ∀x ∈ S
1}
for any T ∈ B(S1, S2), then clearly (B(S1, S2), ‖ · ‖) is an RN module over
K with base (Ω,F , P ).
The following proposition shows that an a.s. bounded random linear
operator on an RN module S is exactly a continuous module homomorphism
on S.
Proposition 2.5. (see [17]) Let (S1, ‖·‖1) and (S
2, ‖·‖2) be two RN modules
over K with base (Ω,F , P ). Then we have the following statements:
(1) T ∈ B(S1, S2) if and only if T is a continuous module homomorphism;
(2) If T ∈ B(S1, S2), then
‖T‖ =
∨
{‖Tx‖2 : x ∈ S
1 and ‖x‖1 ≤ 1},
where 1 denotes the unit element in L0(F , R).
Definition 2.6. (see [28]) Let S be an RN module. A mapping f : [a, b]→
S is said to be L0-Lipschitz on a finite real closed interval [a, b] if there exists
a ξ ∈ L0+(F) such that
‖f(t1)− f(t2)‖ ≤ ξ|t1 − t2|, ∀t1, t2 ∈ [a, b].
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Remark 2.7. It is easy to check that a mapping f : [a, b] → S is L0-
Lipschitz on [a, b] if and only if the mapping f satisfies the assumption∨
{‖
f(t1)− f(t2)
t1 − t2
‖ | t1, t2 ∈ [a, b] and t1 6= t2} ∈ L
0
+(F).
Proposition 2.8. (see [16]) (The fundamental theorem of calculus) Let S
be a complete RN module and f : [a, b] → S a continuously differentiable
function. If f is L0-Lipschitz on [a, b], then f
′
is Riemann integrable and
f(b)− f(a) =
∫ b
a
f
′
(t)dt.
3. A characterization for a C0–semigroup of continuous
module homomorphisms to be almost surely bounded
The purpose of this section is to give a characterization for a C0–
semigroup of continuous module homomorphisms to be almost surely
bounded, which reflects the nature of a C0–semigroup of continuous module
homomorphisms. For the reader’s convenience, let us first recall some known
results as follows.
Definition 3.1. (see [34]) Let (S, ‖ · ‖) be an RN module over K with base
(Ω,F , P ), B(S) the set of continuous module homomorphisms from S to S.
Then a family {T (t) : t ≥ 0} ⊂ B(S) is called a semigroup of continuous
module homomorphisms if
T (0) = I and T (s)T (t) = T (s+ t)
for all s, t ≥ 0, where I denotes the identity operator on S. Moreover, the
semigroup of continuous module homomorphisms {T (t) : t ≥ 0} is said to
be strongly continuous if
lim
t↓0
T (t)x = x
for any x ∈ S. Besides, a strongly continuous semigroup of continuous
module homomorphisms on S is also called a C0–semigroup.
Definition 3.2. (see [35]) Let {T (t) : t ≥ 0} be a semigroup of continuous
module homomorphisms on an RN module S. Define
D(A) = {x ∈ S : lim
t↓0
T (t)x− x
t
exists}
and
Ax = lim
t↓0
T (t)x− x
t
for any x ∈ D(A). Then the mapping A : D(A) → S is called the
infinitesimal generator of {T (t) : t ≥ 0}, also denoted by (A,D(A)) in this
paper.
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In the sequel of this paper, we always assume that (S, ‖ · ‖) is a complete
RN module over K with base (Ω,F , P ). It is well known that a continuous
function from a finite real closed interval to a Banach space is bounded. But
unlike the classical case, Example 2.3 in [16] shows that, for a C0–semigroup
{T (t) : t ≥ 0}, and for any x ∈ S, {‖T (t)x‖ : t ∈ [a, b]} may not be a.s.
bounded, so it is necessary to define the notions of a.s. bounded and a.s.u.
bounded C0–semigroups.
Definition 3.3. (see [34]) A C0–semigroup {T (t) : t ≥ 0} is said to be
almost surely uniformly bounded (briefly, a.s.u. bounded) if
∨
t≥0 ‖T (t)‖
belongs to L0+(F), i.e., there exists a ξ ∈ L
0
+(F) such that
‖T (t)x‖ ≤ ξ‖x‖, ∀t ≥ 0 and x ∈ S.
Set
At =
T (t)− T (0)
t
(∀t > 0),
and A denotes the infinitesimal generator of {T (t) : t ≥ 0}, i.e.,
Ax = lim
t↓0
Atx
for any x ∈ D(A). It is known from [34] that in general A is a module
homomorphism and D(A) is dense in S. The following Proposition 3.4
shows that for any x ∈ D(A), {Atx, t > 0} is a.s. bounded. It should
be pointed out that this special property of a.s.u. bounded C0–semigroups
plays a crucial role in the proof of Lemma 3.7.
Proposition 3.4. (see [35]) Let {T (t) : t ≥ 0} be an a.s.u. bounded C0–
semigroup with the infinitesimal generator (A,D(A)). Then for any x ∈
D(A),
∨
t>0 ‖Atx‖ belongs to L
0
+(F).
Theorem 3.5. (see [35]) Let (S, ‖ · ‖) be a complete RN module over K
with base (Ω,F , P ) and {T (t) : t ≥ 0} an a.s.u. bounded C0–semigroup of
continuous module homomorphisms on S. Then the infinitesimal generator
A of {T (t) : t ≥ 0} is densely defined on S and satisfies
dT (t)x
dt
= AT (t)x = T (t)Ax, ∀x ∈ D(A)
and
T (r)x− x =
∫ r
0
T (s)Axds =
∫ r
0
AT (s)xds, ∀x ∈ D(A) and r > 0.
In 2019, in order to generalize the above Theorem 3.5, Thang et.al
proposed Definition 3.6 below.
Definition 3.6. (see [28]) A C0–semigroup {T (t) : t ≥ 0} is said to be a.s.
bounded if there exists a finite real number L > 0 such that
∨
t∈[0,L] ‖T (t)‖ ∈
L0+(F), i.e., there exists a ξL ∈ L
0
+(F) such that
‖T (t)x‖ ≤ ξL‖x‖, ∀t ∈ [0, L] and x ∈ S.
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In [28], the most crucial step is to generalize the above Proposition 3.4
from an a.s.u. bounded C0–semigroup to an a.s. bounded C0–semigroup.
Unfortunately, there is a gap in the course of this generalization. In the
following, we will give a new and correct proof of this generalization.
Lemma 3.7. Let {T (t) : t ≥ 0} be an a.s. bounded C0–semigroup on S with
the infinitesimal generator (A,D(A)). Given x ∈ D(A), define a function
f : [0,+∞)→ S by f(t) = T (t)x. Then f is L0−Lipschitz on any finite real
closed interval [0, r] for any given x ∈ D(A).
Proposition 3.8. (see [28]) Let {T (t) : t ≥ 0} be an a.s. bounded C0–
semigroup on S. Then there exist M, τ ∈ L0+(F) and M ≥ 1 such that
‖T (t)‖ ≤Meτt, ∀t ∈ [0,∞).
We can now prove Lemma 3.7 below.
Proof of Lemma 3.7 . Since {T (t) : t ≥ 0} is a.s. bounded, it follows
from Proposition 3.8 that there exist M, τ ∈ L0+(F) and M ≥ 1 such
that ‖T (t)‖ ≤ Meτt. Further, it is easy to check that f is continuously
differentiable and f
′
(t) = T (t)Ax = AT (t)x for any t ≥ 0. Set T˜ (t) =
e−τtT (t), then it is easy to check that {T˜ (t) : t ≥ 0} is a C0–semigroup with
the infinitesimal generator A˜, where A˜ = A− τI. Moreover,
‖T˜ (t)‖ = ‖e−τtT (t)‖ = e−τt‖T (t)‖ ≤M,
i.e.,
∨
t≥0
‖T˜ (t)‖ ∈ L0+(F),(3.1)
then it follows from Proposition 3.4 that
∨
t>0
‖
T˜ (t)− I
t
x‖ ∈ L0+(F).(3.2)
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Thus we have∨
{‖
f(t1)− f(t2)
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
=
∨
{‖
T (t1)x− T (t2)x
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
=
∨
{‖
eτt1 T˜ (t1)x− e
τt2 T˜ (t2)x
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
=
∨
{‖eτt2 T˜ (t2)
eτ(t1−t2)T˜ (t1 − t2)x− x
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
≤ eτr ·
∨
t≥0
‖T˜ (t)‖ ·
∨
{‖
eτ(t1−t2)T˜ (t1 − t2)x− x
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
≤ eτr ·
∨
t≥0
‖T˜ (t)‖ ·
∨
{‖
eτtT˜ (t)− I
t
x‖ | t ∈ (0, r]}
= eτr ·
∨
t≥0
‖T˜ (t)‖ ·
∨
{‖
eτtT˜ (t)− eτtI + eτtI − I
t
x‖ | t ∈ (0, r]}
≤ eτr ·
∨
t≥0
‖T˜ (t)‖ · {eτr
∨
0<t≤r
‖
T˜ (t)− I
t
x‖+
∨
{|
eτt − 1
τt
| τ ‖x‖ | t ∈ (0, r]}}
≤ eτr ·
∨
t≥0
‖T˜ (t)‖ · {eτr
∨
t>0
‖
T˜ (t)− I
t
x‖+
∨
{τeτt‖x‖ | t ∈ (0, r]}}
≤ e2τr ·
∨
t≥0
‖T˜ (t)‖ · {
∨
t>0
‖
T˜ (t)− I
t
x‖+ τ‖x‖}
∈ L0+(F) (according to (3.1) and (3.2)),
i.e., f(t) is L0−Lipschitz on any finite real closed interval [0, r], which
completes the proof of Lemma 3.7. 
Based on Theorem 3.5 and Lemma 3.7, we can obtain the following
Theorem 3.9.
Theorem 3.9. Let {T (t) : t ≥ 0} be an a.s. bounded C0–semigroup on
S and (A,D(A)) its infinitesimal generator. Then A is a densely defined
module homomorphism on S and satisfies
(a)
dT (t)x
dt
= AT (t)x = T (t)Ax
for any x ∈ D(A).
(b)
T (r)x− x =
∫ r
0
T (s)Axds =
∫ r
0
AT (s)xds
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for any x ∈ D(A) and r > 0.
In order to give a characterization for a C0–semigroup of continuous
module homomorphisms to be almost surely bounded, let us first recall the
resonance theorem under the (ε, λ)−topology as follows.
Proposition 3.10. (see [17]) Let (S1, ‖ · ‖1) and (S2, ‖ · ‖2) be two RN
modules over K with base (Ω,F , P ) such that S1 is complete and {Tα :
α ∈ Λ} a family of continuous module homomorphisms from (S1, ‖ · ‖1) to
(S2, ‖ · ‖2). Then {Tα : α ∈ Λ} is a.s. bounded in B(S1, S2) if and only if
{Tα(x) : α ∈ Λ} is a.s. bounded in S2 for each x ∈ S1.
Theorem 3.11. Let {T (t) : t ≥ 0} be a C0–semigroup on S with the
infinitesimal generator (A,D(A)) and f be the same as in Lemma 3.7. Then
{T (t) : t ≥ 0} is a.s. bounded if and only if f is L0−Lipschitz on any finite
real closed interval [0, r] for any given x ∈ D(A).
Proof. “⇒ ” It is obvious from Lemma 3.7.
“⇐ ” Let
ξ =
∨
{‖
T (t1)x− T (t2)x
t1 − t2
‖ | t1, t2 ∈ [0, r] and t1 > t2}
for any x ∈ D(A) and any finite interval [0,r], then ξ ∈ L0+(F) and
‖T (t1)x− T (t2)x‖ ≤ ξ · |t1 − t2|
for any t1, t2 ∈ [0, r], i.e.,
‖T (t)x− x‖ ≤ ξ · t
for any t ∈ [0, r]. Therefore,
‖T (t)x‖ ≤ ‖T (t)x− x‖+ ‖x‖ ≤ ξ · t+ ‖x‖
for any t ∈ [0, r], i.e., the set {T (t)x, t ∈ [0, r]} is a.s. bounded in S for
any x ∈ D(A). Since D(A) is dense in S, it follows that for any y ∈ S,
there exists a sequence {xn, n ∈ N} ⊂ D(A) such that xn → y as n → ∞.
Observing that
‖T (t)xn‖ ≤ ξ · t+ ‖xn‖
for any t ∈ [0, r], letting n→∞ in the above inequality, we have
‖T (t)y‖ ≤ ξ · t+ ‖y‖
for any t ∈ [0, r], which shows that the set {T (t)y, t ∈ [0, r]} is a.s. bounded
in S for any y ∈ S. Since S is complete, it follows from Proposition 3.10
that {T (t), t ∈ [0, r]} is a.s. bounded in B(S), i.e.,∨
t∈[0,r]
‖T (t)‖ ∈ L0+(F),
which completes the proof of Theorem 3.11. 
The following example shows that it is necessary to require the L0−Lipschitz
assumption in Proposition 2.8, one can also refer to [28].
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Example 3.12. Let Ω = [0, 1], F = B[0, 1], P = m, where B[0, 1]
denotes the Borel σ−algebra on [0, 1] and m the Lesbegue measure. Define
a mapping f0 : [0, 1]→ L0(F , R) by
f0(t)(ω) = I(t,1](ω)
for any t ∈ [0, 1] and ω ∈ Ω. For any fixed t ∈ [0, 1], let f(t) denote the
equivalence class determined by f0(t). Then f is differentiable on [0, 1] and
f
′
(t) = 0, ∀t ∈ [0, 1].
Proof. Since |f0(t)(ω)− f0(t0)(ω)| =
|I(t,1](ω)− I(t0,1](ω)| = I(t0∧t, t0∨t](ω) =
{
1 t0 ∧ t < ω ≤ t0 ∨ t,
0 otherwise,
for any t, t0 ∈ [0, 1]. Thus for any ε > 0 and t 6= t0,
P (|
f0(t)(ω)− f0(t0)(ω)
t− t0
| > ε) ≤ P (|f0(t)(ω) − f0(t0)(ω)| = 1)
= P (ω | t0 ∧ t < ω ≤ t0 ∨ t)
≤ |t− t0|,
which shows that (f0)′(t0) = 0, i.e., f
′(t0) = 0, thus f
′(t) = 0, ∀t ∈ [0, 1].
Further we have
∫ 1
0 f
′
(t)dt = 0, but f(1)− f(0) = −1. 
Remark 3.13. Theorem 3.11 and Example 3.12 show that it is necessary
to require the almost sure boundedness for such a C0–semigroup on S in
Theorem 3.9. In fact, if the C0–semigroup on S in Theorem 3.9 is not
a.s. bounded, then, according to Theorem 3.11, f(t) is not L0−Lipschitz on
some finite interval [a,b]. Thus, according to Example 3.12, the fundamental
theorem of calculus may not hold, that is to say, the part (b) of Theorem
3.9 may not hold, which implies that it is necessary to require the almost
sure boundedness for such a C0–semigroup in Theorem 3.9.
4. The Hille-Yosida generation theorems on complete random
normed modules
The central result of this section is Theorem 4.7, called the Hille-Yosida
generation theorem for an a.s. bounded C0–semigroup, which is devoted
to establishing three equivalent conditions for a module homomorphism to
generate an a.s. bounded C0–semigroup. For the sake of clearness, the proof
of Theorem 4.7 is divided into three lemmas, i.e., Lemmas 4.8, 4.9 and 4.11.
In particular, in the proof of Lemma 4.8, we are forced to deal with a difficult
point with respect to the L0-norm transformation technique on a complete
RN module. Before presenting them, let us give some preliminaries for the
reader’s convenience.
Let A : D(A) ⊂ S → S be a module homomorphism and
ρ(A) = {ξ ∈ L0(F ,K) : ξI −A is a bijective and (ξI −A)−1 ∈ B(S)},
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then ρ(A) is called the resolvent set of A. Further, if ξ ∈ ρ(A), then
R(ξ,A) = (ξI − A)−1 is called the resolvent of A. It is easy to check that
R(ξ,A) is exactly the following mapping defined by
R(ξ,A)x =
∫ +∞
0
e−ξsT (s)xds
for any x ∈ S and ξ ∈ L0(F , C) with Re(ξ) ∈ L0++(F), one can also see [28]
for details.
Proposition 4.1. (see [28]) Let A : D(A) ⊂ S → S be a module homo-
morphism. Then (A,D(A)) is the infinitesimal generator of a contraction
C0–semigroup if and only if
(i) A is closed and D(A) is dense in S.
(ii) The resolvent set ρ(A) contains the set {ξ ∈ L0(F , C) | Reξ ∈
L0++(F)} and for such a ξ,
‖R(ξ,A)‖ ≤
1
Reξ
.
Proposition 4.2. (see [28]) Let {T (t) : t ≥ 0} and {S(t) : t ≥ 0} be
two a.s. bounded C0–semigroup with infinitesimal generators (A,D(A)) and
(B,D(B)) respectively on S. If A = B, then T (t) = S(t) for any t ≥ 0.
Remark 4.3. According to Proposition 4.2 and Theorem 3.9, one can
obtain that the infinitesimal generator of an a.s. bounded C0–semigroup
is a module homomorphism that determines the semigroup uniquely.
Consequently, if A : D(A) ⊂ S → S is the infinitesimal generator of an
a.s. bounded C0–semigroup {T (t) : t ≥ 0}, then we can also say the module
homomorphism (A,D(A)) generates the C0–semigroup {T (t) : t ≥ 0}.
Based on Proposition 4.1 and Remark 4.3, we can state the Hille-Yosida
generation theorem for a contraction C0–semigroup as follows.
Theorem 4.4. For a module homomorphism (A,D(A)) on S, the following
propositions are all equivalent.
(a) (A,D(A)) generates a contraction C0–semigroup.
(b) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0++(F) one
has ξ ∈ ρ(A) and
‖ξR(ξ,A)‖ ≤ 1.
(c) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0(F , C) with
Reξ ∈ L0++(F) one has ξ ∈ ρ(A) and
‖R(ξ,A)‖ ≤
1
Reξ
.
If a C0–semigroup {T (t) : t ≥ 0} with infinitesimal generator A satisfies,
for some τ ∈ L0(F , R),
‖T (t)‖ ≤ eτt
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for any t ≥ 0, then we can apply the above characterization to the rescaled
contraction semigroup given by
S(t) = e−τtT (t)
for any t ≥ 0. Since it is clear that the infinitesimal generator of {S(t) : t ≥
0} is A− τI, Theorem 4.4 takes the following form.
Corollary 4.5. Suppose that τ ∈ L0(F , R). For a module homomorphism
(A,D(A)) on S, the following conditions are equivalent.
(a) (A,D(A)) generates an a.s. bounded C0–semigroup {T (t) : t ≥ 0}
satisfying
‖T (t)‖ ≤ eτt
for any t ≥ 0.
(b) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0(F , R) with
(ξ − τ) ∈ L0++(F) one has ξ ∈ ρ(A) and
‖(ξ − τ)R(ξ,A)‖ ≤ 1.
(c) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0(F , C) with
(Reξ − τ) ∈ L0++(F) one has ξ ∈ ρ(A) and
‖R(ξ,A)‖ ≤
1
Reξ − τ
.
Remark 4.6. It should be pointed out that it is necessary to require the
almost sure boundedness in Corollary 4.5, which is quite different from the
classical case.
The main result of this section is the following Theorem 4.7.
Theorem 4.7. Let (A,D(A)) be a module homomorphism on S. Suppose
that τ,M ∈ L0(F , R) and M ≥ 1. Then the following propositions are
equivalent.
(a) (A,D(A)) generates an a.s. bounded C0–semigroup {T (t) : t ≥ 0}
satisfying
‖T (t)‖ ≤Meτt
for any t ≥ 0.
(b) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0(F , R) with
(ξ − τ) ∈ L0++(F) one has ξ ∈ ρ(A) and
‖[(ξ − τ)R(ξ,A)]n‖ ≤M
for any n ∈ N .
(c) (A,D(A)) is closed, densely defined, and for each ξ ∈ L0(F , C) with
(Reξ − τ) ∈ L0++(F) one has ξ ∈ ρ(A) and
‖R(ξ,A)n‖ ≤
M
(Reξ − τ)n
for any n ∈ N .
The proof of Theorem 4.7 needs the following three lemmas.
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Lemma 4.8. Let A : D(A) → S be a module homomorphism for which
L0++(F) ⊂ ρ(A). If there exists an M ∈ L
0
+(F) with M ≥ 1 such that
‖ξnR(ξ,A)n‖ ≤M(4.1)
for any n ∈ N and ξ ∈ L0++(F), then there exists an L
0-norm | · | on S
which is equivalent to the original L0-norm ‖ · ‖ on S and satisfies
‖x‖ ≤ |x| ≤M‖x‖(4.2)
for any x ∈ S and
|ξR(ξ,A)x| ≤ |x|(4.3)
for any x ∈ S and ξ ∈ L0++(F).
Proof. Let η ∈ L0++(F), define a mapping ‖ · ‖η : S → L
0
+(F) by
‖x‖η =
∨
n∈N∪{0}
‖ηnR(η,A)nx‖,(4.4)
then it is clear that ‖ · ‖η is an L
0-norm on S and further
‖x‖ ≤ ‖x‖η ≤M‖x‖(4.5)
and
‖ηR(η,A)‖η ≤ 1.(4.6)
We claim that
‖ξR(ξ,A)‖η ≤ 1(4.7)
for any ξ ∈ L0++(F) and ξ ≤ η.
In fact, if y = R(ξ,A)x, then y = R(η,A)(x + (η − ξ)y) by the resolvent
equation, one can obtain by (4.6) that
‖y‖η = ‖R(η,A)(x + (η − ξ)y)‖η
≤ ‖R(η,A)x‖η + ‖(η − ξ)R(η,A)y‖η
≤
1
η
‖ηR(η,A)x‖η +
η − ξ
η
‖ηR(η,A)y‖η
≤
1
η
‖x‖η + (1−
ξ
η
)‖y‖η
whence ξ‖y‖η ≤ ‖x‖η as claimed. From (4.5) and (4.6) it follows that
‖ξnR(ξ,A)nx‖ ≤ ‖ξnR(ξ,A)nx‖η ≤ ‖x‖η(4.8)
for any ξ ∈ L0++(F) and ξ ≤ η. Thus∨
n∈N∪{0}
‖ξnR(ξ,A)nx‖ ≤ ‖x‖η ,
i.e.,
‖x‖ξ ≤ ‖x‖η(4.9)
for any ξ ∈ L0++(F) and ξ ≤ η.
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Next, define a mapping | · | : S → L0+(F) by
|x| =
∨
{‖x‖ξ | ξ ∈ L
0
++(F)}(4.10)
for any x ∈ S, then clearly | · | is well defined and it is easy to check that | · |
is an L0-norm.
It follows from (4.5) that (4.2) holds. As for (4.3), it follows from (4.7) and
(4.9) for any η ∈ L0++(F) that ‖ξR(ξ,A)x‖η ≤ ‖ξR(ξ,A)x‖η∨ξ ≤ ‖x‖η∨ξ ≤
|x|, and hence |ξR(ξ,A)x| ≤ |x|.
This completes the proof.

Lemma 4.9. Let A : D(A) → S be a module homomorphism. Then
(A,D(A)) is the infinitesimal generator of a C0–semigroup {T (t) : t ≥ 0}
satisfying ‖T (t)‖ ≤M (M ∈ L0++(F) and M ≥ 1) if and only if
(i) A is closed and D(A) is dense in S.
(ii) The resolvent set ρ(A) of A contains L0++(F) and
‖ξnR(ξ,A)n‖ ≤M(4.11)
for any ξ ∈ L0++(F) and n ∈ N .
Proof. Let {T (t) : t ≥ 0} be a C0–semigroup on S and (A,D(A)) its
infinitesimal generator. If the L0-norm on S is changed to an equivalent
L0-norm, then clearly {T (t) : t ≥ 0} remains a C0–semigroup on S with the
equivalent L0-norm. The infinitesimal generator (A,D(A)) does not change,
and the fact that A is closed and densely defined does not change, either,
when we pass to an equivalent L0-norm on S. All these are topological
properties which are independent of a particular equivalent L0-norm with
which S is endowed.
Now, let (A,D(A)) be the infinitesimal generator of a C0–semigroup
satisfying ‖T (t)‖ ≤M . Define a mapping | · | : S → L0+(F) by
|x| =
∨
t≥0
‖T (t)x‖,(4.12)
then | · | is well defined and clearly | · | is an L0-norm on S. Moreover
‖x‖ ≤ |x| ≤M‖x‖(4.13)
and therefore the L0-norm | · | is equivalent to the original L0-norm ‖ · ‖ on
S. Since
|T (t)x| =
∨
s≥0
‖T (s)T (t)x‖
=
∨
s≥0
‖T (s+ t)x‖
≤
∨
s≥0
‖T (s)x‖
= |x|,(4.14)
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it follows that {T (t) : t ≥ 0} is a C0–semigroup of contractions on S endowed
with the L0-norm | · |. Thus, according to Theorem 4.4 and the remarks at
the beginning of the proof, it follows that A is closed and D(A) is dense in
S and that
|R(ξ,A)| ≤
1
ξ
(4.15)
for any ξ ∈ L0++(F). Consequently, combining Inequations (4.13) and (4.15),
we have
‖R(ξ,A)nx‖ ≤ |R(ξ,A)nx|
≤
1
ξn
|x|
≤
M
ξn
‖x‖,
which implies that the conditions (i) and (ii) are necessary.
Let the conditions (i) and (ii) be satisfied. Then, according to Lemma
4.8, there exists an L0-norm | · | on S satisfying Inequations (4.2) and (4.3).
Now, considering S with the L0-norm |·|, it is clear that A is a closed densely
defined module homomorphism with L0++(F) ⊂ ρ(A) and
|R(ξ,A)| ≤
1
ξ
for any ξ ∈ L0++(F). Thus, according to Theorem 4.4, A is also the
infinitesimal generator of a C0–semigroup of contractions on S endowed
with the norm | · |. Returning to the origin L0-norm ‖ · ‖, A is again the
infinitesimal generator of {T (t) : t ≥ 0} and further
‖T (t)x‖ ≤ |T (t)x|
≤ |x|
≤M‖x‖
for any x ∈ S so ‖T (t)‖ ≤M as required. Therefore, the conditions (i) and
(ii) are also sufficient.
This completes the proof of Lemma 4.9. 
Remark 4.10. Let (A,D(A)) be the infinitesimal generator of an a.s.u.
bounded C0–semigroup {T (t) : t ≥ 0}, i.e.,
∨
t≥0 ‖T (t)‖ ∈ L
0
+(F). Denote
M =
∨
t≥0 ‖T (t)‖, then M ∈ L
0
++(F) and M ≥ 1. Then the resolvent set of
A contains the set {ξ ∈ L0(F , C) | Reξ ∈ L0++(F)} and for such ξ,
‖R(ξ,A)‖ ≤
M
Reξ
.
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In fact, for any ξ ∈ L0(F , C) and Reξ ∈ L0++(F),
‖R(ξ,A)x‖ = ‖
∫ +∞
0
e−ξtT (t)xdt‖
≤
∫ +∞
0
|e−ξt| ‖T (t)x‖dt
≤
∫ +∞
0
e−Reξ·t ·M · ‖x‖dt
=
M
Reξ
‖x‖,
thus the module homomorphism R(ξ,A)x =
∫ +∞
0 e
−λtT (t)xdt is well-
defined for ξ ∈ L0(F , C) satisfying Reξ ∈ L0++(F). Further, according
to Inequations (4.13) and (4.15),
‖R(ξ,A)nx‖ ≤ |R(ξ,A)nx| ≤
1
(Reξ)n
|x| ≤M ·
1
(Reξ)n
.
Consequently, based on the above remarks and Lemma 4.8, one can
immediately obtain the following Lemma 4.11, which generalizes Proposition
4.1.
Lemma 4.11. Let A : D(A) → S be a module homomorphism. Then A
is the infinitesimal generator of a C0–semigroup {T (t) : t ≥ 0}, satisfying
‖T (t)‖ ≤M (M ∈ L0++(F) and M ≥ 1), if and only if
(i) A is closed and D(A) is dense in S.
(ii) The resolvent set ρ(A) of A contains the set {ξ ∈ L0(F , C) | Reξ ∈
L0++(F)} and for such ξ,
‖R(ξ,A)n‖ ≤
M
(Reξ)n
for any n ∈ N .
Based on Lemmas 4.9 and 4.11, we can now prove Theorem 4.7 as follows.
Proof of Theorem 4.7. (a) ⇔ (c). Since {T (t) : t ≥ 0} is a.s. bounded, it
follows from Proposition 3.8 that there exist M, τ ∈ L0+(F) and M ≥ 1 such
that ‖T (t)‖ ≤ Meτt. Set T˜ (t) = e−τtT (t) for any t ≥ 0, then it is easy
to check that {T˜ (t) : t ≥ 0} is still a C0–semigroup with the infinitesimal
generator A−τI, and furtherA is the infinitesimal generator of {T (t) : t ≥ 0}
if and only if A−τI is the infinitesimal generator of {T˜ (t) : t ≥ 0}. Moreover,
‖T˜ (t)‖ = ‖e−τtT (t)‖ = e−τt‖T (t)‖ ≤M
for any t ≥ 0. Thus, according to Lemma 4.11, it follows that A is the
infinitesimal generator of {T (t) : t ≥ 0} if and only if
(i)
′
A− τI is closed and D(A− τI) is dense in S.
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(ii)
′
The resolvent set ρ(A − τI) of A − τI contains the set {ξ ∈
L0(F , C) | Reξ ∈ L0++(F)} and for such ξ,
‖R(ξ,A− τI)n‖ ≤
M
(Reξ)n
for any n ∈ N .
Clearly, A−τI is closed if and only if A is closed, and D(A−τI) = D(A),
thus D(A) is dense in S. Further, observing that τ ∈ ρ(A) if and only if
0 ∈ ρ(A− τI), hence
ρ(A− τI) = ρ(A)− τ := {ξ − τ | ξ ∈ ρ(A)}.(4.16)
Next, according to (ii)
′
, it follows that
{ξ ∈ L0(F , C) | Reξ ∈ L0++(F)} ⊂ ρ(A− τI).(4.17)
Combining (4.16) and (4.17) yields
{ξ ∈ L0(F , C) | Reξ ∈ L0++(F)} ⊂ ρ(A)− τ,
i.e.,
{ξ ∈ L0(F , C) | Reξ ∈ L0++(F)}+ τ ⊂ ρ(A),
where {ξ ∈ L0(F , C) | Reξ ∈ L0++(F)}+τ := {ξ+τ | ξ ∈ L
0(F , C) and Reξ ∈
L0++(F)}, i.e.,
{ξ + τ ∈ L0(F , C) | Reξ ∈ L0++(F)} ⊂ ρ(A),
i.e.,
{ξ ∈ L0(F , C) | Re(ξ − τ) ∈ L0++(F)} ⊂ ρ(A),
thus
{ξ ∈ L0(F , C) | (Reξ − τ) ∈ L0++(F)} ⊂ ρ(A).(4.18)
Conversely, if {ξ ∈ L0(F , C) | (Reξ − τ) ∈ L0++(F)} ⊂ ρ(A), then one
can similarly obtain {ξ ∈ L0(F , C) | Reξ ∈ L0++(F)} ⊂ ρ(A − τI). Thus
we have {ξ ∈ L0(F , C) | (Reξ − τ) ∈ L0++(F)} ⊂ ρ(A) if and only if
{ξ ∈ L0(F , C) | Reξ ∈ L0++(F)} ⊂ ρ(A− τI).
In the sequel, if (ii)
′
holds, it follows that (4.18) holds. Moreover, it is
clear that
R(ξ,A)x =
∫ +∞
0
e−ξsT (s)xds
and
R(ξ,A− τI)x =
∫ +∞
0
e−ξsT˜ (s)xds
=
∫ +∞
0
e−ξse−τsT (s)xds
=
∫ +∞
0
e−(ξ+τ)sT (s)xds
= R(ξ + τ,A)x
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for any x ∈ S, ξ ∈ L0(F , C) and Reξ ∈ L0++(F). Thus, due to (ii)
′
and
(4.18), we have
‖R(ξ + τ,A)nx‖ = ‖R(ξ,A− τI)nx‖
≤
M
(Reξ)n
‖x‖,
let η = ξ + τ , then η ∈ ρ(A) by (4.18) and further
Reξ = Re(η − τ) = Reη − τ.
Thus, for any η ∈ L0(F , C) and (Reη − τ) ∈ L0++(F), it follows that
‖R(η,A)nx‖ ≤
M
(Reη − τ)n
‖x‖.
Consequently,
‖R(ξ,A)n‖ ≤
M
(Reξ − τ)n
for any ξ ∈ L0(F , C), (Reξ − τ) ∈ L0++(F) and n ∈ N .
Conversely, if
‖R(ξ,A)n‖ ≤
M
(Reξ − τ)n
for any ξ ∈ L0(F , C), (Reξ − τ) ∈ L0++(F) and n ∈ N , let η = ξ − τ , then
Reη = Reξ − τ and
‖R(η,A − τI)n‖ = ‖R(η + τ,A)n‖
≤
M
(Reη)n
,
which implies that
‖R(ξ,A− τI)n‖ ≤
M
(Reξ)n
for any ξ ∈ L0(F , C), Reξ ∈ L0++(F) and n ∈ N .
(a)⇔ (b). According to Lemma 4.8, it can be similarly proved.
This completes the proof of Theorem 4.7. 
Remark 4.12. According to Example 3.12 and Remark 3.13, one can
conclude that it is necessary to require the almost sure boundedness for
such C0–semigroups in Theorem 4.7 (a), which is quite different from the
classical case.
If we choose F = {Ω,Φ}, then a complete RN module S reduces to a
Banach space X and the a.s. bounded C0–semigroup {T (t) : t ≥ 0} reduces
to an ordinary C0–semigroup on X, which leads to the following Corollary
4.13.
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Corollary 4.13. (see [3]) Let (A,D(A)) be a linear operator on a Banach
space X. Suppose that τ ∈ R, M ∈ R+ and M ≥ 1. Then the following
propositions are equivalent.
(a) (A,D(A)) generates a C0–semigroup {T (t) : t ≥ 0} satisfying
‖T (t)‖ ≤Meτt
for any t ≥ 0.
(b) (A,D(A)) is closed, densely defined, and for each ξ > τ one has
ξ ∈ ρ(A) and
‖[(ξ − τ)R(ξ,A)]n‖ ≤M
for any n ∈ N .
(c) (A,D(A)) is closed, densely defined, and for each ξ ∈ C with Reξ > τ
one has ξ ∈ ρ(A) and
‖R(ξ,A)n‖ ≤
M
(Reξ − τ)n
for any n ∈ N .
Remark 4.14. It is worth mentioning that Theorem 4.7 is a generalization
of Corollary 4.13 since a continuous function from a finite closed interval
[a, b] to a Banach space X is naturally bounded.
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