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Abstract. We propose a new grouping operator for logic programs based on the
bagof predicate. The novelty of our proposal lies in the use of modes, which
allows us to prove properties regarding groundness of computed answer substi-
tutions and termination. Moreover, modes allow us to define a somewhat declar-
ative semantics for it and to relax some rather unpractical constraints on variable
occurrences while retaining a straightforward semantics.
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1 Introduction
In a system designed to answer queries (be it a database or a logic program), an aggre-
gate function is designed to be carried out on the set of answers to a given query rather
than on a single answer. For example, in a Datalog program containing one entry per
employee, one needs aggregate functions to compute data such as the average age or
salary of the employee, the number of employees etc.
Grouping and aggregation are useful in practice, and paramount in database sys-
tems. In fact, the reason why we address the problem here is of a practical nature: we
are developing a language for trust management [5,7,18] called TuLiP [8,9,10]. TuLiP
is based on (partially function-free) moded logic programming, in which a logic pro-
gram is augmented with an indication of which are the input and the output positions
of each predicate. Modes allow to prove program properties such as groundness of an-
swers and termination for those programs which respect them (also called well-moded
programs) [2]. The problem we faced is the following: in order to write reputation-
based rules within TuLiP, we must extend it in such a way that it allows statements such
as “employee X will be granted access to confidential document Y provided that the
majority of senior executives recommends him”, which require the use of grouping and
aggregation.
To realise aggregates in logic programming, there are two possible approaches. In
the first approach, grouping and aggregation is implemented as one atomic operation.
This is equivalent to having aggregates as built ins. In the second one, one first calls a
grouping query (like bagof), and then computes the aggregate on the result of the group-
ing. We prefer this second approach for a number of reasons: first, grouping queries are
interesting on their own, especially in Trust Management where sometimes we need
to query a specific subset of entities without performing any aggregate operation; sec-
ondly, by separating grouping from aggregation one can use the same data set for dif-
ferent aggregate operations.
So, basically, what we need then is something similar to the well-known bagof pred-
icate, which, however, is not suitable for our purposes for two reasons: first, it is not
moded and – being a higher-order predicate – there is no straightforward way to as-
sociate a mode to it; secondly, it imposes a somewhat restrictive condition on variable
occurrences which can be circumvented, but at the cost of using an ugly construction.
The basic contribution of this paper is the definition and the study of the properties
of a new grouping predicate moded_bagof, which can be seen as a moded counterpart
of bagof. We show that – in presence of well-moded programs – moded_bagof enjoys
the usual properties of moded predicates, namely groundness of c.a. substitutions and
(under additional conditions) termination. Moreover, modes allow to lift the restrictive
condition on variable sharing we mentioned before. As we will see – assigning modes
to moded_bagof is not trivial, as it depends on the mode of the subgoal it contains.
We define the semantics of moded_bagof in terms of computed answer substitutions.
We tried to be precise while avoiding to resort to higher order theories. We succeeded
but only to some extent: a disadvantage of having grouping and aggregation as separate
operations is that in order to be able to define fully declarative semantics for grouping,
one needs to extend the language with set-based primitives like set membership (∈) or
set-equation (=). This is a not trivial task and significant work in this area has been
carried out (see Section Related Work). Alternatively, one can use a more practical
approach and use a list as a representation of a multiset. Because a list is not a multiset
(two lists with different order of the elements are two different lists), the declarative
semantics cannot be precise in this case.
The paper is structured as follows. In Section 2 we present the preliminaries on
Logic Programming and notational conventions used in this paper. In Section 3 we
state the basic facts about well-moded logic programs. In Section 4 we show how to do
grouping in Prolog and we define our own grouping atom moded_bagof. In Section 5
we show an operational semantics of moded_bagof by defining the computed answer
substitutions for programs that do not contain grouping subgoals. In Section 6 we show
how to use moded_bagof in programs containing grouping subgoals. Here we gener-
alise the notion of well-moded logic programs to those including grouping subgoals. In
Section 7 we discuss the properties of the well-moded programs containing grouping
atoms. In particular, we prove two important properties: groundness of computed an-
swer substitutions and termination. The paper finishes with Related Work in Section 8
and Conclusions in Section 9.
2 Preliminaries on Logic Programming (without grouping)
In what follows we study definite logic programs executed by means of LD-resolution,
which consists of the SLD-resolution combined with the leftmost selection rule. The
reader is assumed to be familiar with the terminology and the basic results of the se-
mantics of logic programs [1]. We use boldface to denote sequences of objects; there-
fore t denotes a sequence of terms while B is a sequence of atoms (i.e. a query). We
denote atoms by A,B,H, . . . , queries by A,B,C, . . . , clauses by c, d, . . . , and pro-
grams by P . For any atom A, we denote by Pred(A) the predicate symbol of A. For
example, if A = p(a,X), then Pred(A) = p. The empty query is denoted by and the
set of clauses defining a predicate is called a procedure.
For any syntactic object (e.g., atom, clause, query) o, we denote by Var(o) the
set of variables occurring in o. Given a substitution σ = {x1/t1, ..., xn/tn} we say
that {x1, . . . , xn} is its domain (denoted by Dom(σ)) and that Var({t1, ..., tn}) is its
range (denoted by Ran(σ)). Further, we denote by Var(σ) = Dom(σ) ∪ Ran(σ). If,
t1, ..., tn is a permutation of x1, ..., xn then we say that σ is a renaming. The composi-
tion of substitutions is denoted by juxtaposition (θσ(X) = σ(θ(X))). We say that an
syntactic object (e.g., an atom) o is an instance of o′ iff for some σ, o = o′σ, further
o is called a variant of o′, written o ≈ o′ iff o and o′ are instances of each other. A
substitution θ is a unifier of objects o and o′ iff oθ = o′θ. We denote by mgu(o, o′) any
most general unifier (mgu, in short) of o and o′.
(LD) Computations are sequences of LD derivation steps. The non-empty query
q : B,C and the clause c : H ← B (renamed apart wrt q) yield the resolvent (B,C)θ,
provided that θ = mgu(B,H). A derivation step is denoted by B,C θ=⇒c (B,C)θ. c
is called its input clause. A derivation is obtained by iterating derivation steps. A maxi-
mal sequence δ := B0
θ1=⇒c1 B1 θ2=⇒c2 · · ·Bn
θn+1=⇒cn+1 Bn+1 · · · of derivation steps
is called an LD derivation of P ∪ {B0} provided that for every step the standardisation
apart condition holds, i.e., the input clause employed at each step is variable disjoint
from the initial query B0 and from the substitutions and the input clauses used at ear-
lier steps. If the program P is clear from the context and the clauses c1, . . . , cn+1, . . .
are irrelevant, then we drop the reference to them. If δ is maximal and ends with the
empty query (Bn = ) then the restriction of θ to the variables of B is called its
computed answer substitution (c.a.s., for short). The length of a (partial) derivation δ,
denoted by len(δ), is the number of derivation steps in δ.
A multiset is a collection of elements that are not necessarily distinct [19]. The
number of occurrences of an element x in a multisetM is its multiplicity in the multiset,
and is denoted by mult(x,M). When describing multisets we use the notation that is
similar to that of the sets, but instead of { and } we use [[ and ]] respectively.
3 Well-Moded Logic Programs
Informally speaking, a mode indicates how the arguments of a relation should be used,
i.e. which are the input and which are the output positions of each atom, and allow one
to derive properties such as absence of run-time errors for Prolog built-ins, or absence
of floundering for programs with negation [2].
Definition 1 (Mode). Consider an n-ary predicate symbol p. By a mode for p we mean
a function mp from {1, . . . , n} to {In,Out}.
If mp(i) = In (resp. Out), we say that i is an input (resp. output) position of p
(with respect to mp). We assume that each predicate symbol has a unique mode associ-
ated to it; multiple modes may be obtained by simply renaming the predicates. We use
the notation (X1, . . . , Xn) to indicate the mode m in which m(i) = Xi. For instance,
(In,Out) indicates the mode in which the first (resp. second) position is an input (resp.
output ) position. To benefit from the advantage of modes, programs are required to be
well-moded [2], which means that they have to respect some correctness conditions re-
lating the input arguments to the output arguments. We denote by In(A) (resp. Out(A))
the sequence of terms filling in the input (resp. output) positions ofA, and byVarIn(A)
(resp. VarOut(A)) the set of variables occupying the input (resp. output) positions of
A.
Definition 2 (Well-Moded). A clause H ← B1, . . . , Bn is well-moded if for all i ∈
[1, n]
VarIn(Bi) ⊆
⋃i−1
j=1 VarOut(Bj) ∪VarIn(H), and
VarOut(H) ⊆ ⋃nj=1 VarOut(Bj) ∪VarIn(H).
A query A is well-moded iff the clauseH ← A is well-moded, whereH is any (dummy)
atom of zero arity. A program is well-moded if all of its clauses are well-moded.
Note that the first atom of a well-moded query is ground in its input positions and a
variant of a well-moded clause is well-moded. The following lemma, due to [2], shows
the “persistence” of the notion of well-modedness.
Lemma 1. An LD-resolvent of a well-moded query and a well-moded clause that is
variable-disjoint with it, is well-moded. 
As a consequence of Lemma 1 we have the following well-known properties. For
the proof we refer to [4].
1. Let P be a well-moded program and A be a well-moded query. Then for every
computed answer σ of A in P , Aσ is ground.
2. LetH ← B1, . . . , Bn be a clause in a well-moded program P . IfA is a well-moded
atom such that γ0 = mgu(A,H) and for every i ∈ [1, j], j ∈ [1, n− 1] there exists
a successful LD derivation Biγ0, . . . , γi−1
γi−→P  then Bj+1γ0, . . . , γj is a well-
moded atom.
4 Grouping in Prolog
Prolog already provides some grouping facilities in terms of the built-in predicate bagof.
The bagof predicate has the following form:
bagof(Term,Goal,List).
Term is a prolog term (usually a variable), Goal is a callable Prolog goal, and List is
a variable or a Prolog list. The intuitive meaning of bagof is the following: unify List
with the list (unordered, duplicates retained) of all instances of Term such that Goal is
satisfied. The variables appearing in Term are local to the bagof predicate and must not
appear elsewhere in a clause or a query containing bagof3. If there are free variables
in Goal not appearing in Term, bagof can be re-satisfied generating alternative values
for List corresponding to different instantiations of the free variables in Goal that do
not occur in Term. The free variables in Goal not appearing in Term become therefore
grouping variables. By using existential quantification, one can force a variable in Goal
that does not appear in Term to be treated as local.
Let us look at some examples of grouping using the bagof predicate.
Example 1. Consider program P consisting of the following four ground atoms:
p(a,1), p(a,2), p(b,3), p(b,4). Now, query Q = bagof(Y,p(Z,Y),X)
receives the following two answers: (1) {X/[1,2],Z/a} and (2) {X/[3,4],Z/b}.
Here, because Z is an uninstantiated free variable, bagof treats Z as a grouping vari-
able and Y as a local variable. Thus, for each ground instance of Z, such that there
exists a value of Y such that p(Z,Y) holds, bagof returns a list X containing all in-
stances of Y. In this case bagof returns two lists: the first containing all instances of
Y such that p(a,Y) holds, the second containing all instances of Y such that p(b,Y)
holds. In the query above Y is a local variable. If we also want to make Z local,
then we have to explicitly use existential quantification for Z. The query becomes
Q = bagof(Y,Zˆp(Z,Y),X) and there is only one answer {X/[1,2,3,4]}.
Now both Y and Z are local: Y because it appears in Term, Z because it is explicitly
existentially quantified.
In TuLiP, we use modes to guide the credential distribution and discovery and to
guarantee groundness of the computed answer substitutions for the queries. Because
we want to state the groundness and termination results also for the programs con-
taining grouping atoms, we need a moded version of bagof. Therefore we introduce
moded_bagof, which a syntactical variant of bagof and is moded. We decided to use a
slightly different syntax for moded_bagof comparing to that of the original bagof built-
in. First of all we want to make grouping variables explicit in the notation. Secondly,
we want to eliminate the need of using the existential quantification for making some of
the variables local in the grouping atom. By using different notation we can simplify the
definition of local variables in the grouping atom which makes the presentation easier
to follow.
Definition 3. A grouping atom moded_bagof is an atom of the form:
A = moded_bagof(t, gl,Goal, x)
where t is a term, gl is a list of distinct variables each of which appears in Goal, Goal
is an atomic query (but not a grouping atom itself), and x is a free variable.
The moded_bagof grouping atom has similar semantics to that of bagof, with one
exception: the original bagof fails if Goal has no solution while moded_bagof returns
an empty list (in other words moded_bagof never fails).
3 This is the condition on variable sharing we mentioned in the introduction; it is not problematic
as it can be circumvented as follows: consider the goal bagof(p(X,Y ), q(X,Y, Z),W ), if X
occurs elsewhere in the clause or the query containing this goal then one should rewrite it as
bagof (T,(T=p(X,Y),q(X,Y,Z)),W).
Definition 3 requires that Goal is atomic. This simplifies the treatment (in particular
the treatment of modes) and is not a real restriction, as one can always define new
predicates to break down a nested grouping atom into a number of grouping atoms that
satisfy Definition 3.
Example 2. Consider again the program from Example 1. The moded_bagof equivalent
for the query bagof(Y,p(Z,Y),X) is moded_bagof(Y,[Z],p(Z,Y),X) and
for the query bagof(Y,Zˆp(Z,Y),X) it is moded_bagof(Y,[],p(Z,Y),X).
5 Semantics of atomic moded_bagof queries
Before investigating the use of moded_bagof atoms as subgoals in programs, in this
section we first look more closely at moded_bagof atomic queries in combination with
programs in which moded_bagof atoms themselves do not occur. This way we can
focus on the semantics of moded_bagof without being immediately distracted with the
problems related to the termination of logic programs containing moded_bagof atoms
as subgoals.
A subtle difficulty in providing a reasonable semantics for moded_bagof is due to
the fact that we have to take into consideration the multiplicity of answers. In a typ-
ical situation, moded_bagof will be used to compute e.g. averages, as in the query
moded_bagof(W,[Y],p(Y,W),X), average(X,Z). To this end, X should ac-
tually be instantiated to a multiset of terms corresponding to the answers of the query
p(Y,W). A number of researchers investigated the problem of incorporating sets into
a logic programming language (see Related Work for an overview). Here, we follow
a more practical approach and we represent a multiset with a Prolog list. The disad-
vantage of using a list is that it is order-dependent: by permuting the elements of a
list one can obtain a different list. In the (natural) implementation, given the query
moded_bagof(t, gl,Goal, x), the c.a.s. will instantiate x to a list of elements, the or-
der of which is dependent on the order with which the computed answer substitutions
to the query Goal are computed. This depends in turn on the order of the clauses
in the program. This means that we cannot provide the declarative semantics for our
moded_bagof construct unless we introduce multisets as first-class citizens of the lan-
guage.
The fact that we are unable to give fully declarative semantics of moded_bagof
does not prevent us from proving important properties of groundness of the computed
answer substitutions and termination of programs containing grouping atoms. Below,
we define the computed answer substitution to moded_bagof for two cases: in the first
case we assume that multisets of terms are part of the universe of discourse and that
a multiset operator [[ ]] is available, while in the second case we resort to ordinary
Prolog lists. The disadvantage of using lists is that they are order-dependent, and that
if a multiset contains two or more different elements, then there exists more than one
list “representing” it. Here we simply accept this shortcoming and tolerate the fact that,
in real Prolog programs, the aggregating variable x will be instantiated to one of the
possible lists representing the multiset of answers.
Definition 4 (c.a.s. to moded_bagof (using multisets and Prolog lists)). Let P be a
program, and A = moded_bagof(t, gl, Goal, x) be a query. The multiset [[α1, . . . , αk ]]
of computed answer substitutions of P ∪ A is defined as follows:
1. Let Σ = [[σ1, . . . , σn ]] be the multiset of c.a.s. of P ∪ Goal.
2. Let Σ1, . . . Σk be a partitioning of Σ such that two answers σi and σj belong to
the same partition iff glσi = glσj ,
3. (Multisets) For each Σi, let tsi be the multiset of terms obtained by instantiating t
with the substitutions σi in Σi, i.e. tsi = [[ tσi | σi ∈ Σi ]], and let gli = glσ where
σ is any substitution from Σi.
3. (Prolog Lists) For each i ∈ [1, k], let ∆i be an ordering on Σi, i.e. a list of substi-
tutions containing the same elements of Σi, counting multiplicities. Then, for each
∆i = [σi1 , . . . , σim ], let tsi be the list of terms obtained by instantiating t with the
substitutions in ∆i, i.e. tsi = [tσi1 , . . . , tσim ], and let gli = glσ where σ is any
substitution from ∆i.
4. For i ∈ [1, k], αi is the substitution {gl/gli, x/tsi}.
Example 3. Let P be a program containing the following facts: p(a,c,1),
p(a,d,1),p(a,e,3), p(b,c,2), p(b,d,2), p(b,e,4).
Let A = moded_bagof(Z,[Y],p(Y,W,Z),X). Then P ∪A yields the following
two c.a.s.: α1 = {Y/a,X/[[1,1,3]]} and α2 = {Y/b,X/[[2,2,4]]}. If, instead
of multisets, we use Prolog lists we simply have: α1 = {Y/a,X/[1,1,3]} and α2 =
{Y/b,X/[2,2,4]}.
Since Prolog does not support multisets directly, in the sequel we use lists. In or-
der to bring Definition 4 into practice, i.e. to really compute the answer to a query
moded_bagof(t, gl,Goal, x), we have to require that P ∪ Goal terminates.
6 Using moded_bagof in queries and programs
Because we want to use grouping in our trust management system TuLiP [10,9], we
want to be able to use grouping not only in queries but also as subgoals in programs.
In this section we discuss the use of moded_bagof in programs. In particular, we show
how to use modes and the program stratification to guarantee groundness of computed
answer substitutions and termination. Termination is of the key importance in any trust
management system, especially when the credentials are distributed. In TuLiP, we use
modes to guide credential storage and discovery and to prove the soundness and the
completeness of TuLiP’s Lookup and Inference AlgoRithm (LIAR).
We begin with the definition of a mode of the moded_bagof atom.
Modes The mode of a query moded_bagof(t, gl,Goal, x) depends on the mode of the
Goal, so it is not fixed a priori. In addition, we introduce the concept of a local variable.
Definition 5. Let A = moded_bagof(t, gl,Goal, x). We define the following sets of
input, output and local variables for A:
– VarIn(A) = VarIn(Goal),
– VarOut(A) = (Var(gl) \VarIn(A)) ∪ {x},
– VarLocal(A) = Var(A) \ (VarIn(A) ∪VarOut(A)),
For example, let A = moded_bagof(q(W,Y,Z),[Y],p(W,Y,Z),X) be an ag-
gregate atom, and assume that the original mode of p is (In,Out ,Out). Then,
VarIn(A) = {W}, VarOut(A) = {X,Y}, and VarLocal(A) = {Z}.
Now, we can extend the definition of well-moded programs to take into consider-
ation moded_bagof atoms; the only extra care we have to take is that local variables
should not appear elsewhere in the clause (or query).
Definition 6 (Well-Moded-Extended). We say that the clause H ← B1, . . . , Bn is
well-moded if for all i ∈ [1, n]
VarIn(Bi) ⊆
⋃i−1
j=1 VarOut(Bj) ∪VarIn(H), and
VarOut(H) ⊆ ⋃nj=1 VarOut(Bj) ∪VarIn(H).
and ∀Bi ∈ {B1, . . . , Bn}
VarLocal(Bi) ∩
 ⋃
j∈{1,...,i−1,i+1,...,n}
Var(Bj) ∪Var(H)
 = ∅.
A query A is well-moded iff the clauseH ← A is well-moded, whereH is any (dummy)
atom of zero arity. A program is well-moded if all of its clauses are well-moded.
LD Derivations with Grouping We extend the definition of LD-resolution to queries
containing moded_bagof atoms.
Definition 7 (LD-resolvent with grouping). Let P be a program. Let ρ : B,C be a
query. We distinguish two cases:
1. if B is a moded_bagof atom and α is a c.a.s. for B in P then we say that B,C
and P yield the resolvent Cα. The corresponding derivation step is denoted by
B,C α=⇒P Cα.
2. if B is a regular atom and c : H ← B is a clause in P renamed apart wrt ρ such
that H and B unify with mgu θ, then we say that ρ and c yield resolvent (B,C)θ.
The corresponding derivation step is denoted by B,C θ=⇒c (B,C)θ.
As usual, a maximal sequence of derivation steps starting from queryB is called an LD
derivation of P ∪ {B} provided that for every step the standardisation apart condition
holds. uunionsq
Example 4. In a company, there is a policy that a confidential project document can
be read by any employee recommended by majority of senior executives of one of
the project partners. When using moded_bagof, such a policy can be modeled by the
following two rules:
read_document(company,X) :- partner(company,P),
moded_bagof(Y1,[],senior(P,Y1),Z1),
moded_bagof(Y2,[X],senior_recommends(P,Y2,X),Z2),
length(Z1,L1), length(Z2,L2), L2 > L1/2.
senior_recommends(P,X,Y) :- senior(P,X),recommends(X,Y).
In TuLiP, the first rule is called a credential, the second rule is a user-defined constraint
[8]. Assume that there exist the following credentials:
partner(company,company). senior(partnerA,sandro).
partner(company,partnerA). senior(partnerA,mark).
partner(company,partnerB). senior(partnerA,pieter).
partner(company,partnerC). senior(partnerA,john).
recommends(sandro,marcin). recommends(pieter,marcin).
recommends(john,marcin).
Now, given the query read_document(company,X), one expects to receive
{X/marcin} as the only c.a.s. Indeed, the answers for the two moded_bagof(...)
subgoals are {Z1/[sandro,mark,pieter,john]} for the first one and
{X/marcin,Z2/[sandro,pieter,john]} for the second.
Notice the importance of the correct discovery of the credentials. For instance, if one of
the recommends(...) credentials is not found, the query would fail, which means
that marcin would not be able to read the document even though he has sufficient
permissions. One of the things we try to handle in TuLiP [8,9,10] is where to store
the credentials so that they can be found later during the credential discovery. If we
assume that mode(read_document) = mode(partner) = mode(senior) =
mode(recommends) = (In,Out) and mode(senior_recommends) = (In,Out ,
Out) then, by the credential storage principles of TuLiP, all the credentials and the
user-defined constraint will be stored by their issuers (indicated by the first argument
of a credential atom). For this storage configuration, TuLiP’s Lookup and Inference
AlgoRithm (LIAR) is guaranteed to find all relevant credentials.
7 Properties
There are two main properties we can prove for programs containing grouping atoms:
groundness of computed answer substitutions and – under additional constraints – ter-
mination.
Groundness Well-moded moded_bagof atoms enjoy the same features as regular well-
moded atoms. The following lemma is a natural consequence of Lemma 1.
Lemma 2. Let P be a well-moded program and A = moded_bagof(t, gl,Goal, x)
be a grouping atom in which gl is a list of variables. Take any ground σ such that
Dom(σ) = VarIn(A). Then each c.a.s. θ of P ∪ Aσ is ground on A’s output vari-
ables, i.e. Dom(θ) = VarOut(A) and Ran(θ) = ∅.
Proof. By noticing that VarIn(A) = VarIn(Goal) and that each variable in the group-
ing list gl appears in Goal, the proof is a straightforward consequence of Lemma 1. uunionsq
Termination Termination is particularly important in the context of grouping queries,
because if Goal does not terminate (i.e. if some LD derivation starting in Goal is in-
finite) then the grouping atom moded_bagof(t, gl,Goal, x) does not return any answer
(it loops).
A concept we need in the sequel is that of terminating program; since we are dealing
with well-moded programs, the natural definition we refer to is that of well-terminating
programs.
Definition 8. A well-moded program is called well-terminating iff all its LD-derivations
starting in a well-moded query are finite.
Termination of (well-moded) logic programs has been exhaustively studied (see for
example [3,15]). Here we follow the approach of Etalle, Bossi, and Cocco [15].
If the grouping atom is only in the top-level query and there are no grouping atoms
in the bodies of the program clauses then, to ensure termination, it is sufficient to re-
quire that P be well-terminating in the way described by Etalle et al. [15]: i.e. that for
every well-moded non-grouping atom A, all LD derivations of P ∪A are finite. If this
condition is satisfied then all LD derivations of P ∪ Goal are finite and then the query
moded_bagof(t, gl,Goal, x) terminates (provided it is well-moded).
On the other hand, if we allow grouping atoms in the body of the clauses, then we
have to make sure that the program does not include recursion through a grouping atom.
The following example shows what can go wrong here.
Example 5. Consider the following program:
(1) p(X,Z) :- moded_bagof(Y,[X],q(X,Y),Z).
(2) q(X,Z) :- moded_bagof(Y,[X],p(X,Y),Z).
(3) q(a,1). (4) q(a,2). (5) q(b,3). (6) q(b,4).
Here p and q are defined in terms of each other through the grouping operation.
Therefore p(X,Z) cannot terminate until q(X,Y) terminates (clause 1). Compu-
tation of q(X,Y) in turn depends on the termination of the grouping operation on
p(X,Y) (clause 2). Intuitively, one would expect that the model of this program con-
tains q(a,1), q(a,2), q(b,3), and q(b,4). However, if we apply the extended
LD resolvent (Definition 7) to compute the c.a.s. of p(X,Y) we see that the computa-
tion loops.
In order to prevent this kind of problems, to guarantee termination we require pro-
grams to be aggregate stratified [17]. Aggregate stratification is similar to the con-
cept of stratified negation [1], and puts syntactical restrictions on the aggregate pro-
grams so that recursion through moded_bagof does not occur. For the notation, we
follow Apt et al. in [1]. Before we proceed to the definition of aggregate stratified pro-
grams we need to formalise the following notions. Given a program P and a clause
H ← . . . , B, . . . . ∈ P :
– if B is a grouping atom moded_bagof(t, gl,Goal, x) then we say that Pred(H)
refers to Pred(Goal);
– otherwise, we say that Pred(H) refers to Pred(B).
We say that relation symbol p depends on relation symbol q in P , denoted p w q, iff
(p, q) is in the reflexive and transitive closure of the relation refers to. Given a non-
grouping atom B, the definition of B is the subset of P consisting of all clauses with
a formula on the left side whose relation symbol is Pred(B). Finally, p ' q ≡ p v
q ∧ p w q means that p and q are mutually recursive, and p A q ≡ p w q ∧ p 6' q
means that p calls q as a subprogram. Notice that A is a well-founded ordering.
Definition 9. A program P is called aggregate stratified if for every clause H ←
B1, . . . , Bm, in it, and every Bj in its body if Bj is a grouping atom
Bj = moded_bagof(t, gl,Goal, x) then Pred(Goal) 6' Pred(H).
Given the finiteness of programs it is easy to show that a program P is aggregate strati-
fied iff there exists a partition of it P = P1∪ · · ·∪Pn such that for every i ∈ [1, . . . , n],
and every clause cl = H ← B1 . . . , Bm ∈ Pi, and every Bj in its body, the following
conditions hold:
1. ifBj = moded_bagof(. . . , . . . ,Goal, . . .) then the definition ofPred(Goal) is con-
tained within
⋃
j<i Pj ,
2. otherwise the definition of Pred(B) is contained within
⋃
j≤i Pj .
Stratification alone does not guarantee termination. The following (obvious) exam-
ple demonstrates this.
Example 6. Take the following program:
q(X,Y) :- r(X,Y).
r(X,Y) :- q(X,Y).
p(Y,X) :- moded_bagof(Z,[Y],q(Y,Z),X).
Notice that q ' r. This program is aggregate stratified, but the query p(Y,X) will not
terminate.
In order to handle the problem of Example 6 we need to modify slightly the classical
definition of termination. The following definition relies on the fact that the programs
we are referring to are aggregate stratified.
Definition 10 (Termination of Aggregate Stratified Programs). Let P be an aggre-
gate stratified program. We say that P is well-terminating if for every well-moded atom
A the following conditions hold:
1. All LD derivations of P ∪A are finite,
2. For each LD derivation δ of P ∪A, for each grouping atom moded_bagof(t, gl,
Goal, x) selected in δ, P ∪ Goal terminates.
The classical definition of termination considers only point (1). Here however, we have
grouping atoms which actually trigger a side goal which is not taken into account by (1)
alone. This is the reason why we need (2) as well. Notice that the notion is well-defined
thanks to the fact that programs are aggregate stratified.
To guarantee termination, we can combine the notion of aggregate stratified pro-
gram above with the notion of well-acceptable program introduced by Etalle, Bossi,
and Cocco in [15] (other approaches are also possible). We now show how.
Definition 11. Let P be a program and let BP be the corresponding Herbrand base. A
function | | is a moded level mapping iff
1. it is a level mapping for P , namely it is a function | | : BP → N, from ground
atoms to natural numbers;
2. if p(t) and p(s) coincide in the input positions then |p(t)| = |p(s)|.
For A ∈ BP , |A| is called the level of A. uunionsq
Condition (2) above states that the level of an atom is independent from the terms
filling in its output positions. Finally, we can report the key concept we use in order to
prove well-termination.
Definition 12. (Weakly- and Well-Acceptable [15]) Let P be a program, | | be a level
mapping and M a model of P .
– A clause of P is called weakly acceptable (wrt | | and M ) iff for every ground
instance of it, H ← A, B,C,
if M |= A and Pred(H) ' Pred(B) then |H| > |B|.
P is called weakly acceptable with respect to | | and M iff all its clauses are.
– A programP is called well-acceptable wrt | | andM iff | | is a moded level mapping,
M is a model of P and P is weakly acceptable wrt them. uunionsq
Notice that a fact is always both weakly acceptable and well-acceptable; furthermore
if MP is the least Herbrand model of P , and P is well-acceptable wrt | | and some
model I then, by the minimality of MP , P is well-acceptable wrt | | and MP as well.
Given a program P and a clause H ← . . . , B, . . . in P , we say that B is relevant iff
Pred(H) ' Pred(B). For the weakly and well-acceptable programs the norm has to
be checked only for the relevant atoms, because only the relevant atoms might provide
recursion. Notice then that, because we additionally require that programs are aggregate
stratified, grouping atoms in a clause are not relevant (called as subprograms).
We can now state the main result of this section.
Theorem 1. Let P be a well-moded aggregate stratified program.
– If P is well-acceptable then P is well-terminating.
Proof. (Sketch). Given a well-moded atom A, we have to prove that (a) all LD deriva-
tions starting in A are finite and that (b) for each LD derivation δ of P ∪A, for each
grouping atom moded_bagof(t, gl,Goal, x) selected in δ, P ∪ Goal terminates.
To prove (a) one can proceed exactly as done in [15], where the authors use the
same notions of well-acceptable program: the fact that here we use a modified version
of LD-derivation has no influence on this point: since grouping atoms are resolved by
removing them, they cannot add anything to the length of an LD derivation.
On the other hand, to prove (b) one proceeds by induction on the strata of P . Notice
that at the moment that the grouping atom is selected, Goal is well-moded (i.e., ground
in its input position). Now, for the base case if Goal is defined in P1, then, by (a) we
have that all LD-derivations starting in Goal are finite, and since we are in stratum P1
(where clause bodies cannot contain grouping atoms) no grouping atom is ever selected
in an LD derivation starting in Goal. So P ∪ Goal terminates.
The inductive case is similar: if Goal is defined in Pi+1, then, by (a) we have that all
LD-derivations starting in Goal are finite, and since we are in stratum Pi+1 if a grouping
atom moded_bagof(t′, gl′, Goal′, x′) is selected in an LD derivation starting in Goal,
we have that Goal′ must be defined in P1 ∪ · · · ∪ Pi, so that – by inductive hypothesis
– we know that P ∪Goal′ terminates. Hence the thesis. uunionsq
8 Related Work
Aggregate and grouping operations are given lots of attention in the logic programming
community. In the resulting work we can distinguish two approaches: (1) in which the
grouping and aggregation is performed at the same time, and (2) – which is closer to
our approach – in which grouping is performed first returning a multiset and then an
aggregation function is applied to this multiset.
In the first approach an aggregate subgoal is given by group_by(p(x, z), [x], y =
F(E(x, z))), which is equivalent to y = F([[E(x, z) : ∃(z)p(x, z) ]]). Here x are the
grouping variables, p(x, z) is a so called aggregation predicate, and E(x, z) is a tuple
of terms involving some subset of the variables x ∪ z. F is an aggregate function that
maps a multiset to a single value. The variables x and y are free in the subgoal while
z are local and cannot appear outside the aggregate subgoal. In other words, except for
output variable y, if a variable does not appear on the grouping list, this variable is local.
The early declarative semantics for group_by was given by Mumick et al. [19]. In this
work, aggregate stratification is used to prevent recursion through aggregates. Later,
Kemp and Stuckey [17] provide the declarative semantics for group_by in terms of
well-founded and stable semantics. They also examine different classes of aggregate
programs: aggregate stratified, group stratified, magical stratified, and also monotonic
and semi-ring programs. From a more recent work, Faber et al. [16] also rely on ag-
gregate stratification and they define a declarative semantics for disjunctive programs
with aggregates. They use the intensional set definition notation to specify the multiset
for the aggregate function. Denecker et al. [12] point out that requiring the programs
to be aggregate stratified might be too restrictive in some cases and they propose a
stronger extension of the well-founded and stable model semantics for logic programs
with aggregates (called ultimate well-founded and stable semantics). In their approach,
Denecker et al. use the Approximation Theory [11]. The work of Denecker et al. is
continued and further extended by Pelov et al. [20].
In the second approach, where the grouping is separated from aggregation (as in
our approach), the grouping operation is represented by an intensional set definition.
This approach uses an (intensional) set construction operator returning a multiset of an-
swers which is then passed as an argument of an aggregate function: m = [[E(x, z) :
∃(z)p(x, z) ]], y = F(m). To be handled correctly (with a well defined declarative se-
mantics), this approach requires multisets to be introduced as first-class citizens of the
language. Dovier, Pontelli, and Rossi [14] introduce intensionally defined sets into the
constraint logic programming language CLP({D}) where D can be for instance FD for
finite domains or R for real numbers. In their work, Dovier et al. concentrate on the
set-based operations and so, they do not consider multisets directly. Interestingly, they
treat the intensional set definition as a special case of an aggregate subgoal in which F
is a function which given a multiset m as an argument returns the set of all elements in
m – i.e. F removes duplicates from m.
Introducing (multi)sets to a pure logic programming language (i.e. not relying on a
CLP scheme) is also a well-researched area. From the most prominent proposals, Dovier
et al. [13] propose an extended logic programming language called {log} (read “set-
log”) in which sets are first-class citizens. The authors introduce the basic set operations
like set membership ∈ and set equality = along with their negative counterparts /∈ and
6=.
Concerning multisets directly, Ciancarini et al. [6] show how to extend a logic pro-
gramming language with multisets. They strictly follow the approach of Dovier et al.
[13]. Important to notice here, is that these earlier works of Dovier et al. and Ciancarini
et al. (as well as most of other related work on embedding sets in a logic programming
language – see Dovier et al. [14,13] for examples) focus on the so called extensional set
construction – which basically means that a set is constructed by enumerating the ele-
ments of the set. This is not suitable for our work as this does not enable us to perform
grouping.
Moded Logic Programming is well-researched area [2,21]. However, modes have
been never applied to aggregates. We also extend the standard definition of a mode to
include the notion of local variables. By incorporating the mode system we are able to
state the groundness and termination results for the bagof -like operations.
9 Conclusions
In this paper we study the grouping operations in Prolog using the standard Prolog
built-in predicate bagof. Grouping is needed if we want to perform aggregation, and we
need aggregation in TuLiP to be able to model reputation systems. In order to make the
grouping operations easier to integrate with TuLiP, we add modes to bagof (we call the
moded version moded_bagof). We extend the definition of a mode by allowing some
variables in a grouping atom to be local. Finally, we show that for the class of well-
terminating aggregate stratified programs the basic properties of well-modedness and
well-termination also hold for programs with grouping.
Future Work At the University of Twente we develop a new Trust Management lan-
guage TuLiP. TuLiP is a function-free first-order language that uses modes to support
distributed credential discovery. In Trust Management, the need of having support for
aggregate operations is widely accepted. This would allow one to bridge two related
yet different worlds of certificate based and reputation based trust management. At the
moment TuLiP does not support aggregate operations. We are planning to incorporate
the moded_bagof operator introduced in this paper in TuLiP and investigate its appli-
cability in the Distributed Trust Management.
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