In this paper, we present a new performance guarantee for Orthogonal Matching Pursuit (OMP) in the context of the Direction Of Arrival (DOA) estimation problem. For the first time, the effect of parameters such as sensor array configuration, as well as signal to noise ratio and dynamic range of the sources is thoroughly analyzed. In particular, we formulate a lower bound for the probability of detection and an upper bound for the estimation error. The proposed performance guarantee is further developed to include the estimation error as a user-defined parameter for the probability of detection. Numerical results show acceptable correlation between theoretical and empirical simulations.
Introduction 1
Estimating the direction of arrival (DOA) has been a ubiquitous problem 2 in sensor array signal processing for decades [1] . In many applications such as 3 sensor networks, the received signal vector arriving at the antenna elements is 4 sparse. Numerous methods have been proposed to formulate the DOA estima-5 tion as a sparse recovery problem [2, 3] . A substantial amount of work has 6 been focused on utilizing 1 relaxation methods, such as [4, 5, 6, 7] , for DOA 7 estimation. In this direction, one of the first attempts is the seminal work of 8 Gorodnitsky et al. [8] , in which a recursive least-squares algorithm named Cal Underdetermined System Solver (FOCUSS) is used for source localization.
10
Fuchs [9, 10] has formulated the source localization as a sparse recovery problem 11 in the beamspace domain. Cotter [11] combined Multiple Measurement Vectors
12
(MMV) and Matching Pursuit (MP) [12] algorithms to solve the joint-sparse 13 recovery problem in DOA estimation. In [13, 14, 15] , the 1 -SVD method com- [18, 19, 20, 21] . A well-known greedy algorithm is Orthogonal Matching Pur-28 suit (OMP) [22] , which has been shown to provide a reasonable trade-off between 29 the computational complexity and the accuracy [23, 24, 25] . ically, we will formulate a lower bound for the probability of detection and an
45
upper bound for the estimation error of the received signal.
46
The paper is organized as follows: We will formulate the problem of DOA 47 estimation as a sparse recovery framework in section 2. In section 3 mutual 48 coherence will be introduced as a parameter related to the array configurations 49 which, along with signal parameters, will be used in Section 4 to determine the 50 probability of detection and the estimation error. Numerical results presented 51 in section 5 demonstrate acceptable correlation to simulation outcomes for a 52 large range of parameters. Finally, the paper will be concluded in section 6.
53
Notations -Vectors and matrices are denoted by boldface lower-case (e.g. Occasionally, the exponential function, e x , is denoted exp(x). 
Problem Definition

64
In this paper, for the sake of simplicity, we focus on the two-dimensional of all swept angles and θ θ θ = [θ 1 , . . . , θ τ ] T to be the set of azimuth angles for τ 68 sources, where τ < N . Consider N signals s n , where n ∈ {1, . . . , N }, arriving
69
at L antenna elements. The signal vector s is defined as follows:
where p n and ψ n are the received signal power and phase from an illuminator placed at φ n , respectively. The location of nonzero elements in s is called the support set, which we denote by Λ. The number of nonzero elements in s defines the sparsity of the signal and is measured using the 0 pseudo-norm, denoted τ = s 0 . From the discussion above it is evident that θ θ θ = φ φ φ Λ . We assume that the nonzero elements of the sparse signal s n are zero-mean independent random variables with arbitrary distribution. Moreover, it is assumed that the random variables s n are bounded. Hence we define
as deterministic parameters that are defined based on the requirements of 71 the application at hand.
72
Let y l , l ∈ {1, . . . , L}, to be the received signal at the port of the l th antenna.
73
The received signal at the antenna terminals, y = [y 1 , . . . , y L ] T , can be written 74 as: A n (l) = e jl(2πd/λ)cos(φn) ,
where λ is the wavelength, and d is the spacing between antenna elements, and 
It should be noted that
Assume L array elements are placed on coordinates (x l , y l ). Then, MC for an arbitrary array configuration can be formulated as follows
where A i is the steering vector of the incident wave from direction φ i and k 0 is the wave number of the received signal. Assume that φ j = φ i + ε and define the following:
Then from (8) we have that
In the rest of this section, we consider the mutual coherence for different array 107 configurations. Consider a ULA of L antenna elements placed at the following coordinates:
where l is the antenna index and d is the distance between two adjacent anten-112 nas. Using (12), equation (11) can be simplified to:
Consider a UCA of L antennas with the following coordinates:
where R is the radius of UCA. In such a setup, (11) becomes:
For large values of L, and defining m = l L , we can estimate (15) as:
where J 0 denotes the Bessel function. 
Uniformly Distributed Array (UDA)
118
Assume that the coordinates of L antennas are uniformly distributed, i.e.
where (a x , b x ) and (a y , b y ) denote the boundaries of the uniform distribution 120 in x and y coordinates, respectively. According to the fact that the mutual 121 coherence will also be a random variable, we only consider the expected value 122 of the mutual coherence, defined as follows
where
Note that in (18) we have dropped the subscript l since x l and y l , where l ∈ 124 {1, . . . , L} are assumed to be independent and identically distributed. In the To numerically demonstrate the effect of different array configurations on 128 coherence, we consider two cases. In the first scenario, we place a source at π/2
129
(broadside) and in the second scenario we place it at 0 degrees (end-fire). For 130 both cases, a second source was swept with respect to φ j , and µ max is measured. where λ is the wavelength.
135
It is evident in Figure 1 that the linear array has lower side lobes, which Below, we present our theoretical results for DOA estimation using OMP.
156
Theorem 1 will present a lower bound for the probability of detection.
157
Theorem 1. Let y = As + w, where A ∈ C L×N is the array manifold matrix 158 with mutual coherence µ max . Assume that w ∼ N (0, σ 2 I) and define τ = s 0 .
159
Then, the probability of detection, denoted Pr{det.}, for DOA estimation using
160
OMP is lower bounded by
where γ = µ max s max and β is a non-negative constant such that | A j , w | ≤ β, 162 ∀j ∈ {1, . . . , N }, and Ls min ≥ 2β.
163
The proof of the Theorem is postponed to the Appendix.
164
Assuming that OMP correctly identifies the DOA of sources, in some appli-
whereŝ is the sparse signal estimated by OMP.
170
In what follows, using (21) and (22), we derive new bounds for the probability of detection while taking into account DR, SNR, and estimation error. These bounds highlight the importance of each parameter for different applications.
We define the DR and SNR of the signal as follows
Moreover, we define the relative error, denoted E rel , as follows
In direction finding systems, we are more interested in identifying the sup- rive "user-friendly" probability of detection bounds based on (21) and a given
where ρ 2 = (1 − µ max (τ − 1)) 2 is defined for notational brevity. Substituting 180 this lower bound for β in the second term of (21), and using (23) and (24), we
We need to apply a similar procedure to the first term of (21) . Assume that
183
Ls min 2β. It will be shown that this is indeed a weak assumption. Without 184 loss of generality we define the upper bound
for an arbitrary constant α ≥ 0. Combining (26) and (28), we obtain a lower 186 bound for α:
which together with (28) results in
In other words, we have 
As it can be seen, the first term of (32) is independent of the noise character- 
197
Assuming SNR is very high, the second term of (32) becomes negligible.
198
Consequently, the probability of detection is approximately lower bounded by
Equation (33) 
204
Assume that µ max is very small, which is valid when the number of an-205 tenna elements becomes large or when the minimum distance between sources 206 is relatively high. In this case, the probability of detection will be simplified to
Since mutual coherence is small, the effect of a high power source next to a 208 low power one will be negligible. Consequently, the probability of detection is 209 dominated by SNR and is independent of DR, which is confirmed by (34). 
Numerical Results
211
To we use the probability of error. Given the probability of detection defined in 21, 217 the probability of error is defined as Pr{error} ≤ 1 − Pr{det.}. This conversion 218 facilitates the depiction of the effect of various parameters in the plots.
219
In Fig. 3 , we show the effect of SNR and E rel on the probability of error.
220
For this simulation, only one source was assumed. We set N = 50 and swept
221
SNR from −5dB to 30dB. The iterations of OMP terminate when the residual is 222 less than the predefined E rel . To calculate the probability of error, we compare we evaluate (32). As can be seen in Fig. 3 , higher E rel will result in lower 229 probability of error and there is acceptable correlation between simulation and 230 analytical results.
231
The effect of DR and the number of sources (τ ) on the probability of error is shown in Fig. 4 . For simulation results, we placed 2 to 6 sources with 233 minimum angle separation of π/N randomly in space. The relative error is set 234 to E rel = 0.1 and the simulation was run 5 × 10 6 times. In addition, we assume 235 the SNR is very high (50dB) and the probability of error was calculated as of sources become larger (e.g. higher than 4), even for a small value of DR, the 239 performance of OMP degrades significantly. In addition, when the power ratio 240 becomes higher than 10, even for two sources the probability of error is very 241 high.
242
As mentioned in section 4, the array configuration, and hence the mutual 243 coherence, has an important effect on the probability of error. To compare
244
ULA, UCA and UDA, in terms of the probability of error with respect to DR
245
and SNR, we proceed as follows. For ULA and UDA, ten antenna elements in 246 a linear and random configuration are distributed over 7λ distance respectively.
247
For UCA we put ten antenna elements on a circle with 7λ diameter. The relative residual relative error is smaller than E rel .
250
In Fig. 5 we compare the performance of different array configurations versus 251 SNR for one source, i.e. τ = 1. The SNR is swept from -5dB to 30dB. To 252 calculate the probability of error, we compare the estimated DOA with the true 253 DOA of the source. If the error becomes higher than 3.6 degrees, we assume it 254 is an incorrectly estimated DOA. We perform 5 × 10 6 trials of this simulation.
255
As before, the location of the source was selected uniformly at random in each 
Conclusion
269
In this paper, for the first time, we presented an analytical discussion for 270 using OMP in DOA estimation using arbitrary array configurations. We showed 271 that the proposed probability of detection is in compliance with simulation 272 results. In addition we proposed several practical formulas with respect to DR,
273
SNR, estimation error, number of sources, angle separation, and the number of following inequality holds:
Proof. Expanding Γ j , it is straightforward to show that:
From (6) we have that
Combining (A.2) and (A.3) we get
and therefore we have
Given that s n are complex random variables, equation (A.6) can be upper bounded by
Our goal is to calculate an upper bound for the right-hand side of (A.7 Pr{|x n | ≤ c} = 1 and E x 2 n ≤ ν, then we have
It is obvious that the real-valued variables Re{µ j,n s n } and Im{µ j,n s n } in (A.7)
292
are independent centered random variables because of our assumption on s n .
293
Additionally, the following inequalities hold
Indeed the same inequalities hold for Im{µ j,n s n }. Hence we can apply the Bernstein inequality on both terms on the right-hand side of (A.7). We obtain
which completes the proof.
295
Proof of Theorem I. Define Λ 0 as the true support of s. It has been shown in
296
[42] that assuming | A j , w | ≤ β, OMP estimates the true support if:
where A Λ0 is formed using the columns of A indexed by the support set Λ 0 .
Using the triangle inequality, we can rewrite the term on the left-hand side of (A.13) as:
From (A.13) and (A.14), we can say that the OMP converges to the true support
Using (A.15) we can define the probability of error for OMP as:
with an upper bound defined as:
For the first term on the right-hand side of (A.17), excluding the summation over all indices in the support, from Lemma 1 we have:
where we have defined γ = µ max s max for notational brevity. Note that unlike matrix A is only supported on Λ 0 \ {j}, i.e. all the indices in the true support 302 excluding j. Therefore the term (τ − 1) appears in the denominator of (A.18) 303 after applying the Bernstein inequality.
304
Similarly, for the second term on the right-hand side of (A.16) we can show
where we used the fact that the matrix A in Γ k is supported on Λ 0 , see righthand side of (A.13). Using the upper bounds P 1 and P 2 obtained in (A.18) and (A.19), we can rewrite (A.17) as
where (A.21) follows since P 2 > P 1 . Since we have assumed that | A j , w | ≤ β, 307 the probability of error will be the joint probability of the event Pr {| A j , w | ≤ β} 
