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Sharp systolic inequalities for Reeb flows on the
three-sphere
Alberto Abbondandolo, Barney Bramham,
Umberto L. Hryniewicz, Pedro A. S. Saloma˜o
Abstract
The systolic ratio of a contact form α on the three-sphere is the quantity
ρsys(α) =
Tmin(α)
2
vol(S3, α ∧ dα) ,
where Tmin(α) is the minimal period of closed Reeb orbits on (S
3, α). A Zoll contact
form is a contact form such that all the orbits of the corresponding Reeb flow are
closed and have the same period. Our first main result is that ρsys ≤ 1 in a neigh-
bourhood of the space of Zoll contact forms on S3, with equality holding precisely
at Zoll contact forms. This implies a particular case of a conjecture of Viterbo, a
local middle-dimensional non-squeezing theorem, and a sharp systolic inequality for
Finsler metrics on the two-sphere which are close to Zoll ones. Our second main
result is that ρsys is unbounded from above on the space of tight contact forms on
S3.
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1 Introduction
1.1 The main theorems
Let α be a contact form on the three-sphere S3, that is, a smooth 1-form such that α∧ dα
is a volume form. The contact form α defines a vector field Rα on S
3, which is called the
Reeb vector field of α, by the conditions
ıRαdα = 0, α(Rα) = 1.
The flow of Rα is called the Reeb flow of α. It is well known that this flow always has
periodic orbits, and we denote by Tmin(α) the minimum over all their periods. For arbitrary
closed contact three-manifolds, the existence of a periodic orbit was proved by Taubes in
[Tau07], but in the case of S3 we are considering here this follows from previous results of
Rabinowitz [Rab78] and Hofer [Hof93].
We denote by α0 the standard contact form on S
3, which is given by the restriction of
the Liouville 1-form of R4
λ0 =
1
2
2∑
j=1
(xj dyj − yj dxj), (x1, y1, x2, y2) ∈ R4,
to the unit sphere S3 = {z ∈ R4 | |z| = 1}. All the orbits of the Reeb flow of α0 are
periodic and have period π. Actually, the orbits of Rα0 are the leaves of the Hopf fibration
S3 → S2 = CP1. In particular, Tmin(α0) = π and, since the volume of S3 with respect to
the volume form α0 ∧ dα0 is π2, we have the identity
Tmin(α)
2 = vol(S3, α ∧ dα) (1)
2
when α = α0. Since Tmin(c α) = |c|Tmin(α), this identity holds also for α = c α0, for every
non-zero number c.
We say that the contact form α is Zoll if all the orbits of Rα are closed and have the
same minimal period. Zoll contact forms are also called regular in the literature, see e.g.
[BW58] and [Gei08, Section 7.2], but we find the term “Zoll” more self-explanatory, due
to the analogy with Riemannian geometry: indeed, a Riemannian metric on a manifold
is called Zoll if all its geodesics are closed and have the same length. One can show that
an arbitrary Zoll contact form α on S3 is strictly contactomorphic to some multiple of α0,
that is, there exists a diffeomorphism ϕ : S3 → S3 such that ϕ∗α = c α0 (see Proposition
3.9 below). Here c is a real number such that |c| = T/π, where T is the common period of
the orbits of Rα. In particular, the identity (1) holds for every Zoll contact form α.
The first aim of this article is to prove the following sharp bound on Tmin(α) in terms
of the contact volume of (S3, α):
Theorem 1. There exists a C3-neighborhood A of the space of Zoll contact forms on S3
such that
Tmin(α)
2 ≤ vol(S3, α ∧ dα) ∀α ∈ A , (2)
with equality holding if and only if α is Zoll.
Another way to state this theorem is that the space of Zoll contact forms is a set of
strict local maximisers in the C3-topology for the systolic ratio
ρsys(α) =
Tmin(α)
2
vol(S3, α ∧ dα) .
Evidence in favour of this fact has been recently given by A´lvarez Paiva and Balacheff in
[APB14]. Here, the authors prove that any smooth path of contact forms t 7→ α(t) such
that α(0) is Zoll satisfies the following alternative: either the systolic ratio of α(t) has a
strict local maximum at t = 0, or t 7→ α(t) is tangent up to every order to the space of Zoll
contact forms. This result holds for contact forms on manifolds of arbitrary dimension,
and its proof is based on a reduction to normal forms.
A natural question is whether the inequality (2) holds also for contact forms which
are far from Zoll ones (see also [Hut11, Remark 8.5], [CGHR15] and [APB14, Section 2.3]
for related questions and results about the relationship between the period of closed Reeb
orbits and the contact volume). The second aim of this paper is to give a negative answer
to this question.
Theorem 2. For every neighborhood R of the flow of Rα0 in the C
0
loc(R×S3, S3)-topology
there exists a contact form α on S3 which is smoothly isotopic to α0 such that the flow of
Rα belongs to R and
Tmin(α)
2 > vol(S3, α ∧ dα).
Moreover, for every c > 0 there exists a contact form α on S3 which is smoothly isotopic
to α0 and such that
Tmin(α)
2 ≥ c vol(S3, α ∧ dα).
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By Gray’s stability theorem, the contact forms α which appear in the above theorem
are tight. Another way of stating the second conclusion of the above theorem is that the
systolic ratio is unbounded from above on the space of tight contact forms on S3. It is worth
noticing that these tight contact forms with arbitrarily high systolic ratio can be chosen to
be close to the standard one in the following weak sense: after a time reparametrization,
their Reeb flow becomes C0loc-close to the standard Reeb flow (see Remark 3.5 below).
The proofs of the above two theorems are based on reading the dynamics of a Reeb
flow by means of a disk-like global surface of section. Theorem 1 makes use of a fixed
point theorem for area-preserving diffeomorphisms of the disk which are C1-close to the
identity, while the construction of the contact forms of Theorem 2 exploits the fact that
this fixed point theorem fails for maps which are C1-far from the identity. These results
are presented in Section 2, but since they might have some independent interest they are
also informally discussed in Section 1.5, which concludes the Introduction.
Theorem 1 has several consequences, which we now discuss. Details about the precise
derivation of these consequences from Theorem 1 are given in Section 4.
1.2 A conjecture of Viterbo
Let ω0 be the standard symplectic form on R
2n:
ω0 =
n∑
j=1
dxj ∧ dyj, (x1, y1, . . . , xn, yn) ∈ R2n.
A symplectic capacity on R2n is a function
c : P(R2n)→ [0,+∞]
on the set of all subsets of R2n which is monotone with respect to inclusion, invariant
under symplectomorphisms, homogeneous of degree 2 with respect to homotheties, i.e.
c(rA) = r2c(A) for all A ∈ P(R2n) and r > 0, and such that
c(B) = c(Z) = π,
where B is the unit ball and Z is the cylinder consisting of all (x1, y1, . . . , xn, yn) ∈ R2n
such that x21+ y
2
1 < 1. The mere existence of a symplectic capacity is a non-trivial fact, as
it immediately implies Gromov’s non-squeezing theorem from [Gro85]: the ball rB cannot
be symplectically embedded into the cylinder sZ if r > s. Many non-equivalent symplectic
capacities have been constructed so far, such as the Ekeland-Hofer capacity cEH and the
Hofer-Zehnder capacity cHZ (see [EH89, HZ90, HZ94]). See also the survey [CHLS07] for
more information on symplectic capacities.
Let c be a symplectic capacity on (R2n, ω0). In [Vit00, Section 5], Viterbo stated the
following conjecture: for every bounded convex domain C ⊂ R2n there holds
c(C)n ≤ n! vol(C), (3)
4
with equality holding if and only if C is symplectomorphic to a ball. Here vol(C) is the
volume of C with respect to the standard volume form dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn on R2n.
Partial positive results have been obtained in [AAMO08] and [APB14], but the conjecture
is still open. The validity of this conjecture would have far reaching consequences, as it
would imply for instance the Mahler conjecture in convex geometry, see [AAKO14].
Let C ⊂ R2n be a convex bounded domain with smooth boundary. Up to a translation,
we may assume that C is a neighborhood of the origin. Then the Liouville 1-form
λ0 =
1
2
n∑
j=1
(xj dyj − yj dxj) (4)
restricts to a contact form on ∂C. It is well known that the Ekeland-Hofer and the Hofer-
Zehnder capacities of C coincide and equal the minimal period of periodic Reeb orbits on
(∂C, λ0|∂C):
cEH(C) = cHZ(C) = Tmin(λ0|∂C).
See [Vit89, Proposition 3.10] and [HZ90, Proposition 4]. Actually, it is conjectured that all
symplectic capacities agree on convex domains, but this conjecture is even stronger than
Viterbo’s one, since the smallest capacity
cB(C) = sup{πr2 | rB embeds symplectically into C}
trivially satisfies (3). Theorem 1 allows us to prove the following special case of Viterbo’s
conjecture, where B denotes the set of all convex domains in R4 whose closure is symplec-
tomorphic to a closed 4-ball:
Corollary 1. Let c be either the Ekeland-Hofer or the Hofer-Zehnder capacity on (R4, ω0).
There exists a C3-neighborhood C of B within the set of all convex smooth domains in R4
such that
c(C)2 ≤ 2 vol(C) ∀C ∈ C ,
with equality holding if and only if C belongs to B.
1.3 Middle dimensional non-squeezing
The already mentioned non-squeezing theorem of Gromov can be formulated in the follow-
ing equivalent way: let V be a 2-dimensional symplectic subspace of (R2n, ω0) and let P be
the symplectic projector onto it, that is, the linear projector onto V along the symplectic
orthogonal of V . Then
area(Pϕ(B), ω0|V ) ≥ π,
for every symplectic embedding ϕ of the 2n-dimensional unit ball B into R2n (see e.g.
[EG91]). A natural question is whether this 2-dimensional rigidity phenomenon has the
following middle dimensional generalization: if P is the symplectic projector onto a 2k-
dimensional symplectic subspace V of (R2n, ω0), is it true that
vol(Pϕ(B), ωk0 |V ) ≥ πk, (5)
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for every symplectomorphism ϕ of B into R2n? The constant πk on the right-hand side
of the inequality is the volume with respect to ωk0 of the 2k-dimensional unit ball. This
question has been studied in [AM13], where it is shown that the answer is positive for linear
symplectomorphism, but that it is in general negative for nonlinear symplectictomorphisms:
if P is a symplectic projector onto a symplectic subspace V of dimension 2k, with 1 < k < n,
then for every ǫ > 0 there is a symplectomorphism ϕ : B → R2n such that
vol(Pϕ(B), ωk0 |V ) < ǫ.
In [AM13] it is conjectured that the sharp inequality (5) holds for symplectomorphisms
which are close enough to a linear one, and some partial results are given in order to support
this conjecture. By using Theorem 1, we can give a positive answer to this conjecture in
the case k = 2:
Corollary 2. Let P be a symplectic projector onto a 4-dimensional symplectic subspace
V of (R2n, ω0). Then there exists a C
3-neighborhood S of the set of linear symplectomor-
phisms within the space of all symplectomorphisms from B into R2n such that
vol(Pϕ(B), ω20|V ) ≥ π2 ∀ϕ ∈ S .
An immediate consequence of the above result is the following 4-dimensional non-
squeezing result for small balls:
Corollary 3. Let P be a symplectic projector onto a 4-dimensional symplectic subspace
V of (R2n, ω0). Let ϕ : A → R2n be a smooth symplectomorphism of a domain A ⊂ R2n
into R2n. Then for every z ∈ A there exists a positive number ρ(z) such that
vol(Pϕ(z + rB), ω20|V ) ≥ π2r4 ∀z ∈ A, ∀r ∈ [0, ρ(z)].
Moreover, the function ρ is bounded away from zero on compact subsets of A.
Since in this paper we work in the smooth category, we have stated the above result for
smooth symplectomorphisms. But by density it extends readily to symplectomorphisms of
class C3. In the case of analytic symplectomorphisms, the above form of middle dimensional
non-squeezing has been recently proved by Rigolli [Rig15], with V a symplectic subspace
of any dimension, by using methods from the already mentioned [APB14].
1.4 A systolic inequality for Finsler metrics on the two-sphere
Given a Finsler metric F on S2, we denote by ℓmin(F ) the length of the shortest closed
geodesic on (S2, F ). By area(S2, F ) we denote the Holmes-Thompson area of (S2, F ), that
is, the volume of the unit cotangent disk bundle in T ∗S2 with respect to the volume form
ω ∧ω divided by 2π, where ω is the standard symplectic form on T ∗S2 (see Section 4.4 for
more details). The Holmes-Thompson area coincides with the standard Riemannian area
in the case of Riemannian metrics.
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Since the work of Croke [Cro88], a classical question in systolic geometry has been to
find upper bounds for the systolic ratio
ρsys(F ) =
ℓmin(F )
2
area(S2, F )
.
Indeed, this quantity is bounded from above on the space of Finsler metrics on S2, as
proved by Croke [Cro88] in the Riemannian case and by A´lvarez Paiva, Balacheff and
Tzanev [APBT16, Theorem VI] in the general Finsler case.
If the Finsler metric F is Zoll, meaning that all its geodesics are closed and have
the same length, then ρsys(F ) = π. This fact was proved by Weinstein in [Wei74] in
the Riemannian case, but the proof goes through also in the Finsler setting. It is well
known that Zoll metrics on S2 do not maximise ρsys, even if one restricts the attention
to Riemannian metrics. Indeed, the supremum of ρsys(g) among all Riemannian metrics
g is at least 2
√
3 > π, as one can show by smoothing a singular metric known as the
Calabi-Croke metric, see [Cro88].
In [ABHS17], we proved that the round metric is nevertheless a local maximiser of ρsys
among Riemannian metrics, as conjectured by Balacheff in [Bal06]. More precisely, if the
curvature of a Riemannian metric g is positive and sufficiently pinched, then ρsys(g) ≤ π,
with equality holding if and only if g is Zoll. By using Theorem 1 we can generalise this
positive answer to Finsler metrics, possibly far from the round one:
Corollary 4. There exists a C3-neighborhood F of the space of all Zoll Finsler metrics
within the space of all Finsler metrics on S2 such that
ρsys(F ) ≤ π ∀F ∈ F ,
with equality holding if and only if F is Zoll.
Unlike in the main result of [ABHS17], here we do not have an explicit description of
the neighborhood F in terms of geometric quantities, and we have maximality of the Zoll
metrics in a C3-neighborhood instead of a C2-neighborhood.
The proof of this corollary uses the fact that a Finsler geodesic flow on a two-sphere
can be seen as a Reeb flow on SO(3), and hence lifted to a Reeb flow on S3. It should be
also remarked that the fact that the round metric does not maximise the systolic ratio is
compatible with the conjecture that the sharp inequality of Theorem 1 holds for all contact
forms which are obtained as lifts to S3 of the contact forms on SO(3) induced by Finsler (or
Riemannian) geodesic flows. This conjecture is not confuted by Theorem 2, and its validity
would have the following consequence, which was explained to us some years ago by A´lvarez
Paiva and is nicely discussed in Hutchings’ blog [Hut13]: Since the unit tangent bundle
T 1S2 of S2 is diffeomorphic to SO(3), closed geodesics might be non-contractible when seen
as closed curves in T 1S2. Define ℓ˜min(F ) to be the shortest length of a closed geodesic of
the Finsler metric F which is contractible in T 1S2. It is easy to see that a primitive closed
geodesic is contractible in T 1S2 if and only if it has an odd number of self-intersections. In
particular, simple closed geodesics are never contractible in T 1S2. Since the fundamental
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group of SO(3) is Z2, closed geodesics become contractible in T
1S2 once they are iterated
twice. Therefore, closed geodesics which are not contractible in T 1S2 contribute to ℓ˜min(F )
twice their length. One defines ρ˜sys(F ) as the ratio between the square of ℓ˜min(F ) and the
Holmes-Thompson area of (S2, F ). With this definition, the above considerations show
that ρ˜sys takes the value 4π at the round metric, and more generally at every Zoll Finsler
metric on S2. If the inequality of Theorem 1 is true for every contact form on S3 which is
a lift of a contact form on SO(3) induced by a Riemannian (resp. Finsler) metric on S2,
then Zoll metrics are maximizers of ρ˜sys on the space of Riemannian (resp. Finsler) metrics
on S2.
1.5 Sketch of the proof of the main theorems
A common ingredient in the proofs of Theorems 1 and 2 is the use of a disk-like global
surface of section for studying Reeb flows on S3. This is a smoothly embedded closed
disk Σ in S3 which is bounded by a periodic Reeb orbit and such that the Reeb flow is
transverse to its interior, which is crossed infintely many times in the future and in the
past by the orbit of any point which is not on the boundary of Σ. The existence of a
disk-like global surface of section can be proved under quite general assumptions using J-
holomorphic curves, see [HWZ98], [HWZ03], [HS11], [Hry14], and [HLS15]. Here we need
only construct it for Reeb flows which are close enough to the standard one, and this can
be done by using more elementary perturbative arguments (see Section 3.3 below), which
have the advantage of giving us some useful quantitative information.
Denote by φt the flow of the Reeb vector field Rα which is associated to a contact form
α close enough to α0. Let Σ be a disk-like global surface of section for Rα and let
h : D→ S3
be a smooth embedding of the closed disk D = {z ∈ C | |z| ≤ 1} with image Σ. Then we
have a first return time
τ : int(D)→ R, τ(z) = inf{t > 0 | φt(h(z)) ∈ Σ},
and a first return map
ϕ : int(D)→ int(D), ϕ(z) = h−1(φτ(z)(h(z))).
Both τ and ϕ extend smoothly to the closed disk and satisfy
ϕ∗λ− λ = dτ, (6)
where λ is the smooth 1-form on D which is obtained as the pull-back by h of the restriction
of the contact form α to Σ. In particular, ϕ preserves the smooth 2-form ω = dλ, which
is positive on the interior of D and vanishes on its boundary. When α is C3-close enough
to α0, the first return map ϕ is C
1-close to the identity. Indeed, if α is C3-close to α0
then Rα is C
2-close to Rα0 , and hence the flow of Rα is C
2
loc-close to the flow of Rα0 . This
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gives the C2-closeness of ϕ in the interior of D to the first return map of α0, which is the
identity, but since the boundary behaviour of ϕ is determined by the linearized flow along
the bounding periodic orbit, in the end one gets only C1-closeness of ϕ to the identity on
the whole of D. Moreover, ϕ has a preferred lift ϕ˜ to D˜iff(D, ω), the universal cover of the
group Diff(D, ω) of ω-preserving smooth diffeomorphisms of the disk D, which is C1-close
to the identity of the group D˜iff(D, ω).
Denote by π : D˜iff(D, ω)→ Diff(D, ω) the standard projection and let ϕ˜ be an element
of D˜iff(D, ω) with projection ϕ = π(ϕ˜) ∈ Diff(D, ω). The element ϕ˜ has a well-defined Cal-
abi invariant CAL(ϕ˜, ω), which is defined as follows. First, one defines a smooth function
σ : D → R, which is called the action of ϕ˜ with respect to the primitive λ, by requiring
that
dσ = ϕ∗λ− λ, (7)
and that the value of σ at any point z ∈ ∂D is the integral of λ on the boundary path
connecting z and ϕ(z) which is determined, up to homotopy, by the choice of the lift ϕ˜
of ϕ. The function σ depends on the choice of the primitive λ of ω, but its value at fixed
points and its integral over D do not. The latter quantity is the Calabi invariant of ϕ˜,
CAL(ϕ˜, ω) =
ˆ
D
σ ω,
and defines a group homomorphism from D˜iff(D, ω) onto R. These notions are well-known
for compactly supported area-preserving diffeomorphism of the disk (see e.g. [GG95] and
references therein). Their extension to diffeomorphisms which are not the identity on the
boundary is presented in Sections 2.1 and 2.2 below.
Now assume that the element ϕ˜ of D˜iff(D, ω) is obtained from a Reeb flow Rα and a
disk-like global surface of section Σ, as explained above. By comparing (6) and (7), one
sees that the action σ of ϕ˜ with respect to λ and the first return time τ differ by a constant.
By examining the boundary behaviour, we will show that
τ = T + σ, (8)
where T is the period of the periodic orbit which bounds Σ, which agrees with the ω-area
of D. By integrating (8) over D, we deduce that the contact volume of (S3, α) and the
Calabi invariant of ϕ˜ are related by the identity
vol(S3, α ∧ dα) = T 2 + CAL(ϕ˜, ω). (9)
Since the closed orbits of Rα different from the boundary of Σ are in one-to-one corre-
spondence with the periodic points of ϕ, the identities (8) and (9) allow us to translate
statements about the period of closed orbits of Rα and the contact volume of (S
3, α) into
statements about the action of periodic points of ϕ and the Calabi invariant of ϕ˜.
Theorem 1 will be deduced from a fixed point theorem for radially monotone area-
preserving diffeomorphisms of the disk, or more precisely from its corollary for area-
preserving diffeomorphisms of the disk C1-close to the identity. These results might be of
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independent interest and are proved in Section 2 below. Here a diffeomorphism ϕ : D→ D
fixing the origin is said to be radially monotone if the image by ϕ of the foliation by rays
emanating from the origin is transverse to the foliation by circles centred at the origin. Dif-
feomorphisms which fix the origin and are C1-close to the identity are radially monotone.
Our fixed point theorem is the following:
Theorem 3. Let ω be a smooth 2-form on D, which is positive on int(D). Let ϕ˜ be an
element of D˜iff(D, ω) such that:
(i) ϕ = π(ϕ˜) fixes the origin and is radially monotone;
(ii) ϕ˜ 6= id;
(iii) CAL(ϕ˜, ω) ≤ 0.
Then ϕ has an interior fixed point z0 with negative action. More precisely,
σ(z0) <
1
2
CAL(ϕ˜, ω)´
D
ω
.
The coefficient 1/2 in the above upper bound for the action is optimal (see Remark
2.21 below). If ω is the standard area form, the above theorem can be proved by using
generating functions in polar coordinates. See Theorem 1.12 in [ABHS17] for a related
result. In what follows, it is important to have the above result for arbitrary area forms
(and notice that conjugation to obtain a standard area form might destroy the radial
monotonicity of the map). We will treat the general case by showing that radially monotone
diffeomorphisms preserving an arbitrary area form admit suitable generalised generating
functions. Expressing the action and the Calabi invariant in terms of these generalised
generating functions is considerably more complicated than in the case of standard ones,
but the resulting formulas are quite neat and lead to the proof of Theorem 3.
The first return map ϕ introduced above is C1-close to the identity, but need not fix
the origin. Being ω-preserving, it has an interior fixed point, but since this fixed point
might be arbitrarily close to the boundary, conjugacy by a diffeomorphism which brings
the fixed point into the origin produces a map which may not be C1-close to the identity
anymore. Nevertheless, by using Mo¨bius transformations as conjugacies, we can show that
if the original map is C1-close to the identity, then the new one fixing the origin is radially
monotone (see Proposition 2.24 below). This new map preserves the pull-back of ω by the
Mo¨bius transformation, and in general we do not have much control on how this two-form
looks like. But since it holds for maps preserving an arbitrary two-form, Theorem 3 has
the following consequence:
Corollary 5. There exists a C1-neighborhood U of the identity in the group Diff+(D) of
orientation preserving diffeomorphisms of the disk with the following property. Let ω be a
smooth 2-form on D, which is positive on int(D). Let ϕ˜ be an element of D˜iff(D, ω) such
that:
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(i) ϕ = π(ϕ˜) belongs to U ;
(ii) ϕ˜ 6= id;
(iii) CAL(ϕ˜, ω) ≤ 0.
Then ϕ has an interior fixed point z0 with negative action. More precisely,
σ(z0) <
1
2
CAL(ϕ˜, ω)´
D
ω
.
The above considerations about the first return map ϕ and Corollary 5 allow us to
prove Theorem 1. Indeed, since all Zoll contact forms are equivalent up to rescaling and
strict contactomorphisms, see Proposition 3.9 below, Theorem 1 will be proved if we can
exhibit a C3-neighbourhood A0 of the standard contact form α0 such that for every α ∈ A0
which is not Zoll the strict inequality
Tmin(α)
2 < vol(S3, α ∧ dα)
holds. Assume by contradiction that in any C3-neighborhood of α0 we have non-Zoll
contact forms α for which the opposite inequality
Tmin(α)
2 ≥ vol(S3, α ∧ dα)
holds. We can consider a disk-like global surface of section Σ which is bounded by a closed
orbit of Rα of minimal period Tmin(α). Then the above inequality and the identity (9)
imply that the Calabi invariant of the corresponding ϕ˜ is non-positive. Moreover, ϕ˜ is
not the identity and, when α is C3-close enough to α0, the corresponding first return map
ϕ ∈ Diff(D, ω) is C1-close to the identity. Therefore, Corollary 5 can be applied and implies
the existence of an interior fixed point of ϕ with negative action. By the identity (8), this
fixed point corresponds to a closed orbit of period less than Tmin(α), which contradicts the
fact that Tmin(α) is the minimal period.
It is worth noticing that this argument proves the sharp bound of Theorem 1 for any
contact form on S3 such that the closed orbit of minimal period bounds a global surface of
section whose associated first return map is conjugated to a radially monotone map (the
conjugacy need not be area-preserving).
The conclusion of Theorem 3 is false if one does not assume ϕ to be monotone, and
similarly the conclusion of Corollary 5 fails if ϕ is not C1-close to the identity. Indeed,
in Section 2.7 below we shall construct an element ϕ˜ of D˜iff(D, ω) whose projection ϕ ∈
Diff(D, ω) is C0-close but C1-far from the identity and not radially monotone, having
negative Calabi invariant and a unique fixed point at the origin with positive action. Such
an example can be refined in order to have a good control on the lower bound of the action
of all periodic points, see Section 2.9 below. The self-diffeomorphisms of the disk which
are constructed in this way can be lifted to Reeb flows of S3 by a general procedure which
is described in Section 3.1, and this leads to the proof of Theorem 2.
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2 The fixed point theorem
2.1 The action and the Calabi homomorphism for area-preserving
diffeomorphisms of the disk
Let D := {z ∈ C | |z| ≤ 1} be the closed unit disk in C ∼= R2. We denote by Diff+(D)
the group of smooth orientation preserving diffeomorphisms of D. It is well-known that
Diff+(D) is connected. The universal cover of Diff+(D) is denoted by D˜iff(D) and is identi-
fied with the space of homotopy classes [{ϕt}] of paths in Diff+(D) starting at the identity.
The pointwise composition of these paths defines a structure of topological group on D˜iff(D)
and the covering map
π : D˜iff(D)→ Diff+(D), [{ϕt}] 7→ ϕ1, (10)
is a homomorphism.
Let ω be a smooth 2-form on D, which is strictly positive on int(D). We denote by
Diff(D, ω) the subgroup of Diff+(D) consisting of those diffeomorphisms which preserve ω.
The subgroup
D˜iff(D, ω) := π−1
(
Diff(D, ω)
)
is the total space of a cover of Diff(D, ω), which is obtained by restriction from (10), and
which we still denote by π:
π : D˜iff(D, ω)→ Diff(D, ω). (11)
Therefore, the elements of D˜iff(D, ω) are homotopy classes of isotopies of D starting at the
identity and ending at some ω-preserving diffeomorphism, and π maps such a homotopy
class of isotopies to its second end-point.
Remark 2.1. If ω does not vanish on the boundary of the disk, then one can use a theorem
of Dacorogna and Moser [DM90] in order to show that Diff(D, ω) is connected and (11)
is its universal cover. For a general ω these facts might not be true. For instance, if ω
vanishes only at one boundary point z0, then every ϕ ∈ Diff(D, ω) fixes z0 and one can
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show that Diff(D, ω) is simply connected and (11) is the trivial cover from the disjoint
union of a countable number of copies of Diff(D, ω). By considering ω’s which vanish on
a disconnected subset of ∂D, one can build examples in which Diff(D, ω) is not connected.
The 2-form which is obtained by restricting the differential of a contact form to a disk-like
global surface of section vanishes with order one on the boundary, and one could show
that this case is similar to the case of an everywhere positive 2-form. However, since the
boundary behaviour of ω does not play any role as far as the results of this section are
concerned, we do not make any assumption about it.
Let ϕ˜ = [{ϕt}] be an element of D˜iff(D, ω) and set ϕ := π(ϕ˜) = ϕ1. Let λ be a smooth
primitive of ω on D. Since ϕ preserves ω, the 1-form ϕ∗λ− λ is closed and hence exact on
D. The action of ϕ˜ with respect to λ is the unique smooth function
σ = σϕ˜,λ : D→ R
such that
dσ = ϕ∗λ− λ, (12)
and
σ(z) =
ˆ
{t7→ϕt(z)}
λ, (13)
for every z ∈ ∂D.
A function with these properties is clearly unique and, in order to show that it exists,
we must check that if a function σ satisfies (12) and (13) for some z ∈ ∂D, then the identity
(13) holds for every boundary point. Indeed, if z′ ∈ ∂D is another boundary point, we can
choose a path α : [0, 1]→ ∂D such that α(0) = z, α(1) = z′ and compute
σ(z′) = σ(z) +
ˆ
α
dσ =
ˆ
{t7→ϕt(z)}
λ+
ˆ
α
(ϕ∗λ− λ)
=
ˆ
{t7→ϕt(z)}
λ+
ˆ
ϕ◦α
λ−
ˆ
α
λ =
ˆ
α−1#{t7→ϕt(z)}#ϕ◦α
λ,
where the symbol # denotes concatenation. Since the path α−1#{t 7→ ϕt(z)}#ϕ ◦ α is
homotopic to {t 7→ ϕt(z′)} within ∂D by the homotopy(
α|[s,1]
)−1
#{t 7→ ϕt(α(s))}#(ϕ ◦ α)|[s,1], s ∈ [0, 1],
the latter integral coincides with the integral of λ along the curve {t 7→ ϕt(z′)}. This shows
that the action σ is well defined.
It is also easy to check that the action σ does not depend on the path {ϕt} which
represents the homotopy class ϕ˜: if we replace {ϕt} by a homotopic path, then the path
{t 7→ ϕt(z)} which appears in (13) is replaced by a homotopic path in ∂D, so the integral
of the 1-form λ is not affected by this change.
In the next lemma, we investigate how the action σϕ˜,λ is affected by the change of some
of its defining data.
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Lemma 2.2. Let ϕ˜ and ψ˜ be elements of D˜iff(D, ω). Let λ be a smooth primitive of ω and
let u be a smooth real function on D. Then:
(i) σϕ˜,λ+du = σϕ˜,λ + u ◦ ϕ− u.
(ii) σψ˜◦ϕ˜,λ = σψ˜,λ ◦ ϕ+ σϕ˜,λ = σψ˜,λ + σϕ˜,ψ∗λ.
(iii) σϕ˜−1,λ = −σϕ˜,λ ◦ ϕ−1 = −σϕ˜,(ϕ−1)∗λ.
Proof. Assume that ϕ˜ and ψ˜ are represented by the paths {ϕt} and {ψt}, respectively, and
set ϕ := ϕ1, ψ := ψ1. Let z be a point on ∂D.
The first claim follows from the identities
ϕ∗(λ+ du)− (λ+ du) = dσϕ˜,λ + ϕ∗(du)− du = d(σϕ˜,λ + u ◦ ϕ− u),
and
σϕ˜,λ+du(z) =
ˆ
{t7→ϕt(z)}
(λ+ du) = σϕ˜,λ(z) + u(ϕ(z))− u(z).
The first identity in (ii) follows from
(ψ ◦ ϕ)∗λ− λ = ϕ∗(ψ∗λ− λ) + ϕ∗λ− λ = ϕ∗(dσψ˜,λ) + dσϕ˜,λ = d(σψ˜,λ ◦ ϕ+ σϕ˜,λ),
and
σψ˜◦ϕ˜,λ(z) =
ˆ
{t7→{ψt◦ϕt(z)}
λ =
ˆ
{t7→ϕt(z)}
λ+
ˆ
{t7→ψt(ϕ(z))}
λ = σϕ˜,λ(z) + σψ˜,λ(ϕ(z)),
where we have used the fact that the path in the first integral is homotopic to the con-
catenation of the two paths in the last two integrals. The second identity in (ii) follows
from
(ψ ◦ ϕ)∗λ− λ = ϕ∗(ψ∗λ)− ψ∗λ+ ψ∗λ− λ = d(σϕ˜,ψ∗λ + σψ˜,λ),
and
σψ˜◦ϕ˜,λ(z) =
ˆ
{t7→{ψt◦ϕt(z)}
λ =
ˆ
{t7→ψt(z)}
λ+
ˆ
{t7→ψ(ϕt(z))}
λ
= σψ˜,λ(z) +
ˆ
{t7→ϕt(z)}
ψ∗λ = σψ˜,λ(z) + σϕ˜,ψ∗λ(z).
The two formulas in (iii) follows from those in (ii) applied to the case ψ˜ = ϕ˜−1, because
σid,λ = 0 for every λ.
Let ϕ˜ = [{ϕt}] be an element of D˜iff(D, ω). If z0 is a boundary fixed point of ϕ = ϕ1,
then the path
[0, 1]→ D, t 7→ ϕt(z0),
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is closed and by Stokes theorem the integral of λ on it is the winding number of the above
loop times the integral of ω on D. In particular, the value of σϕ˜,λ at z0 does not depend
on the primitive λ of ω.
By Lemma 2.2 (i), the value of σϕ˜,λ at an interior fixed point z0 does not depend on λ
either.
Thus, we can denote the action of a fixed point z0 of ϕ simply by
σϕ˜(z0).
We are now ready to define the Calabi invariant of an element of D˜iff(D, ω):
Definition 2.3. The Calabi invariant of ϕ˜ ∈ D˜iff(D, ω) is the real number
CAL(ϕ˜, ω) :=
ˆ
D
σ ω,
where σ = σϕ˜,λ is the action of ϕ˜ with respect to any smooth primitive λ of ω.
The above integral does not depend on the choice of the primitive λ because of Lemma
2.2 (i) and the fact that ϕ := π(ϕ˜) preserves ω. Thus the Calabi invariant is well defined,
giving us a real function
CAL(·, ω) : D˜iff(D, ω)→ R.
The action σϕ˜,λ is zero when ϕ˜ is the identity of the group D˜iff(D, ω), and so is CAL(ϕ˜, ω).
Moreover, Lemma 2.2 (ii) implies that if ϕ˜ and ψ˜ are two elements in D˜iff(D, ω) then
CAL(ψ˜ ◦ ϕ˜, ω) =
ˆ
D
(σψ˜,λ ◦ ϕ+ σϕ˜,λ)ω = CAL(ψ˜, ω) + CAL(ϕ˜, ω),
where ϕ = π(ϕ˜). We conclude that CAL(·, ω) is a group homomorphism. It is called the
Calabi homomorphism.
We conclude this section by discussing the naturality of the concepts which we have
introduced so far. Conjugacy by a diffeomorphism h ∈ Diff+(D) defines a homomorphism
Diff(D, ω)→ Diff(D, h∗ω), ϕ 7→ h−1 ◦ ϕ ◦ h.
This homomorphism has a canonical lift to the respective covers:
D˜iff(D, ω)→ D˜iff(D, h∗ω), ϕ˜ 7→ h−1 ◦ ϕ˜ ◦ h,
where h−1 ◦ ϕ˜ ◦ h denotes the homotopy class [{h−1 ◦ ϕt ◦ h}], for ϕ˜ = [{ϕt}].
Proposition 2.4. For every h ∈ Diff+(D), ϕ˜ ∈ D˜iff(D, ω) and λ smooth primitive of ω,
we have
σh−1◦ϕ˜◦h,h∗λ = σϕ˜,λ ◦ h, CAL(h−1 ◦ ϕ˜ ◦ h, h∗ω) = CAL(ϕ˜, ω).
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Proof. Set ϕ := π(ϕ˜). The function σϕ˜,λ ◦ h satisfies
d(σϕ˜,λ ◦ h) = d(h∗σϕ˜,λ) = h∗(dσϕ˜,λ) = h∗(ϕ∗λ− λ) = (h−1 ◦ ϕ ◦ h)∗h∗λ− h∗λ,
and
σϕ˜,λ ◦ h(z) =
ˆ
{t7→ϕt(h(z))}
λ =
ˆ
{t7→h−1◦ϕt◦h(z)}
h∗λ,
for every z ∈ ∂D. Therefore, it coincides with the action of h−1 ◦ ϕ˜ ◦h with respect to h∗λ.
This proves the first identity. The second one follows by integration:
CAL(h−1 ◦ ϕ˜ ◦ h, h∗ω) =
ˆ
D
σh−1◦ϕ˜◦h,h∗λ h
∗ω =
ˆ
D
σϕ˜,λ ◦ h h∗ω =
ˆ
D
h∗(σϕ˜,λ ω) =
ˆ
D
σϕ˜,λ ω.
Remark 2.5. Denote by Diffc(D, ω) the subgroup of Diff(D, ω) consisting of those ω-
preserving diffeomorphisms which have compact support in int(D). It is well known that
this group is simply connected, and that the action and the Calabi invariant descend to it.
Indeed, the action of a compactly supported diffeomorphism can be normalised by asking it
to be zero on ∂D, and the Calabi invariant is defined as the integral of the action. This is
actually the setting in which these notions are usually introduced: see for instance [GG95].
When dealing with an element ϕ of Diffc(D, ω), we can therefore write σϕ,λ and CAL(ϕ, ω)
for the action with respect to the primitive λ and for the Calabi invariant of ϕ.
2.2 Hamiltonian formalism
In this section we compute the action and the Calabi invariant of an element ϕ˜ of D˜iff(D, ω)
in terms of a generating Hamiltonian. In other words, we assume that there is a smooth
function H : [0, 1] × D → R, Ht(z) = H(t, z), such that ϕ˜ is the equivalence class of the
isotopy {ϕt} which solves the Cauchy problem
d
dt
ϕt = XHt ◦ ϕt, ϕ0 = id,
where the Hamiltonian vector field XHt is such that
ıXHtω = dHt. (14)
The fact that ϕt leaves the boundary of D invariant implies that XHt is tangent to the
boundary. Then (14) implies that dHt vanishes on the tangent lines to the boundary of
D, and hence Ht is constant on ∂D. Up to the addition of a function of t, which does not
affect the vector field XHt , we may assume that
Ht = 0 on ∂D, ∀t ∈ [0, 1]. (15)
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Proposition 2.6. If H satisfies (15) then for any smooth primitive λ of ω there holds
σϕ˜,λ(z) =
ˆ
{t7→ϕt(z)}
λ+
ˆ 1
0
Ht(ϕt(z)) dt,
for every z ∈ D.
Proof. Let γ : [0, 1]→ D be a smooth path such that γ(0) = z and γ(1) ∈ ∂D. Define the
smooth map
ψ : [0, 1]2 → D, ψ(s, t) := ϕt(γ(s)).
We compute the integral of ψ∗ω on [0, 1]2 in two different ways. The first computation
gives us:
ˆ
[0,1]2
ψ∗ω =
ˆ
[0,1]2
ω(ϕt(γ(s)))
[
∂
∂s
ϕt(γ(s)), XHt(ϕt(γ(s)))
]
ds dt
= −
ˆ
[0,1]2
dHt(ϕt(γ(s)))
[
∂
∂s
ϕt(γ(s))
]
ds dt = −
ˆ 1
0
(ˆ 1
0
∂
∂s
Ht(ϕt(γ(s))) ds
)
dt
= −
ˆ 1
0
(Ht(ϕt(γ(1)))−Ht(ϕt(z))) dt =
ˆ 1
0
Ht(ϕt(z)) dt.
The second computation uses Stokes’ theorem:
ˆ
[0,1]2
ψ∗ω =
ˆ
[0,1]2
ψ∗dλ =
ˆ
[0,1]2
dψ∗λ =
ˆ
∂[0,1]2
ψ∗λ
=
ˆ
γ
λ+
ˆ
{t7→ϕt(γ(1))}
λ−
ˆ
ϕ◦γ
λ−
ˆ
{t7→ϕt(z)}
λ
= σϕ˜,λ(γ(1))−
ˆ
γ
(ϕ∗λ− λ)−
ˆ
{t7→ϕt(z)}
λ
= σϕ˜,λ(γ(1))−
ˆ
γ
dσϕ˜,λ −
ˆ
{t7→ϕt(z)}
λ
= σϕ˜,λ(z)−
ˆ
{t7→ϕt(z)}
λ.
The desired formula for σϕ˜,λ(z) follows by comparing the above two identities.
We conclude this section by expressing the Calabi invariant in terms of the generating
Hamiltonian.
Proposition 2.7. If H vanishes on the boundary as in (15), then the Calabi invariant of
ϕ˜ is given by the formula
CAL(ϕ˜, ω) = 2
ˆ
[0,1]×D
H(t, z) dt ∧ ω.
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Proof. We use the formula of Proposition 2.6 and compute the two integrals on the right-
hand side of
CAL(ϕ˜, ω) =
ˆ
D
σϕ˜,λ ω =
ˆ
D
(ˆ 1
0
λ(ϕt(z))
[ d
dt
ϕt(z)
]
dt
)
ω +
ˆ
D
(ˆ 1
0
Ht(ϕt(z)) dt
)
ω
separately. Since the map ϕt is ω-preserving for every t ∈ [0, 1], the second integrals equals
ˆ
D
(ˆ 1
0
Ht(ϕt(z)) dt
)
ω =
ˆ
[0,1]×D
H dt ∧ ω
by Fubini’s theorem. Using again Fubini’s theorem and the fact that ϕt is area-preserving,
the first integral can be rewritten as
ˆ
D
(ˆ 1
0
λ(ϕt(z))
[ d
dt
ϕt(z)
]
dt
)
ω =
ˆ
D
(ˆ 1
0
λ(ϕt(z))
[
XHt(ϕt(z))
]
dt
)
ω
=
ˆ 1
0
(ˆ
D
λ(XHt)ω
)
dt
From the identity
0 = ıXHt (λ ∧ dλ) = (ıXHtλ)dλ− λ ∧ ıXHtdλ = λ(XHt)ω − λ ∧ dHt,
we find
ˆ 1
0
(ˆ
D
λ(XHt)ω
)
dt =
ˆ 1
0
(ˆ
D
λ ∧ dHt
)
dt =
ˆ 1
0
(ˆ
D
(
Ht dλ− d(Htλ)
))
dt
=
ˆ
[0,1]×D
H dt ∧ ω −
ˆ 1
0
(ˆ
∂D
Htλ
)
dt
=
ˆ
[0,1]×D
H dt ∧ ω,
where we have used the fact that Ht vanishes on the boundary of D. The desired formula
for CAL(ϕ˜, ω) follows.
Remark 2.8. The formulas of Propositions 2.6 and 2.7 show that the conclusion of The-
orem 3 from the Introduction holds for an element ϕ˜ which satisfies assumption (ii) and
(iii) of that theorem and is generated by an autonomous Hamiltonian H : D → R. In-
deed, the fact that ϕ˜ is not the identity implies that H, which is normalized to be zero on
the boundary, is not identically zero, so by Proposition 2.7 this Hamiltonian is somewhere
negative and hence achieves its minimum at some interior critical point z0. This point is
a fixed point of ϕ = π(ϕ˜) of action
σϕ˜(z0) = H(z0) <
 
D
Hω =
1
2
CAL(ϕ˜, ω)´
D
ω
≤ 0.
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The same argument works for elements ϕ˜ which are generated by a Hamiltonian H : [0, 1]×
D→ R for which there exists z0 ∈ D such that
H(t, z0) = min
z∈D
H(t, z) ∀t ∈ [0, 1].
In the case of the standard area form ω0 on D, any ϕ ∈ Diffc(D, ω0) which is C1-close
enough to the identity can be generated by a Hamiltonian with the above property (see
[BP94]). This fact leads to an alternative proof of a special case of Corollary 5 for compactly
supported maps.
We conclude this section by computing the action and the Calabi invariant of diffeo-
morphisms which are produced by a radial autonomous Hamiltonian and by the standard
area form dx ∧ dy on D. Here it is convenient to work with the standard primitive
λ0 :=
1
2
(
x dy − y dx)
of dx ∧ dy, which is radially symmetric and whose expression in polar coordinates is
λ0 =
r2
2
dθ.
Lemma 2.9. Consider the Hamiltonian
H : D→ R, H(z) = h(|z|2),
where h : [0, 1]→ R is a smooth function with h(1) = 0. Let ϕ˜ be the element of D˜iff(D, dx∧
dy) which is defined by the flow of the Hamiltonian vector field XH and let ϕ := π(ϕ˜) be
the corresponding time-1 map. Then
ϕ(z) = e−2h
′(|z|2)iz, σϕ˜,λ0(z) = h(|z|2)− |z|2h′(|z|2) ∀z ∈ D,
and
CAL(ϕ˜, dx ∧ dy) = 4π
ˆ 1
0
r h(r2) dr.
Proof. The Hamiltonian vector field of H is easily seen to vanish at 0 and to be given by
XH(z) = −2h′(|z|2) ∂
∂θ
for z ∈ D \ {0}. Its flow is therefore
ϕt(z) = e
−2h′(|z|2)itz, ∀z ∈ D, ∀t ∈ R,
and in particular
ϕ(z) = π(ϕ˜)(z) = ϕ1(z) = e
−2h′(|z|2)iz,
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as claimed. Let z ∈ ∂D. The integral of λ0 over the boundary path
[0, 1]→ ∂D, t 7→ ϕt(z) = e−2h′(1)itz,
is −h′(1). The function
D→ R, z 7→ h(|z|2)− |z|2h′(|z|2)
takes the value −h′(1) on ∂D and its differential is easily seen to agree with
ϕ∗λ0 − λ0 = −2r3h′′(r2) dr.
Therefore, this function is the action σϕ˜,λ0 , as claimed. The formula for the Calabi invariant
of ϕ˜ follows by integrating the action, or directly from Proposition 2.7.
2.3 Polar coordinates and lift to the strip
When dealing with disk maps fixing the origin, it is convenient to work with polar coordi-
nates: in other words, we consider the smooth map
p : S → D, S := [0, 1]× R, p(r, θ) := reiθ,
which restricts to a smooth covering map from (0, 1] × R to the punctured disk D \ {0}.
The map
T : S → S, T (r, θ) := (r, θ + 2π), (16)
restricts to a deck transformation of this cover.
Lemma 2.10. Let ϕ : D → D be an orientation preserving diffeomorphism of class Ck
which fixes the origin, with k ≥ 1. Let
Φ˚ : (0, 1]× R→ (0, 1]× R
be a lift of the restriction ϕ|D\{0} via the covering map p. Then:
(i) Φ˚ extends uniquely to a homeomorphism Φ : S → S, which in the case k ≥ 2 is a
diffeomorphism of class Ck−1.
(ii) If we set Φ(r, θ) = (R(r, θ),Θ(r, θ)) we have for k ≥ 2
D1R(0, θ) =
∣∣Dϕ(0)[eiθ]∣∣ ∀θ ∈ R.
Proof. In order to prove (i), it is enough to show that Φ˚ has an extension Φ : S → S of
class Ck−1: once this is proved, the same is true for Φ˚−1 and hence both Φ and Φ−1 are
maps of class Ck−1.
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Observe that p factors through maps q and h as in the diagram
(0, 1]× R
p
&&▼
▼▼
▼▼
▼▼
▼▼
▼
q

(0, 1]× ∂D
h
// D\{0}
where
q(r, θ) :=
(
r, eiθ
)
and h(r, z) := rz.
Since h is a homeomorphism and q is a covering map, the lift Φ˚ of the restriction of ϕ to
D \ {0} can also be obtained by first conjugating ϕ|D\{0} via h and then lifting via q. That
is, Φ˚ is a lift of the map
φ˚ : (0, 1]× ∂D→ (0, 1]× ∂D, φ˚ := h−1 ◦ ϕ|D\{0} ◦ h,
via p. Now we claim that φ˚ extends to a Ck−1 map
φ : [0, 1]× ∂D→ [0, 1]× ∂D.
Before we prove this claim, observe that statement (i) will follow immediately, because q
extends to a smooth covering map from [0, 1] × R to [0, 1] × ∂D, and so lifting via q one
loses no regularity.
Now we prove the claim. It is straightforward to verify that φ˚ has the form
φ˚(r, z) =
(
|ϕ(rz)|, ϕ(rz)|ϕ(rz)|
)
for all r ∈ (0, 1] and all z ∈ ∂D. Now, since k ≥ 1, we have for all (x, y) ∈ D, where x, y
are the standard Euclidean coordinates,
ϕ(x, y) = ϕ(0) +
ˆ 1
0
Dϕ(tx, ty)[(x, y)] dt
= x
ˆ 1
0
D1ϕ(tx, ty) dt + y
ˆ 1
0
D2ϕ(tx, ty) dt
= xϕ1(x, y) + y ϕ2(x, y),
where ϕ1, ϕ2 : D → R are Ck−1 functions. We observe that for r ∈ (0, 1] and z = (x, y) ∈
∂D we have
ϕ(rz)
r
= xϕ1(rz) + y ϕ2(rz),
and the map
ψ : [0, 1]× ∂D→ [0, 1]× ∂D, ψ(r, z) := xϕ1(rz) + y ϕ2(rz) for z = (x, y),
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is of class Ck−1 on the whole [0, 1]× ∂D. We can express φ˚ in terms of ψ as
φ˚(r, z) =
(
|ϕ(rz)|, ϕ(rz)
r
r
|ϕ(rz)|
)
=
(
r|ψ(r, z)|, ψ(r, z)|ψ(r, z)|
)
∀(r, z) ∈ (0, 1]×∂D. (17)
But ψ nowhere vanishes: it does not vanish for 0 < r ≤ 1 because in this case
ψ(r, z) =
ϕ(rz)
r
6= 0,
and it does not vanish for r = 0 because
ψ(0, z) = xϕ1(0) + y ϕ2(0) = Dϕ(0)[z], (18)
and Dϕ(0) is non-singular. Thus the Ck−1 map ψ nowhere vanishes, and the right-hand
side of (17) defines a map of class Ck−1 on [0, 1] × ∂D which extends φ˚. This proves the
claim and statement (i).
Now assume that k ≥ 2 and let (R,Θ) be the two components of the Ck−1 map Φ.
From (17) we see that
R(r, θ) = |ϕ(reiθ)| = r|ψ(r, eiθ)|.
Since ψ is differentiable and does not vanish, we find by (18)
D1R(0, θ) = |ψ(0, eiθ)| =
∣∣Dϕ(0)[eiθ]∣∣,
which proves (ii).
Now let ϕ ∈ Diff(D, ω) be a diffeomorphism which fixes the origin. By the above
lemma, any lift of ϕ|D\{0} via the covering map p : (0, 1]×R→ D\{0} extends to a smooth
diffeomorphism Φ of S = [0, 1] × R. With a little abuse of terminology, we call also this
extension Φ a lift of ϕ.
On S we consider the 2-form
Ω := p∗ω,
which is positive on the interior of S, because p is orientation preserving, and satisfies the
periodicity condition
T ∗Ω = Ω, (19)
where T is the map which is defined in (16). By construction, any lift Φ : S → S of the
diffeomorphism ϕ ∈ Diff(D, ω) fixing the origin is a smooth diffeomorphism which satisfies
the following conditions:
(a) Φ ◦ T = T ◦ Φ;
(b) Φ maps each connected component of ∂S into itself;
(c) Φ∗Ω = Ω.
22
The punctured disk D \ {0} is foliated by circles centred at 0 and rays emanating from
0. These two foliations are orthogonal to each other.
Definition 2.11. A diffeomorphism ϕ ∈ Diff(D) fixing the origin is said to be radially
monotone if the image through ϕ of the foliation by rays is transverse to the foliation by
circles.
It is easy to translate the condition of radial monotonicity for ϕ into a condition for
the lift Φ.
Definition 2.12. The diffeomorphism Φ : S → S, Φ = (R,Θ), is said to be monotone if
D1R(r, θ) > 0 for every (r, θ) ∈ S.
Notice that two different lifts of ϕ have the same first component R, so monotonicity
does not depend on the choice of the lift.
Lemma 2.13. Assume that ϕ ∈ Diff(D, ω) fixes the origin. Then ϕ is radially monotone
in the sense of Definition 2.11 if and only if a lift Φ : S → S of ϕ (and hence every lift of
ϕ) is monotone in the sense of Definition 2.12.
Proof. If we set Φ = (R,Θ) we have
ϕ(reiθ) = R(r, θ)eiΘ(r,θ) ∀(r, θ) ∈ S.
By definition, the diffeomorphism ϕ is radially monotone if and only if
D1R(r, θ) 6= 0 ∀(r, θ) ∈ (0, 1]× R.
By Lemma 2.10 (ii) we always have
D1R(0, θ) > 0 ∀θ ∈ R,
and the thesis follows from the continuity of D1R on S.
2.4 Generalised generating functions
Let Ω be a smooth 2-form on S which is positive on int(S) and satisfies the periodicity
condition (19). Let Φ : S → S be a diffeomorphism of the strip which satisfies conditions
(a), (b), (c) of the previous section and is monotone in the sense of Definition 2.12. The
aim of this section is to show that Φ can be represented in terms of a suitable generating
function. This would be a standard generating function of the form W = W (R, θ) if Ω is
the standard form ω = dr∧dθ. Indeed, in this case the assumptions on Φ imply that there
exists a smooth function W : S → R which is 2π-periodic in the variable θ and unique up
to the addition of a constant such that if (R,Θ) are the two components of Φ(r, θ) then Φ
is determined by the identities
R = r +D2W (R, θ), Θ = θ −D1W (R, θ). (20)
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See e.g. [MS98, Chapter 9]. Identities of this sort are quite desirable, for instance because
they reduce the problem of finding fixed points of Φ to that of finding critical points of
W . The fact that the 2-form Ω is allowed to be more general will make the dependence of
Φ on the generating function W somehow more implicit, but the correspondence between
fixed points of Φ and critical points of W will be preserved.
The 2-form Ω can be written as
Ω(r, θ) = F (r, θ) dr ∧ dθ,
where F is a smooth function on S, which is positive on int(S) and satisfies
F (r, θ + 2π) = F (r, θ) ∀(r, θ) ∈ S.
The form Ω has the following two privileged primitives
ΛA(r, θ) := A(r, θ) dθ, where A(r, θ) :=
ˆ r
0
F (s, θ) ds,
ΛB(r, θ) := −B(r, θ) dr, where B(r, θ) :=
ˆ θ
0
F (r, ϑ) dϑ.
(21)
The primitive ΛA is also periodic, while ΛB is not. Indeed, we have
A(r, θ + 2π) = A(r, θ), B(r, θ + 2π) = B(r, θ) +B(r, 2π) ∀(r, θ) ∈ S. (22)
Actually, if Ω is the lift via p of a smooth 2-form ω on D then ΛA is the lift of a smooth
primitive λa of ω:
Lemma 2.14. Assume that Ω is the lift via p of the smooth 2-form
ω(x, y) = f(x, y) dx∧ dy,
where f is a smooth function on D. Then ΛA = p
∗λa, where λa is the following smooth
primitive of ω on D:
λa(x, y) := a(x, y)(x dy − y dx), a(x, y) :=
ˆ 1
0
t f(tx, ty) dt.
Proof. Since
Ω = p∗ω = f(r cos θ, r sin θ)p∗(dx ∧ dy) = f(r cos θ, r sin θ)r dr ∧ dθ,
the functions F and f are related by the identity
F (r, θ) = r f(r cos θ, r sin θ). (23)
From the identity
p∗(x dy − y dx) = r2 dθ,
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we find
p∗λa = r2a(r cos θ, r sin θ) dθ.
By using the definition of a and (23), the coefficient of dθ in the above expression can be
manipulated as follows:
r2a(r cos θ, r sin θ) = r2
ˆ 1
0
t f(tr cos θ, tr sin θ) dt = r
ˆ 1
0
tr f(tr cos θ, tr sin θ) dt
= r
ˆ 1
0
F (tr, θ) dt =
ˆ r
0
F (s, θ) ds = A(r, θ).
Therefore,
p∗λa = A(r, θ) dθ = ΛA,
as claimed.
Set Φ = (R,Θ). The fact that Φ is monotone implies that the function r 7→ R(r, θ) is
a diffeomorphism of [0, 1] onto itself, for every θ ∈ R, and this implies that the map
Ψ : S → S, Ψ(r, θ) := (R(r, θ), θ), (24)
is a smooth diffeomorphism. This fact allows us to work with coordinates (R, θ) on S:
in the following, we shall see r = r(R, θ) and Θ = Θ(R, θ) as smooth functions of (R, θ).
Consider the 1-form
Ξ(R, θ) =
(
A(R, θ)− A(r, θ)) dθ + (B(R, θ)− B(R,Θ)) dR.
By (22), Ξ is 2π-periodic:
Ξ(R, θ + 2π) =
(
A(R, θ + 2π)− A(r, θ + 2π)) dθ + (B(R, θ + 2π)−B(R,Θ+ 2π)) dR
=
(
A(R, θ)− A(r, θ)) dθ + (B(R, θ) +B(R, 2π)−B(R,Θ)− B(R, 2π)) dR
= Ξ(R, θ).
Using the fact that Φ preserves Ω, we compute
dΞ = D1A(R, θ) dR ∧ dθ −D1A(r, θ) dr ∧ dθ −D2B(R, θ) dR ∧ dθ +D2B(R,Θ) dR ∧ dΘ
= F (R, θ) dR ∧ dθ − F (r, θ) dr ∧ dθ − F (R, θ) dR ∧ dθ + F (R,Θ) dR ∧ dΘ
= F (R,Θ) dR ∧ dΘ− F (r, θ) dr ∧ dθ = Φ∗Ω− Ω = 0.
Therefore, the 1-form Ξ is closed and hence exact on S. Let W = W (R, θ) be a primitive
of Ξ. We claim that W is periodic. Indeed, this follows from the fact that the integral of
Ξ on the path α on ∂S from (0, 0) to (0, 2π) vanishes:
ˆ
α
Ξ =
ˆ 2π
0
(
A(0, θ)− A(0, θ)) dθ = 0.
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The periodic function W is called a generating function for the monotone diffeomorphism
Φ with respect to the invariant 2-form Ω. It is defined up to the addition of a constant
and satisfies
D1W (R, θ) = B(R, θ)− B(R,Θ), (25)
D2W (R, θ) = A(R, θ)− A(r, θ), (26)
where Φ(r, θ) = (R,Θ). Notice that (26) implies that W is constant on each component of
the boundary of S. Notice also that (25) and (26) reduce to (20) in the case Ω = dr ∧ dθ.
The function r 7→ A(r, θ) is strictly increasing on [0, 1] for every θ ∈ R, because
D1A(r, θ) = F (r, θ) > 0 for r ∈ (0, 1). Similarly, the function θ 7→ B(R, θ) is strictly
increasing on R for every R ∈ (0, 1), because D1B(R, θ) = F (R, θ) > 0 for R ∈ (0, 1).
These two facts imply that (R, θ) is an interior critical point of W if and only if (R, θ) is
an interior fixed point of Φ. We summarise the above discussion into the following:
Proposition 2.15. Let Φ : S → S be a diffeomorphism satisfying conditions (a), (b) and
(c). If Φ is monotone then there is a smooth periodic function W : S → R, which is
unique up to the addition of a real constant, such that (25) and (26) hold. Moreover, W is
constant on each of the two boundary components of S. Finally, the interior critical points
of W are precisely the fixed points of Φ.
2.5 The action in terms of the generating function
Throughout this section ϕ˜ = [{ϕt}] is an element of D˜iff(D, ω) which satisfies assumption
(i) of Theorem 3 from the Introduction: ϕ := π(ϕ˜) fixes the origin and is radially monotone.
The isotopy {ϕt} lifts uniquely to a path of diffeomorphisms Φt : S → S such that
Φ0 = id. We denote by Φ := Φ1 the resulting lift of ϕ, which does not depend on the
choice of the representative {ϕt} of ϕ˜.
The diffeomorphism Φ satisfies conditions (a), (b), (c) of the previous section, where
Ω = p∗ω, and is monotone. Therefore, Φ admits a generating function W : S → R, which
we normalise by requiring that
W (1, θ) = 0 ∀θ ∈ R. (27)
The aim of this section is to relate the action of ϕ˜ to the generating function W . We begin
by determining the value of W on the boundary component {0} × R:
Lemma 2.16. The value of W on the boundary component {0}×R coincides with the action
of the fixed point 0 ∈ D with respect to ϕ˜:
W (0, θ) = σϕ˜(0) ∀θ ∈ R.
Proof. Fix an arbitrary θ ∈ R. Then we have by (25)
W (0, θ) =W (1, θ)−
ˆ 1
0
D1W (R, θ) dR = −
ˆ 1
0
(
B(R, θ)− B(R,Θ)) dR
= −
ˆ 1
0
B(r, θ) dr +
ˆ 1
0
B(R,Θ) dR =
ˆ
γ
ΛB −
ˆ
γ
Φ∗(ΛB) =
ˆ
γ
ΛB −
ˆ
Φ◦γ
ΛB,
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where γ : [0, 1] → S is the path γ(r) = (r, θ). Denote by α0 : [0, 1] → ∂S, respectively
α1 : [0, 1] → ∂S, the affine path going from γ(0), resp. γ(1), to Φ(γ(0)), resp. Φ(γ(1)).
Since the integral of ΛB on paths contained in ∂S vanishes, we have
W (0, θ) =
ˆ
γ#α1#(Φ◦γ)−1#α−10
ΛB.
Let λ be any smooth primitive of ω on D. Then p∗λ is a primitive of Ω on S, and hence
it differs from ΛB by an exact 1-form. Since the path γ#α1#(Φ ◦ γ)−1#α−10 is closed, we
can continue the computation by replacing ΛB by p
∗λ:
W (0, θ) =
ˆ
γ#α1#(Φ◦γ)−1#α−10
p∗λ =
ˆ
p◦γ
λ+
ˆ
p◦α1
λ−
ˆ
p◦Φ◦γ
λ−
ˆ
p◦α0
λ
=
ˆ
p◦γ
λ+
ˆ
p◦α1
λ−
ˆ
ϕ◦p◦γ
λ− 0 =
ˆ
p◦α1
λ−
ˆ
p◦γ
(
ϕ∗λ− λ).
Using the definition of the action σϕ˜,λ and the fact that the path p◦α1 is homotopic to the
path t 7→ ϕt(eiθ) within ∂D, because α1 is homotopic to t 7→ Φt(1, θ) within ∂S, we finally
obtain
W (0, θ) = σϕ˜,λ(e
iθ)−
ˆ
p◦γ
dσϕ˜,λ = σϕ˜,λ(e
iθ)− σϕ˜,λ(eiθ) + σϕ˜,λ(0) = σϕ˜,λ(0),
as we wished to prove.
As we have seen in Lemma 2.14, ΛA is the lift via p of a smooth primitive λa of ω on
D. We shall express the action of ϕ˜ with respect to λa in terms of the generating function
W .
Let Σ := p∗σϕ˜,λa : S → R be the lift of the action of ϕ˜ with respect to λa. This function
is uniquely determined by the conditions
dΣ = Φ∗ΛA − ΛA, Σ(1, θ) = σϕ˜,λa(eiθ) ∀θ ∈ R. (28)
In order to express the function Σ in terms of W , we introduce the smooth function
G : S → R, G(r, θ) :=
ˆ r
0
(ˆ θ
0
F (s, ϑ) dϑ
)
ds,
which satisfies
D1G(r, θ) =
ˆ θ
0
F (r, ϑ) dϑ = B(r, θ), D2G(r, θ) =
ˆ r
0
F (s, θ) ds = A(r, θ), (29)
and
G ◦ T (r, θ)−G(r, θ) = G(r, 2π) ∀(r, θ) ∈ S. (30)
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Proposition 2.17. The lifted action Σ has the following form
Σ(r, θ) =W (R, θ) +G(Φ(r, θ))−G(R, θ), (31)
where Φ(r, θ) = (R,Θ). In particular,
Σ(r, θ) = W (r, θ)
for every fixed point (r, θ) of Φ.
Proof. Using (25), (26) and (29) we compute
Φ∗ΛA − ΛA = A(R,Θ) dΘ−A(r, θ) dθ = A(R,Θ) dΘ− A(R, θ) dθ +D2W (R, θ) dθ
= A(R,Θ) dΘ− A(R, θ) dθ + dW (R, θ)−D1W (R, θ) dR
= dW (R, θ) + A(R,Θ) dΘ− A(R, θ) dθ +B(R,Θ) dR−B(R, θ) dR
= dW (R, θ) +D2G(R,Θ) dΘ−D2G(R, θ) dθ +D1G(R,Θ) dR−D1G(R, θ) dR
= dW (R, θ) + dG(R,Θ)− dG(R, θ).
This shows that the function which appears on the right hand side of (31) satisfies the first
condition in (28). Moreover, by the normalisation condition (27) we find that this function
takes the following value at (1, θ):
W (1, θ) +G(1,Θ)−G(1, θ) =
ˆ Θ
θ
D2G(1, ϑ) dϑ =
ˆ Θ
θ
A(1, ϑ) dϑ =
ˆ
α1
ΛA,
where α1 : [0, 1]→ ∂S is the affine path going from (1, θ) to (1,Θ). Since α1 is homotopic
to t 7→ Φt(1, θ) within ∂S, the projected path p ◦ α1 is homotopic to the path t 7→ ϕt(eiθ)
within ∂D, and hence
ˆ
α1
ΛA =
ˆ
α1
p∗λa =
ˆ
p◦α1
λa = σϕ˜,λa(e
iθ).
This shows that the function which appears on the right hand side of (31) satisfies also the
second condition in (28), and hence it coincides with the function Σ.
2.6 The Calabi invariant in terms of the generating function
Throughout this section we keep the same assumptions and notation of the last one. Our
aim is to compute the Calabi invariant of ϕ˜ in terms of the generating function W .
Denote by
Q := [0, 1]× [0, 2π]
a fundamental domain in S. Then we have
CAL(ϕ˜, ω) =
ˆ
D
σϕ˜,λa ω =
ˆ
Q
p∗
(
σϕ˜,λa ω
)
=
ˆ
Q
ΣΩ. (32)
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We shall compute the last integral by using formula (31) in Proposition 2.17. In the next
two Lemmata, we compute the integral of the second and third term on the right hand
side of (31). In order to simplify the formulas, we introduce the function
Θ˜ = Θ ◦Ψ−1,
where Ψ is the diffeomorphism which is defined in (24). In other words, Θ˜ is the second
component of Φ seen as a function of (R, θ).
Lemma 2.18. The following formula holds
ˆ
Q
G(Φ(r, θ)) Ω(r, θ) =
ˆ 1
0
G(R, 2π)B(R, Θ˜(R, 2π)) dR−
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ.
Proof. Let γ : [0, 1] → S be the path γ(r) = (r, 0), and let α0 and α1 be the affine paths
in ∂S going from γ(0) and γ(1) to Φ(γ(0)) and Φ(γ(1)), respectively. Let Γ be the 2-chain
in S whose boundary is γ + α1 − Φ ◦ γ − α0. Then we have
Φ(Q)−Q = T (Γ)− Γ,
where T is the map defined in (16). Therefore, using the fact that Φ preserves the T -
invariant 2-form Ω together with (30), we find
ˆ
Q
G ◦ ΦΩ =
ˆ
Φ(Q)
GΩ =
ˆ
Q+T (Γ)−Γ
GΩ =
ˆ
Q
GΩ+
ˆ
Γ
(
T ∗(GΩ)−GΩ)
=
ˆ
Q
GΩ+
ˆ
Γ
(T ∗G−G) Ω =
ˆ
Q
GΩ+
ˆ
Γ
G(r, 2π) Ω(r, θ).
(33)
We compute the last two integrals separately. The first one can be manipulated using (29)
as follows:
ˆ
Q
G(r, θ)F (r, θ) dr ∧ dθ =
ˆ 1
0
(ˆ 2π
0
G(r, θ)F (r, θ) dθ
)
dr
=
ˆ 1
0
([
G(r, θ)B(r, θ)
]θ=2π
θ=0
−
ˆ 2π
0
A(r, θ)B(r, θ) dθ
)
dr
=
ˆ 1
0
G(r, 2π)B(r, 2π) dr−
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ.
(34)
Since
d
(
G(r, 2π)B(r, θ) dr
)
= G(r, 2π)F (r, θ) dθ ∧ dr = −G(r, 2π) Ω(r, θ),
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the second integral can be computed using Stokes theorem:
ˆ
Γ
G(r, 2π) Ω(r, θ) = −
ˆ
∂Γ
G(r, 2π)B(r, θ) dr = −
ˆ
γ+α1−Φ◦γ−α0
G(r, 2π)B(r, θ) dr
=
ˆ
Φ◦γ
G(r, 2π)B(r, θ) dr
=
ˆ 1
0
G(R(r, 0), 2π)B(R(r, 0),Θ(r, 0))D1R(r, 0) dr
=
ˆ 1
0
G(R, 2π)B(R, Θ˜(R, 0)) dR.
(35)
The desired formula follows from (33), (34) and (35) together with the identity
B(R, 2π) +B(R, Θ˜(R, 0)) = B(R, Θ˜(R, 0) + 2π) = B(R, Θ˜(R, 2π)),
which follows from (22).
Lemma 2.19. If the generating function W is normalised by (27) then we have the formula
ˆ
Q
G(R(r, θ), θ) Ω(r, θ) = −
ˆ
Q
W (r, θ) Ω(r, θ)−
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ
+
ˆ 1
0
G(R, 2π)B(R, Θ˜(R, 2π)) dR.
Proof. Using the fact that Φ preserves Ω, we can manipulate the integral of G(R, θ)Ω(r, θ)
as follows:ˆ
Q
G(R(r, θ), θ) Ω(r, θ) =
ˆ
Q
G(R(r, θ), θ) Φ∗Ω(r, θ)
=
ˆ
Q
G(R(r, θ), θ)F (R(r, θ),Θ(r, θ)) dR(r, θ) ∧ dΘ(r, θ)
=
ˆ
Ψ(Q)
G(R, θ)F (R, Θ˜(R, θ)) dR ∧ dΘ˜(R, θ)
=
ˆ
Q
G(R, θ)F (R, Θ˜(R, θ)) dR ∧ dΘ˜(R, θ).
(36)
In the last line we have used the fact that the diffeomorphism Ψ which is defined in (24)
satisfies Ψ(Q) = Q. By plugging in the identity
dΘ˜(R, θ) = D1Θ˜(R, θ) dR+D2Θ˜(R, θ) dθ,
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we can manipulate the latter integral further and obtainˆ
Q
G(R, θ)F (R, Θ˜(R, θ)) dR ∧ dΘ˜(R, θ)
=
ˆ
Q
G(R, θ)F (R, Θ˜(R, θ))D2Θ˜(R, θ) dR ∧ dθ
=
ˆ
Q
G(R, θ)
∂
∂θ
B(R, Θ˜(R, θ)) dR ∧ dθ
=
ˆ 1
0
(ˆ 2π
0
G(R, θ)
∂
∂θ
B(R, Θ˜(R, θ)) dθ
)
dR
=
ˆ 1
0
([
G(R, θ)B(R, Θ˜(R, θ))
]θ=2π
θ=0
−
ˆ 2π
0
A(R, θ)B(R, Θ˜(R, θ)) dθ
)
dR
=
ˆ 1
0
G(R, 2π)B(R, Θ˜(R, 2π)) dR−
ˆ
Q
A(R, θ)B(R, Θ˜(R, θ)) dR ∧ dθ.
(37)
The latter integral can be manipulated using (25):ˆ
Q
A(R, θ)B(R, Θ˜(R, θ)) dR ∧ dθ
=
ˆ
Q
A(R, θ)
(
B(R, Θ˜(R, θ))− B(R, θ)) dR ∧ dθ + ˆ
Q
A(R, θ)B(R, θ) dR ∧ dθ
= −
ˆ
Q
A(R, θ)D1W (R, θ) dR ∧ dθ +
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ
= −
ˆ 2π
0
(ˆ 1
0
A(R, θ)D1W (R, θ) dR
)
dθ +
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ
= −
ˆ 2π
0
([
A(R, θ)W (R, θ)
]R=1
R=0
−
ˆ 1
0
F (R, θ)W (R, θ) dR
)
dθ
+
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ
=
ˆ
Q
W (r, θ) Ω(r, θ) +
ˆ
Q
A(r, θ)B(r, θ) dr ∧ dθ.
(38)
The desired formula follows from (36), (37) and (38).
From (32), Proposition 2.17, Lemma 2.18 and Lemma 2.19 we immediately deduce the
following:
Proposition 2.20. The Calabi invariant of ϕ˜ can be expressed by the formula.
CAL(ϕ˜, ω) =
ˆ
Q
(W +W ◦Ψ)Ω =
ˆ
Q
W (Ω + (Ψ−1)∗Ω),
where Ψ : Q→ Q is the diffeomorphism defined by Ψ(r, θ) = (R(r, θ), θ), with Φ = (R,Θ).
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2.7 The proof of the fixed point theorem and a counterexample
We can finally prove Theorem 3 from the introduction.
Proof of Theorem 3. Let Φ : S → S be the lift of ϕ which is determined at the beginning
of Section 2.5. By Lemma 2.13, Φ is monotone. Let W be the generating function of Φ,
normalised by (27), i.e. W = 0 on {1} × R.
From the fact that ϕ˜ is not the identity we deduce that Φ is not the identity and
hence W is not identically zero. Then the condition CAL(ϕ˜, ω) ≤ 0 and the formula of
Proposition 2.20 imply that W is somewhere negative. Being periodic, W achieves its
minimum at a point (R0, θ0) ∈ Q, where W (R0, θ0) < 0. Since W vanishes on {1} × R,
R0 belongs to [0, 1). Since W is not constant, its value at its minimum is strictly smaller
than its average over Q with respect to the area form Ω + (Ψ−1)∗Ω, and from the formula
of Proposition 2.20 we obtain
W (R0, θ0) <
´
Q
W (Ω + (Ψ−1)∗Ω)´
Q
(Ω + (Ψ−1)∗Ω)
=
CAL(ϕ˜, ω)
2
´
Q
Ω
=
CAL(ϕ˜, ω)
2
´
D
ω
, (39)
where we have used the fact thatˆ
Q
(Ψ−1)∗Ω =
ˆ
Ψ−1(Q)
Ω =
ˆ
Q
Ω.
Set
z0 := p(R0, θ0) = R0e
iθ0 ∈ int(D).
If R0 = 0, then z0 = 0 and, by Lemma 2.16, W (R0, θ0) = W (0, θ0) coincides with σϕ˜(z0),
the action of the fixed point at the origin. If R0 > 0, then (R0, θ0) is a critical point of W ,
and hence a fixed point of Φ. It follows that z0 is a fixed point of ϕ, which by Proposition
2.17 has action
σϕ˜(z0) = Σ(R0, θ0) = W (R0, θ0).
In both cases, z0 is an interior fixed point of ϕ of action W (R0, θ0), and by (39) we have
σϕ(z0) = W (R0, θ0) <
1
2
CAL(ϕ˜, ω)´
D
ω
≤ 0.
This concludes the proof of Theorem 3.
Remark 2.21. The coefficient 1/2 is optimal in the upper bound for the action given by
Theorem 3, meaning that for every η > 1/2 we can find ϕ˜ ∈ D˜iff(D, ω) such that ϕ := π(ϕ˜)
is radially monotone, CAL(ϕ˜, ω) < 0, and for all fixed points z0 of ϕ there holds
σϕ˜(z0) ≥ ηCAL(ϕ˜, ω)´
D
ω
or, equivalently,
σϕ˜(z0)
CAL(ϕ˜, ω)
ˆ
D
ω ≤ η. (40)
In order to prove this fact, fix some ǫ ∈ (0, 1) and notice that the non-positive function
hˆ : [0, 1]→ R, hˆ(s) := max{−ǫ, π(s− 1)}
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satisfies ˆ 1
0
rhˆ(r2) dr <
ˆ 1−ǫ/π
0
rhˆ(r2) dr = − ǫ
2
(
1− ǫ
π
)2
.
By approximating hˆ from above, we can find a smooth function h : [0, 1]→ R such that
h(0) = −ǫ, h(1) = 0, 0 < h′ < π,
and ˆ 1
0
rh(r2) dr ≤ − ǫ
2
(
1− ǫ
π
)2
.
Let ϕ˜ be the element of D˜iff(D, ω0) which is generated by the radial autonomous Hamilto-
nian H(z) := h(|z|2) and by the standard area form ω := dx ∧ dy on D. By Lemma 2.9,
the time-one map ϕ := π(ϕ˜) is
ϕ(z) = e−2h
′(|z|2)iz,
and from the bounds on h′ we deduce that the only fixed point of ϕ is the origin. By the
same Lemma, this fixed point has action
σϕ˜(0) = h(0) = −ǫ,
while the Calabi invariant of ϕ˜ has the upper bound
CAL(ϕ˜, ω) = 4π
ˆ 1
0
rh(r2) dr ≤ −2πǫ
(
1− ǫ
π
)2
.
Therefore, for the unique fixed point z0 = 0 of ϕ we have
σϕ˜(z0)
CAL(ϕ˜, ω)
ˆ
D
ω = − ǫ
CAL(ϕ˜, ω)
π ≤ ǫ
2πǫ(1− ǫ/π)2π =
1
2
(
1− ǫ
π
)−2
.
This shows that ϕ˜ satisfies (40) with η := 1/2(1− ǫ/π)−2, and the claim follows from the
fact that by choosing ǫ small the number η can be made arbitrarily close to 1/2.
We conclude this section by constructing an example which shows that the conclusion
of Theorem 3 does not hold if we remove the radial monotonicity assumption. In this
example, the map ϕ = π(ϕ˜) fixes the origin and is C0-close but not C1-close to the identity
and not radially monotone.
We work with the standard area form ω := dx ∧ dy on D. We fix a natural number
n ≥ 2 and consider the smooth radial autonomous Hamiltonian
H+ : D→ R, H+(z) = π
n
(1− |z|2).
By Lemma 2.9, the corresponding Hamiltonian flow is the path of rotations
ϕ+t (z) = e
2πit/nz.
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Let ϕ˜+ be the element of D˜iff(D, dx ∧ dy) which is represented by the path {ϕ+t }, so that
ϕ+(z) := π(ϕ˜+)(z) = e2πi/nz
is the counterclockwise rotation by the angle 2π/n. Since H+ vanishes on the boundary of
D, Lemma 2.9 implies that the Calabi invariant of ϕ˜+ is
CAL(ϕ˜+, dx ∧ dy) = 4π
ˆ 1
0
r
π
n
(1− r2) dr = π
2
n
.
For each k = 1, . . . , n, let Dk be a closed disk which is contained in the sector{
reiθ | 0 < r < 1, 2π(k − 1)
n
< θ <
2πk
n
}
. (41)
Now let H− : D→ R be a smooth autonomous Hamiltonian whose support is contained in
the union of the disks Dk and such that
ˆ
D
H−(z) dx ∧ dy < −π
2
2n
. (42)
Let ϕ−t be the Hamiltonian flow ofH−, ϕ˜
− = [{ϕ−t }] the corresponding element of D˜iff(D, dx∧
dy), and ϕ− = π(ϕ˜−) = ϕ−1 the corresponding area-preserving diffeomorphism. By Propo-
sition 2.7 we have
CAL(ϕ˜−, dx ∧ dy) = 2
ˆ
D
H−(z) dx ∧ dy < −π
2
n
.
Let ϕ˜ := ϕ˜+ ◦ ϕ˜−. Since the Calabi invariant is a homomorphism, we find
CAL(ϕ˜, dx ∧ dy) = CAL(ϕ˜+, dx ∧ dy) + CAL(ϕ˜−, dx ∧ dy) < 0.
It is easy to see that ϕ := π(ϕ˜) = ϕ+ ◦ ϕ− has a unique fixed point in the origin. Indeed,
this follows from the fact that ϕ− leaves each sector (41) invariant, while the 2π/n-rotation
ϕ+ permutes these sectors cyclically. By Lemma 2.2 (ii) and Proposition 2.6, the action of
the origin with respect to ϕ˜ is
σϕ˜,λ(0) = σϕ˜+,λ(ϕ
−(0)) + σϕ˜−,λ(0) = σϕ˜+,λ(0) + σϕ˜−,λ(0) = H
+(0) +H−(0) =
π
n
,
where we have used the fact that both paths ϕ+t and ϕ
−
t fix the origin. The maps ϕ
+ and
ϕ− satisfy
|ϕ+(z)− z| ≤ 2π
n
, |ϕ−(z)− z| ≤ max
k=1,...,n
diam(Dk) ≤ 2π
n
,
for every z ∈ D. It follows that
‖ϕ− id‖∞ ≤ 4π
n
, (43)
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so ϕ can be made arbitrarily C0-close to the identity by choosing the natural number n to
be large.
We conclude that ϕ˜ is an element of D˜iff(D, dx ∧ dy) with negative Calabi invariant
such that ϕ = π(ϕ˜) satisfies (43) and has a unique fixed point with positive action. It
satisfies all the assumptions of Theorem 3 except for the radial monotonicity, and all the
assumptions of Corollary 5 except for the C1-closeness to the identity.
Remark 2.22. It is easy to modify this class of examples so that ϕ is compactly supported
in the interior of D. Indeed, it is enough to slow down the rotation ϕ+ outside from the
support of ϕ− and make it agree with the identity on circles which are close to the boundary
(see also Section 2.9). By embedding Z×D periodically into the strip R× [0, π], one finds
an area preserving diffeomorphism of the strip with zero flux, negative Calabi invariant, but
no fixed points with negative action. Up to the modification of the area form by a suitable
conjugacy, this shows that the conclusion of Theorem 1.12 in [ABHS17] does not hold if
one removes the monotonicity assumption.
2.8 Moving a fixed point into the origin
In order to deduce Corollary 5 from Theorem 3, we have to show that any diffeomorphism of
the disk which is C1-close to the identity and has an interior fixed point can be conjugated
to a radially monotone diffeomorphism. This section is devoted to the proof of this result.
Let ang(L, L′) ∈ [0, π/2] denote the angle between two lines L, L′ in the complex plane
C. We shall make use of the following elementary result, of which we give an analytic
proof.
Lemma 2.23. For every ǫ > 0 there exists δ > 0 with the following property: if C and
C ′ are circles in the plane with radius r and r′, respectively, which are either disjoint or
somewhere tangent, then for every z ∈ C and z′ ∈ C ′ with
|z − z′| < δmin{r, r′}
there holds
ang(TzC, Tz′C
′) < ǫ.
Proof. Assume without loss of generality that r′ ≤ r. Since the problem is invariant with
respect to translations and homotheties, we can assume that C ′ is the unit circle centered
at 0, i.e. C ′ = ∂D, and that z′ = 1. Since r ≥ r′ = 1, the circle C is contained in C\ int(D).
Given δ > 0, let z ∈ C be such that
|z − 1| = |z − z′| < δmin{r, r′} = δ.
Let w ∈ C be the center of C. Then C has the arc-length parametrisation
γ : R→ C, γ(s) := w + (z − w)eis/r,
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which satisfies
γ(0) = z, γ′(0) = i
z − w
r
, |γ′′(s)| = 1
r
∀s ∈ R.
The fact that C is contained in C \ int(D) implies that the function
f : R→ R, f(s) := 1
2
(|γ(s)|2 − 1),
is everywhere non-negative. Notice that
f(0) =
1
2
(|z|2 − 1) = 1
2
(|z|+ 1)(|z| − 1) ≤ 1
2
(|z − 1|+ 2)|z − 1| < 1
2
(2 + δ)δ. (44)
The first two derivatives of this functions are
f ′(s) = Re
(
γ′(s)γ(s)
)
, f ′′(s) = Re
(
γ′′(s)γ(s) + |γ′(s)|2) = Re (γ′′(s)γ(s))+ 1.
Since the tangent line TzC is i(z − w)R we have
|f ′(0)| =
∣∣∣∣Re(iz − wr z)
∣∣∣∣ = |z| cos ang(i(z − w)R, zR)
= |z| cos ang(TzC, zR) = |z| sin ang(TzC, izR),
from which we get
sin ang(TzC, izR) =
|f ′(0)|
|z| ≤ |f
′(0)|. (45)
From the expression of f ′′ we find
f ′′(s) ≤ 1 + |γ′′(s)||γ(s)| = 1 + |γ(s)|
r
≤ 1 + |γ(s)− w|+ |w − z| + |z − 1|+ 1
r
= 3 +
|z − 1|+ 1
r
< 3 +
δ + 1
r
< 4 + δ.
Let s ∈ R. From Taylor’s formula we find
f(s) = f(0) + f ′(0)s+
1
2
f ′′(θs)s2 ≤ f(0) + f ′(0)s+
(
2 +
δ
2
)
s2,
where θ ∈ (0, 1). Since the function f is everywhere non-negative, so is the polynomial on
the righthand side of the above expression. Therefore, the discriminant of this polynomial
is non-positive and hence
f ′(0)2 ≤ 4
(
2 +
δ
2
)
f(0) < 4
(
2 +
δ
2
)
1
2
(2 + δ)δ = (4 + δ)(2 + δ)δ < (4 + δ)2δ, (46)
where we have used also (44). Since
| arcsin t| ≤ π
2
|t| ∀t ∈ [−1, 1],
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(45) and (46) imply that
ang(TzC, izR) <
π
2
(4 + δ)
√
δ.
Moreover, using the expression for the length of a chord in a unit circle in terms of the
underlying angle, we have
ang(izR, Tz′C
′) = ang(izR, T1∂D) = ang(izR, iR) = ang(zR,R)
= 2 arcsin
(
1
2
∣∣∣ z|z| − 1∣∣∣
)
≤ 2 arcsin |z − 1|
2
≤ π
2
|z − 1| < π
2
δ.
It follows that
ang(TzC, Tz′C
′) ≤ ang(TzC, izR) + ang(izR, Tz′C ′) < π
2
(
(4 + δ)
√
δ + δ
)
.
We have shown that if z ∈ C and z′ ∈ C ′ are such that
|z − z′| < δmin{r, r′}
then
ang(TzC, Tz′C
′) <
π
2
(
(4 + δ)
√
δ + δ
)
,
and the thesis follows from the fact that the latter function is infinitesimal for δ → 0.
We recall that if z0 is an interior point of the disk D then the Mo¨bius transformation
h(z) =
z + z0
z0z + 1
is a smooth diffeomorphism of the disk D onto itself mapping 0 into z0. Here is the precise
statement of the result which is mentioned at the beginning of this section.
Proposition 2.24. There exists a C1-neighborhood U of the identity in the space of
smooth diffeomorphisms of D with the following property: if ϕ ∈ U has an interior fixed
point z0 and h ∈ Diff(D) is a Mo¨bius transformation mapping 0 into z0, then the diffeo-
morphism h−1 ◦ ϕ ◦ h is radially monotone.
Proof. The Mo¨bius transformation h maps the foliation by circles centred at 0 into a foli-
ation {Cz}z∈D\{z0} of D \ {z0} which consists of circles which enclose z0. Being a conformal
mapping, h maps the foliation by rays emanating from 0 into a foliation {Rz}z∈D\{z0}
of D \ {z0} consisting of circle arcs or segments which are orthogonal to the foliation
{Cz}z∈D\{z0}. By the conformality of h, it is enough to show that if the diffeomorphism ϕ
belongs to a suitable C1-neighborhood of the identity then
ang(Dϕ(z)TzRz, Tϕ(z)Cϕ(z)) > 0 ∀z ∈ D \ {z0}.
Equivalently, we must show that
ang(iDϕ(z)TzRz, Tϕ(z)Cϕ(z)) <
π
2
∀z ∈ D \ {z0}. (47)
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From the identity
ϕ(z) = ϕ(z0) +
ˆ 1
0
Dϕ(z0 + t(z − z0))[z − z0] dt
= z0 +
ˆ 1
0
(
Dϕ(z0 + t(z − z0))− I
)
[z − z0] dt+ z − z0
= z +
ˆ 1
0
(
Dϕ(z0 + t(z − z0))− I
)
[z − z0] dt,
we deduce the estimate
|ϕ(z)− z| ≤ ‖Dϕ− I‖∞|z − z0| ∀z ∈ D. (48)
Similarly,
|ϕ−1(w)− w| ≤ ‖Dϕ−1 − I‖∞|w − z0| ∀w ∈ D,
and applying this to w = ϕ(z) we find
|z − ϕ(z)| ≤ ‖Dϕ−1 − I‖∞|ϕ(z)− z0| ∀z ∈ D. (49)
Putting together (48) and (49) we obtain
|ϕ(z)− z| ≤ max{‖Dϕ− I‖∞, ‖Dϕ−1 − I‖∞}min{|z − z0|, |ϕ(z)− z0|} ∀z ∈ D. (50)
Let δ be the positive number which is given by Lemma 2.23 with ǫ = π/4: if C and C ′ are
circles in the plane which are either disjoint or somewhere tangent and have radius r and
r′, respectively, then there holds
z ∈ C, z′ ∈ C ′, |z − z′| < δmin{r, r′} ⇒ ang(TzC, TzC ′) < π
4
. (51)
Let δ′ > 0 be such that
T ∈ GL(2,R), ‖T − I‖ < δ′ ⇒ ang(TL, L) < π
4
(52)
for every 1-dimensional subspace L ⊂ R2. We consider the following C1-neighborhood of
the identity in Diff(D):
U :=
{
ϕ ∈ Diff(D) | ‖Dϕ− I‖∞ < δ
2
, ‖Dϕ−1 − I‖∞ < δ
2
, ‖Dϕ− I‖∞ < δ′
}
.
Now let ϕ ∈ U be a diffeomorphism with interior fixed point z0. Let z ∈ D \ {z0}. Then
we have
ang(iDϕ(z)TzRz, Tϕ(z)Cϕ(z)) ≤ ang(iDϕ(z)TzRz, iTzRz) + ang(iTzRz, Tϕ(z)Cϕ(z))
= ang(Dϕ(z)TzRz, TzRz) + ang(TzCz, Tϕ(z)Cϕ(z)).
(53)
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Since ‖Dϕ(z)− I‖ < δ′, (52) implies that
ang(Dϕ(z)TzRz, TzRz) <
π
4
. (54)
The circles Cz and Cϕ(z) are either disjoint or they coincide, and in the latter case they are
in particular somewhere tangent. Since both Cz and Cϕ(z) enclose z0, their radii r and r
′
are such that
r >
1
2
|z − z0|, r′ > 1
2
|ϕ(z)− z0|.
By (50) we have
|ϕ(z)− z| < δ
2
min{|z − z0|, |ϕ(z)− z0|} < δmin{r, r′}.
Then (51) implies that
ang(TzCz, Tϕ(z)Cϕ(z)) <
π
4
. (55)
By (53), (54) and (55) we conclude that
ang(iDϕ(z)TzRz, Tϕ(z)Cϕ(z)) <
π
2
,
which proves (47).
Now we can easily deduce Corollary 5 from Theorem 3:
Proof of Corollary 5. Let ϕ˜ ∈ D˜iff(D, ω) and ϕ = π(ϕ˜) be as in the assumptions of Corol-
lary 5, with the C1-neighborhood U being given by Proposition 2.24. Since ϕ preserves
an area form on int(D), by Brouwer’s translation theorem it has an interior fixed point z0.
Let h ∈ Diff+(D) be a Mo¨bius transformation mapping 0 into z0. By Proposition 2.24 the
diffeomorphism h−1 ◦ ϕ ◦ h is radially monotone.
The element h−1 ◦ ϕ˜ ◦ h belongs to D˜iff(D, h∗ω) and satisfies assumptions (i) and (ii)
of Theorem 3. By Proposition 2.4, its Calabi invariant is
CAL(h−1 ◦ ϕ˜ ◦ h, h∗ω) = CAL(ϕ˜, ω) ≤ 0,
so h−1 ◦ ϕ˜ ◦ h satisfies also assumption (iii). Therefore, Theorem 3 implies that h−1 ◦ ϕ˜ ◦ h
has an interior fixed point z0 with negative action, and more precisely
σh−1◦ϕ˜◦h(z0) <
1
2
CAL(h−1 ◦ ϕ˜ ◦ h, h∗ω)´
D
h∗ω
=
1
2
CAL(ϕ˜, ω)´
D
ω
.
Then h(z0) is an interior fixed point of ϕ with the same action:
σϕ˜(h(z0)) = σϕ˜,λ(h(z0)) = σh−1◦ϕ˜◦h,h∗λ(z0) = σh−1◦ϕ˜◦h(z0),
see again Proposition 2.4. The proof is complete.
Remark 2.25. If one replaces condition (iii) in either Theorem 3 or Corollary 5 by the
assumption that the Calabi invariant is non-negative, then one gets the existence of an
interior fixed point with positive action, and more precisely with action strictly larger than
half of the Calabi invariant averaged by the total area of the disk. This follows from Theorem
3 or Corollary 5 applied to ϕ˜−1.
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2.9 A refined example
The aim of this section is to modify the example of Section 2.7, in order to make it
compactly supported and to have good bounds on the action and on the Calabi invariant.
The first requirement is easy to achieve, the latter requires a more careful analysis. We will
actually construct two examples, which are the building stones in the proof of Theorem 2.
Throughout the whole section, we work with the standard area form ω = dx ∧ dy and
with its standard primitive
λ0 :=
1
2
(x dy − y dx),
whose expression in polar coordinates (r, θ) is
λ0 =
r2
2
dθ.
The area-preserving diffeomorphisms that we will construct in this section are compactly
supported in the interior of D and hence, as explained in Remark 2.5, the action and the
Calabi invariant of these maps are well defined.
Given δ ∈ (0, 1/2), let χδ : [0,+∞) → R be a smooth convex function which is
supported in [0, 1) and satisfies
χδ(s) = 1− δ − s ∀s ∈ [0, 1− 2δ]. (56)
It follows that χδ is monotonically decreasing, non-negative, and satisfies
max{1− δ − s, 0} ≤ χδ(s) ≤ max{(1− δ)(1− s), 0}, (57)
−1 ≤ χ′δ(s) ≤ 0, (58)
0 ≤ χδ(s)− sχ′δ(s) ≤ 1− δ, (59)
for every s ∈ [0,+∞), where the last inequalities follow from the fact that the function
χδ(s)− sχ′δ(s) is monotonically decreasing, having derivative −sχ′′δ (s) ≤ 0, and takes the
value 1− δ for s = 0 and 0 for s ≥ 1.
Let n be a large positive integer and let δ ∈ (0, 1/2) be a small real number. The sizes
of n and δ will be determined in due time. The autonomous Hamiltonian
H+ : D→ R, H+(z) = π
n
χδ(|z|2),
is supported in int(D). We denote by ϕ+t the flow of XH+ and by ϕ
+ := ϕ+1 the time-1
map. Each map ϕ+t belongs to Diffc(D, dx ∧ dy). The diffeomorphism ϕ+t restricts to the
counterclockwise rotation of angle 2πt/n on the disk of radius
√
1− 2δ about the origin.
Outside from this disk, the map ϕ+t rotates each circle about the origin counterclockwise
by an angle which does not exceed 2πt/n (because of (58)), and which becomes zero near
the boundary. In particular, we have
‖ϕ+t − id‖∞ ≤
2π
n
∀t ∈ [0, 1]. (60)
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By Lemma 2.9, the action of ϕ+ with respect to λ0 is the radial function
σϕ+,λ0(z) =
π
n
(
χδ(|z|2)− |z|2χ′δ(|z|2)
)
.
By (56) and (59), this function satisfies
σϕ+,λ0(z) =
π
n
(1− δ) for |z| ≤ √1− 2δ,
0 ≤ σϕ+,λ0(z) ≤
π
n
(1− δ) ≤ π
n
for z ∈ D,
(61)
for every t ∈ [0, 1]. Using also Lemma 2.9 and (57), we find that the Calabi invariant of
ϕ+ has the upper bound
CAL(ϕ+, dx ∧ dy) = 4π
ˆ 1
0
r
π
n
χδ(r
2) dr ≤ 4π
2
n
ˆ 1
0
r(1− δ)(1− r2) dr
=
π2
n
(1− δ) ≤ π
2
n
.
(62)
Given any ρ ∈ (0, 1), we can find a finite number of pairwise non-overlapping closed
disks in the sector {
reiθ | 0 < r < 1, 0 < θ < 2π
n
}
such that the ratio between their total area and the area of the sector is at least ρ. The
existence of such a disk packing is a direct consequence of Vitali’s covering theorem, see
e.g. [SS05, Section 3.2, Lemma 3.9]. By acting on these disks by the rotation of angle
2π/n, we obtain a finite family
{Dj | j ∈ J}
of pairwise non overlapping disks in D, each of which is contained in some sector{
reiθ | 0 < r < 1, 2π(k − 1)
n
< θ <
2πk
n
}
, (63)
for some integer k, and such that∑
j∈J
area(Dj) ≥ ρ area(D) = ρπ. (64)
The constant ρ can be chosen to be arbitrarily close to 1 and will be determined later. We
denote by zj and rj the center and the radius of the disk Dj. By construction,
rj ≤ π
n
∀j ∈ J.
Fix some small number ǫ ∈ (0, 1/2), whose size will be determined along the way. For
every j ∈ J we consider the autonomous Hamiltonian
Kj : D→ R, Kj(z) = −c χǫ
( |z − zj |2
r2j
)
,
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where the positive number c is to be fixed. This function is supported in the interior part
of Dj. The flow of the Hamiltonian vector field XKj is denoted by ψj,t and the time 1-map
by ψj := ψj,1. The maps ψj,t are supported in the interior of Dj. Inside the disk of radius√
1− ǫrj about zj , the map ψj is the clockwise rotation of angle 2c/r2j . In the next lemma,
we estimate the action and the Calabi invariant of ψj .
Lemma 2.26. The following properties hold:
(i) σψj ,λ0 is supported in the interior of Dj for every t ∈ [0, 1];
(ii) −c− π/n ≤ σψj ,λ0 ≤ π/n on D for every t ∈ [0, 1];
(iii) CAL(ψj, dx ∧ dy) ≤ −cr2j (1− ǫ)2π.
Proof. Since ψj is supported in the interior of the disk Dj , so is its action, and we just
have to prove the bounds (ii) and (iii). Let K˜j be the autonomous Hamiltonian
K˜j : D→ R, K˜j(z) = −c χǫ
( |z|2
r2j
)
,
and let ψ˜j be the time-one map of the vector field XK˜j . By Lemma 2.9, the action of ψ˜j
with respect to λ0 is the function
σψ˜j ,λ0(z) = −c
(
χǫ
( |z|2
r2j
)
− |z|
2
r2j
χ′ǫ
( |z|2
r2j
))
.
By (56), this function satisfies
σψ˜j ,λ0 = −c(1 − ǫ) on rj
√
1− ǫD, (65)
is supported in the interior of rjD and, by (59), has the bounds
− c ≤ −c(1− ǫ) ≤ σψ˜j ,λ0(z) ≤ 0 on D. (66)
The diffeomorphisms ψj and ψ˜j are conjugated by the translation z 7→ z + zj . In order to
work on the disk D, it is convenient to fix an area-preserving diffeomorphism τj : D → D
which on the disk rjD coincides with the translation z 7→ z + zj . Then ψ˜j = τ−1j ◦ ψj ◦ τj
and by Proposition 2.4 we have
σψj ,λ0 ◦ τj = στ−1j ◦ψj◦τj ,τ∗j λ0 = σψ˜j ,τ∗j λ0 ,
and
CAL(ψj , dx ∧ dy) = CAL(ψ˜j , dx ∧ dy).
By (65) and (66) we find
CAL(ψ˜j , dx ∧ dy) =
ˆ
D
σψ˜j ,λ0 dx ∧ dy ≤ −
ˆ
rj
√
1−ǫD
c(1− ǫ) dx ∧ dy = −cr2j (1− ǫ)2π,
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and the bound (iii) on the Calabi invariant of ψj follows.
Let (xj , yj) be the coordinates of the center zj of the disk Dj . Since on rjD we have
τ ∗j λ0 − λ0 =
1
2
(
(x+ xj) dy − (y + yj) dx− x dy + y dx
)
=
1
2
(xj dy − yj dx),
the 1-form τ ∗j λ0 differs from λ0 by the differential of a smooth function u : D → R such
that
u(x, y) =
1
2
(xjy − yjx) ∀(x, y) ∈ rjD.
By Lemma 2.2 (i), we find
σψ˜j ,τ∗j λ0
= σψ˜j ,λ0 + u ◦ ψ˜j − u.
Since the diffeomorphism ψ˜j is supported in the interior of rjD, so is its action σψ˜j ,τ∗j λ0
,
which by the above identity satisfies
|σψ˜j ,τ∗j λ0 − σψ˜j ,λ0| ≤ suprjD
u− inf
rjD
u = rj|zj | ≤ rj ≤ π
n
.
The estimate (ii) follows from the above inequality, together with (66).
Fix some t ∈ [0, 1]. Since the diffeomorphisms ψj,t have pairwise disjoint support, they
pairwise commute. Their composition is denoted by ϕ−t : {ϕ−t }t∈[0,1] is a smooth path of
area-preserving compactly supported diffeomorphisms starting at the identity and ending
at ϕ− := ϕ−1 . This path of diffeomorphisms is the flow of the autonomous Hamiltonian
H− :=
∑
j∈J
Kj.
The diffeomorphism ϕ−t is supported in the union of the Dj ’s and maps each Dj into itself.
Since the diameter of these disks is at most 2π/n, we have
‖ϕ−t − id‖∞ ≤
2π
n
∀t ∈ [0, 1]. (67)
By Lemma 2.2 (ii), we get
σϕ−,λ0 =
∑
j∈J
σψj ,λ0,
where the summands have pairwise disjoint support by Lemma 2.26 (i). By Lemma 2.26
(ii) we get
− c− π
n
≤ σϕ−,λ0 ≤
π
n
on D. (68)
By Lemma 2.26 (iii) and (64) we obtain
CAL(ϕ−, dx ∧ dy) =
∑
j∈J
CAL(ψj, dx ∧ dy) ≤ −c(1− ǫ)2
∑
j∈J
πr2j
= −c(1− ǫ)2
∑
j∈J
area(Dj) ≤ −c(1 − ǫ)2ρπ.
(69)
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From now on, we assume that δ is so small that the union of the disks Dj is contained
in the disk of radius
√
1− 2δ about the origin, where ϕ+ is a 2π/n-rotation. We consider
the smooth path of diffeomorphisms
ϕt := ϕ
+
t ◦ ϕ−t ∈ Diffc(D, dx ∧ dy)
which connects the identity to ϕ := ϕ1 = ϕ
+ ◦ ϕ−. From (60) and (67) we obtain
‖ϕt − id‖∞ ≤ 4π
n
∀t ∈ [0, 1]. (70)
Since ϕ+ is a rotation by the angle 2π/n on the disk of radius
√
1− 2δ about the origin
and ϕ− leaves each of the sectors (63) invariant, the only fixed points of ϕ are the origin
and points forming a neighborhood of ∂D outside from this disk. By using the formula
σϕ,λ0 = σϕ+,λ0 ◦ ϕ− + σϕ−,λ0 (71)
from Lemma 2.2 (ii), together with the fact that the fixed points of ϕ are outside of the
support of ϕ− and σϕ−,λ0 vanishes on them, (71) implies that the origin has action
σϕ,λ0(0) = σϕ+,λ0(0) =
π
n
(1− δ),
and all other fixed points z of ϕ have action
σϕ,λ0(z) = σϕ+,λ0(z) ≥ 0.
Therefore, all the fixed points of ϕ have non-negative action. Furthermore, all the other
periodic points of ϕ have period at least n. Indeed, periodic points which belong to the
support of ϕ− have period which is a multiple of n, again by the invariance under ϕ− of
the sectors (63) and by the fact that the rotation of angle 2π/n permutes these sectors
cyclically. Periodic points outside of the disk of radius
√
1− 2δ about the origin which are
not fixed points have period at least n, because on the corresponding circle ϕ = ϕ+ is a
rotation of an angle not exceeding 2π/n.
By using again (71), the inequalities (61) and (68) imply the bound
− c− π
n
≤ σϕ,λ0 ≤
2π
n
on D. (72)
On the other hand, (62) and (69) give us the following upper bound on the Calabi invariant
of ϕ
CAL(ϕ, dx ∧ dy) = CAL(ϕ+, dx ∧ dy) + CAL(ϕ−, dx ∧ dy) ≤ π
2
n
− c(1− ǫ)2ρπ. (73)
We can finally fix the free parameters n, ǫ, and c. In our first example, we fix an
arbitrary positive number L and we take
c := L− L+ π
n
.
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With this choice, the first estimate in (72) gives us
σϕ,λ0 ≥ −L+
L
n
on D.
On the other hand, (73) implies
CAL(ϕ, dx ∧ dy) ≤ π
2
n
−
(
L− L+ π
n
)
(1− ǫ)2ρπ
= −Lπ(1− ǫ)2ρ+ π
n
(
π + (L+ π)(1− ǫ)2ρ).
By choosing n large, ǫ small, and ρ sufficiently close to 1, the latter quantity can be made
as close as we wish to −Lπ. Therefore, taking into account also (70) and our previous
discussion about the fixed and the periodic points of ϕ, we have proved the following fact.
Proposition 2.27. For every ǫ > 0 and L > 0 there exists a natural number n, which can
be chosen to be arbitrarily large, and a smooth isotopy ϕt ∈ Diffc(D, dx ∧ dy), t ∈ [0, 1],
with ϕ0 = id such that, setting ϕ := ϕ1, the following properties hold:
(i) ‖ϕt − id‖∞ < ǫ for every t ∈ [0, 1];
(ii) σϕ,λ0 ≥ −L+ L/n on D;
(iii) CAL(ϕ, dx ∧ dy) ≤ −Lπ + ǫ;
(iv) all the fixed points of ϕ have non-negative action;
(v) all the periodic points of ϕ which are not fixed points have period at least n.
In our second example, we choose
c :=
2π
n
.
Now (72) becomes
−3π
n
≤ σϕ,λ0 ≤
2π
n
on D,
which shows that the action σϕ,λ0 can be chosen to be arbitrarily close to the zero function
in the uniform norm, by choosing a large integer n. The bound (73) is now
CAL(ϕ, dx ∧ dy) ≤ π
2
n
− 2π
n
(1− ǫ)2ρπ = −π
2
n
(2ρ− 1) + ǫ(2− ǫ)2π
2
n
ρ.
If ρ > 1/2 and ǫ is small enough, the latter number is negative. Therefore, we have proved
the following fact.
Proposition 2.28. For every ǫ > 0 there exists a smooth isotopy ϕt ∈ Diffc(D, dx ∧ dy),
t ∈ [0, 1], with ϕ0 = id such that, setting ϕ := ϕ1, the following properties hold:
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(i) ‖ϕt − id‖∞ < ǫ for every t ∈ [0, 1];
(ii) |σϕ,λ0 | ≤ ǫ on D for every t ∈ [0, 1];
(iii) CAL(ϕ, dx ∧ dy) < 0;
(iv) all the fixed points of ϕ have non-negative action.
Remark 2.29. An inspection to the proofs of the two propositions above shows that we
could strengthen statement (ii) in both propositions by stating that σϕt,λ0 ≥ −L+ L/n for
all t ∈ [0, 1] (Proposition 2.27) and |σϕt,λ0 | ≤ ǫ for every t ∈ [0, 1] (Proposition 2.28). We
will not make use of this here, but see Remark 3.3 below.
3 Global surfaces of section for Reeb flows
3.1 Lift of disk maps to Reeb flows
The strategy of the proof of Theorem 2 is to construct a suitable contact form on S3
whose Reeb flow has a disk-like global surface of section, such that the first return map is
conjugated to one of the diffeomorphisms ϕ ∈ Diffc(D, dx ∧ dy) which are constructed in
Section 2.9.
In this section, we prove two general statements about lifting compactly supported
area-preserving diffeomorphisms of the disk to Reeb flows on the solid torus and on the
three-sphere. The following result is a variation of [Bra08, Proposition 4.2].
Proposition 3.1. Let ϕ ∈ Diffc(D, dx∧ dy), let λ be a primitive of dx∧ dy on D, and let
L be a positive number such that the function
τ := σϕ,λ + L
is positive on D. Then there exists a smooth contact form β on the solid torus D× R/LZ
with the following properties:
(i) β = λ+ds in a neighborhood of ∂D×R/LZ, where s denotes the coordinate on R/LZ;
in particular, the Reeb vector field Rβ of β coincides with ∂/∂s near the boundary of
D× R/LZ, and its flow is globally well-defined;
(ii) for all s ∈ R/LZ we have (ıs)∗dβ = dx ∧ dy, where ıs : D → D × R/LZ denotes the
inclusion z 7→ (z, s);
(iii) each surface D × {s} is transverse to the flow of Rβ, and the orbit of every point in
D× R/LZ intersects D× {s} both in the future and in the past;
(iv) the first return map and the first return time of the flow of Rβ associated to the
surface D× {0} ∼= D are the map ϕ and the function τ ;
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(v) vol(D× R/LZ, β ∧ dβ) = Lπ + CAL(ϕ, dx ∧ dy).
Furthermore:
(vi) if σϕ,λ is uniformly close to the zero function and ϕ is isotopic to the identity through
a path taking values in a small C0-neighborhood of the identity in Diffc(D, dx ∧ dy),
then the flow of Rβ is close to the flow (t, (z, s)) 7→ (z, s + t) in the C0loc-topology of
maps from R× D× R/LZ to D× R/LZ;
(vii) if λ(∂/∂θ) > 0 on ∂D, then β is smoothly isotopic to λ + ds by a path of contact
forms on D× R/LZ which satisfy (i), (ii) and (iii).
Proof. The fact that the minimum of τ is positive implies that the diffeomorphism
f : D× R→ D× R, f(z, s) := (ϕ(z), s− τ(z)),
defines a free action of Z on D× R. We denote by M the quotient by this action and by
p : D× R→M
the quotient projection. Then M is a smooth 3-manifold with boundary. Since
f ∗(λ+ ds) = ϕ∗λ+ f ∗ds = λ+ dσϕ,λ + d(s ◦ f) = λ+ dτ + ds− dτ = λ+ ds,
the contact form λ + ds on D × R induces a contact form on the quotient manifold M ,
which we denote by η. Thus we have p∗η = λ+ ds.
Since f(z, τ(z)) = (ϕ(z), 0), f maps the graph of τ onto D× {0}, so the region
M0 := {(z, s) ∈ D× R | 0 ≤ s ≤ τ(z)}
is a fundamental domain for the quotient projection p, and M can be seen as the space
which is obtained from M0 by identifying (z, τ(z)) with (ϕ(z), 0). Therefore,
vol(M, η ∧ dη) = vol(M0, (λ+ ds) ∧ d(λ+ ds)) = vol(M0, ds ∧ dλ)
= vol(M0, dx ∧ dy ∧ ds) =
ˆ
D
τ dx ∧ dy = Lπ +
ˆ
D
σϕ,λ dx ∧ dy
= Lπ + CAL(ϕ, dx ∧ dy).
If U is a small neighbourhood of ∂D in D, then ϕ|U = id and τ |U = L, and hence
f(z, s) = (z, s− L) ∀(z, s) ∈ U × R.
Therefore, p(U×R) can be identified with U×R/LZ, and the contact form η equals λ+ds
on this neighbourhood of the boundary of M .
The Reeb vector field of the contact form λ+ ds is ∂/∂s, with flow
(t, (z, s)) 7→ (z, s + t). (74)
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The surfaces D× {s} are transverse to this flow, and the orbit of the point (z, 0) reaches
the graph of τ at time τ(z), and precisely at the point (z, τ(z)), which is identified with
(ϕ(z), 0) by the quotient projection. Instead, p(z, t) does not belong to p(D × {0}) when
0 < t < τ(z). Since p∗(∂/∂s) = Rη, the above facts imply that each p(D× {s}) is a global
surface of section for the flow of Rη, and that ϕ and τ are the first return map and the
first return time associated to the surface of section p(D× {0}).
The final step is to pull back the contact form η to the solid torus D × R/LZ by a
suitable diffeomorphism onto M . In order to do this, we consider the diffeomorphism
g : D× R→ D× R, g(z, s) := (z, s− L),
and we claim that there exists a diffeomorphism h : D × R → D × R with the following
properties:
(a) the diagram
D× R h−−−→ D× R
g
y yf
D× R h−−−→ D× R
commutes;
(b) h(z, s) = (z, s) for every (z, s) ∈ U × R, where U is a neighbourhood of ∂D in D;
(c) h(z, 0) = (z, 0) for every z ∈ D;
(d) for all s ∈ R we have (s)∗dh∗(λ + ds) = dx ∧ dy, where s : D → D × R denotes the
inclusion z 7→ (z, s);
Postponing for a moment the proof of the existence of a diffeomorphism h with the
above properties, we show how this implies the conclusions (i)-(v) of the proposition. By
(a), the map h induces a diffeomorphism
h˜ : D× R/LZ→ M
which by (b) and (c) restricts to the identity on U × R/LZ and on D × {0}. By the
properties of η which are discussed above, the contact form β := h˜∗η satisfies (i), (iii), (iv)
and (v). Since the contact form β is obtained from h∗(λ+ ds) by passing to the quotient
induced by the map g, property (ii) follows from (d).
There remains to construct a diffeomorphism h : D×R→ D×R satisfying (a), (b), (c)
and (d). Up to the replacement of U with a smaller neighborhood of ∂D, we can see the
diffeomorphism ϕ as the time-1 map of a Hamiltonian flow ϕt on D, which is defined by a
Hamiltonian which has support in D \ U and depends 1-periodically on time. Therefore,
ϕ = ϕ1, ϕt|U = id for every t ∈ R, and
ϕt+1 = ϕt ◦ ϕ ∀t ∈ R, (75)
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where the above identity is a property of the flow of any time-periodic vector field. We
shall construct a map h of the form
h(z, s) =
(
ϕ−1s/L(z), S(ϕ
−1
s/L(z), s)
) ∀(z, s) ∈ D× R, (76)
where the smooth function S : D × R → R is to be determined. With this Ansatz, we
compute:
f ◦ h(z, s) = (ϕ ◦ ϕ−1s/L(z), S(ϕ−1s/L(z), s)− τ(ϕ−1s/L(z))),
h ◦ g(z, s) = (ϕ−1s/L−1(z), S(ϕ−1s/L−1(z), s− L)).
By inverting the identity (75) we find ϕ ◦ ϕ−1t+1 = ϕ−1t , which for t = s/L − 1 implies the
equality of the first components of f ◦ h and h ◦ g. Therefore, condition (a) is equivalent
to the equality of the second components of these two compositions, which is equivalent to
S(z, s)− τ(z) = S(ϕ(z), s− L) ∀(z, s) ∈ D× R. (77)
We now show how to construct a solution S of the above functional equation. Since the
minimum of τ is positive, we can find a number δ ∈ (0, 1) such that
τ ≥ δL on D. (78)
Let χ : [0, L]→ R be a smooth function which takes the value 0 in a neighbourhood of 0,
the value 1 in a neighbourhood of L, and satisfies
0 ≤ χ′ ≤ 1
L
√
1− δ on [0, L]. (79)
Such a function exists because 1/(L
√
1− δ) > 1/L. We define
S˜ : D× [0, L]→ R, S˜(z, s) := s+ χ(s)(τ(z)− L),
and extend S˜ to the whole of D× R by setting
S(z, s) :=

S˜(ϕk(z), s− kL)−∑−1j=k τ(ϕj(z)) if kL ≤ s < (k + 1)L, k ≤ −1,
S˜(z, s) if 0 ≤ s < L,
S˜(ϕk(z), s− kL) +∑k−1j=0 τ(ϕj(z)) if kL ≤ s < (k + 1)L, k ≥ 1,
where the k’s vary among all integers. By construction, S satisfies the functional equation
(77). Moreover, S is smooth. Indeed, it suffices to check the smoothness of S near each
slice D × {kL}, k ∈ Z, and by (77) it suffices to check this near D × {L}. If s < L and
L− s is small enough, then χ(s) = 1 and hence
S(z, s) = S˜(z, s) = s+ τ(z)− L.
On the other hand, if s ≥ L and s− L is small enough, then χ(s− L) = 0 and hence
S(z, s) = S˜(ϕ(z), s− L) + τ(z) = s− L+ τ(z).
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The equality of the above two expressions shows that S is smooth. Finally, notice that by
(78) and (79) we have
D2S˜(z, s) = 1 + χ
′(s)(τ(z)− L) ≥ 1 + χ′(s)(δL− L) = 1− Lχ′(s)(1− δ)
≥ 1− 1− δ√
1− δ = 1−
√
1− δ =: ǫ > 0,
and hence
D2S(z, s) ≥ ǫ > 0 ∀(z, s) ∈ D× R, (80)
by the definition of S. The inequality (80) implies that h : D×R→ D×R is a diffeomor-
phism. Indeed, h factorises as h = h2 ◦ h1, where
h1 : D× R→ D× R h1(z, s) :=
(
ϕ−1s/L(z), s
)
is clearly a diffeomorphism and
h2 : D× R→ D× R h2(z, s) :=
(
z, S(z, s)
)
is a diffeomorphism because of (80).
Therefore, h is a smooth diffeomorphism and satisfies (a). If z belongs to the neigh-
bourhood U of ∂D, then ϕ(z) = z and τ(z) = L, so, for every s ∈ [kL, (k + 1)L) with
k ∈ Z we find
S(z, s) = S˜(z, s− kL) + kτ(z) = s− kL+ kL = s.
Thus, S(z, s) = s on U × R. Since ϕt|U = id for every t ∈ R, we deduce that h satisfies
(b). Moreover, h satisfies (c) because ϕ0 = id and S(·, 0) = 0 on D. Finally, the form (76)
of h and the fact that the diffeomorphisms ϕt preserve the area form dx ∧ dy imply that
(d) holds:
(s)
∗dh∗(λ+ ds) = (s)∗h∗(dλ) = (s)∗h∗(dx ∧ dy) = (ϕ−1s/L)∗(dx ∧ dy) = dx ∧ dy.
We now check that the flow of Rβ is C
0
loc-close to the flow (74) on D × R/LZ when
the assumptions of (vi) are fulfilled. In this case, the isotopy ϕt is uniformly close to the
identity. Using also the fact that τ = σϕ,λ+L is uniformly close to the constant function L,
the function S constructed above is easily seen to be C0loc-close to the function (z, s) 7→ s.
Therefore, the map h is C0loc-close to the identity on D× R. Since h conjugates the Reeb
flow of h∗(λ+ds) and the flow (74) on D×R, we deduce that these two flows are C0loc-close.
Being obtained from the Reeb flow of h∗(λ+ ds) by the quotient projection
D× R→ D× R/LZ,
the flow of Rβ is therefore C
0
loc-close to the flow (74) on D× R/LZ, and (vi) is proved.
Statement (vii) follows from Lemma 3.2 below.
The next lemma is a version with boundary of a result of Giroux [Gir02, Proposition
2] about the uniqueness up to isotopy of contact structures supported by an open book
decomposition (see also [Etn06, Proposition 3.18]).
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Lemma 3.2. Let λ be a smooth 1-form on D such that dλ > 0 on D and λ(∂/∂θ) > 0 on
∂D. Suppose that β is a smooth contact form on D× R/Z satisfying:
(i) β = λ+ ds near ∂D× R/Z;
(ii) the Reeb vector field Rβ is positively transverse to the disks D× {s} for all s ∈ R/Z.
Then β is smoothly isotopic to λ+ ds by a path of contact forms which satisfy (i) and (ii).
If moreover
(iii) (ıs)
∗dβ = dλ for all s ∈ R/Z, where ıs : D → D × R/Z denotes the inclusion
z 7→ (z, s),
then the contact forms of the isotopy satisfy (iii).
Proof. By assumption (i) and by the positiveness of dλ, the non-vanishing 3-form β ∧ dβ
is positive on D × R/Z. Assumption (ii) is equivalent to the fact that dβ restricts to a
positive 2-form on each disk D× {s}. In particular, dβ ∧ ds is positive on D× R/Z.
By the assumption on λ|∂D and by (i) there exists ǫ > 0 such that
λ
(
∂
∂θ
)
> 0 on D \ (1− ǫ)D, (81)
and
β = λ+ ds on D \ (1− ǫ)D. (82)
Choose a smooth cut-off function χ : [0, 1] → [0, 1] such that χ = 1 on [0, 1 − ǫ], χ = 0
near 1 and χ′ ≤ 0 everywhere.
Claim 1. For every R ≥ 0 the 1-forms
βR := β +Rχ(r) ds
are contact forms on D× R/Z satisfying (i) and (ii). They satisfy also (iii) if β does.
By differentiating βR we find
dβR = dβ +Rχ
′(r)dr ∧ ds,
and hence
βR ∧ dβR = β ∧ dβ +Rχ(r) dβ ∧ ds− Rχ′(r) dr ∧ β ∧ ds.
Let us determine the sign of the three 3-forms in the latter expression. The first one is
positive everywhere, as shown above. The function Rχ is non negative and the 3-form
dβ ∧ ds is positive, so the second term is non-negative. The last 3-form is supported in
D\ (1− ǫ)D, and there it is non-negative because χ′ ≤ 0 and by (82) the 3-form dr∧β ∧ds
coincides with dr ∧ λ ∧ ds on D \ (1− ǫ)D, which is positive thanks to (81). We conclude
that βR ∧ dβR is positive, and hence βR is a contact form.
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The 1-form βR satisfies (i) by the corresponding property of β and because χ vanishes
near 1. It satisfies also (ii) because the restriction of dβR to each disk D × {s} coincides
with the restriction of dβ. For the same reason, it satisfies (iii) if β does. This concludes
the proof of Claim 1.
We denote by α the contact form
α := λ+ ds.
Claim 2. For every R ≥ 0 the 1-forms
αR := α +Rχ(r) ds
are contact forms on D× R/Z satisfying (i), (ii) and (iii).
This is actually a particular case of Claim 1, with a slightly simpler proof, due to the
special form of α.
Claim 3. There exists R0 > 0 such that for all R ≥ R0 the path of 1-forms
tβR + (1− t)αR, t ∈ [0, 1], (83)
consists of contact forms on D× R/Z satisfying (i) and (ii). These contact forms satisfy
also (iii) if β does.
As dλ ∧ ds > 0 and D× R/Z is compact, there exists R0 > 0 so that
Rdλ ∧ ds+ β ∧ dα ≥ 0 ∀R ≥ R0. (84)
Similarly, as dβ ∧ ds > 0, possibly by taking R0 larger we may also assume that
Rdβ ∧ ds+ α ∧ dβ ≥ 0 ∀R ≥ R0. (85)
Now we compute the wedge product of the form (83) by its differential:(
tβR + (1− t)αR
) ∧ d(tβR + (1− t)αR)
= t2βR ∧ dβR + (1− t)2αR ∧ dαR + t(1− t)βR ∧ dαR + t(1− t)αR ∧ dβR.
(86)
By Claims 1 and 2, the sum of the first two terms in the last expression defines a positive
3-form for every R > 0. Let us check that the other two 3-forms are non-negative when
R ≥ R0. We compute:
βR ∧ dαR = β ∧ dα−Rχ′(r) dr ∧ β ∧ ds+Rχ(r) dλ ∧ ds.
The middle term is non-negative, as shown in the proof of Claim 1. Therefore,
βR ∧ dαR ≥ β ∧ dα +Rχ(r) dλ ∧ ds.
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The sum of the two 3-forms on the right-hand side coincides with the form (84) on (1−ǫ)D,
and hence it is non-negative there. On the complement of this set it coincides with
α ∧ dα +Rχ(r)dλ ∧ ds,
and since α ∧ dα and dλ ∧ ds are positive, the above form is also positive. We conclude
that the third term in (86) is non-negative for every R ≥ R0.
The last mixed term in (86) is
αR ∧ dβR = α ∧ dβ −Rχ′(r) dr ∧ α ∧ ds+Rχ(r) dβ ∧ ds.
The middle term is non-negative because of (81) and (82), as in the proof of Claim 1.
Therefore,
αR ∧ dβR ≥ α ∧ dβ +Rχ(r) dβ ∧ ds.
The 3-form on the right-hand side coincides with the form (85) on (1 − ǫ)D, and hence it
is non-negative there. On the complement of this set it coincides with
α ∧ dα +Rχ(r)dλ ∧ ds,
which is positive. We conclude that the last term in (86) is non-negative for every R ≥ R0.
This shows that if R ≥ R0 then the 1-forms defined in (83) are contact forms.
These 1-forms satisfy properties (i) and (ii), being convex combinations of 1-forms
satisfying the same properties. For the same reason, they satisfy (iii) if β, and hence βR,
does. This concludes the proof of Claim 3.
We can finally prove the Lemma: Claim 1 gives us a path of contact forms from β = β0
to βR0 , Claim 3 a path of contact forms from βR0 to αR0 and Claim 2 a path of contact
forms from αR0 to α0 = α. All these contact forms satisfy (i) and (ii), and also (iii) if β
does.
Remark 3.3. The conclusion of statement (vii) in Proposition 3.1 holds also if we replace
the assumption on λ|∂D by the assumption that ϕ is isotopic to the identity through a path
{ϕt}t∈[0,1] ⊂ Diffc(D, dx ∧ dy) such that the function σϕt,λ + L is positive on D for every
t ∈ [0, 1]. The proof is actually more direct than the proof of the lemma above. This
alternative form of (vii) could also be used in our arguments below, thanks to Remark 2.29.
Thanks to Proposition 3.1, it is now easy to show that compactly supported area-
preserving diffeomorphisms of the disk can be lifted to Reeb flows on S3. We consider the
smooth family of closed disks in S3:
Σς := {(z1, z2) ∈ S3 | either z2 = 0 or z2 6= 0 and arg z2 = ς}, ς ∈ R/2πZ. (87)
These disks have the same boundary: ∂Σς = Γ for all ς ∈ R/2πZ, where
Γ := S3 ∩ (C× {0}) = {(z1, z2) ∈ S3 | |z1| = 1, z2 = 0} (88)
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is the image of a Reeb orbit of Rα0 . Their interiors Σς \ Γ define a smooth foliation of
S3 \ Γ by open disks. We single out one of these discs
Σ := Σ0 = {(x1, y1, x2, y2) ∈ S3 | x2 ≥ 0, y2 = 0}
and we parametrise it by the map
u : D→ Σ, u(x, y) := (x, y,
√
1− x2 − y2, 0).
This map is a homeomorphism, and its restriction to the interior of D is a smooth embed-
ding into S3.
Proposition 3.4. Let λ be a smooth primitive of dx ∧ dy on D which coincides with λ0
on a neighborhood of ∂D. Let ϕ ∈ Diffc(D, dx ∧ dy) be such that the function
τ := σϕ,λ + π
is positive on D. Then there exists a smooth contact form α on S3 with the following
properties:
(i) α coincides with α0 in a neighbourhood of Γ in S
3, and in particular Γ is a closed
orbit of Rα;
(ii) for every ς ∈ R/2πZ, the restrictions of dα and of dα0 to Σς coincide;
(iii) the flow of Rα is transverse to the interior of each Σς , and the orbit of every point in
S3 \ Γ intersects the interior of Σς both in the future and in the past;
(iv) the first return map and the first return time associated to Σ are the map u ◦ ϕ ◦ u−1
and the function τ ◦ u−1;
(v) vol(S3, α ∧ dα) = π2 + CAL(ϕ, dx ∧ dy);
Furthermore:
(vi) if σϕ,λ is uniformly close to the zero function and ϕ is isotopic to the identity through
a path taking values in a small C0-neighborhood of the identity in Diffc(D, dx ∧ dy),
then the flow of Rα is close to the flow of Rα0 in the C
0
loc-topology of maps from R×S3
to S3;
(vii) the contact form α is smoothly isotopic to α0 on S
3 through a path of contact forms
which satisfy (i), (ii) and (iii).
Proof. Consider the map
f : D× R/πZ→ S3
whose expression in polar coordinates (r, θ) on D is
f(r, θ, s) :=
(
rei(θ+2s),
√
1− r2e2is).
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This map is continuous, maps int(D)×R/πZ diffeomorphically onto S3 \Γ and ∂D×R/πZ
onto Γ. Moreover, the image of D× {s} by f is the closed disk Σ2s, and the restriction of
f to D× {0} coincides with the map u.
The standard contact form α0 can be written in polar coordinates (r1, θ1, r2, θ2) on
S3 ⊂ R2 × R2 as
α0 =
1
2
(r21 dθ1 + r
2
2 dθ2),
so its pull-back by f is the contact form
f ∗α0 =
1
2
(
r2(dθ + 2 ds) + 2(1− r2) ds) = 1
2
r2 dθ + ds = λ0 + ds
on D× R/πZ.
Let β be the contact form on D× R/πZ which is induced by ϕ thanks to Proposition
3.1 with L = π. Since β coincides with λ0+ ds = f
∗α0 on a neighbourhood of ∂D×R/πZ,
there is a unique smooth 1-form α on S3 such that f ∗α = β. This 1-form coincides with
α0 in a neighbourhood of Γ and is a contact form such that
vol(S3, α ∧ dα) = vol(D× R/πZ, β ∧ dβ) = π2 + CAL(ϕ, dx ∧ dy).
Therefore, α satisfies conditions (i) and (v). It satisfies also condition (ii), thanks to the
corresponding assertion in Proposition 3.1. From the corresponding properties of the Reeb
flow of β and since
f |D×{0} : D× {0} → Σ
agrees with u, we conclude that also (iii) and (iv) hold. Assertions (vi) and (vii) follow
immediately from the corresponding assertions in Proposition 3.1, since
λ
(
∂
∂θ
)
= λ0
(
∂
∂θ
)
=
1
2
on ∂D.
3.2 Proof of Theorem 2
We are now ready to prove Theorem 2. We begin with the construction of a contact form
α on S3 whose Reeb flow belongs to a given C0loc-neighborhood R of the flow of Rα0 and
such that Tmin(α)
2 is larger than vol(S3, α ∧ dα).
Let ϕ ∈ Diffc(D, dx ∧ dy) be a diffeomorphism which satisfies the conditions of Propo-
sition 2.28 with ǫ ≤ π/2. In particular, the action of ϕ with respect to λ0 is not smaller
than −π/2, so
τ := σϕ,λ0 + π ≥
π
2
on D, (89)
and hence ϕ induces a contact form on S3 which satisfies the conditions of Proposition 3.4
with λ = λ0. By reducing if necessary the size of ǫ, properties (i) and (ii) of Proposition
2.28 and Proposition 3.4 (vi) guarantee that the Reeb flow of α belongs to R. Moreover,
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by Proposition 2.28 (ii) and Proposition 3.4 (vii) the contact form α is smoothly isotopic
to α0.
Since ϕ has negative Calabi invariant (Proposition 2.28 (iii)), we have by Proposition
3.4 (v)
vol(S3, α ∧ dα) = π2 + CAL(ϕ, dx ∧ dy) < π2. (90)
Since Rα coincides with Rα0 in a neighbourhood of ∂Σ, the circle ∂Σ is a closed orbit of Rα
with period π. By Proposition 3.4 (iii) and (iv), all other orbits of Rα correspond to interior
periodic points of ϕ, and if z ∈ int(D) is a k-periodic point of ϕ then the corresponding
closed orbit of Rα has period
T (z) :=
k−1∑
j=0
τ(ϕj(z)).
Consider first the case k = 1, that is, the case in which z is a fixed point of ϕ. By
condition (iv) in Proposition 2.28, the action of z is non-negative, and hence the period of
the corresponding closed orbit of Rα is not smaller than π:
T (z) = τ(z) = σϕ,λ0(z) + π ≥ π.
Consider now the case k ≥ 2. By (89), we find that the period of the closed orbit of Rα
which corresponds to the k-periodic point z satisfies
T (z) =
k−1∑
j=0
τ(ϕj(z)) ≥ kπ
2
≥ π.
Therefore, all the closed orbits of Rα have period at least π and, since ∂Σ is a closed orbit
of period π, we obtain
Tmin(α) = π.
By (90) we conclude that α is a contact form on S3 which satisfies
Tmin(α)
2 > vol(S3, α ∧ dα),
and the first part of Theorem 2 is proved.
The construction of a contact form α on S3 isotopic to α0 and such that
Tmin(α)
2 ≥ c vol(S3, α ∧ dα) (91)
uses the map ϕ of Proposition 2.27 instead of that of Proposition 2.28. Indeed, let ϕ ∈
Diffc(D, dx∧dy) and n be a diffeomorphism and a natural number satisfying the conditions
of Proposition 2.27 with ǫ = π2/c and L = π. By condition (ii) in this proposition, the
function τ := σϕ,λ0 + π satisfies
τ ≥ π
n
on D, (92)
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and hence ϕ induces a contact form α on S3 which satisfies the conditions of Proposition
3.4. This contact form is isotopic to α0 because of Proposition 3.4 (vii). By Proposition
2.27 (iii), the contact volume of S3 with respect to α satisfies
vol(S3, α ∧ dα) = π2 + CAL(ϕ, dx ∧ dy) ≤ ǫ = π2/c. (93)
The orbit ∂Σ has period π, and by Proposition 2.27 (iv) all the fixed points z of ϕ corre-
spond to periodic orbits of Rα of period not smaller than π:
τ(z) = π + σϕ,λ0(z) ≥ π.
Now let z be a k-periodic point of ϕ with k ≥ 2. By Proposition 2.27 (v), k is at least n
and by (92) the period T (z) of the corresponding closed orbit of Rα satisfies
T (z) =
k−1∑
j=0
τ(ϕj(z)) ≥ kπ
n
≥ π.
We conclude that all the closed orbits of Rα have period at least π, and hence Tmin(α) = π.
Therefore, (91) follows from (93).
Remark 3.5. The first return map ϕ of the Reeb flow given by the contact form α which
satisfies (91) can be chosen to be C0-close to the identity, because of condition (i) in
Proposition 2.27, and the same is true for the isotopy which connects ϕ to the identity.
This implies that the flow of Rα becomes C
0
loc-close to the flow of Rα0 after a suitable time
reparametrization of its orbits. This reparametrization is clearly necessary, because the first
return time τ is not uniformly close to π (its integral on D is small). Therefore, one can
find tight contact forms on S3 with arbitrarily high systolic ratio and which are close to the
standard one in the following weak sense: after a time reparametrization, their Reeb flow
becomes C0loc-close to the standard flow.
3.3 From Reeb flows on the three-sphere to diffeomorphisms of
the disk
In Section 3.1, we have seen how compactly supported area-preserving disk diffeomorphisms
can be lifted to Reeb flows first on the solid torus D × R/πZ and then on the sphere S3.
On S3, the lifted flow coincides with the Reeb flow of the standard contact form α0 in a
neighborhood of the great circle Γ, which is defined in (88).
In this section, we would like to perform the opposite construction, and go from a Reeb
flow on S3 having the great circle Γ as closed Reeb orbit first to a Reeb flow on the solid
torus, and then to an area-preserving diffeomorphism of the disk. Since we do not want
to assume that the Reeb flow coincides with the standard one on a whole neighborhood
of Γ, we will not obtain a compactly supported diffeomorphism of the disk, and special
care is needed to control the boundary behaviour. Because of this fact, it is convenient to
work with a map from the solid torus to the 3-sphere which is smooth up to the boundary,
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instead of the map which is used in the proof of Proposition 3.4. Indeed, we shall use the
map
f : D× R/πZ→ S3, f(reiθ, s) :=
(
sin
(π
2
r
)
ei(θ+2s), cos
(π
2
r
)
e2is
)
,
where (r, θ) are polar coordinates on the disk D. It is easy to check that f is smooth up to
the boundary and that its restriction to int(D) × R/πZ is a diffeomorphism onto S3 \ Γ.
Moreover, f maps ∂D× R/πZ onto Γ, and for every s ∈ R/πZ the restriction
f(·, s) : D→ S3
is a smooth embedding with image the closed disk Σ2s, which is defined in (87).
The pull-back of the standard contact form α0 by f is the 1-form
β0 := f
∗(α0) =
1
2
(
sin2
(π
2
r
)
d(θ + 2s) + cos2
(π
2
r
)
d(2s)
)
=
1
2
sin2
(π
2
r
)
dθ + ds
on D× R/πZ. Its differential is
dβ0 =
π
2
sin
(π
2
r
)
cos
(π
2
r
)
dr ∧ dθ = π
4
sin(πr) dr ∧ dθ = π sin(πr)
4r
dx ∧ dy.
Notice that β0 is a contact form on int(D) × R/πZ, but its differential vanishes on ∂D ×
R/πZ. The Reeb vector field of β0 on int(D)× R/πZ is
Rβ0 =
∂
∂s
,
which trivially extends smoothly to the closed solid torus D× R/πZ.
Proposition 3.6. Let α be a smooth contact form on S3 such that
Rα = Rα0 on Γ,
and consider the smooth 1-form β := f ∗α on D × R/πZ, which is a contact form on
int(D)× R/πZ. Then:
(i) β(z, s)[∂/∂θ] = 1/2, β(z, s)[∂/∂s] = 1, and dβ(z, s) = 0 for every (z, s) ∈ ∂D×R/πZ;
(ii) the Reeb vector field Rβ of the contact form β on int(D)×R/πZ extends smoothly to
the closed solid torus D× R/πZ to a vector field which is tangent to the boundary;
(iii) for every integer k ≥ 0 and every real number ǫ > 0 there exists a positive number
σ = σ(k, ǫ) such that if ‖Rα −Rα0‖Ck+1(S3) < σ then ‖Rβ − ∂/∂s‖Ck(D×R/πZ) < ǫ.
Proof. Let (z, s) ∈ ∂D×R/πZ and set u := f(z, s) ∈ Γ. From the definition of f we obtain
that
df(z, s)
[
∂
∂θ
]
=
1
2
Rα0(u), df(z, s)
[
∂
∂s
]
= Rα0(u).
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Together with the fact that Rα0(u) = Rα(u) is in the kernel of dα(u), we deduce that
dβ = f ∗(dα) vanishes at (z, s). Moreover,
β(z, s)
[
∂
∂θ
]
= α(u) ◦ df(z, s)
[
∂
∂θ
]
=
1
2
α(u)
[
Rα0(u)
]
=
1
2
α(u)
[
Rα(u)
]
=
1
2
,
β(z, s)
[
∂
∂s
]
= α(u) ◦ df(z, s)
[
∂
∂s
]
= α(u)
[
Rα0(u)
]
= α(u)
[
Rα(u)
]
= 1,
and (i) is proved.
The smooth map
g : int(D)× R/πZ→ S3, g(z, s) := (√1− |z|2e2is, e2isz),
is a diffeomorphism onto a neighborhood of Γ, maps {0} × R/πZ onto Γ and satisfies
g∗α0 =
1
2
(x dy − y dx) + ds,
where (x, y, s) are the standard coordinates on D× R/πZ. Therefore,
g∗Rα0 = Rg∗α0 =
∂
∂s
.
By the assumptions on Rα, we can write
g∗Rα = (1 + a0)
∂
∂s
+ a1
∂
∂x
+ a2
∂
∂y
,
where a0, a1, and a2 are smooth real functions on int(D)× R/πZ such that
a0(0, s) = a1(0, s) = a2(0, s) = 0 ∀s ∈ R/πZ.
Moreover, for every non-negative integer k we have the bounds
‖aj‖Ck(√2/2D×R/πZ) ≤ ck ‖Rα −Rα0‖Ck(S3) , j = 0, 1, 2, (94)
where ck is a suitable positive number. Thanks to the identities
∂
∂x
=
x
r
∂
∂r
− y
r2
∂
∂θ
,
∂
∂y
=
y
r
∂
∂r
+
x
r2
∂
∂θ
,
we find the formula
g∗Rα = (1 + a0)
∂
∂s
+
xa1 + ya2
r
∂
∂r
+
xa2 − ya1
r2
∂
∂θ
on
(
int(D) \ {0})× R/πZ. (95)
The map
h :
(
D \ {0})× R/πZ→ int(D)× R/πZ, h(reiθ, s) := (cos(π
2
r
)
e−iθ,
θ
2
+ s
)
,
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is smooth, maps ∂D× R/πZ onto {0} × R/πZ and fits into the commutative diagram(
D \ {0})× R/πZ
h

f
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
S3
int(D)× R/πZ
g
77♦♦♦♦♦♦♦♦♦♦♦♦♦
The map h is bijective, and its inverse is the map
h−1(reiθ, s) =
(
2
π
arccos(r)e−iθ,
θ
2
+ s
)
,
which is smooth on (int(D) \ {0})× R/πZ. Moreover,
dh−1(reiθ, s)
[
∂
∂s
]
=
∂
∂s
,
dh−1(reiθ, s)
[
∂
∂r
]
= −2
π
1√
1− r2
∂
∂r
,
dh−1(reiθ, s)
[
∂
∂θ
]
= − ∂
∂θ
+
1
2
∂
∂s
.
By these identities and by the commutativity of the above diagram, (95) implies the fol-
lowing formula for the Reeb vector field Rβ in the point (re
iθ, s) ∈ (int(D) \ {0})×R/πZ:
Rβ = f
∗Rα = (g ◦ h)∗Rα = h∗(g∗Rα) = dh−1(h)
[
g∗Rα(h)
]
=
= (1 + a0 ◦ h)dh−1(h)
[
∂
∂s
]
+
(
a1 ◦ h cos θ − a2 ◦ h sin θ
)
dh−1(h)
[
∂
∂r
]
+
a2 ◦ h cos θ + a1 ◦ h sin θ
cos
(
π
2
r
) dh−1(h) [ ∂
∂θ
]
= (1 + a0 ◦ h) ∂
∂s
− 2
π
a1 ◦ h cos θ − a2 ◦ h sin θ
sin
(
π
2
r
) ∂
∂r
+
a2 ◦ h cos θ + a1 ◦ h sin θ
cos
(
π
2
r
) (− ∂
∂θ
+
1
2
∂
∂s
)
=
2
π
a2 ◦ h sin θ − a1 ◦ h cos θ
sin
(
π
2
r
) ∂
∂r
− a1 ◦ h sin θ + a2 ◦ h cos θ
cos
(
π
2
r
) ∂
∂θ
+
(
1 + a0 ◦ h+ a1 ◦ h sin θ + a2 ◦ h cos θ
2 cos
(
π
2
r
) ) ∂
∂s
.
(96)
From the fact that aj vanishes on {0} × R/πZ we deduce that aj ◦ h vanishes on the
boundary of the solid torus D × R/πZ. Using the fact that the function r 7→ cos(πr/2)
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vanishes with order 1 at r = 1, we can write
aj ◦ h(reiθ, s) = cos
(π
2
r
)
a˜j(re
iθ, s), on
(
D \ {0})× R/πZ, j = 0, 1, 2,
where the functions a˜j are smooth on (D \ {0})× R/πZ. An explicit expression for a˜j is
a˜j(re
iθ, s) =
r − 1
cos
(
π
2
r
) ˆ 1
0
∂raj ◦ h
(
(r + ρ(1 − r))eiθ, s) dρ,
where ∂r denotes the radial derivative and the function (r − 1)/ cos(πr/2) has a smooth
extension at r = 1. From the above formula and (94) we obtain the bounds
‖a˜j‖Ck((D\1/2D)×R/πZ) ≤ c˜k ‖Rα − Rα0‖Ck+1(S3) , j = 0, 1, 2, (97)
for suitable numbers c˜k. Then (96) can be rewritten as
Rβ =
2
π
a2 ◦ h sin θ − a1 ◦ h cos θ
sin
(
π
2
r
) ∂
∂r
− (a˜1 sin θ + a˜2 cos θ) ∂
∂θ
+
(
1 + a0 ◦ h+ 1
2
a˜1 sin θ +
1
2
a˜2 cos θ
)
∂
∂s
,
on (int(D) \ {0}) × R/πZ. The above formula shows that Rβ has a smooth extension to
the closed solid torus D× R/πZ, which is tangent to the boundary. This proves (ii).
Together with (94) and (97), the above formula implies that Rβ is C
k-close to ∂/∂s
on (D \ 1/2D) × R/πZ when Rα is Ck+1-close to Rα0 . On the other hand, since f is a
diffeomorphism in the interior of D×R/πZ, the restriction of Rβ = f ∗Rα to 1/2D×R/πZ
is Ck-close to ∂/∂s = f ∗Rα0 when Rα is C
k-close to Rα0 on S
3. We conclude that if Rα is
Ck+1-close Rα0 , then Rβ is C
k-close to ∂/∂s. This proves (iii).
Let α be a contact form on S3 as in the above proposition. If Rα is C
1-close to Rα0 then
the smooth extension of the vector field Rβ = Rf∗α to D×R/πZ - which is still denoted by
Rβ - is C
0-close to ∂/∂s, and in particular it is transverse to the foliation {D×{s}}s∈R/πZ.
Denote by φt the flow of Rβ on D×R/πZ. From the fact that the flow of Rβ is transverse
to the foliation {D × {s}}s∈R/πZ, we get the existence and smoothness of the first return
time
τ : D→ R, τ(z) := inf{t > 0 | φt(z, 0) ∈ D× {0}},
and of the first return map
ϕ : D→ D, ϕ(z) = p1(φτ(z)(z, 0)),
where p1 : D×R/πZ→ D denotes the projection onto the first factor. The diffeomorphism
ϕ is isotopic to the identity through the smooth path of diffeomorphisms
ϕs : D→ D, ϕ(z) = p1(φτs(z)(z, 0)),
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where τ0 is identically zero and
τs(z) := inf{t > 0 | φt(z, 0) ∈ D× {πs}} ∀s ∈ (0, 1].
We denote by λ and ω = dλ the smooth 1-form and 2-form on D which are obtained
as pull-backs of β and dβ by the smooth embedding
D →֒ D× R/πZ, z 7→ (z, 0).
The fact that β is a contact form in the interior of D × R/πZ and the fact that Rβ is
transverse to D × {0} imply that ω does not vanish in the interior of D. However, ω
vanishes on the boundary of D because dβ vanishes on ∂D×R/πZ. From Proposition 3.6
(i), we deduce that ˆ
D
ω =
ˆ
∂D
λ =
ˆ
∂D×{0}
β = π.
From the fact that the flow of Rβ preserves β we deduce the identity
ϕ∗λ = φ∗τλ+ λ(Rβ) dτ = λ+ dτ, (98)
which by differentiation implies that ϕ∗ω = ω. Therefore, ϕ belongs to Diff(D, ω) and
ϕ˜ := [{ϕs}] is a lift of ϕ to D˜iff(D, ω).
Lemma 3.7. Assume, as above, that α coincides with α0 on Γ and that Rα is C
1-close
enough to Rα0 . Then the contact volume of (S
3, α) and the first return time τ are related
by the identity
vol(S3, α ∧ dα) = vol(D× R/πZ, β ∧ dβ) =
ˆ
D
τ ω.
Proof. Since β = f ∗α, the first identity follows from the fact that f is a diffeomorphism
from the interior of the solid torus D× R/πZ onto S3 \ Γ. The smooth map
ψ : [0, 1]× D→ D× R/πZ, ψ(s, z) = φsτ(z)(z, 0),
is bijective from [0, 1)× D onto D× R/πZ. Therefore,
vol(D× R/πZ, β ∧ dβ) =
ˆ
[0,1]×D
ψ∗(β ∧ dβ).
Since
ψ∗β(s, z)
[
∂
∂s
]
= β(φsτ(z)(z, 0))
[
τ(z)Rβ(φsτ(z)(z, 0))
]
= τ(z),
and, for ζ ∈ TzD,
ψ∗β(s, z)[(0, ζ)] = β(φsτ(z)(z, 0))
[
Dφsτ(z)(z, 0)[(ζ, 0)] + sRβ(φsτ(z)(z, 0))dτ(z)[ζ ]
]
= β(z, 0)[(ζ, 0)] + s dτ(z)[ζ ],
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there holds
ψ∗β = τ ds+ λ + s dτ = d(sτ) + λ.
Therefore,
ψ∗(dβ) = dλ,
and
ψ∗(β ∧ dβ) = (d(sτ) + λ) ∧ dλ = (τ ds+ s dτ) ∧ dλ = τ ds ∧ dλ.
Integration over [0, 1]× D gives
ˆ
[0,1]×D
ψ∗(β ∧ dβ) =
ˆ
[0,1]×D
τ ds ∧ dλ =
ˆ
D
τ dλ =
ˆ
D
τ ω.
which proves the second identity.
Let z ∈ ∂D and let
γz : [0, τ(z)]→ ∂D× R/πZ, γz(t) := φt(z, 0),
be the portion of the orbit of (z, 0) up to the first return time. By Proposition 3.6 (i), the
pull-back of β to ∂D× R/πZ by the inclusion is dθ/2 + ds, and we find
τ(z) =
ˆ
γz
β =
ˆ
γz
(
1
2
dθ + ds
)
=
ˆ
γz
1
2
dθ + π =
ˆ
p1◦γz
λ+ π =
ˆ
{s 7→ϕs(z)}
λ+ π,
where we have used the fact that the path s 7→ ϕs(z) is a reparametrization of p1 ◦ γz.
Together with (98), this implies the following identity relating the first return time τ and
the action of ϕ˜ with respect to the primitive λ of ω:
τ = σϕ˜,λ + π. (99)
In particular, a fixed point z ∈ int(D) of ϕ corresponds to a periodic orbit t 7→ f ◦ φt(z, 0)
of Rα of period
τ(z) = σϕ˜,λ(z) + π.
By integrating (99) over D with respect to ω we find, thanks to Lemma 3.7,
vol(S3, α ∧ dα) = CAL(ϕ˜, ω) + π2.
When the Reeb vector field Rα is C
k+1-close to Rα0 on S
3, k ≥ 0, Proposition 3.6
implies that the vector field Rβ is C
k-close to ∂/∂s, and hence its flow φt is close to the
flow (t, (z, s)) 7→ (z, s + t) in the Ckloc-topology of maps from R× D× R/πZ to D× R/Z.
It follows that τ is Ck-close to the constant function π and ϕ is Ck-close to the identity
mapping. Moreover, the maps ϕs are C
k-close to the identity mapping, uniformly for
s ∈ [0, 1].
We can summarize the above discussion in the following:
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Proposition 3.8. Let α be a smooth contact form on S3 such that
Rα = Rα0 on Γ.
If Rα is sufficiently C
1-close to Rα0, then there are a smooth 2-form ω on D which is
positive on int(D), a smooth primitive λ of ω on D, and an element ϕ˜ ∈ D˜iff(D, ω) such
that:
(i) vol(S3, α ∧ dα) = π2 + CAL(ϕ˜, ω);
(ii) every interior fixed point z of ϕ := π(ϕ˜) corresponds to a closed orbit of Rα of period
τ(z) = π + σϕ˜,λ(z);
(iii) for every integer k ≥ 0 and every real number ǫ > 0 there exists a positive number
ρ = ρ(k, ǫ) such that if ‖Rα − Rα0‖Ck+1(S3) < ρ then ‖ϕ− id‖Ck(D,D) < ǫ.
3.4 Proof of Theorem 1
The proof of Theorem 1 consists in applying Corollary 5 from the Introduction to the ele-
ment ϕ˜ ∈ D˜iff(D, ω) which is produced by Proposition 3.8. In order to use this proposition,
we first have to reduce the case of an arbitrary contact form close to a Zoll one to the case
in which the great circle Γ defined by (88) is a π-periodic Reeb orbit.
The first step of this reduction is the fact that, up to rescaling, all Zoll contact forms
are strictly contactomorphic to the standard one.
Proposition 3.9. Let α be a Zoll contact form on S3 and let T be the common period
of the orbits of the corresponding Reeb flow. Then there exists a smooth diffeomorphism
ϕ : S3 → S3 such that
ϕ∗α =
T
π
α0.
In particular,
vol(S3, α ∧ dα) = T 2.
The proof of the above proposition is a simple modification of the proof of Theorem
B.2 in [ABHS17], which deals with Zoll contact forms on SO(3) instead of S3.
The second step of the reduction is the following result.
Proposition 3.10. For every integer k ≥ 0 and every ǫ > 0 there exists δ = δ(k, ǫ) > 0
such that if α is a smooth contact form whose Reeb vector field Rα admits a closed orbit
of period π and satisfies ‖Rα − Rα0‖Ck < δ, then there exists a smooth diffeomorphism
ψ : S3 → S3 such that the Reeb vector field of the contact form ψ∗α satisfies
Rψ∗α = Rα0 on Γ,
and
‖Rψ∗α − Rα0‖Ck < ǫ.
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Proof. We denote by
γ0 : R/πZ→ S3, γ0(t) = (e2it, 0),
the closed Reeb orbit of α0 whose image is the great circle Γ and by γ : R/πZ → S3 the
closed orbit of period π of Rα. We denote by U(2) the unitary group of C
2, which acts on
S3 and leaves the standard contact form α0 invariant. Let U ∈ U(2) be such that
γ(0) = Uγ0(0).
The orbit of Rα0 starting at γ(0) is Uγ0. From the fact that ‖Rα − Rα0‖Ck is small, a
standard argument involving Gronwall’s Lemma implies that γ is Ck+1-close to Uγ0. Then
it is easy to find a diffeomorphism ψ˜ : S3 → S3 which is Ck+1-close to the identity and
satisfies ψ˜ ◦ Uγ0 = γ. Consider the diffeomorphism ψ := ψ˜ ◦ U . Notice that the Ck+1-
closeness of ψ˜ to the identity and the compactness of U(2) imply that ψ and ψ−1 are
Ck+1-uniformly bounded. Since γ is a π-periodic orbit of Rα, γ0 = ψ
−1 ◦ γ is a π-periodic
orbit of Rψ∗α, and hence
Rψ∗α = Rα0 on Γ.
Moreover, the Ck-distance of Rψ∗α from Rα0 can be estimated as follows:
‖Rψ∗α − Rα0‖Ck ≤ ‖Rψ∗α − Rψ∗α0‖Ck + ‖Rψ∗α0 − Rα0‖Ck
= ‖ψ∗Rα − ψ∗Rα0‖Ck + ‖RU∗ψ˜∗α0 − RU∗α0‖Ck
= ‖ψ∗(Rα − Rα0)‖Ck + ‖U∗Rψ˜∗α0 − U∗Rα0‖Ck
= ‖ψ∗(Rα − Rα0)‖Ck + ‖Rψ˜∗α0 − Rα0‖Ck .
(100)
The uniform Ck+1-bound on ψ and ψ−1 and the Ck-smallness of Rα − Rα0 imply that
‖ψ∗(Rα − Rα0)‖Ck (101)
is small. The fact that ψ˜ is Ck+1-close to the identity implies that the forms
ψ˜∗α0 − α0 and dψ˜∗α0 − dα0 = ψ˜∗dα0 − dα0
are Ck-small. This in turn implies that Rψ˜∗α0 is C
k-close to Rα0 . Together with the
smallness of (101), this fact and (100) imply that Rψ∗α is C
k-close to Rα0 .
The last ingredient of the reduction argument is the following result.
Proposition 3.11. There is a C3-neighborhood of α0 in the space of smooth contact forms
on S3 on which the function Tmin is C
3-continuous.
Proof. Since the contact condition is C1-open, we can find a C1-neighborhood A0 of α0
such that for every α ∈ A0 the path
αt := α0 + t(α− α0), t ∈ [0, 1],
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consists of contact forms. Then Gray’s stability theorem allows us to associate to any
α in A0 a diffeomorphism ψ : S
3 → S3 such that ψ∗α = fα0, where f is a smooth
positive function on S3. The proof of Gray’s stability theorem, see e.g. [Gei08, Theorem
2.2.2], shows that the map α 7→ f is continuous from the Ck+1-topology on the space of
1-forms to the Ck-topology on the space of real functions, for every integer k ≥ 0. Since
Tmin(ψ
∗α) = Tmin(α), we are reduced to showing that the function
f 7→ Tmin(fα0)
is C2-continuous on some C2-neighborhood of the constant function 1 on S3. This fact
follows from the more general Theorem 3.6 in [APB14].
Remark 3.12. Actually, one can show that Tmin is C
1-continuous on a suitable C3-
neighborhood of α0. Indeed, by arguing as in the above proof, it is enough to show that
the function f 7→ Tmin(fα0) is C0-continuous on some C2-neighborhood of the constant
function 1 on S3. If the function f is C2-close enough to 1, then the flow of Rfα0 is con-
jugated to the characteristic flow on the boundary of a smooth convex bounded domain in
R4, and the C0-continuity of f 7→ Tmin(fα0) follows from Proposition 4.2 below.
We are finally ready to prove Theorem 1.
Proof of Theorem 1. It is enough to show that the standard contact form α0 has a C
3-
neighborhood A0 such that for every α ∈ A0 there holds
Tmin(α)
2 ≤ vol(S3, α ∧ dα),
with equality holding if and only if α is Zoll. Indeed, in this case Proposition 3.9 implies
that the set
A := {c ψ∗α | c ∈ R \ {0}, α ∈ A0, ψ ∈ Diff(S3)}
is a C3-neighborhood of the space of smooth Zoll contact forms on S3 which has the
required property.
Let U be the C1-neighborhood of the identity in Diff+(D) which is given by Theorem
5 in the introduction, and let ǫ > 0 be such that any ϕ ∈ Diff+(D) with ‖ϕ − id‖C1 < ǫ
belongs to U . Let ρ = ρ(1, ǫ) be the positive number which is given by Proposition 3.8.
Let δ = δ(2, ρ) be the positive number which is given by Proposition 3.10.
If α is an arbitrary contact form on S3, the rescaled contact form α1 := (π/Tmin(α))α
satisfies Tmin(α1) = π. From the bound
‖α1 − α0‖C3 ≤ π
Tmin(α)
‖α− α0‖C3 +
∣∣∣∣ πTmin(α) − 1
∣∣∣∣ ‖α0‖C3
and from the continuity of Tmin stated in Proposition 3.11, we deduce that α1 is C
3-close
to α0 when α is C
3-close to α0. Using also the fact that Rα1 is C
2-close to Rα0 when α1 is
C3-close to α0, we deduce the existence of a C
3-neighborhood A0 of α0 such that for every
α ∈ A0 the rescaled contact form α1 = (π/Tmin(α))α satisfies
‖Rα1 − Rα0‖C2 < δ.
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We wish to check that this C3-neighborhood A0 has the desired property. Let α ∈ A0.
Then α1 = (π/Tmin(α))α satisfies
Tmin(α1) = π and ‖Rα1 −Rα0‖C2 < δ.
By Proposition 3.10 and by the choice of δ, there is a diffeomorphism ψ : S3 → S3 such
that the contact form α2 := ψ
∗α1 satisfies
Rα2 = Rα0 on Γ
and
‖Rα2 −Rα0‖C2 < ρ.
Since
Tmin(α)
2
vol(S3, α ∧ dα) =
Tmin(α1)
2
vol(S3, α1 ∧ dα1) =
Tmin(α2)
2
vol(S3, α2 ∧ dα2) =
π2
vol(S3, α2 ∧ dα2) ,
and since α is Zoll if and only if α2 is Zoll, it is enough to prove that
vol(S3, α2 ∧ dα2) ≥ π2,
with equality holding if and only if α2 is Zoll. Since we already know that the equality
holds when α2 is Zoll (see Proposition 3.9), we must show that if α2 is not Zoll then the
strict inequality
vol(S3, α2 ∧ dα2) > π2 (102)
holds.
By Proposition 3.8 and by the choice of ρ, there are a smooth 2-form ω on D which is
positive on the interior, a smooth primitive λ of ω on D, and an element ϕ˜ ∈ D˜iff(D, ω)
such that:
(i) vol(S3, α2 ∧ dα2) = π2 + CAL(ϕ˜, ω);
(ii) every interior fixed point z of ϕ := p(ϕ˜) corresponds to a closed orbit of Rα2 of period
τ(z) = π + σϕ˜,λ(z);
(iii) ‖ϕ− id‖C1 < ǫ.
The fact that α2 is not Zoll implies that ϕ˜ is not the identity in D˜iff(D, ω): if ϕ˜ is the
identity, then all the points of D are fixed points with zero action, and (ii) implies that all
the orbits of Rα2 are closed and have period π.
If by contradiction (102) does not hold, then (i) implies that the Calabi invariant of
ϕ˜ is non-positive. By (iii) and by the choice of ǫ, the diffeomorphism ϕ belongs to U .
Therefore, we can apply Corollary 5, which implies that ϕ has an interior fixed point z
with negative action. By (ii), this fixed point corresponds to a closed Reeb orbit of Rα2
with period less than π. This contradicts the fact that Tmin(α2) = π and proves the
theorem.
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4 Proof of the corollaries to Theorem 1
4.1 General facts about starshaped domains and capacities
In this section, we fix some notation and recall some general facts which are used in the
proof of the corollaries of the main theorem.
The characteristic distribution on a smooth hypersurface S in R2n is the 1-dimensional
smooth distribution given by the kernel of the restriction of the symplectic form ω0 to S.
Curves on S which are tangent to the characteristic distribution are called characteristic
curves. When S is co-oriented, meaning that the normal bundle of S is oriented, the char-
acteristic distribution is oriented. Boundaries of smooth domains are always co-oriented
by declaring the outer normal direction to be positive. The action of a closed characteristic
γ on the co-oriented hypersurface S is the number
A(γ) :=
ˆ
γ˜
ω0,
where γ˜ is any parametrised disk in R2n whose boundary spans γ.
A smooth bounded domain A ⊂ R2n which is starshaped with respect to the origin is
said to be strictly starshaped if the radial vector field is transverse to ∂A. Equivalently, A
has the form
A = {rz ∈ R2n | z ∈ S2n−1, 0 ≤ r < a(z)},
where a : S2n−1 → R is a smooth positive function. The identification a 7→ A allows us to
push the Ck topology to the space of bounded strictly starshaped smooth domains. If A
is as above, then the Liouville form λ0 which is defined in (4) restricts to a contact form
on ∂A, and the radial diffeomorphism
ρ : S2n−1 → ∂A, ρ(z) = a(z)z, (103)
satisfies
ρ∗(λ0|∂A) = a2λ0|S2n−1 . (104)
Therefore, λ0|∂A pulls back to a contact form on S2n−1 which induces the standard contact
structure ξ0 := ker λ0|S2n−1 . Conversely, all contact forms on S2n−1 inducing the standard
contact structure ξ0 are obtained in this way.
The fact that λ0 is a primitive of ω0 implies that the 1-dimensional oriented distribution
on ∂A which is determined by the Reeb vector field of λ0|∂A coincides with the characteristic
distribution of ∂A. Moreover, the action of a closed orbit of the Reeb flow coincides with
its period: if γ : R/TZ → ∂A is a T -periodic orbit of the Reeb flow of λ0|∂A and γ˜ is a
parametrised disk in R2n whose boundary spans γ, then by Stokes theorem
A(γ) =
ˆ
γ˜
ω0 =
ˆ
γ
λ0 = T,
because λ0 equals 1 on the Reeb vector field.
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Now let C be a bounded smooth convex domain. Let c be either the Ekeland-Hofer
(see [EH89]) or the Hofer-Zehnder capacity (see [HZ94]). Then c(C) coincides with the
minimal action of a closed characteristic on ∂C:
c(C) = min{A(γ) | γ closed characteristic of ∂C}.
In the case of the Hofer-Zehnder capacity, this is proved in [HZ90, Proposition 4]. In the
case of the Ekeland-Hofer capacity, this is stated in [Vit89, Proposition 3.10]. Up to a
translation, which does not affect the characteristic distribution, we may assume that C is
a neighbourhood of the origin, and hence a strictly starshaped domain. Then the action of
a closed characteristic on ∂C agrees with its period, when this curve is seen as a periodic
orbit of the Reeb vector field of λ0|∂C , and we have
c(C) = Tmin(λ0|∂C).
In the special case of the ball of radius r, we find
c(rB) = Tmin(λ0|∂(rB)) = Tmin(r2λ0|∂B) = πr2.
The next result follows from Clarke’s dual characterisation of the minimal action of a closed
characteristic on the boundary of a convex set, see [AM15, Theorem 4.1 (iv)].
Proposition 4.1. Let c be a symplectic capacity on symplectic vector spaces whose value
on the boundary of any bounded smooth convex domain C coincides with the minimal action
of a closed characteristic on ∂C. Let P : R2n → R2n be the symplectic projector onto a 2k-
dimensional symplectic subspace V ⊂ R2n. Then for every bounded convex smooth domain
C there holds
c(P (C)) ≥ c(C),
where c(P (C)) denotes the symplectic capacity of P (C) as a convex domain in V .
The following result is well known (see e.g. [AM15, Theorem 4.1 (v)]).
Proposition 4.2. The function C 7→ Tmin(λ0|∂C) is continuous with respect to the Haus-
dorff distance on the space of smooth bounded convex neighbourhoods of the origin.
4.2 Proof of Corollary 1
Let A ⊂ R4 be a smooth domain whose closure is symplectomorphic to the closed ball of
radius r. Since symplectomorphisms preserve the characteristic foliation, all the charac-
teristic curves on ∂A are closed and have action πr2. If moreover A is strictly starshaped,
then the contact form λ0|∂A is Zoll and all the corresponding Reeb orbits have period πr2.
The next result says that the converse is also true.
Proposition 4.3. Let A be a bounded strictly starshaped smooth domain in R4. If the
restriction of λ0 to ∂A is Zoll and T is the common period of the orbits of the corresponding
Reeb flow, then the closure of A is symplectomorphic to a closed ball of radius
√
T/π.
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Proof. Notice that the restriction of λ0 to the boundary of the homothetic domain rA is a
Zoll contact form with Reeb orbits having common period Tr2. By replacing the domain
A by the homothetic domain
√
π/TA, we may assume that T = π. In this case, we have
to show that the closure of A is symplectomorphic to the closed unit ball B.
By Propositon 3.9, there is a diffeomorphism
ϕ : S3 = ∂B → ∂A
such that
ϕ∗(λ0|∂A) = α0 = λ0|∂B.
Then the positively 1-homogeneous extension of ϕ, i.e. the smooth map
ϕ˜ : R4 \ {0} → R4 \ {0}, ϕ˜(rzˆ) = rϕ(zˆ), ∀zˆ ∈ S3, r > 0,
is a symplectomorphism mapping B \ {0} onto A \ {0}. This map extends continuously
in 0 by setting ϕ˜(0) = 0, but this extension is in general not differentiable at 0. How-
ever, it is possible to modify ϕ˜ in an arbitrarily small neighbourhood of 0 and make it
a smooth symplectomorphism of R4 onto itself. This follows from the following theorem
of Gromov and McDuff (see [MS94, Theorem 9.4.2]): Let (M,ω) be a connected sym-
plectic 4-manifold which has no symplectically embedded 2-sphere with self-intersection
number −1, let K1 ⊂ R4 and K2 ⊂ M be compact subsets with K1 starshaped, and let
ψ˜ : R4 \K1 → M \K2 be a symplectomorphism. Then for every neighbourhood U of K2
there exists a symplectomorphism ψ : R4 → M which coincides with ψ˜ on ψ−1(M \ U).
Indeed, if we apply this theorem to (M,ω) = (R4, ω0), K1 = K2 = {0}, ψ˜ = ϕ˜ and U any
neighborhood of 0 which is contained in A, we obtain a symplectomorphism ψ : R4 → R4
which maps the closure of B onto the closure of A.
Remark 4.4. There is an alternative way of smoothing the symplectomorphism ϕ˜ near the
origin, which does not make use of Gromov’s and McDuff’s theorem. It is based on the
following fact: the space of contactomorphisms of the tight contact three-sphere which pre-
serve the orientation of the contact distribution is connected (see [Eli92, Corollary 2.4.3]
or [CS16, Theorem 4]). Indeed, using this fact one can show that the diffeomorphism
ϕ : S3 → ∂A of the above proof can be connected to the identity by a path of diffeomorphisms
{ϕt : S3 → ∂At}t∈[0,1], where the At are bounded strictly starshaped smooth domains and
ϕ∗t (λ0|∂At) = λ0|S3 for every t ∈ [0, 1]. By considering the positively 1-homogeneous exten-
sion of these diffeomorphisms, we find that the symplectomorphism ϕ˜ : R4 \{0} → R4 \{0}
is symplectically isotopic to the identity. Since R4 \{0} is simply connected, the symplectic
isotopy from the identity to ϕ˜ is induced by a time-dependent Hamiltonian on R4 \{0}. By
multiplying this Hamiltonian by a smooth function on R4 which is supported in R4\{0} and
takes the value 1 outside of a small neighbourhood of 0, we obtain a smooth time-dependent
Hamiltonian on R4, whose time-1 map is a symplectomorphism mapping the closure of B
onto the closure of A.
Remark 4.5. An argument similar to the proof of Proposition 4.3 allows one to prove the
following fact: if the restrictions of λ0 to the smooth boundaries of two bounded strictly
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starshaped domains A1, A2 ⊂ R4 are strictly contactomorphic, then the closures of A1 and
A2 are symplectomorphic.
Proof of Corollary 1. We denote by zC ∈ R4 the baricenter of the bounded convex domain
C ⊂ R4. By Proposition 4.3, the bounded convex smooth domain C belongs to the set B
of all convex domains in R4 whose closure is symplectomorphic to a closed ball if and only
if the restriction of λ0 to the boundary of C − zC is Zoll.
By the identity (104), we can find a C3-neighborhood C of B in the set of all smooth
bounded convex domains in R4 such that for every C ∈ C the restriction αC of λ0 to the
boundary of C − zC pulls back by the radial diffeomorphism ρ : S3 → ∂(C − zC) to a
contact form on S3 which belongs to the C3-open set A of Theorem 1. By Theorem 1 we
obtain
c(C)2 = c(C − zC)2 = Tmin(αC)2 = Tmin(ρ∗αC)2 ≤ vol(S3, ρ∗αC ∧ d(ρ∗αC))
= vol(∂(C − zC), αC ∧ dαC) = vol(∂(C − zC), (λ0 ∧ dλ0)|∂(C−zC))
= vol(C − zC , ω0 ∧ ω0) = vol(C, ω0 ∧ ω0) = 2 vol(C),
where the last volume is in terms of the standard volume form dx1∧dy1∧dx2 ∧dy2 on R4,
which coincides with (1/2)ω0 ∧ ω0. Moreover, the equality holds if and only if αC is Zoll,
that is, if and only if C − zC , or equivalently C, belongs to B. This concludes the proof of
Corollary 1.
4.3 Proof of Corollaries 2 and 3
The Euclidean inner product (·, ·) of R2n is compatible with the symplectic form ω0, mean-
ing that the isomorphims J : R2n → R2n which is defined by the identity
ω0(u, v) = (Ju, v) ∀u, v ∈ R2n,
is a complex structure on R2n: J2 = −I. This J is actually the standard complex structure
of R2n, namely
J(x1, y1, . . . , xn, yn) = (−y1, x1, . . . ,−yn, xn), ∀(x1, y1, . . . , xn, yn) ∈ R2n.
The next result is a simple generalisation of Theorem 1 in [AM13]. For the sake of com-
pleteness, we explain in detail how this statement can be deduced from [AM13, Theorem
1].
Proposition 4.6. Let V be a 2k-dimensional symplectic subspace of R2n and let P :
R2n → R2n be the symplectic projector onto V . Then for every linear symplectomorphism
Φ : R2n → R2n there holds
vol(PΦ(B), ωk0 |V ) ≥ πk, (105)
with equality holding if and only if the subspace Φ−1V is J-invariant. In the latter case,
we have
PΦ(B) = Φ(B ∩ Φ−1V ). (106)
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Proof. Theorem 1 in [AM13] has the extra assumption that V is J-invariant. Its conclusion
is that in this case (105) holds, with equality holding if and only if ΦTV is J-invariant.
The fact that the linear mapping Φ is symplectic and the J-invariance of V imply that
ΦTV = Φ−1V . Therefore, the equality holds in (105) if and only if Φ−1V is J-invariant,
as stated above. Assume that we are in this case: both V and Φ−1V are J-invariant. The
first fact implies that the symplectic projector P is an orthogonal projector, and hence
self-adjoint: P T = P . Moreover, using the fact that the image of the unit ball by a linear
transformation A : R2n → V is A(B ∩ ranAT ), where ranAT denotes the image of the
adjoint mapping AT : V → R2n, we find
PΦ(B) = PΦ(B ∩ ran (PΦ)T ) = PΦ(B ∩ ran (ΦTP ))
= PΦ(B ∩ ΦTV ) = PΦ(B ∩ Φ−1V ) = Φ(B ∩ Φ−1V ),
proving (106). This concludes the proof of the proposition in the case in which V is
J-invariant.
The general case can be deduced from the above one as follows. Let (·, ·)′ be an ω0-
compatible inner product on R2n such that the projector P is orthogonal. Let B′ be
the corresponding unit ball, and let J ′ be the corresponding complex structure, which
satisfies J ′V = V . Let Ψ : (R2n, ω0, J ′)→ (R2n, ω0, J) be a symplectic and complex linear
isomorphism. Then Ψ is an isometry from (R2n, (·, ·)′) to (R2n, (·, ·)), and hence Ψ(B′) = B.
By applying the previous case to the symplectic isomorphism ΦΨ we obtain
vol(PΦ(B), ωk0 |V ) = vol(PΦΨ(B′), ωk0 |V ) ≥ πk,
with equality holding if and only if Ψ−1Φ−1V is J ′-invariant. From the identity J ′Ψ−1 =
Ψ−1J we obtain that the latter condition is equivalent to the fact that Φ−1V is J-invariant:
J ′Ψ−1Φ−1V = Ψ−1Φ−1V ⇐⇒ Ψ−1JΦ−1V = Ψ−1Φ−1V ⇐⇒ JΦ−1V = Φ−1V.
Now assume that the equality holds in (105). Then (106) holds for the symplectomorphism
ΦΨ, and we deduce that
PΦ(B) = PΦΨ(B′) = ΦΨ(B′ ∩ (ΦΨ)−1V ) = ΦΨ(Ψ−1(B) ∩Ψ−1(Φ−1V ))
= ΦΨ(Ψ−1(B ∩ Φ−1V )) = Φ(B ∩ Φ−1V ),
proving (106) in the general case.
Proof of Corollary 2. Let Φ : R2n → R2n be a linear symplectomorphism. We must show
that if ϕ : B → R2n is a smooth symplectomorphism with ‖ϕ−Φ‖C3(B) small enough, then
vol(Pϕ(B), ω20|V ) ≥ π2. (107)
If
vol(PΦ(B), ω20|V ) > π2,
then the inequality (107) trivially holds for any symplectomorphism ϕ which is C0-close
to Φ. Therefore, we can can assume that
vol(PΦ(B), ω20|V ) = π2.
By Proposition 4.6, the convex set PΦ(B) is symplectomorphic to the unit ball of V by
a linear symplectomorphism. Up to the identification of (V, ω0|V ) with (R4, ω0) by means
of a linear symplectomorphism mapping the unit ball of V onto a ball in R4, we deduce
that PΦ(B) belongs to the set B. If ϕ is C3-close enough to Φ, then the sets ϕ(B) and
Pϕ(B) are smooth convex domains in R2n and V ∼= R4, respectively, and Pϕ(B) belongs
to the set C of Corollary 1. By using this corollary together with Proposition 4.1, we find
the chain of inequalities
π2 = c(B)2 = c(ϕ(B))2 ≤ c(Pϕ(B))2 ≤ 2 vol(Pϕ(B)),
where vol is the volume on V which is given by the volume form (1/2)ω20|V . The inequality
(107) follows.
Proof of Corollary 3. Let ϕ : A → R2n be a smooth symplectomorphism from an open
subset A ⊂ R2n. Corollary 3 is an immediate consequence of Corollary 2, because for every
z ∈ A the path of symplectomorphisms
ϕr(ζ) :=
1
r
ϕ(z + rζ), ζ ∈ B,
converges to the linear symplectomorphism Dϕ(z) for r ↓ 0 in the norm of Ck(B,R2n), for
every k ∈ N, and this convergence is uniform for z varying in a compact subset of A.
4.4 Proof of Corollary 4
Let F be a Finsler metric on S2, that is, a fiberwise positively 1-homogeneous function
F : TS2 → [0,+∞) such that F is smooth away from the zero-section and the fiberwise
second differential of F 2 is positive definite away from the zero section. Denote by F ∗ the
dual metric and by
D∗(S2, F ) := {ξ ∈ T ∗S2 | F ∗(ξ) ≤ 1}, S∗(S2, F ) := {ξ ∈ T ∗S2 | F ∗(ξ) = 1}
the induced unit cotangent disk bundle and unit cotangent sphere bundle. Denote by λ
the standard Liouville 1-form on T ∗S2, which in local coordinates has the expression
λ = p1 dq1 + p2 dq2,
and by ω := dλ the standard symplectic form on T ∗S2. The restriction of λ to S∗(S2, F )
is a contact form, which we denote by λF . The Holmes-Thompson area of (S
2, F ) is the
positive number
area(S2, F ) :=
1
2π
vol(D∗(S2, F ), ω ∧ ω) = 1
2π
vol(S∗(S2, F ), λF ∧ dλF ).
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The Reeb flow of λF on S
∗(S2, F ) corresponds via Legendre duality to the geodesic flow
on the unit tangent sphere bundle of (S2, F ). In particular,
ℓmin(F ) = Tmin(λF ).
The 3-manifold S∗(S2, F ) is diffeomorphic to SO(3), and we have a non-trivial double
cover
pF : S
3 → S∗(S2, F ).
This double cover can be obtained by composing the double cover
S3 → SO(3) ∼= S∗(S2, Fround)
given by the round Riemannian metric Fround with the radial diffeomorphism
S∗(S2, Fround)→ S∗(S2, F ).
With this construction, the map F 7→ pF is continuous, when the space of Finsler metrics
and the space C∞(S3, T ∗S2) are equipped with their Ck topologies.
For any Finsler metric F , we set αF := p
∗
FλF . Then we have
vol(S3, αF ∧ dαF ) = 2 vol(S∗(S2, F ), λF ∧ dλF ) = 4π area(S2, F ). (108)
The proof of Corollary 4 makes use of the following result of Bangert.
Proposition 4.7 ([Ban86, Corollary 1]). Let φ : R×M →M be a C1 flow on a compact
manifold M , such that all the orbits of φ are T -periodic. For every ǫ > 0 there exists a
neighbourhood V of φ in the C1loc-topology of C
1(R×M,M) such that the period of every
closed orbit of any flow in V either belongs to the interval (T − ǫ, T + ǫ) or is larger than
1/ǫ.
Proof of Corollary 4. Let F0 be a Finsler Zoll metric on S
2. We must find a C3-neighborhood
F0 of F0 in the space of Finsler metrics such that
ℓmin(F )
2 ≤ π area(S2, F ), ∀F ∈ F0, (109)
with equality holding if and only if the metric F is Zoll. Without loss of generality, we
may assume that the common length of the closed geodesics of F0 is 2π, and in particular
Tmin(λF0) = ℓmin(F0) = 2π.
By Theorem B.2 in [ABHS17], the Reeb flow of λF0 is smoothly conjugate to the Reeb
flow of λFround. Since the prime periodic orbits of the latter flow are not contractible in
S∗(S2, Fround) ∼= SO(3), also the prime periodic orbits of the Reeb flow of λF0 are not
contractible in S∗(S2, F0). Therefore, αF0 is a Zoll contact form on S
3 all of whose orbits
have period 2 Tmin(λF0) = 4π.
We claim that F0 has a C
3-neighborhood F0 in the space of Finsler metrics on S
2 such
that for every F ∈ F0 the following facts hold:
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(i) αF belongs to the neighbourhood A which is given by Theorem 1;
(ii) |Tmin(αF )− Tmin(αF0)| = |Tmin(αF )− 4π| < π;
(iii) the period of every closed Reeb orbit of λF is either in the interval (π, 3π) or larger
than 5π.
Indeed, the possibility of obtaining (i) follows from the fact that the map F 7→ αF is
continuous with respect to the C3 topology on both sides. By Proposition 3.11, the real
function α 7→ Tmin(α) is continuous with respect to the C3 topology on a C3-neighbourhood
of the Zoll contact form αF0 . This implies that we can achieve (ii). Finally, the map sending
F into the Reeb vector field of λF is continuous from the C
2 topology to the C1 topology,
so we obtain (iii) from Proposition 4.7.
Thanks to (i) together with Theorem 1 and to (108), every F ∈ F0 satisfies
Tmin(αF )
2 ≤ vol(S3, αF ∧ dαF ) = 4π area(S2, F ), (110)
with equality holding if and only if αF is a Zoll contact form. Let z be a closed Reeb orbit
of αF with period Tmin(αF ). The projected curve pF ◦ z is a periodic orbit of the Reeb flow
of λF whose period is either Tmin(αF ) or Tmin(αF )/2. Since by (ii) we have
3π < Tmin(αF ) < 5π, (111)
condition (iii) implies that the period of pF ◦ z cannot be Tmin(αF ). So the period of pF ◦ z
is Tmin(αF )/2 and (110) implies that
ℓmin(F )
2 = Tmin(λF )
2 ≤ Tmin(αF )
2
4
≤ π area(S2, F ), (112)
proving (109). If the metric F is Zoll, then λF is a Zoll contact form on S
∗(S2, F ) ∼= SO(3),
and the equality in (109) holds by Theorem B.2 in [ABHS17] and identity (108). Conversely,
assume that the equality holds in (109), or equivalently in (112). The equality holds a
fortiori in (110), and hence αF is Zoll. Then every Reeb orbit of λF is closed and has
period either Tmin(αF ) or Tmin(αF )/2. But by (111) and (iii) no closed Reeb orbit of
λF can have period Tmin(αF ). Therefore, all the Reeb orbits of λF have common period
Tmin(αF )/2, so λF is a Zoll contact form. Therefore, F is a Zoll Finsler metric. This
concludes the proof of Corollary 4.
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