The effect of dynamical perturbation on the quantum localization phenomenon in a one-dimensional disordered quantum system ͑1DDS͒ is investigated systematically by a numerical method. The dynamical perturbation is modeled by an oscillatory driving force containing M independent ͑mutually incommensurate͒ frequency components. For M у2 a diffusive behavior emerges and in the presence of the finite localization length of the asymptotic wave packet can no longer be detected numerically. The diffusive motion obeys a subdiffusion law characterized by the exponent ␣ as (t) 2 ϰt ␣ , where (t) 2 is the mean square displacement of the wave packet at time t. With an increase in M and/or the perturbation strength, the exponent ␣ rapidly approaches 1, which corresponds to normal diffusion. Moreover, the space-time (x-t) dependence of the distribution function P(x,t) is reduced to a scaled form decided by ␣ and another exponent ␤ such that P(x,t)ϳexp͕Ϫconstϫ(͉x͉/t ␣/2 ) ␤ ͖, which contains the two extreme limits, i.e., the localization limit (␣ ϭ0, ␤ϭ1) and the normal-diffusion limit (␣ϭ1, ␤ϭ2) in a unified manner. Some 1DDSs driven by the oscillatory perturbation in different ways are examined and compared.
I. INTRODUCTION
The localization phenomena in one-dimensional disordered quantum systems ͑1DDS͒ have been extensively studied for several decades ͓1,2͔. It is well known that almost all the eigenstates are localized under the presence of any disorder ͓3͔. The detailed features of localization, of course, depend upon the nature of a random potentials, and the quantum diffusion of a wave packet in the 1DDS is in general suppressed within a finite length by the interference effect. The localization is regarded as a result of the coherent backscattering by irregularly distributed scatterers ͓2͔. There are generally two length scales in the disordered quantum systems; one is the mean free path and the other is the localization length ͓4͔. The time dependence of the mean square displacement ͑MSD͒ of an initially localized wave packet grows as t 2 within the mean free path. Such a growth is suppressed as the packet length reaches the second scale, i.e., the localization length ͓5͔. Between the two scales, it is supposed that an intermediate regime exists in which the MSD grows according to a power law t ␣ (0Ͻ␣р1). However, the existence of such a diffusive regime has not been established in the ordinary 1DDS, since these two lengths are almost of the same scale ͓1,2͔. Even in disordered systems of more than one dimension, for which the localization length may be much enhanced and may even become infinite, the existence of such an intermediate regime is not very clear, although some indications have been obtained ͓6,7͔. Regardless, a finite localization length means that the memory on the initial state is maintained in the 1DDS even for a longtime scale, and there are no stochasticization processes which result in statistical behavior. In short, the 1DDS is not ergodic, and therefore exhibits no mixing property, i.e., no decay of correlation. Such features may be, however, drastically changed if the localized system is coupled with different dynamical degrees of freedom ͓8,9͔. This is the subject we will discuss in the present paper.
An extreme case is that the 1DDS is coupled with a heat reservoir composed of an infinite number of degrees of freedom. In this case the influence from the heat reservoir is modeled by stochastic forces applied to each of the lattice sites ͓10,11͔. Such a perturbation will destroy the quantum coherence which is the origin of the Anderson localization, and the wave packet diffuses beyond the intrinsic localization length. In most theoretical treatments the stochastic forces are modeled by Gaussian noise with a very short spatiotemporal correlation ͓12,13͔. In such a class of stochastic lattice model a classical normal diffusion in which the MSD grows linearly with time occurs, as is naturally expected ͓12͔. However, the diffusion coefficient is decided only by the parameters characterizing the statistical properties of the stochastic force and does not explicitly depend upon the length scales of Anderson localization. This fact implies that the generic dynamical structure inherent in the localization is entirely destroyed by the stochastic perturbation. In such class of models, the electronic stochasticization resulting in diffusion is ''forced'' by the externally introduced stochasticity.
A more interesting scenario of the electronic stochasticization is the possibility that the stochasticization mechanism is spontaneously organized in the system without any help of the external stochastic source. A possibly simplest situation is modeled by the 1DDS perturbed by a classical oscillating force with several frequency components. It is known that such a class of system is equivalent to an autonomous system, that is, the 1DDS coupled with linear oscillators with the same set of natural frequencies ͓14͔, and the linear oscillator can be identified with a highly excited quantum har-monic oscillator ͓9͔. Thus the proposed model may be looked upon as an isolated autonomous system composed of 1DDS and a finite number of linear oscillators.
A practical example of an oscillatory perturbation is the ac electric field. Mott and Davies discussed the conductivity of ac-driven disordered systems by using the KuboGreenwood formula ͓15,16͔. Later, Wilkinson also dealt with the response of an electron to low frequency perturbation from the viewpoint of the nonadiabatic transition, which is different from Mott's theory ͓17͔. However, they are both based upon the perturbation theories, and in applying the perturbation theories the stochasticization of an electronic state has implicitly been supposed. Indeed, the results of perturbation theories, which are based upon the short-time expansion, are significant only if any stochasticization mechanisms destroy the dynamical coherence within the time scale under consideration, but the origin of the stochasticization is not explained within the framework of the perturbation theories. On the other hand, Willkinson concludes that the stochasticization in disordered quantum system is inhibited even if it is perturbed by an ac field, because of the localization effect in the adiabatic Floquet basis set ͓18͔. The dynamical effects of the coherent oscillatory perturbations on the disordered electronic system are still very unclear.
On the other hand, the oscillatory perturbation may work for the electron as if there were a lattice vibration rather than a coherent ac field. Whether the oscillatory perturbation acts as if there is a coherent ac electric field or as if there is an incoherent lattice vibration will depend on the number of independent frequency components. In the present paper we systematically investigate the effect of oscillatory perturbations on the 1DDS. In particular, we are interested in how the number of frequency components, i.e., the number of degrees of freedom, composing the perturbation influences the dynamical properties of the system. In our preliminary reports, we have shown that the 1DDS is very sensitive to a coupling with systems with other degrees of freedom and that a periodically perturbed 1DDS exhibits a diffusive behavior over an unexpectedly long-time scale ͓8,9͔. Decoherence in quantum systems induced by the coupling with other systems with a small number of degrees of freedom is an important subject in quantum phenomena ͓19-21͔. In particular, there have been some examples of classically chaotic quantum systems ͑so-called quantum chaos systems͒ in which stochasticization is self-organized and the localizationlike effect can be destroyed spontaneously due to the coupling with a system with other degrees of freedom. For example, classical chaotic diffusion, which is suppressed by an Anderson localizationlike mechanism in the corresponding quantum systems ͓22͔, can be restored by a very weak coupling with systems with other degrees of freedom ͓23-27͔, which implies that the localization effect is very weak against a coupling with systems with other degrees of freedom. In the case of kicked rotators, the coupling with oscillatory perturbation is roughly equivalent to an increase in the spatial dimension and transition to the delocalization is observed ͓24,25,34,35͔.
More generally, whether the classical counterpart of a quantum chaos system exhibits diffusion is not essential: any quantum chaos system may restore the mixing properties through a phase-transition-like behavior by a very weak ͑more precisely, decided by ប and thus classically negligible͒ coupling with a small number of linear oscillators ͓28͔.
We may thus expect that a similar stochasticization mechanism is ''self-organized'' in the Anderson localized 1DDS when it is coupled with some other degrees of freedom. On the other hand, it should be noted that the 1DDS is essentially different from the quantum chaos systems in the following sense: the latter have their classical counterparts exhibiting a well-defined normal diffusion, or more generally, the mixing properties in the limit of ប→0, but the former in general do not have such classical counterparts. Thus the stochastic behaviors which might be realized in the dynamically perturbed 1DDS will be different from those observed in the quantum chaos systems.
In the present paper we numerically investigate the time evolution of the wave packet in 1DDS under the presence of oscillatory perturbations and investigate how the effect of the perturbation changes the fundamental nature of Anderson localization. It is shown that the perturbation drastically increases the localization length up to a level undecidable by numerical calculations and a diffusion behavior is observed over a wide range of the control parameters. The main result is that the diffusion is not a normal diffusion but an anomalous diffusion, and moreover the spatiotemporal behavior of the probability distribution function is reduced to a simple scaling form. The outline of the present paper is as follows.
In Sec. II the model system investigated in the present paper is introduced. The model system is a one-dimensional tightly binding system perturbed by an oscillatory force composed of incommensurate frequency components of the basic model which are also discussed, and the method of numerical simulation is explained briefly.
In the next section, we investigate the wave packet dynamics exhibited by the basic model system. First, we show that the localization length is enhanced but is finite in the case of monochromatic perturbation. However, if the number of frequencies is more than one, the localization length is drastically enhanced to a level undetectable by the numerical method. It is shown that the wave packet spreads without limit according to an anomalous diffusion process characterized by a certain exponent. How the characteristics of such an anomalous diffusion depend on control parameters such as the perturbation strength and the number of incommensurate frequencies is explored in detail. The latter half of Sec. III is devoted to the spatiotemporal characterization of the probability distribution function which is responsible for the anomalous diffusion. Analyzing the results of extensive numerical simulation it is found that the probability distribution function reduces to a scaling form, which is characterized by two exponents: one is the exponent of the anomalous diffusion, and the other is an exponent describing the spatial decay of the distribution function. The scaling function has a ''unified form'' in the sense that it contains the two cases, i.e., the Anderson localization and the normal diffusion as the two extreme limits.
Finally, in Sec. IV, some other models different from the basic model in the scheme of the coupling with the oscillatory perturbation are examined, and the diffusion properties are investigated in comparison with the basic model investigated in Sec. III.
The last section is devoted to summaries and discussions.
II. MODELS AND METHOD OF SIMULATION

A. Models
The model we consider in the present paper is a onedimensional tightly binding electronic system perturbed by periodically oscillating forces. The Hamiltonian is given by
The basis set ͕͉n͖͘ is an orthonormalized one representing lattice sites, and V 0 (n) and V 1 (n) are the on-site energies of an electron at the site n, V 0 (n) varies at random in the range ͓ϪW,W͔ from site to site, and the transfer energy vanishes unless sites n and m are adjacent ͓K(n,m) ϭ␦ n,mϮ1 ͔. The strength of the site energy is fixed mainly at Wϭ0.9 throughout the present paper, and we set បϭ1 without loss of generality. We set the system size and ensemble size 1024 and 20-50, respectively, throughout the present paper. The oscillatory perturbation is polychromatic and is composed of M different frequency components ͑colors͒, and the frequencies ͕ i ͖ are chosen to be mutually incommensurate, and are typically given as 1 ϭ1, 2 ϭ1ϩ ͱ 2 25 , 3 ϭ1ϩ ͱ 3 25 , . . . , and so on. As is shown by Eq. ͑2͒, we have supposed that all the amplitudes of the periodic components have the same value, and ⑀ characterizes the strength of the oscillatory perturbation. In fact, the long-time average of the squared perturbation amplitude is given by
where ͗ ͘ t indicates the long-time average. We are interested in how the periodic perturbations influence the quantum nature of the 1DDS as the number of colors M and/or the perturbation strength ⑀ are changed. We are most interested in how the oscillatory perturbation V 1 (n,t) influences the localization phenomena due to the randomness of the on-site potential V 0 (n), which we call the perturbed localization problem. To investigate this kind of problem, we may choose the simple form of the perturbation,
We call this model the localization model (L model͒ because the Anderson localization dominates in the limit of ⑀→0.
Most of the present paper is devoted to the study of the L model. A similar model with oscillatory perturbation applied to the off-diagonal part has been used by several authors ͓34,35͔.
We can also study other physical situations with our model ͑1͒, ͑2͒. In the limit
the system becomes the free electron model if the oscillatory perturbation is switched off. By switching on V 1 (nt) our model describes a free electron scattered by quasiperiodically oscillating irregular potentials. This situation is also interesting as it is connected with the problem of a ballistic electron scattered by dynamical impurities. We refer to this model as the ballistic model (B model͒. In addition to these two cases, we can consider a particular case where the perturbation amplitude does not vary irregularly from site to site but depends systematically on the sites as
We call such a model the AC model, because the periodic perturbation models the effect of an ac electric field. With this model we can study how localization is influenced by a polychromatic ac field. There have been some studies on the diffusion of the electrons under the influence of the ac field, but the time-dependent perturbation theory ͓15͔ or the adiabatic perturbation theory have been used in these treatments ͓17͔. Such theories implicitly assume the destruction of dynamical coherence in the system and cannot deal with the fully dynamical evolution process. Very recently, Diez et al. have investigated the time-dependent property of an electron in a semiconductor superlattice with disorder driven by an ac electric field, as a realistic model ͓36͔. Whether an intrinsic diffusion occurs in the 1DDS with the ac field is still an open problem. We numerically investigate the AC model in Sec. IV in comparison with the L model.
B. Method of simulation
We numerically integrate the following time-dependent Schrödinger equation under periodic boundary conditions:
The Planck constant ប is chosen to be 1 without loss of generality. We explain the method of integration we have used in this paper briefly. By using the continuum coordinate x and the momentum operator p ϭϪi‫ץ/ץ‬x in Eq. ͑7͒ the Hamiltonian is rewritten as
where
The wave function ⌿(x,t) at the site x and the time t is expressed by using a time evolution operator,
where T ϩ is the time ordering operator. It is known that by using the Baker-Hausdorff-Campbell theorem the unitary operator Û can be approximated by an operator given by an alternative product of the p-dependent operator and x-dependent operator:
where the coefficients e i ϭ ͚ jϭ1 i c j . If the set of the coefficients c i and d i is chosen appropriately, the error of the product operator can be made as small as O(⌬t kϩ1 ). See Refs. ͓29-33͔ for the details of the coefficients. Such a numerical scheme of integration is called the kth-order symplectic integrator ͑SI͒ scheme and it enables us to do the numerical integration of the Schrödinger equation at an extremely high numerical accuracy. Further, another advantage of using such an operator is that the norm of the wave function is exactly conserved because it is a unitarity operator.
The numerical procedure of operating the SI can be drastically sped up by using the fast Fourier transformation ͑FFT͒ and the inverse FFT. When an x-dependent operator is applied, the wave function is represented by the coordinate ͑x͒ representation in which the x-dependent operator is diagonal. After applying the x-dependent operator, the wave function is transformed into the p-represented one by using the FFT, and the p-dependent operator is operated on the diagonal form. Finally the resulting wave function is transformed back into the x representation by the inverse FFT. By repeating such procedures numerically, a single operation of the SI is achieved. Since our system is defined on a discrete lattice, if we take the number of lattice sites Nϭ2 m (m: positive integer͒ and impose the periodic boundary condition, the FFT and the inverse FFT can be executed exactly except for round-off errors. This is the remarkable advantage of applying the FFT-SI scheme to our lattice problem. As the kth-order SI scheme is composed of 2 k/2 x and p operators and the CPU time for a single application of the FFT algorithm is proportional to N ln N, the CPU time required for a single step of the kth-order FFT-SI scheme is estimated as
͓33͔ for more detailed information on the computer performance of the FFT-SI scheme.
As mentioned above, no significant error emerges at the FFT and the inverse FFT. Thus the numerical error comes only from the approximation by the symplectic integrator.
The accumulated error during the l step iteration of the kth-order SI is expected as E k (l )ϰ(⌬t) kϩ1 l . The error is predominantly controlled by the size of time step, but there are some other extra factors that significantly influence the accumulated error, for example, the amplitude of the on-site irregular energy.
We compare in Fig. 1 some typical numerical results obtained by using the FFT-SI schemes of different order with several magnitudes of the time step in order to demonstrate how we have decided the size of the time step and the order of the SI scheme. Here we used the L model without the oscillatory perturbations (⑀ϭ0), and so the wave function is Anderson localized. Figure 1 shows the time dependence of the mean square displacement for typical samples calculated by second-and sixth-order SI schemes at a relatively large size of time step, ⌬tϭ0.9. It is obvious that the wave packet spreads more than the case of the sixth-order scheme if the second-order SI scheme is used.
Further, we have confirmed that the latter temporal evolution of MSD coincides with one obtained at the smaller size of time step, ⌬tϭ0.05, and further decrease in the size of time step no longer gives significant change in the timeevolution data. Note also that even the second-order scheme almost reproduces the result of the sixth-order scheme at ⌬tϭ0.05. From these results, we can conclude that the sixthorder FFT-SI scheme at ⌬tϭ0.05 achieves a reliable numerical accuracy. The advantage of our model is that the numerical simulation can be done precisely over a very long-time scale because of the one-dimensional nature of our model, and quantitatively accurate information on the quantum diffusion of the wave packet can be obtained.
It is also worthwhile to note that the eighth-order scheme is not effective for the calculations at double precision. If quadruple precision is available in the numerical simulation, the eighth-order scheme might become more efficient.
III. DYNAMICAL DELOCALIZATION
In this section we present a systematic investigation of the diffusion properties of the L model. We only consider time evolution in which the wave front of the packet does not reach the boundary in order to avoid the influence of boundary condition and finite size effect. In fact, extending the system size has confirmed that the boundary condition has no effect in some cases. This will also be confirmed by the shape of the wave packet reported in Sec. III D.
A. Monochromatic perturbation "M‫…1؍‬
To observe the temporal behavior of the electronic wave function in the L model, we monitor the time dependence of mean square displacement of the wave packet; 
where n ϵ͚ nϭ1 N n͉n͗͘n͉ is the position operator, and the angle brackets, ͗ ͘, ͗ ͘ ⍀ , mean the quantum and the ensemble averages, respectively. Usually we take the ensemble average over 20 different samples. We first investigate the perturbation strength dependence of the MSD as a function of time in the case of monochromatic perturbation (M ϭ1). Figure 2 shows the MSD and its logarithmic plots at several perturbation strengths. Apparently the wave packet spreads beyond the width of the asymptotic wave packet of the unperturbed case ͑i.e., ⑀ϭ0). Observing the diffusive behavior in more detail, the increasing rate of MSD seems to be suppressed as the time elapses.
To confirm whether the diffusive behavior continues or not, we examined a simulation on an extremely long-time scale by using a larger size of time step, ⌬tϭ0.5, which is the upper limit that can reproduce the reliable data ͑typically the data at ⌬tϭ0.05 in Fig. 2͒ . Figure 3 shows the result. Evidently, the diffusive behavior on the earlier time scale shown in Fig. 2͑b͒ saturates at a certain level, and we have to conclude that the localization is not destroyed by the monochromatic perturbation. However, we stress that the localization length of the asymptotic wave packet is much enhanced by the monochromatic perturbation. Here we show in Fig.  3͑b͒ the ⑀ dependence of the enhanced localization length obtained from the data of Fig. 3͑a͒ . First, as the perturbation strength increases, the enhanced localization length also increases. However, when the strength exceeds a certain level, the increase of the localization length of the asymptotic wave packet is suppressed and the localization length in turn begins to decrease. As will be shown later, the suppression of the enhancement of the localization length of the asymptotic wave packet in the larger ⑀ regime is a general feature of the L model.
Finally we comment on the relation between the present results and the ones presented in our preliminary report ͓8͔.
In a report we dealt with the same model in a slightly different condition, and we concluded that the time dependence of the MSD is a normal diffusion. ͑Precisely, the initial phase of the perturbation was different.͒ However, the time scale of the numerical simulation is much shorter than the present simulation, and so the conclusion is not correct, but the early-stage temporal diffusion coefficient decided in the diffusive time scale in the preliminary report provides some insight into the dynamical feature of the monochromatically perturbed 1DDS. In fact we numerically estimated the perturbation strength dependence, and found that the diffusion coefficient does not obey Dϰ⑀ 2 , and this fact implies that even the early-stage diffusion cannot be explained by the perturbation theory, which has been used by several authors ͓15,18͔.
An important property of the monochromatically perturbed system is that, unlike the 1DDS without the dynamical perturbation, the two fundamental scales, i.e., the mean free path and the localization length, seem to be well separated, and between the two scales the MSD exhibits a diffu- sive behavior. This is the reason a diffusive behavior is observed in our preliminary report. Precisely, the early-stage diffusion is not a normal diffusion. Indeed, Fig. 2͑b͒ demonstrates that the logarithmic plots of MSD vs time are on straight lines in the early stage, but the tangents of the straight lines are all less than 1. This fact means that the transient diffusion is a subdiffusion rather than a normal diffusion. We note that all the features of diffusion are very similar to the ones observed in a 2DDS, where the two length scales are well separated ͓1,6͔. Subdiffusion is a major characteristic of the diffusion process observed when the number of frequencies M is increased to more than one. This will be discussed in detail in the next subsection.
We have shown that a localization in 1DDS is sensitive to the external monochromatic perturbation, but the monochromatic perturbation is not adequate for destroying the localization perfectly.
B. Polychromatic perturbation "Mу2…
The question we examine in the present subsection is how the temporal behavior of MSD changes when the oscillatory perturbation contains more than one frequency component. First we investigate the change of temporal behaviors of MSD as the number of frequencies ͑colors͒ is increased with the perturbation strength being kept at a relatively small fixed value (⑀ϭ0.5). In Figs. 4͑a͒-4͑c͒ the time dependence of the MSDs is shown for the several polychromatic perturbations with different numbers of colors (M ϭ1,2, . . . ,13). It is obvious that the wave packet, which is localized without the perturbations, spreads beyond even the enhanced localization length of the asymptotic wave packet of the monochromatically perturbed 1DDS (M ϭ1). As the number of frequencies M increases, the diffusion of the wave packet is more enhanced.
The increasing rate of MSD increases monotonically with the number of colors M, but it begins to be suppressed as M exceeds 3, and begins to saturate above M ϳ5. It seems that unlike the cases of monochromatic perturbation the diffusive behavior continues, and that no indication of localization is observed at least within the time scale we examined in the numerical simulation. Absence of localization has been confirmed for some M 's by extending the time scale of simulation up to Tϭ10 000 ͓m 2 (t)ϳ40 000͔.
Although the MSD seems to increase without limit, the increasing rate of MSD in general decreases as the time elapses, and so the local diffusion coefficient decreases 
The subdiffusion shown in Fig. 4 is qualitatively different from the one observed in the monochromatic case in the sense that the localization length of the asymptotic wave packet seems to be infinite, or, that is, at least, drastically larger than the monochromatic case. The exponent ␣ together with the coefficient ln D are estimated from Fig. 4 . In the numerical fitting we used the least squares fit, discarding the data points in the very early stage of time evolution (t Ͻ100), which is influenced by the initial phase of the perturbation. Figure 5 shows the numerically estimated results of ␣ and ln D. We find that the exponent ␣ gradually increases and approaches a constant value slightly less than 1. As will be shown below, the limiting value ␣ approaches 1.0 in the limit of M →ϱ if the perturbation strength ⑀ is taken to be some finite value. Thus we may say that the subdiffusion tends to approach the normal diffusion, as the number of frequencies M increases. We have confirmed that the same behavior is also observed for other sets of values of the frequencies.
Note that it is difficult to judge exactly whether such a subdiffusion is endless or a transient phenomenon by numerical results even if we performed the larger scale simulation. As we mentioned in the Introduction, the number of frequency components can be regarded as the number of linear oscillators coupled to the 1DDS ͓28,9͔. Accordingly, this result, that the localization can be destroyed by perturbation with two frequencies, is consistent with the appearance of an irreversible phenomenon reported in a previous paper ͓9͔.
It will be instructive to compare the above diffusion process with the stochastically perturbed diffusion process, where a stochastic perturbation is applied instead of the polychromatic perturbations. ͑We hereafter call the stochastically perturbed model the S model.͒ The MSD for the stochastic perturbation is shown in Fig. 4͑c͒ as a reference. In the limit of M →ϱ the diffusion of the polychromatically perturbed system approaches the one driven by the stochastic perturbation provided that the perturbation strengths ⑀ are the same. Such a feature is comprehensible considering that the polychromatic perturbation can be identified with a white noise ͑or a colored noise if the frequencies are distributed over a finite bandwidth͒ in the limit of M →ϱ.
We conclude that even though the perturbation strength ⑀ is not very strong, the Anderson localization seems to be destroyed if the number of colors is more than 1. Even if the localization is not destroyed, the localization length of the asymptotic wave packet is extremely enhanced, to a level undecidable by numerical simulations. The dynamical evolution in the delocalized regime occurs according to a welldefined subdiffusion process, and no sudden transition to normal diffusion can be observed as the number of colors is increased. Normal diffusion seems to be realized only in the large limit of the incommensurate color number M.
Before closing this subsection we remark on the ensemble average over the different samples. In the subdiffusion regime each sample is accompanied by a considerable number of fluctuations, and the time dependence of various quantum mechanical averages of a single sample does not give a significant result. We usually take the ensemble average over 20-50 different samples. Such a fluctuation, however, decreases in the normal-diffusion limit. This fact implies that the large fluctuation is strongly related to the nature of subdiffusion itself. The interesting statistical property of the sample-to-sample fluctuation in width of wave packet has been investigated for band random matrix models ͓37͔. In order to make clear the relation with our model, we have to do numerical simulation for a large number of samples. The relation between the anomalous fluctuation and the subdiffusion will be investigated elsewhere ͓38͔.
C. Perturbation strength dependence
In this subsection, we investigate in detail how the transition from the subdiffusion to the normal diffusion takes place as the perturbation strength is varied continuously. Since we are interested mainly in the ⑀ dependence, the color number is fixed to some representative values, i.e., M ϭ2, 5, and 10.
Figures 6-8 show the time dependence of the MSD and its logarithmic plots at several perturbation strengths. From the logarithmic plots shown in Figs. 6-8 we can observe that even though the perturbation contains many frequency components, the diffusion process obeys the subdiffusion laws when the perturbation strength is small enough. This fact implies that, however large the number of frequencies may be, the polychromatic perturbation cannot also yield normal diffusion provided that the perturbation strength is weaker than a characteristic strength determined by the number of colors. ͑It will get smaller as the number M increases.͒ This is an essential feature different from the stochastic perturbation which induces a normal diffusion however small the strength ⑀ may be.
In Fig. 9 the ⑀ dependence of the numerically estimated exponent ␣ of subdiffusion for the three cases M ϭ2, 5, and 10 is shown. In all cases the exponent ␣ increases steeply as ⑀ increases, and eventually approaches unity, which means the onset of normal diffusion. As the number M increases, the approach to ␣ϭ1.0 with an increase in ⑀ becomes faster. We stress again that the transition from subdiffusion to normal diffusion is continuous, and there seems to be no drastic change.
A more basic question is whether there is any transition from the localized state to the delocalized state in the extremely weak ⑀ regime. This is a very hard question which is not easy to answer from the results of numerical investigations. The fact we could confirm is that for all the data points displayed in Figs. 6-8 the subdiffusion does not saturate up to the numerically computable time scale ͑up to tр10 4 ). Next we investigate how the spreading velocity of the wave packet depends upon the perturbation strength. Since our system exhibits subdiffusion, it is not possible to introduce some constant which quantitatively characterizes the spreading velocity throughout the diffusion process. The coefficient D introduced by Eq. ͑14͒ coincides with the diffusion constant in the normal-diffusion regime, but it does not directly characterize the spreading velocity in the subdiffusion regime. We, therefore, use the local diffusion rate D(T,⌬T), which is decided by the tangent of the least squares fit to the data for the finite-time interval TрtрT ϩ⌬T. In Figs. 10͑a͒ and 10͑b͒ we depict the ⑀ dependence of the local diffusion rates D(T,⌬T) measured at Tϭ100, 300, 500, and 700 for the interval ⌬Tϭ200. A remarkable fact is that they first increase rapidly and reach a maximum value and finally decrease slowly. The value of ⑀ which makes the local diffusion rate D(T,⌬T) maximum almost agrees with the characteristic value at which the index ␣ begins to saturate to 1.0 ͑see Figs. 6-8͒. As has been mentioned in Sec. III A, similar characteristics are observed for the monochromatic perturbation system in the ⑀ dependence of the enhanced localization length.
To have some idea of such a characteristic behavior, we compare the above results with the diffusion rate of the 1DDS perturbed by the stochastic perturbation ͓see Figs. 11͑a͒ and 11͑b͔͒. Figure 12 shows the ⑀ dependence of the diffusion rate numerically estimated from MSD. The global feature of the ⑀ dependence is very similar to the results shown in Fig. 10͑a͒ . In particular, the values of ⑀* (Ϸ1.0) which make the diffusion rates maximum coincide and the maximum values of the local diffusion rates are also close to each other. However, the detailed behaviors exhibit significant differences. In the very small regime of ⑀, the diffusion rate behaves as D(⑀)ϰ⑀ 2 in the case of stochastic perturbation, while it seems to grow linearly rather than as ⑀ 2 in cases of polychromatic perturbation. Further, in the larger ⑀ regime, D(⑀) seems to decay ϰ⑀ Ϫ2 in the stochastic case, but D(⑀) decays more slowly in the polychromatic case. The agreement and the disagreement between the two cases provides useful information for understanding the underlying physical mechanism of the delocalization phenomenon of 1DDS driven by the polychromatic perturbations, which we plan to discuss in the future ͓38͔. The observation of enviroment induced decoherence of dynamically localized states in a quantum kicked rotor ͑QKR͒ is interesting ͓39-41͔. Moreover, note that some properies of spectra and eigenstates of a band random matrix ͑BRM͒ are expected to have statistical properties similar to those of the QKR ͓42,43͔. It has been reported that in the QKR and BRM the strength of noise exceeds some critical value, then it destroys the coherent effect of quantum localization and pure classical diffusion is recovered ͓37,41͔. Quantum diffusion with small diffusion rate can be observed for a smaller noise strength than the critical strength.
On the other hand, although there are interesting preliminary results that subdiffusive behavior for the spread of a wave packet has been found in coupled QKRs with weak coupling strength ͓23,26͔, more detailed numerical investigations with adequate accuracy have to be carried out for the high-dimensional QKR and periodically perturbed QKR without any external stochasticity.
D. Scaling properties
The MSD, which obeys the subdiffusion law, approaches rapidly but continuously the normal-diffusion law as M and/or ⑀ is increased. In the normal-diffusion regime, we can expect that the distribution function P͑n,t ͒ϵ͉͗⌿͑ n,t ͉͒ 2 ͘ ⍀ ͑15͒ evolves in the Gaussian form
On the other hand, the localization occurs at least in the case of M р1, in which the wave packet decays in a linearexponential form ͓3͔
P͑n,t ͒ϰexp͕Ϫ͉nϪn 0 ͉/͑t ͖͒. ͑17͒
We are interested in how the time-evolution process of the distribution function changes as the localization process changes into normal diffusion with increases in M and ⑀. In particular, we will show that the time-evolution process of the distribution function obeys a remarkable scaling law in the subdiffusion regime. First we show typical examples of P(n,t) in the localization regime and in the subdiffusion regime, in comparison with P(n,t) of the S model which obeys the standard Gaussian process. Figures 13 and 14 show some snapshots of P(n,t) for the S model, and for the L model with M ϭ0, 2, and 5. We use 50 samples of spatial disorder to average the distribution function.
Some analytical results have been obtained for steadystate distribution in a continuous 1D disordered model with white noise potential ͓44͔. The shape of the wave packet in the unperturbed case is consisent with the analytical form. Moreover, it has been shown that the analytical expression reproduces the asymptotic average of the wave packet for some quasi-1DDSs well ͓37͔.
In the S model the distribution function spreads exactly in the shape of the Gaussian distribution function, and such a behavior, of course, occurs regardless of the perturbation strength. In contrast with this, the distribution function becomes localized and approaches the shape of the linearexponential decay ͓Eq. ͑17͔͒ in the case of M ϭ0. On the other hand, in both cases M ϭ2 and 5, which exhibit the subdiffusion, the wave function spreads, but they seem to have some interpolated shape between Eq. ͑16͒ and Eq. ͑17͒. Moreover, a remarkable peak remains in the vicinity of the center of the distribution even in the later stage of time evolution ͑at least up to Tϳ1900). The presence of such a peak seems to be strongly correlated with the subdiffusion ͑and the localization as well͒. In fact, as normal diffusion is achieved with increase in ⑀ and/or M, such a peak disappears.
Next, we seek the mathematical rule underlying the timeevolution process of the P(n,t). In both extreme cases of localization and of normal diffusion, it is evident that the distribution function obeys the scaling rule FIG. 12 . The perturbation strength dependence of diffusion rate estimated by the MSD data in Fig. 11 . ͑b͒ The expansion of the vicinity of an origin in ͑a͒.
FIG.
13. Some snapshots of the ensemble averaged probability distribution function of S model at the perturbation strength ⑀ ϭ0.5. The ensemble size is 50.
P͑n,t
at two arbitrary times t 1 and t 2 in the time domain in which the stationary evolution is achieved. For the sake of simplicity, we henceforth redefine the center of the distribution n ϭn 0 as the origin of the distribution function. We may expect that such a scaling rule can also be extended to the subdiffusion regime. We first examine whether our expectation is valid. To do this examination, we suppose the distribution P(n,t*) at time t*(ϭ700) is a standard distribution. If the scaling rule ͑18͒ is correct, we can construct the distribution function at t* from the one at an arbitrary t by setting t 2 ϭt* and t 1 ϭt in Eq. ͑18͒. The only information necessary to carry out the procedure is the P(n,t) and MSDs (t) 2 and (t*) 2 . If such distribution functions, P t (n,t*) ϵ(t*)/(t)P"(t*)/(t)n,t…, made up from P(n,t) at different t's, coincide with each other, we can prove the presence of the scaling property. In Figs. 15͑a͒-15͑c͒ we show the semilog plots of the P t (n,t*)'s obtained at several t's in the cases of M ϭ2, 3, 5. ͑The perturbation strength ⑀ is taken at a fixed value of 0.5 for all data.͒ All the P t (n,t*)'s coincide with each other very well, and thus we have to conclude that P(n,t) is represented by a single scaled form, FIG. 14. Some snapshots of the ensemble averaged probability distribution function of L model for some different numbers of frequency ͑a͒ M ϭ0, ͑b͒ M ϭ2, ͑c͒ M ϭ5. The perturbation strength is taken at ⑀ϭ0.5. The ensemble size is 50. FIG. 15 . Semilog plots of the scaled wave functions P t (n,t*) for various snapshots in L model for ͑a͒ M ϭ2, ͑b͒ M ϭ3, ͑c͒ M ϭ5. We used a snapshot at t*ϭ700 as a standard distribution. Smoothened data are used to observe the coincidence clearly. Since these distribution functions are symmetric with respect to the center of the distribution, the left parts are omitted.
P͑n,t ͒ϭ͑ t ͒
Ϫ1 P scͩ n ͑t ͒ ͪ .
͑19͒
In Fig. 15 smoothed data are used to observe the coincidence clearly. The data at tϭ300 are still in the early stage and thus slightly deviate from the scaled form achieved by the data in the later stages. The time evolution of distribution functions and the scaled functions at different choices of the parameters are also shown in Figs. 16 and 17, where the original data which are not smoothed are displayed. These data also support the above conclusion. Finally we investigate in more detail the functional form of P sc (x). Let g(x) be the exponent function defined by
Observing that in the Gaussian limit g(x)ϰx 2 ϩconst, whereas g(x)ϰ͉x͉ϩconst in the localization limit, we may guess that the function g(x) shows the power-law dependence except for a constant part
which interpolates the two limiting situations, where the exponent ␤ will take a fractional value between 1 and 2 and g 0 is a certain positive constant. However, as stated above, the scaled distribution function has a sharp peak at the center of the distribution, and the scaled distribution function will be fitted to the power law ͑20͒ except for the singular part very close to the central peak. The unknown parameters g 0 and ␤ are decided so that Q(x,g 0 )ϵ ln ͕Ϫ ln P sc (x)ϩg 0 ͖ may fit FIG. 16 . ͑a͒ Some snapshots of the ensemble averaged probability distribution function P(n,t) and ͑b͒ the scaled function P t (n,t* ϭ700) of L model for M ϭ3, ⑀ϭ2.0. The ensemble size is 50 .   FIG. 17 . ͑a͒ Some snapshots of the ensemble averaged probability distribution function P(n,t) and ͑b͒ the scaled function P t (n,t* ϭ700) of L model for M ϭ10, ⑀ϭ0.1. The ensemble size is 50.
best to the linear function of ln ͉x͉, i.e., ␤ ln ͉x͉ϩconst except for the range close to the origin. For smaller g 0 , the Q(x,g 0 ) is concave as a function of ln ͉x͉, whereas it is convex for larger g 0 , and for an optimal g 0 the Q(x,g 0 ) becomes nicely straight as a function of ln ͉x͉ except for the range close to the origin.
In Fig. 18 we show the best linear fits of the scaled distribution functions in the cases of M ϭ2, 3, 10, and S model (⑀ϭ0.5). The fitting is very nice in the significant region of x, which strongly indicates the validity of the power-law dependence. The precise choice of the exponents ␤ is not very easy, and it is accompanied by some amount of error, but it is evident that as the number M increases (⑀ is fixed͒ the exponent increases gradually from 1 to the upper bound 2 in the Gaussian limit M →ϱ. Similar behavior occurs when ⑀ is increased with the number of colors being fixed (M у2). In conclusion, the scaled form of the distribution function is given by the ''stretched'' Gaussian distribution
except for the range close to xϳ0. Thus the distribution function is specified by the two exponents, i.e., ␣ characterizing the temporal growth of the wave packet, and ␤ characterizing the spatial decay of the wave function. Our scaled distribution function is a unified form which contains the two extreme limits, i.e., the localization (␣ϭ0,␤ϭ1) and the normal diffusion (␣ϭ1,␤ϭ2) as special cases, and in general interpolates them.
A question arising here is about the relation between the two exponents ␣ and ␤. If the exponent ␣ϭ1 then we expect that the diffusion process is normal diffusion and so the spatial exponent ␤ϭ2, whereas if ␣ϭ0 we expect that the system is localized and thus ␤ϭ1. Therefore, the two exponents are not independent and are strongly correlated at least in the normal-diffusion limit and in the localization limit. Such a correlation between the two exponents may also exist in the intermediate regime where the anomalous diffusion is observed. Figure 19 shows the plot of (␣,␤) obtained for various combinations of the two independent parameters ⑀ and M. The precise determination of ␤ is more difficult than ␣, and the former is accompanied by some amount of error, but it is evident that the two exponents are strongly correlated in the subdiffusion regime. Because of the numerical errors, it is not convincing that the plots of the two exponents are on a single unique curve. Whether the two exponents are independent or whether one of them is decided by the other is a quite interesting question worth being examined by a more extensive numerical simulation. As has already been mentioned, the data of MSD and of the shape of the probability distribution function are accompanied by a large amount of fluctuation in the subdiffusion regime, and we have to take the ensemble average over a larger number of samples in order to eliminate the numerical errors of the exponents. Moreover, the large fluctuation itself is a very interesting phenomenon inherent in the subdiffusion, which we plan to analyze in more detail in the future.
IV. OTHER MODELS
In the present section we investigate the characteristics of diffusion in the one-dimensional tightly binding models driven by the oscillatory perturbation in ways different from the L model, namely, the AC model and the B model, which have been introduced in Sec. II A.
A. AC model
The characteristics of diffusion of the AC model are very similar to those of the L model. We discuss some details. Figures 20͑a͒-20͑c͒ show the MSD at the perturbation strength ⑀ϭ0.01. In the monochromatically perturbed case the diffusive behavior saturates at a certain level, and we conclude that the localization is not still destroyed by the monochromatic perturbation. However, the localization length is considerably enhanced by the monochromatic perturbation.
Next we consider polychromatically perturbed cases. We show in Figs. 20͑d͒ and 20͑e͒ the logarithmic plots of MSD vs time. All the data align along straight lines with tangents FIG. 18 . Best linear fits of the scaled distribution function in the cases of the L model for M ϭ2, 3, 5, and S model. We used the value g 0 ϭ2.4 as the best selection for all cases. We used a snapshot at t*ϭ700 as a standard distribution. FIG. 19 . Plot of (␣,␤) obtained at various combinations of ⑀ and M. Note that (␣,␤)ϭ(0,1) is the localization limit and ͑1,2͒ is the normal-diffusion limit.
less than 1, and so we may conclude that the MSD obeys the subdiffusion law. Figure 21 is the M dependence of the power index ␣(M ) and coefficient ln D(M) in Eq. ͑14͒, estimated from the data in Fig. 20 . The results suggest that normal diffusion is realized in the limit of M →ϱ, as has been recognized in the L model. In conclusion, all the features of the AC model are quite similar to the L model.
B. B model
Without the oscillatory perturbation, the dynamics of the B model exhibits a ballistic motion instead of the localization and thus makes a sharp contrast to the L model. The major interest here is how such a ballistic motion is suppressed and changes into other kinds of motion by introducing the dynamically oscillating random scatterers.
In the numerical simulation of the B model the perturbation strength ⑀ is made considerably larger than in the L model because of some technical reasons: at small values of ⑀ the wave packet spreads very quickly to reach the boundary of the system because of the ballistic nature of the unperturbed motion, and it is very difficult to observe the stationary stage of the motion with a numerical simulation of a finitely sized model. In practice we fixed the perturbation strength to the relatively large value ⑀ϭ2.0 and change the number of colors M.
By introducing the oscillatory perturbation, we observed that the ballistic motion changes into either localized or diffusive motion, but there are some qualitatively noticeable differences from the L model. The diffusion rate is in general much larger than that of the L model at the same ⑀ and M. Figure 22 shows the logarithmic plots of MSD as a function of time at M ϭ1,2, . . . ,13. At M ϭ1, the ballistic motion seems to be most drastically suppressed: the logarithmic plots of the MSD deviate significantly from a straight line, which strongly indicates a tendency toward the localization. We conjecture that localization occurs in the present case, but the localization length is much larger than the case of the L model and AC model at the same values of M and ⑀.
At M larger than 1 the logarithmic plots of MSD are obviously on the straight line of tangent 1.0, and the subdiffusion regime, which is a remarkable characteristic in the L and the AC models, cannot be observed. The diffusion rate is much larger than that of the L model at the same values of M and ⑀, but it decreases with an increase in ⑀. In the limit of ⑀→ϱ the L model approaches the B model, and so the diffusion rates of the two models should coincide asymptotically in this limit. 
V. SUMMARIES AND DISCUSSIONS
We have numerically investigated the time-evolution process of a one-dimensional disordered quantum system driven by an oscillatory perturbation which consists of different frequency components. Any disordered quantum system is not isolated from the influences of other degrees of freedom, and such an effect may drastically change the nature of the disordered system. By adding the oscillatory perturbation we intend to simulate the influences of other dynamical degrees of freedom. We are particularly interested in how the number of degrees of freedom of the perturbation changes the localization effect which is the generic nature of 1DDS. In our model the number of degrees of freedom can easily be controlled by the number M of the different frequency components.
The time evolution of a wave packet is investigated by systematically changing M and the perturbation strength ⑀. The higher-order FFT-symplectic-integrator scheme was used in the numerical computation. The localization is very sensitive to the oscillatory perturbation, and under some general conditions the localization length is much enhanced to a level which cannot be decided by numerical computations. The wave packet diffuses far beyond the localization length of the original 1DDS, and it has been discovered that the diffusion process obeys a unified scaling law characterized by a few characteristic exponents. The results we obtained in the present investigation are summarized as follows.
͑1͒ In the case of the monochromatic perturbation (M ϭ1), a diffusion occurs in an early stage of time evolution, but it is suppressed on a longer-time scale, and the mean square displacement (t) 2 is eventually bounded by a certain finite level. ͑See Fig. 3 .͒ Thus the localization is not destroyed by the monochromatic perturbation. However, the localization length is enhanced more than the localization length of the unperturbed 1DDS.
͑2͒ In the case of the number M у2, diffusive behavior is maintained within the time scale accessible by the numerical simulation. ͑See Fig. 4 .͒ The diffusion process is not, however, in general the normal diffusion (t) 2 ϰt but the subdiffusion in which the MSD increases as (t) 2 ϰt ␣ . ͑See Fig. 4 .͒ The characteristic exponent ␣ is between 0 and 1, and as the number M and/or the perturbation strength ⑀ increases, the exponent ␣ approaches 1. ͑See Figs. 5 and 10.͒ ͑3͒ The subdiffusive behavior of MSD implies the existence of a scaling property in the time-evolution process. Indeed, the distribution function P(n,t) is scaled by (t), which is decided by the exponent ␣. ͑See Figs. 15-17.͒ Further, the scaling function is specified by a new exponent ␤ characterizing the spatial decay of the distribution. ͑See Fig.  18 .͒ Consequently, the spatiotemporal behavior of the distribution function is characterized by the spatial exponent ␤ and the temporal exponent ␣ in the form of P(n,t)ϳ exp ͕Ϫconst(͉n͉/t ␣/2 ) ␤ ͖ ͑see Fig. 14͒ , which is a unified scaling distribution containing the two cases, i.e., localization (␣ϭ0,␤ϭ1) and normal diffusion (␣ϭ1,␤ϭ2) as extreme limits. ͑See Fig. 19 .͒ The results summarized above have been obtained for the L model. We also examined other kinds of models of the dynamically driven 1DDS.
͑4͒ The diffusion properties of the AC model are very similar to the L model, but the dynamical characteristics of the B model are quantitatively different from the L model. The most remarkable feature is that the subdiffusion regime is not observed, and normal diffusion occurs for M у2. ͑See Figs. 20 and 22.͒ The fact that the scaling behavior connects the two extreme limits, i.e., localization and normal diffusion, continuously seems to imply that the two seemingly contradictory notions of localization and normal diffusion may be understood in a unified manner by including the oscillatory perturbations.
With the present status of our numerical computation power, it is not very easy to judge whether the subdiffusion is endless or not. However, it is certain that the saturation of subdiffusion could not be observed within a very long-time scale accessible by the numerical simulation. Even though the localization length is finite, it increases very quickly with increase in M and/or ⑀, and we can practically regard the localization length of the asymptotic wave packet as infinite. It will be appropriate to call such a phenomenon dynamically induced delocalization, in short, dynamical delocalization. The essential unclarified issue is the dynamical mechanism resulting in the scaling behavior in the subdiffusive regime.
A very important fact is that the localization easily turns into a nice diffusive motion if it is driven by a perturbation containing only a small number of frequencies. This fact implies that the localized state of 1DDS has the potential ability to yield mixing properties which finally lead to a dissipative behavior. This fact provides a hint to elucidate the relationship between the localization and the resistivity ͑or dissipation͒, which are both the results of the scattering by irregularly distributed impurities ͓9͔. In short, the localized state is very close to a mixing state which has the ability of losing the initial memory. Such a potential for the mixing in our system is very similar to the characteristic of a quantum chaos system ͓20,28͔, although, as discussed in the Introduction, some basic differences may exist between the two systems.
It is worth to noting that the scaled evolution of the distribution function ͑23͒ is also reported in a classical diffusion system ͓45-47͔. In particular, it is very interesting that the same form of the non-Gaussian probability distribution has been obtained for the classical Brownian particles with long memory effect on the fractal medium ͓46,47͔. In these cases the exponents corresponding to ␣ and ␤ are directly connected to the exponents of the spatial correlation of scatterers and of the temporal correlation of the random forces, which are both explicitly assumed in the model system. In our case, no such explicit assumption had been done in the model system, and the scaling behavior is self-generated in the system.
