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ABSTRACT
DETERMINING THE FACTORS THAT DRIVE UNDERSTORY PLANT SPECIES
DISTRIBUTION IN THE WHITE MOUNTAINS OF NEW HAMPSHIRE
by
Nathan Roe
University of New Hampshire, December, 2020
Species niche is a fundamental concept in ecology, but quantitative descriptions of niche
are lacking for most species. We used new statistical techniques from species distribution
modeling (SDM) literature to create estimates of niche for 41 understory species in the
White Mountains of New Hampshire. Niche estimates allow for improved understanding
of the environmental gradients determining the spatial patterns of species. We found that
elevation and soil fertility were the dominant gradients influencing the distribution of our
study species. The use of remotely sensed variables alone were capable of producing useful
SDMs but were improved by the addition of soil variables. Species response curves allowed
for quantitative responses of species to environmental gradients to be observed, and provide
the potential for species to be used as predictors of environmental variables. Our results
contribute to the understanding of what predictor variables are necessary to effectively model
species using SDMs as well as providing an understanding of the distribution of our study
species and how they can be used as predictors of environmental conditions.
xiv
CHAPTER 1
Determining the importance of environmental predictors in species distribution
models
1.1 Introduction
Global environmental change is affecting the composition and function of vegetative commu-
nities as well as threatening biodiversity (Sala et al., 2000; Bjorkman et al., 2018; Pecl et al.,
2017; Dı́az et al., 2019). Such changes present challenges to management and conservation
efforts. Species distribution models (SDMs) have been widely used to better understand
the causes of distributional changes and to predict future distributions (Guisan and Zim-
mermann, 2000; Guisan and Thuiller, 2005; Araújo et al., 2011). In addition, SDMs have
been used to test biogeographic hypotheses (McPherson et al., 2004), to determine the risk
of ecosystem invasion (Peterson, 2003), and to aid in conservation management decisions
(Araújo et al., 2004). SDMs quantify estimates of species realized niche by relating species
occurrence data to environmental data. The estimate of realized niche is then used to predict
the distribution of species using known distributions of environmental variables. Therefore,
the integrity of niche estimates is critical to the success of SDMs.
Despite the fundamental importance of niche estimates, numerous studies have called
for the need to use more ecologically relevant predictor variables (Austin and Van Niel,
2011; Franklin, 1995; Elith and Leathwick, 2009). Omitting variables that are ecologically
meaningful for a species results in an incomplete description of species niche. This negatively
affects the understanding of the species and limits the predictive potential of SDMs. For
example, the use of only climatic variables or a combination of topographic and climatic
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variables in SDMs is common despite the recognized need for additional predictors (Mod
et al., 2016; Austin and Van Niel, 2011). For SDMs of plant species, both Austin and Van
Niel (2011); Mod et al. (2016) described the importance of temperature, water, soil nutrients,
light, disturbance, and biotic interactions as predictors.
Soil variables are well known to influence the distribution of plant species (Epstein and
Bloom, 2005) and have been shown to be important in SDMs (Coudun et al., 2006; Buri
et al., 2020; Bertrand et al., 2012). Despite their importance, soil variables are a challenge to
incorporate into SDMs because of the difficulty of obtaining high-resolution measurements
across large areas. Most SDMs that have incorporated soil data have not used soil chemical
variables because chemical data are not available across landscapes and chemical analysis is
cost prohibitive. Common alternatives to soil chemical variables include the use of biological
indicators such as Ellenberg Indicator Values (Bertrand et al., 2012; Pinto and Gégout, 2005);
the use of easier to measure variables such as pH, texture, and depth (Beauregard and De
Blois, 2014); as well as geomorphological characteristics of landscapes such as landscape
position and bedrock geology (Lassueur et al., 2006). Fewer studies have examined the
role of chemical variables on structuring the distribution of species (e.g. Buri et al., 2020;
Coudun et al., 2006; Buri et al., 2017; Dubuis et al., 2013; Walthert and Meier, 2017). We
are not aware of any research in our study region that has examined the used of soil chemical
variables in SDMs.
Scale is an important factor in determining what predictor variables are necessary for use
in SDMs. Ecological processes occur at varying spatial scales, and therefore the scale chosen
for a study must be consistent with the process of interest (Levin, 1992). For example,
on global and continental scales, climate is the dominant environmental factor controlling
the distribution of plant species. On local scales, soil type, topography, land-use, and biotic
interactions have been recognized to control plant distributions (Pearson and Dawson, 2003).
The predictor variables used in SDMs should be appropriate for the spatial scale of the study
and conclusions should be interpreted in the context of the scale used. Previous studies that
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have examined the importance of soil chemistry in SDMs have worked at spatial scales larger
than those recognized by Pearson and Dawson (2003) to be controlled by soil type, likely
causing their results to diminish the importance of soil variables. Thus, at small spatial
scales, the importance of soil variables may be greater than previous studies have suggested.
An additional factor that influences the importance of predictor variables in SDMs is the
species of interest. Given that niche differs between species, the predictor variables used
to model species differ as well. For instance, Bertrand et al. (2012) found that for Quercus
pubescens, soil pH, mean January temperature, and available water were the most important
variables. Coudun and Gégout (2007) found that for Vaccinium myrtillus, mean annual tem-
perature, soil pH, and C:N were most important. Research has also suggested that functional
groups of plant species may have different relationships with environmental conditions (Maes
et al., 2019). Numerous studies have shown that understory species are more sensitive to soil
conditions than overstory species (Daubenmire, 1976; Pregitzer and Barnes, 1982; Pinto and
Gégout, 2005; Beauregard and De Blois, 2014). Few SDMs have studied the forest understory
(e.g. Beauregard and De Blois, 2014; Maes et al., 2019), though, leaving uncertainty as to
what predictor variables are important for these species. In addition, relationships between
environmental gradients and plant functional group classifications that are more descriptive
than tree and understory species remain to be explored (but see Maes et al. 2019).
In this study, we used three predictor classes: soil, topographic, and spectral. The
soil predictors that we used are primarily direct variables, meaning they have proximal
effects on plants, and include variables like available calcium and pH. Topographic and
spectral predictors are indirect variables, meaning they have distal effects on plants. For
example, elevation does not directly influence plants but can be used as a surrogate for
a direct predictor like temperature. Use of direct variables makes interpretation of causal
relationships easier and improves transferability of models to other study regions, unlike
indirect variables, such as elevation, whose relationship with temperature would vary in
different geographic regions. Climate variables, such as mean annual temperature and mean
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annual precipitation, are frequently used in SDMs and are commonly considered to be direct
variables, despite precipitation being shown to be a poor surrogate for plant available water
(Piedallu et al., 2013). Though climate variables have the advantage of being direct - or, more
direct - than topographic variables, and therefore easier to interpret and more transferable,
they are rarely available at high resolution and can be inaccurate on small spatial scales
with heterogeneous topography. Guisan and Zimmermann (2000) suggest that topographic
variables may provide better predictions of plant distributions than climate variables at small
spatial scales. Topographic variables have also been shown to account for climatic variables
at a regional scale (Leempoel et al., 2015). Given that we are interested in determining the
need for soil variables in SDMs at small spatial scales for understory species, rather than
creating broadly transferable models, the use of indirect variables is consistent with our
objectives.
The objective of our study was to (i) compare the predictive capability of the three
predictor classes: soil, topographic, and spectral variables; (ii) determine if a subset of
variables can be used to effectively model all our understory study species; and (iii) determine
if different functional groups are associated with different predictors. We used a study design
that emphasizes the importance of soil variables, including the use of a small study area and
the use of understory species. This will provide insight into the importance of soil variables
for regional SDMs that are increasingly used for conservation management.
1.2 Methods
1.2.1 Study area
Data were collected from 158 plots ranging in elevation from 346 m to 1,213 m. Plots were
located within a 178 km2 area within the Upper Wild Ammonoosuc watershed in the western
portion of the White Mountain National Forest, New Hampshire, USA. This study area was
chosen because it represents the majority of forest and soil types on the White Mountain
National Forest. Generally, northern hardwoods at low elevations transition to mixed conifer
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forests by 750 m, above which spruce-fir and fir forests persist up to tree line around 1,200
m. Average annual precipitation ranges from 90 to 180 cm and average annual snowfall
ranges from 250 to 400 cm (McNab and Avers, 1994). The region is glacially scoured with
scattered, rounded mountains. Soils are mainly Spodosols, strongly acidic, and generally less
than 3 m in depth (McNab and Avers, 1994).
Figure 1.1: Study area map. a) Location of the White Mountain National Forest (WMNF)
in the context of New England. Star denoting the location of the Upper Wild Ammonoosuc
watershed (WAMMO). b) 1-meter lidar-derived shaded relief of the WAMMO study area.
c) Detailed view of 1-meter shaded relief from WAMMO study area. Figure from Colter
(2019).
1.2.2 Species data
Plot locations were determined using a stratified random sampling design with parent ma-
terial, elevation, aspect, slope, and topographic wetness index used as stratifying factors.
Presence of all understory, vascular plant species within a 10 m radius plots were recorded.
Understory plants were defined as any vascular plant with a diameter at breast height of less
than 2.5 cm or a height below 1.37 m, including qualifying trees and shrubs. This definition
was chosen because all plants that did not qualify as understory species were accounted for
in overstory forestry plot measurements. Vegetation sampling was conducted in July and
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August of 2013 and 2014. All plants were identified to species, excluding the Nabalus genus.
All specimens of the Nabalus genus that were keyed to species were Nabalus altissimus, but
without flowering material, a definitive identification could not be made. Nomenclature
follows Haines (2011).
1.2.3 Environmental data
A soil pit was located within each plot at a location representative of plot conditions and
was characterized by depth of genetic horizons, and, for each horizon, Munsell color, texture,
structure, moist consistence, redoximorphic features, rooting density, and coarse fragment
content (Schoeneberger et al., 2012). We collect soil samples for chemical analysis by genetic
horizon to a depth of 120 cm, upper portion of the C horizon, or restrictive feature, whichever
came first. Soil samples for chemical analysis were collected from the top 10 cm of each
genetic horizon of a soil pit and analyze individually. Samples were air dried and sieved
to remove particles greater than 2 mm. Samples were measured for pH using 0.01 mol/L
CaCl2 (Robarge and Fernandez, 1987). Carbon and nitrogen were analyzed using pulverized
samples on a CN element analyzer (CE-Elantech Thermo FlashEA 1112 Series NC Soil
Analyzer). The instrument was standardized using soil standards from the North American
Proficiency Testing program. Exchangeable cations (exAl, exCa, exMg, exMn, exNa, exP,
exK, exSr) were measured in a 1 mol/L NH4OAc extraction buffered at pH 4.8. Cation
concentrations were measured using inductively coupled plasma spectrophotometry (Agilent
Technologies 700 Series ICP–OES). Ten soil chemical variables were measured in total: Al,
Ca, K, Mg, Mn, Na, P, pH, concentration C, and concentration N.
The Oa and A soil horizons were consolidated into a single OA horizon. Typically, only
the Oa or A horizon were present, and that value was used to represent the OA. When both
Oa and A soil horizons were present, a weighted average was calculated using the depths
of the soil horizons. If a master horizon (O, A, B, C) had multiple genetic horizons (i.e.
Bhs and Bs), only the soil data from the uppermost genetic horizon were used in statistical
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analysis. Soil data from the C horizon were not included in statistical analysis due to the
sparsity of the data resulting from restrictive features preventing the C horizon from being
sampled at many locations. Any soil chemical value below the minimum detection limit was
assigned a value of one-half the detection limit.
Topographic predictors in this study were calculated from a lidar-derived digital elevation
model (DEM). Lidar data were collected in November 2010 and April 2012 during leaf-off
conditions with no snow and stream flow below normal levels. Original dataset resolution
was 1 m with an average of 3 points/m2.
Prior to calculation of topographic metrics, DEM resolution was coarsened to 2 m using
cell aggregation by mean. The 2 m resolution DEM was then used to calculate topographic
metrics as described in Table A.4. After calculating topographic metrics for individual cells,
plot specific summary statistics were calculated using cells whose cell center was within the
plot boundary, including mean and standard deviation. This methodology incorporates fine
scale terrain attributes better than aggregating the DEM to match the scale of the plots
prior to calculating topographic metrics (Moudrý et al., 2019). Calculations were performed
using QGIS (version 3.10.7) and ArcGIS (version 10.7 ESRI Inc., Redlands CA, USA).
Topographic wetness index, solar radiation, and large radii values for topographic position
index were the only topographic metrics not calculated using the 2 m resolution DEM.
Solar radiation and large radii values for topographic position index were calculated at
coarser resolutions because of the computational rigor of these calculations. The specific
resolutions are described in Table A.4. Topographic wetness index was calculated using a
5 m resolution DEM because regional studies have suggested this is the most ecologically
meaningful resolution to use (Gillin et al., 2015). In preparation for the calculation of
topographic wetness, mean low-pass filtering and sink filling was performed as described
in Gillin et al. (2015). Topographic wetness index was calculated as a ratio of upslope
accumulated area and downslope index. Upslope accumulated area was calculated using a
multiple triangular flow direction algorithm (Seibert and McGlynn, 2007) and downslope
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index was calculated using a 5 m vertical distance (Hjerdt et al., 2004).
We used topographic metrics as a proxy for climate variables due to the small spatial scale
of our study and the lack of high-resolution climate data available. Climate variables tend to
be less precise than topographic variables on small spatial scales because climate variables
are largely derived from topographically sensitive spatial interpolations of climate data.
Topographic predictors have been shown to be important determinants of plant distributions
(Frank, 1988; Burke et al., 1989), and Guisan and Zimmermann (2000) suggests that for
SDMs, topographic variables may provide better predictions than climate variables at small
spatial scales. In addition, Leempoel et al. (2015) showed that topographic variables can
account for climate variables at regional scales. This methodology does limit the ability
to apply models to different geographic areas and to understand the response of species to
direct resource gradients but meets the objectives of our study. Sentinel-2A SAFE (Standard
Archive Format for Europe) Level-2A (bottom-of-atmosphere) data was downloaded using
the R package, sen2r (Ranghetti et al., 2020). The date of acquisition was July 7th, 2019.
This date was chosen because cloud-cover for the study area was less than 1%; no pixels used
in analysis were recognized as cloud-covered. All 13 available Sentinel-2 spectral bands and
38 spectral indices derived from the 13 bands were downloaded (Table A.4). Spectral data
resolution ranged from 10 m to 60 m, consistent with the resolutions of Sentinel-2 spectral
data (Drusch et al., 2012). Plot specific spectral values were determined by extracting
spectral band or index values from the raster cell where plot center was located.
1.2.4 Species distribution modeling
Species distribution models were built to predict the presence or absence of the 41 species
present in 30 or more plots. Presence in 30 plots was required because up to three-predictor
variables were used in models, and this ensures the ratio of observations to predictor variables
is 10:1 or greater (Harrell, 2001). Multicollinearity in the predictor variables was reduced by
limiting Pearson correlation coefficients and variance inflation factors to 0.7 (Green, 1979)
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and 5 (Dormann et al., 2013; Marquardt, 1970), respectively. The predictor variables re-
moved were determined using expert knowledge. Petitpierre et al. (2017) showed that expert
knowledge rather than automated variable selection improved model performance in SDMs.
Pearson and Dawson (2003) suggests that variable selection using expert knowledge may be
even more salient in SDMs of small spatial scales.
Predictor variables were divided into five model classes; ‘topo’ (topographic), ‘spectral’,
‘topo spectral’ (topographic and spectral), ‘soil’, and ‘all’ to determine the contribution of
various predictor types. The ‘topo spectral’ class was used to represent the combination of
remotely sensed data. The ‘all’ class is a combination of all predictor variables used in this
study and serves as a reference for the best possible model. Within each model class, a set
of models was created using all possible combinations of one-, two-, and three-predictors.
This results in what will be referred to as model types. Examples of model types include:
‘topo (1)’, representing models using any one topographic variable; ‘topo (2)’, representing
models using any combination of two topographic variables; and ‘topo (3)’, representing
models using any combination of three topographic variables. Different numbers of models
were created for each model type depending on how many combinations can be made from
the number of predictors in the model and the number of predictor variables within that
model class. For example there were eight individual models within the ‘topo (1)’ model
type (eight topographic variables, choose one) and 56 individual models within the ‘topo (3)’
model type (eight topographic variables, choose 3). The terms model class and model type
will be used throughout. Model class distinguishes models based on the kind of predictor
variables in the model, but does not indicate the number of predictor variables (i.e. ‘topo’).
Model type distinguishes models based on both the number and class of predictor variables
in the model (i.e. ‘topo (1)’).
All models were fitted in R 4.0.2 (R Core Team, 2020) using the default parameterization
of biomod2 (Thuiller et al., 2020). As statistical models have been shown to influence results
(Elith et al., 2006; Guisan et al., 2007), we utilized seven modeling techniques: generalized
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linear model (GLM), generalized additive model (GAM), multivariate adaptive regression
spline (MARS), flexible discriminant analysis (FDA), random forest (RF), gradient boosting
machine (GBM), and artificial neural networks (ANN). Models were evaluated using repeated
(ten times) random five-fold cross-validation (80% of data used for training, 20% used for
evaluation). For each repetition, model accuracy was assessed using a maximization of
Cohen’s kappa, hereafter referred to as max kappa (Cohen, 1960; Manel et al., 2001). Hence,
a total of 70 models were fitted for each combination of predictors for each species. If fewer
than 67 of those models (95%) reached a solution, that species and predictor combination was
considered to fail. This requirement was implemented because models with high percentages
of failed models and spurious predictor variables were found to occasionally have high max
kappa values.
All repetitions for all model types were then combined into an ensemble model. Ensem-
ble modeling has become increasingly popular in species distribution modeling because of
evidence suggesting ensemble models perform better than individual models (Crossman and
Bass 2008; Marmion et al. 2009; Hao et al. 2019; but see Crimmins et al. 2013), reduce model
selection bias, and improve transferability of models (Araújo and New, 2007). We built en-
semble models using a mean combination technique. This approach takes the predictions of
probability of occurrence for all individual models and averages them to create an ensemble
prediction for the probability of occurrence for a specific species at a specific plot. Ensemble
models were then evaluated using the same ten repetition, five-fold cross-validation that was
used for individual models. We then averaged the max kappa value for all ten repetitions to
create a single max kappa value for each ensemble model. This averaged max kappa value
was used as the final evaluation metric for models. The strongest model was chosen from
within each model type for each species. Ensemble model max kappa values in our study
are likely over-optimistic because the five-fold cross-validation procedure for ensemble mod-
els includes model evaluation data that were formerly used for model training of individual
models. This means that the evaluation data for the ensemble model may have been used
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in the model training of some of the constituent individual models.
All ensemble model residuals were tested for spatial autocorrelation using Moran’s I.
Models with significant spatial autocorrelation in their residuals (p ≤0.5) were removed
from all subsequent analyses, as spatial autocorrelation can inflate the predictive perfor-
mance of models (Araujo et al., 2005; Legendre, 1993). Rather than defining a minimum
distance or minimum differences in ecological conditions between plots (i.e. differences in
altitude, aspect, soil pH, etc; see Coudun et al. 2006) to avoid spatial autocorrelation, we
determined whether spatial autocorrelation persisted in model residuals. Spatial autocorre-
lation in model residuals is the result of important drivers of species’ distributions not being
explained by model predictors. By not seeking to prevent spatial autocorrelation through
sample design, our methodology allows us to determine whether certain predictor variables
reduce spatial autocorrelation in model residuals.
1.2.5 Determining variable importance
We assessed the variable importance of each variable in the ‘all (3)’ model type using biomod2
functionality (Thuiller et al., 2020). The ‘all (3)’ models represent the strongest available
models for a species, and thus the most important variables in predicting the species’ dis-
tribution. To determine variable importance, the target variable is randomized, and the
max kappa value of the resulting model is compared to the max kappa value of the non-
randomized model. This process was repeated 10 times and the variable importance from
each repetition was averaged for a final variable importance. Variable importance ranges
from 0 to 1, with 0 representing no difference in max kappa between a randomized and
non-randomized model. A distribution of variable importance for each variable was then
created, with differing numbers of observations for each variable because of the inequality
in the number of ‘all (3)’ models each variable is involved in. For example, elevation was
used in nine ‘a” (3)’ models and therefore the distribution of elevation has nine observations
compared to OA pH which was used in three models.
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1.2.6 ‘Universal’, ‘topo spectral,’ and ‘all (3)’ models
To determine whether a certain subset of predictors could be used effectively to model the
distribution of all 41 species, we created two three-predictor models using two different
criteria for determining the subset of variables used: those variables that had the highest
variable importance in ‘all (3)’ models (referred to as ‘universal (best)’ and those variables
used in the greatest number of ‘all (3)’ models (referred to as ‘universal (most)’. The same
species distribution modeling techniques were used for ‘universal’ models. ‘Universal’ models
and ‘topo spectral’ models were then compared to ‘all (3)’ models to determine the loss in
predictive capability.
1.2.7 Determining the role of species characteristics in model quality
We used analysis of variance (ANOVA) and interpretation of boxplots to determine whether
numerous characteristics of species affected model strength in ’all (3)’ and ’topo spectral
(3)’ models. Groupings included woody or herbaceous, general categorization of life-form,
indicator of enriched soil conditions, resident or transient, Raunkiaer life-form, ability to
clonally reproduce, and dispersal mechanism (Table 1.1). Enrichment indicators are defined
based on descriptions by Sperduto and Nichols (2012). The category ‘resident/transient’
determines whether the species’ life history characteristics confine them to aboveground
heights of 1-1.5 m (Gilliam and Roberts, 2014). Those species confined to heights of 1-1.5 m
are considered resident. Species’ membership in the categories dispersal mechanism, clonal
reproduction, and Raunkiaer life-form were determined with reference to several publications
(Brown and Boutin, 2009; Handel et al., 1981; Matlack, 1994; Singleton et al., 2001; Cain,
1945; Chapman and Crow, 1981; Hicks, 1980). The Raunkiaer plant life-form classification
system separates species into groups based on the location of the perennating bud of a plant
during seasons with adverse conditions and has been recognized as one of the most successful
attempts to make ecologically meaningful categorizations (Gilliam and Roberts, 2014). Trees
and shrubs were classified as Phanerophytes, as their perennating bud is located above
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ground. The remaining species were classified as either Geophytes or Hemicryptophytes,
species whose perennating bud is located underground or near the soil surface, respectively.
We also used interpretation of boxplots to determine whether different predictor classes
were more important to certain functional groups. To accomplish this, we summed the
variable importance of predictor classes within individual ’all (3)’ models. Those summed
values were then assigned to various functional groups depending on the categorization of
the species for which the model was built and represented accordingly using a boxplot to
represent the comparative importance of predictor classes for different functional groups.
For example, the ‘all (3)’ model for ABIBAL had two soil variables and one spectral vari-
able. The variable importance of the two soil variables were summed to represent to overall
importance of soil variables on the model. The variable importance of the single spectral
variable represented the overall importance of spectral variables. There were no topographic
variables, and therefore no value was recorded. Absence of a predictor class in a model, such
as the topographic class in the example provided, results in different number of observations
within groups. The summed variable importance by predictor class was then assigned to a
group. For example, the summed variable importance of soil variables for ABIBAL would
be assigned to the group ’tree’ and compared to ’non-tree.’ A boxplot was then used to
represented the distribution of summed variable importance between the predictor classes
for the groups, ’tree’ and ’non-tree’ (Figure 1.5)
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Table 1.1: Functional classifications of our 41 study species. Geo., Hemi., and Phan. repre-
sent Geophyte, Hemicryptophyte, and Phanerophyte, respectively.
Species Woody/Herb Life Form Enriched Res./Trans. Raunkiaer Clonal Dispersal
1 ABIBAL woody tree no trans. Phan. no wind
2 ACEPEN woody tree no trans. Phan. no wind
3 ACERUB woody tree no trans. Phan. no wind
4 ACESAC woody tree yes trans. Phan. no wind
5 ACESPI woody tree no trans. Phan. no wind
6 ARANUD herbaceous forb no res. Hemi. yes ingested
7 ARITRI herbaceous forb yes res. Geo. yes ingested
8 ATHANG herbaceous fern no res. Hemi. yes spore
9 BETALL woody tree no trans. Phan. no wind
10 CARARC herbaceous graminoid no res. Hemi. no gravity
11 CARINT herbaceous graminoid no res. Hemi. no gravity
12 CINLAT herbaceous graminoid no res. Hemi. yes wind
13 CLIBOR herbaceous forb no res. Geo. yes ingested
14 DENPUN herbaceous fern no res. Geo. yes spore
15 DRYCAM herbaceous fern no res. Geo. yes spore
16 DRYINT herbaceous fern no res. Geo. yes spore
17 FAGGRA woody tree no trans. Phan. yes other
18 FRAAME woody tree yes trans. Phan. no wind
19 HUPLUC herbaceous fern no res. Geo. yes spore
20 LONCAN woody shrub no res. Phan. no ingested
21 MAICAN herbaceous forb no res. Hemi. yes ingested
22 MAIRAC herbaceous forb no res. Geo. yes ingested
23 MEDVIR herbaceous forb no res. Geo. yes ingested
24 NABSPP herbaceous forb no res. Hemi. no wind
25 OCLACU herbaceous forb no res. Hemi. yes wind
26 OXAMON herbaceous forb no res. Hemi. yes other
27 PARNOV herbaceous fern no res. Geo. yes spore
28 PHECON herbaceous fern no res. Hemi. yes spore
29 PICRUB woody tree no trans. Phan. no wind
30 RUBIDA woody shrub no res. Hemi. yes ingested
31 SAMRAC woody shrub yes trans. Phan. yes ingested
32 STRAMP herbaceous forb no res. Geo. yes ingested
33 TIACOR herbaceous forb yes res. Hemi. yes other
34 TRIBOR herbaceous forb no res. Geo. yes other
35 TRIERE herbaceous forb no res. Geo. yes ingested
36 TRIUND herbaceous forb no res. Geo. yes ant
37 TSUCAN woody tree no trans. Phan. no wind
38 UVUSES herbaceous forb no res. Geo. yes ingested
39 VIBLAN woody shrub no trans. Phan. yes ingested
40 VIOBLA herbaceous forb no res. Hemi. yes ant




After removing species with fewer than 30 observations, 41 of 272 species remained (Table
1.2). Prior to variable reduction, there were 39 soil variables, 51 spectral variables, and 56
topographic variables. These were reduced to 12, 3, and 8 for soil, spectral, and topographic
predictors, respectively. The discrepancy in the number of predictor variables within each
class is due to differing amounts of collinearity (i.e. correlation and variance inflation) in
the classes. Spectral variables in particular had high collinearity, preventing the use of more
than three variables in this class.
1.3.2 Species distribution models
Model failure and spatial autocorrelation
All ensemble models using only one predictor variable failed based on our definition of failed
models and are not discussed hereafter (see methods). Two-predictor models and three-
predictor models had similar percentages of model failure, with 17.1% and 15.1% failed
models, respectively. The ‘spectral’ class resulted in a disproportionate number of failed
models for both two and three-predictor models; 53.7% of ‘spectral (2)’ models failed and
56.1% of ’spectral (3)’ models failed. This result can be observed in the vertical pattern
of grey cells for ‘spectral’ classes in Figure 1.2. Individual species ranged from having no
failed models to 50% failed models. The majority of species (32 of 41), had no failed models
outside of ‘spectral’ models. Those species with persistent model failure can be observed in
the horizontal pattern of grey cells in Figure 1.2.
Spatial autocorrelation was least common in the ’topo spectral (3)’ model class, with
12.2% of successful models having spatial autocorrelation (Figure 1.2). The greatest amount
of spatial autocorrelation occurred in the ‘all (3)’ model class, with 17.0% of successful mod-
els having spatial autocorrelation (Figure 1.2). All occurrences of spatially autocorrelated
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models occur within eight species. The remaining 33 species have no spatially autocorrelated
models. In three species, all successful models were spatially autocorrelated, and in another
two species all but one of the successful models were spatially autocorrelated. This result
can be observed in the strong horizontal pattern of yellow cells in Figure 1.2. The inclusion
of soil variables did not reduce spatial autocorrelation as was noted in Bertrand et al. (2012).
Model performance
Species distribution models resulted in max kappa values ranging from 0.436 to 0.857 (Figure
1.2). The lowest max kappa was from a ‘spectral (3)’ model and the highest max kappa was
from a ‘soil (3)’ model (see discussion regarding the anomalous performance of ‘spectral (3)’
models). The ‘all’ model class should have equal or greater predictive capability than all
other model classes because it has the flexibility to recreate models produced in other model
classes as well as create unique models that cannot be produced by other model classes.
The occasional model that outperforms an ‘all’ model (i.e., a ‘soil’ model having the highest
max kappa) is a reflection of random chance associated with the cross-validation procedure.
Landis and Koch (1977) describe benchmarks for kappa values as follows: poor (<0.00), slight
(0.00-0.20), fair (0.21-0.40), moderate (0.41-0.60), substantial (0.61-0.80), and almost perfect
(0.81-1.00). Three-predictor models had higher median max kappa values then two-predictor
models, with the exception of the ‘spectral (3)’ model type (Figure 1.2). In addition to higher
median max kappa values, the variability in model classes decreased with the addition of a
third variable. Comparison of standard deviations between two and three-predictor models
for the same model classes showed decreases in all cases other than the ‘spectral’ model class.
Standard deviations for the two-predictor models were 0.066, 0.073, 0.062, 0.072, and 0.075,
whereas standard deviations of three-predictor models were 0.052, 0.058, 0.062, 0.063, and
0.071 for ‘all,’ ‘soil,’ ‘spectral,’ ‘topo,’ and ‘topo spectral,’ respectively. Within both two
and three-predictor models, comparison of median max kappa showed ‘all’ was the strongest
model class and ‘spectral’ was the weakest. In two-predictor models, the ‘soil’ model class
16
Table 1.2: Max kappa of best performing ensemble model by model class. Red chromatic acts
as a heat map to aid in the interpretation of patterns associated with model performance.


























































1 ABIBAL 0.64 0.71 0.65 0.56 0.68 0.73 0.72 0.76 0.66 0.81
2 ACEPEN 0.74 0.73 0.53 0.52 0.74 0.73 0.76 0.77 0.81 0.84
3 ACERUB 0.56 0.60 0.42 0.42 0.56 0.59 0.54 0.60 0.55 0.68
4 ACESAC 0.71 0.71 0.51 0.54 0.69 0.76 0.62 0.65 0.68 0.76
5 ACESPI 0.69 0.74 0.48 0.42 0.69 0.67 0.65 0.65 0.61 0.78
6 ARANUD 0.42 0.42 0.42 0.42 0.42 0.73 0.76 0.86 0.73 0.83
7 ARITRI 0.65 0.75 0.75 0.47 0.63 0.74 0.66 0.76 0.59 0.80
8 ATHANG 0.62 0.66 0.42 0.42 0.62 0.76 0.71 0.71 0.65 0.77
9 BETALL 0.42 0.42 0.58 0.54 0.61 0.63 0.50 0.69 0.60 0.70
10 CARARC 0.55 0.75 0.42 0.42 0.59 0.78 0.64 0.66 0.65 0.78
11 CARINT 0.42 0.62 0.42 0.42 0.42 0.59 0.68 0.76 0.61 0.77
12 CINLAT 0.57 0.58 0.49 0.53 0.61 0.65 0.61 0.67 0.60 0.80
13 CLIBOR 0.42 0.42 0.63 0.59 0.68 0.75 0.42 0.42 0.63 0.73
14 DENPUN 0.54 0.63 0.42 0.42 0.53 0.65 0.58 0.65 0.67 0.69
15 DRYCAM 0.56 0.61 0.42 0.42 0.52 0.63 0.58 0.68 0.66 0.66
16 DRYINT 0.73 0.74 0.67 0.61 0.73 0.83 0.64 0.75 0.75 0.82
17 FAGGRA 0.79 0.84 0.62 0.59 0.80 0.82 0.57 0.69 0.75 0.82
18 FRAAME 0.69 0.69 0.42 0.64 0.67 0.72 0.55 0.62 0.66 0.77
19 HUPLUC 0.57 0.67 0.58 0.65 0.58 0.67 0.66 0.70 0.64 0.74
20 LONCAN 0.42 0.42 0.42 0.42 0.42 0.59 0.59 0.58 0.67 0.72
21 MAICAN 0.80 0.71 0.42 0.42 0.81 0.76 0.42 0.42 0.77 0.79
22 MAIRAC 0.60 0.76 0.42 0.42 0.62 0.75 0.58 0.68 0.65 0.78
23 MEDVIR 0.58 0.64 0.56 0.42 0.65 0.70 0.69 0.65 0.65 0.76
24 NABSPP 0.55 0.63 0.42 0.42 0.55 0.65 0.72 0.71 0.70 0.74
25 OCLACU 0.53 0.54 0.42 0.42 0.52 0.52 0.56 0.62 0.55 0.62
26 OXAMON 0.55 0.61 0.42 0.42 0.56 0.53 0.71 0.66 0.70 0.75
27 PARNOV 0.63 0.70 0.62 0.65 0.65 0.70 0.59 0.67 0.59 0.71
28 PHECON 0.62 0.71 0.42 0.42 0.62 0.71 0.67 0.75 0.62 0.74
29 PICRUB 0.64 0.66 0.42 0.42 0.64 0.70 0.60 0.65 0.57 0.66
30 RUBIDA 0.60 0.61 0.42 0.42 0.58 0.68 0.58 0.66 0.62 0.69
31 SAMRAC 0.65 0.71 0.49 0.51 0.65 0.74 0.76 0.78 0.72 0.77
32 STRAMP 0.42 0.56 0.53 0.53 0.57 0.67 0.60 0.62 0.54 0.66
33 TIACOR 0.59 0.68 0.52 0.44 0.62 0.68 0.75 0.79 0.73 0.77
34 TRIBOR 0.66 0.75 0.42 0.42 0.66 0.70 0.42 0.42 0.65 0.73
35 TRIERE 0.64 0.42 0.42 0.42 0.42 0.70 0.73 0.73 0.65 0.83
36 TRIUND 0.68 0.65 0.42 0.42 0.68 0.68 0.62 0.68 0.68 0.71
37 TSUCAN 0.67 0.77 0.42 0.42 0.69 0.72 0.60 0.68 0.70 0.79
38 UVUSES 0.64 0.75 0.53 0.57 0.67 0.75 0.58 0.65 0.66 0.75
39 VIBLAN 0.70 0.71 0.64 0.68 0.72 0.72 0.67 0.70 0.73 0.83
40 VIOBLA 0.59 0.69 0.42 0.42 0.64 0.68 0.59 0.65 0.68 0.74
41 VIOROT 0.69 0.73 0.55 0.55 0.80 0.79 0.72 0.74 0.76 0.80
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had the second highest median max kappa value followed by ‘topo spectral’ and then ‘topo.’
In three-predictor models, the median max kappa of ‘topo spectral’ and ‘topo’ model classes
outperformed the ‘soil’ model class.
The performance of two-predictor model classes were more similar than the performance
of three-predictor model classes (Figure 1.2). The range in median max kappa for two-
predictor models was 0.100 compared to 0.207 for three-predictor models. Additionally,
there was greater separation between the model performance of each model type in the
three-predictor models. This is particularly noticeable in the difference between the best
performing two-predictor model type, ‘all (2),’ and the second best performing two-predictor
model type, ‘soil (2),’ compared to the best performing three-predictor model type, ‘all (3),’
and the second best performing three-predictor model type, ‘topo spectral (3).’ Here, the
differences between median max kappa are 0.004 and 0.06 for the two-predictor models and
three-predictor models, respectively. Similar differences but of lesser magnitude can be ob-
served in all downward cascading comparisons (i.e., second-best performing model compared
to third-best performing model) between two and three-predictor models. Overall, model
performance in ‘topo spectral,’ ‘topo,’ and ‘soil’ were similar. The similarity in performance
between ‘topo spectral’ and ‘topo’ is not due to ‘topo spectral’ models being composed solely
of topographic variables; 31.3% of ‘topo spectral (2)’ models contain a spectral predictor and
58.3% of ‘topo spectral (3)’ models contain a spectral predictor. Models belonging to the
best performing model type, ‘all (3),’ are composed of a mixture of soil, topographic, and
spectral, variables, with 94.1%, 79.4%, and 29.4% of models containing a variable from the
respective predictor classes. In the ‘all (2)’ model type, 74.3% of models had a soil variable,
62.9% of models had a topographic variable, and 22.9% of models had a spectral variable.
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Figure 1.2: Boxplots of ensemble model max kappas separated by number of predictors
and model class. Upper and lower hinges correspond to first and third quartiles, middle
represents the median. Whiskers extend 1.5 times the interquartile range, with outlying
values represented as points.
1.3.3 Variable importance
Of the 23 predictor variables, 22 were used in at least one ‘all (3)’ model. The variable that
was not used, MCARI/MTVI, was used in a spatially autocorrelated ‘all (3)’ model that was
removed from analysis. Elevation and B horizon calcium (B Ca) were used in nine models,
the greatest number for any predictors. Elevation and B Ca also had the highest median
variable importance, with 0.78 and 0.68, respectively. NDVI had the third highest median
variable importance, at 0.59, and was used in five models. Therefore, the three variables with
the highest median variable importance represent soil, topographic, and spectral variables.
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TWI, slope, TPI2000, OA P, and B Al were used in more models than NDVI but had a
lower median variable importance. Elevation was one of four topographic variables with a
median variable importance above 0.25, along with slope (0.427), TPI25 (0.33), TWI s.d.
(0.34), and TPI2000 (0.28). For soil variables, only OA Na (0.27) and B Ca exceeded 0.25.
NDVI was the only spectral variable exceeding 0.25. TWI occurred in seven models, the
third most of any variable, but had a median variable importance of 0.10.
Figure 1.3: Boxplots of variable importance separated by predictor class. To determine
variable importance, the target variable was randomized, and the max kappa value of the
resulting model was compared to the max kappa value of the nonrandomized model. Upper
and lower hinges correspond to first and third quartiles, middle represents the median.
Whiskers extend 1.5 times the interquartile range, with outlying values represented as points.
1.3.4 Optimal, universal, and remotely sensed models
Two universal model types were created because the assessment of variable importance did
not provide a convincing third variable to be used in the model. Elevation and B Ca had
both the highest median max kappa values and were used in the greatest number of models.
We therefore used these variables in both of the universal model types. The first universal
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model type, ‘universal (best),’ used NDVI as the third predictor variable because it had the
third highest median max kappa. The second universal model type, ‘universal (most),’ used
TWI as the third predictor variable because it was used in the third most models. These
two model types were then compared to the performance of ‘all (3)’ and ‘topo spectral (3)’
model types.
The ‘universal (best)’ model type had the greatest number of failed models at 12. The
‘universal (most)’ model type had 10 failed models, and neither ‘all (3)’ nor ‘topo spectral
(3)’ had any failed models. The ‘universal (best)’ model type also had the greatest number
of spatially autocorrelated models, with eight. The ‘all (3)’ model type had seven spatially
autocorrelated models and both ‘universal (most)’ and ‘topo spectral (3)’ had five spatially
autocorrelated models.
The ‘all (3)’ and ‘topo spectral (3)’ model types had the highest median max kappa
values, with 0.765 and 0.705, respectively (Figure 1.4). The ‘universal (best)’ and ‘universal
(most)’ model types had lower max kappa values than the ‘all (3)’ and ‘topo spectral (3)’
models, but performed similarly to each other, with median max kappa values of 0.641
and 0.638, respectively, though the ‘universal (best)’ model had less variability in model
performance than the ‘universal (most)’ model with a standard deviation of 0.064 compared
to 0.082 (Figure 1.4). The least variability in model performance occurred in the ‘all (3)’
model class with a standard deviation of 0.052.
1.3.5 Determining the role of species characteristics on model performance
Group testing and interpretation of boxplots showed that model performance for ‘all (3)’ and
‘topo spectral (3)’ models did not differ between groups defined by species’ characteristics.
We did find evidence that different predictor classes are more important for certain func-
tional groups. Soil variables are less important for modeling tree species than for non-tree
species. Conversely, topographic variables are more important for modeling tree species than











Figure 1.4: Boxplots of max kappa values for optimal (‘all (3)’), remotely sensed (‘topo
spectral (3)’), and universal models (‘universal (best)’ and ‘universal (most)’). Universal
models attempt to use subsets of predictor variables to model all species. Optimal and
remotely sensed models allow for different combinations of predictors to be used for each
species. Different numbers of observations exist in each group because of failed and spatially
autocorrelated models. Upper and lower hinges correspond to first and third quartiles,
middle represents the median. Whiskers extend 1.5 times the interquartile range, with
outlying values represented as points.
were most important for Hemicryptophytes and had lesser importance for Phanerophytes and
Geophytes (Figure 1.6). Spectral variables appeared to be least important for Hemicrypto-
phytes, and had greater importance for Phanerophytes and Geophytes, though small sample
size prevent strong conclusions. Similarly, topographic variables were least important for

























Figure 1.5: Boxplot comparing ensemble model variable importance summed by predictor
class for ‘tree’ and ‘non-tree’ species. Upper and lower hinges correspond to first and third
quartiles, middle represents the median. Whiskers extend 1.5 times the interquartile range,

























Figure 1.6: Boxplot comparing ensemble model variable importance summed by predictor
class for Raunkiaer plant life-form classification. Geo., hemi., and phan. represent Geophyte,
Hemicryptophyte, and Phanerophyte, respectively. Upper and lower hinges correspond to
first and third quartiles, middle represents the median. Whiskers extend 1.5 times the
interquartile range, with outlying values represented as points.
1.4 Discussion
1.4.1 Influence of the number of predictor variables on model performance
We found that models built with more predictor variables outperformed models built with
fewer predictor variables. All of the one-predictor models that we built failed based on
our criteria for a successful model (see methods). For two- and three-predictor models, the
predictive capability of all model classes increased with an additional predictor variable,
excluding the spectral class (Figure 1.2). We are not aware of other studies that have
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compared model predictive capability by the number of predictor variables in models, as most
studies use model building techniques such as step-wise that result in models with different
numbers of predictor variables (e.g. Coudun et al., 2006; Beauregard and De Blois, 2014;
Petitpierre et al., 2017). In addition, the differences between model predictive capability for
different model classes increased with an additional predictor variable. This can be seen in
the greater separation between model classes in the three-predictor models than the two-
predictor models (Figure 1.2). This is particularly noticeable for the ‘all’ model class, which
exceeds the predictive capability of the other three-predictor model classes by 0.06, whereas
it only outperforms other model classes by less than 0.01 in two-predictor models. These
results suggest that model class performance may be increasingly divergent with additional
predictor variables. The model performance of the spectral class did not noticeably improve
with the addition of a third predictor variable (Figure 1.2). This is likely because there were
only three total spectral predictor variables available and suggests that useful predictors
did not remain after the creation of a two-predictor model. Other model classes showed
improved predictive capability with the addition of a third predictor variable (Figure 1.2).
This suggests that useful predictor variables still remained. It is likely that the improvement
in predictive capability would saturate as the importance of predictor variables decreased, as
seen for the spectral class. The relationship between model predictive ability, the number of
predictor variables in models, and the types of predictor variables available warrants further
research.
We did not create models with more than three predictor variables because Harrell’s
rule-of-thumb, which states that the ratio of predictor variables to observations should be
10:1 or greater, would have restricted the number of species we were able to model. Using
three predictor variables necessitated that species were present in at least 30 plots ( 19%
prevalence), and allowed us to model 41 species. Creating a four predictor model would have
reduced the number of species we were able to model to 33, and would also have shifted the
group of species further towards the most abundant, presumably generalist species. Given
25
that the abundance of species has been shown to be associated with which predictor types
(i.e., climatic, soils, etc.) are important in modeling their distribution (Walthert and Meier,
2017; Pinto and Gégout, 2005), we sought to avoid modeling only the most common species.
Harrell’s rule-of-thumb was originally proposed for regression based techniques and may be
less important for non-regression based techniques (Fernandes et al., 2019), though its use is
common in SDM literature. If Harrell’s rule-of-thumb is used, its restrictive nature towards
rare species should be considered during study design.
Our model building methodology also made creating models with additional predictor
variables challenging because of the computational rigor of testing all possible combinations
of predictor variables. For example, the creation of the ‘all (3)’ model type compared 1771
ensemble models for each species, whereas an ‘all (4)’ model type would have required the
comparison of 8855 ensemble models for each species.
1.4.2 Influence of soil variables on model performance
Though the need to incorporate soil variables into SDMs has received considerable attention
(Austin and Van Niel, 2011; Mod et al., 2016; Pearson and Dawson, 2003), relatively few
studies have done so. This study uses one of the most detailed descriptions of soil conditions
in SDM literature. Our results show that the addition of soil variables to a ‘topo spectral’
model class improves model predictive accuracy, as shown by the greater predictive capability
of the ‘all’ model class compared to ‘topo spectral’ model class in two- and three-predictor
models (Figure 1.2). All studies that we know of that have assessed the influence of soil data
on SDMs have concluded that soil data improve the predictive ability of models (e.g. Buri
et al., 2020; Beauregard and De Blois, 2014; Coudun et al., 2006). Of the ‘all (3)’ models,
94.1% contain a soil predictor variable, compared to 79.4% and 29.4% for topographic and
spectral variables, respectively, highlighting the importance of soil variables to the success
of the ‘all (3)’ model type. Our results also show that the improvement in model predictive
capability in response to the addition of soil variables is greater in three predictor models
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than two predictor models. This may suggest that the addition of soil variables has increasing
potential to improve model predictive capability in models with more predictor variables.
Our results are inconclusive as to whether the ‘soil’ model class performs better than the
‘topo’ and ‘topo spectral’ model class. For two-predictor models, the ‘soil’ model class
outperformed both ‘topo’ and ’topo spectral.’ For three-predictor models, both ‘topo’ and
‘topo spectral’ outperformed the ‘soil’ model class.
Though there is widespread agreement that soil variables improve the predictive ability
of models, the methodology used to build SDMs varies between studies, making comparisons
more difficult. For example, Buri et al. (2020) concluded that soils variables improved SDMs
by comparing reference models created using topographic-climatic variables to the same
reference models with the addition of soil variables. Soil models were created using between
one and three additional soil variables. Their methodology compares models with different
numbers of predictor variables. Our results suggest that models with more predictor variables
have improved predictive abilities compared to models with fewer predictor variables. This
complicates the conclusion as to whether improved predictive abilities in Buri et al. (2020)
are due to the importance of soil variables or the greater number of predictor variables
in the soil models. The most common methodology to determine if soil variables improve
SDMs is to use step-wise model building, and to compare topographic-climatic models to
topographic-climatic models with the addition of soil variables. In addition to comparing
models with different numbers of predictor variables, step-wise model building techniques
have a number of drawbacks. Drawbacks of step-wise regression include bias in parameter
estimates (Whittingham et al., 2006), omission of influential variables and the use of spurious
variables (Derksen and Keselman, 1992), and unstable results that are sensitive to slight
changes in the data (Miller, 1984).
We found B Ca to be the most important soil variable in our study. B Ca has been shown
to be an important soil variable that represents the base cation side of an acid-base cation
gradient. Acid-base cation gradients are important in structuring vegetative communities
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both in our study region (Horsley et al., 2008; Bellemare et al., 2005) as well as in Norway
(Elgersma and Dhillion, 2002), Sweden (Brunet et al., 1997), Britain (Ferris et al., 2000),
Denmark (Graae and Heskjær, 1997), and France (Pinto and Gégout, 2005). Our results
do not show that pH is an important predictor variable, despite having been shown to be
important in other studies (Buri et al., 2020; Coudun et al., 2006). This is likely because
correlations between pH and base cation concentrations are poor in acidic, temperate forest
soils compared to higher pH, calcareous soils (Ross et al., 2008).
Soil variables were the only direct variables used in this study. We used indirect variables
such as topographic and spectral predictors for multiple reasons. Most importantly, our
objective was to determine the importance of soil variables rather than to create SDMs that
are applicable across broad geographic regions, therefore, the use of indirect variables did
not conflict with our objectives. Additionally, high resolution climate variables were not
available for our study area, and topographic variables have been shown to perform at least
as well as climate variables on small spatial scales with heterogeneous topography (Guisan
and Zimmermann, 2000; Leempoel et al., 2015).
1.4.3 Importance of soil variables relative to topographic-climatic variables
Our results show that soil variables are as important as topographic variables across SDMs
for 41 understory species in the White Mountains of New Hampshire. In particular, our
results show that the two most important predictor variables were elevation and B Ca.
Elevation and B Ca were used in the same number of ‘all (3)’ models and had a comparable
median variable importance. Despite all studies that we are aware of having concluded that
soil variables improve the predictive capability of SDMs, there is not a consensus about the




One possible reason for differing conclusions as to whether soil or topographic-climatic vari-
ables are more important in SDMs is difference in study area size. The size of the study area
influences the relative contribution of soils and topographic-climatic variables because of a
hierarchy of factors controlling the distribution of species at different scales. Pearson and
Dawson (2003) described climate controlling distributions at continental scales, topography
and land-use determining distributions at landscape scales, and soil conditions determining
distributions at local scales. The relatively small size of our study area (178 km2) makes it
uniquely suited to emphasize the influence of soils on species’ distributions, whereas most
studies determining the importance of soils data on SDMs have worked on larger scales that
likely diminish the importance of soils relative to topographic and climatic variables. Pear-
son and Dawson (2003); Willis and Whittaker (2002) described topography, land-use, soil
type, and biotic interactions as the primary factors controlling the distribution of species
at scales ranging from 1 km2 to 100 km2, the approximate scale of our study area. This
hierarchy of factors likely partially explains the different conclusions as to whether soil or
topographic-climatic variables are more important in SDMs. Buri et al. (2020); Dubuis et al.
(2013) both studied a 700 km2 area in Switzerland, a scale described by Pearson and Dawson
(2003); Willis and Whittaker (2002) to be controlled by topography and climate, and found
mean annual temperature and degree-days to be the most important variables, respectively.
The smaller scale of our study area likely contributes to our findings that soil variables are
of comparable importance to topographic-climatic variables.
Study species and functional groups
Another factor that determines the importance of soil variables relative to topographic and
climatic variables in SDMs is the study species. Plant species differ in the strength of their
association with soil variables, and SDMs ideally reflect those relationships. For example, in
our study area, Fagus grandifolia is not known for having a strong association with specific
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soil conditions but is known to sharply decrease in abundance around 750 m where northern
hardwood forests transition into spruce-fir forests in the White Mountains. Consequently,
the ‘all (3)’ model for Fagus grandifolia highlights the importance of elevation with a vari-
able importance of 0.93 but does not have any soil predictors. Numerous studies have shown
that the importance of soil variables in SDMs is related to the species of interest. Pinto
and Gégout (2005) found that tree species had different relationships with soil variables
in SDMs and concluded that it was consistent with previous descriptions of nutritional re-
quirements for those species. Walthert and Meier (2017) found that the most common tree
species, presumably generalist species, had weaker relationships with soil variables. Previ-
ous research has also suggested that different functional groups differ in their relationships
with soil and topographic-climatic conditions, and this can affect the conclusions of studies
if certain functional groups, such as trees, are the subject of interest. For instance, Beaure-
gard and De Blois (2014); Pinto and Gégout (2005) both concluded that tree species have
weaker relationships with soil variables than understory species. When studies come to an
overall conclusion regarding the importance of soils variables relative to topographic-climatic
variables, like ours, it should be noted that the results are likely influenced by the species
involved in the study.
1.4.4 Relationships between functional groups and soil variables
We chose to model understory species because of their unique characteristics, including
rapid recovery from disturbance relative to overstory species (Flaccus, 1959; Whitney, 1991)
and greater sensitivity to moisture and fertility gradients (Pregitzer and Barnes, 1982; Pastor
et al., 1984; Daubenmire, 1976). In our study region, evidence suggests that the composition,
cover, and diversity of the understory often returns to pre-harvest levels within 10 to 20
years. This is important because the land-use history of the area is poorly documented
and therefore not accounted for in this study. No sites were sampled that were logged
within the past 50 years. Though imperfect, this minimizes the importance of land-use
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history in our study. We also chose to study understory species because of their sensitivity
to soil conditions. Multiple studies have found that understory species are more strongly
associated with soil variables than tree species (Pinto and Gégout, 2005; Beauregard and De
Blois, 2014). Pinto and Gégout (2005) postulated that the weaker relationship between tree
species and soil conditions was likely the result of past silvicultural practices that influenced
stand composition.
Our results suggest that the weaker relationship between tree species and soil variables
may be a reflection of tree species’ physiology and niche. We sampled both tree species and
non-tree species, but only as they existed in the understory, i.e., we did not analyze data
regarding the overstory tree species. Still, we found stronger relationships between non-tree
species and soil variables than for tree species and soil variables. It is possible that understory
tree species still represent legacy effects from past disturbance, as propagule pressure from
the overstory would persist for a considerable amount of time and tree species sampled in the
understory may be suppressed individuals that established during the initial regeneration.
Despite those conflating factors, tree species do appear to exist in the understory with weaker
relationships to soil variables than non-tree species. This suggests that as a functional group,
tree species may have weaker relationships with soil conditions. The suggestion that tree
species are inherently less associated with soil conditions than understory species has not
been posited in the SDM literature, but has been discussed in previous vegetation studies,
and therefore has precedent (Pregitzer and Barnes, 1982; Pastor et al., 1984; Daubenmire,
1976). This result does not negate the postulate that the overstory is likely influenced
by land-use history, but rather suggests that there may be multiple reasons for the weak
relationship between overstory species and soil conditions.
There also appear to be differences in the importance of predictor classes between Raunki-
aer plant life-form classifications. Phanerophytes and Geophytes showed similar relationships
to predictor classes, with topographic variables having greater importance than soil variables.
Conversely, soil variables had greater importance than topographic variables for Hemicryp-
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tophytes. This is an interesting result, as Phanerophytes and Geophytes represent opposite
extremes of perennating bud location - Phanerophytes being the most exposed and Geo-
phytes being the most protected. The Phanerophyte class is similar to the tree class from
the comparison of tree and non-tree species groups, only differing by the addition of shrubs
in the Phanerophytes class. As expected, they showed similar results; soils were less impor-
tant and topographic variables were more important. The noticeable differences between the
importance of predictor classes between Geophytes and Hemicryptophytes, two classes that
could otherwise be classified simply as understory species, was less expected. This suggests
that Raunkiaer plant life-form classifications, and other functional groupings not tested here
(e.g., Pillar 1999, Diaz and Cabido 1997), may be informative about the types of environ-
mental conditions that drive species’ distributions. We are unaware of any SDM studies that
have used the Raunkiaer plant life-form classification system, despite its success as a plant
classification system.
1.4.5 Limitations and future research
Despite having one of the most detailed soil datasets in SDM literature, we were only able
to use 12 soil variables in our SDMs due to high multicollinearity in the predictor variables.
The high correlation and variance inflation between soil predictors should be considered
when designing a study to reduce unnecessary data collection and analysis. The number of
topographic and spectral predictors were also limited, though acquisition of these predictor
classes is far less laborious. Statistical techniques capable of dealing with multicollinearity
would improve model building flexibility and likely increase predictive capability.
Both the ‘spectral’ and ‘topographic’ model classes used indirect variables. These vari-
ables have great utility, as they are remotely sensed and are freely available in many areas.
‘Topo spectral’ models performed well in our study, and show the potential for using remotely
sensed data to create SDMs. Indirect variable do have limitations, though, as they obfuscate
the causal relationships between spatial patterns of species and environmental gradients as
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well as limit the transferability of models. Future research should investigate the relationship
between remotely sensed variables and direct variables known to influence the distribution
of species.
An important underpinning of SDMs is that species are at equilibrium with the environ-
ment. This means that species are well dispersed and occupy all suitable environments. This
assumption would be strengthened by accounting for land-use history, disturbance history,
and dispersal ability of species. A second assumption of SDMs is that relevant ecological
variables have been sampled. Our methodology would be improved by accounting for biotic
interactions between species, though the methodology for doing so remains poorly developed.
We used five-fold cross validation for evaluating our models. This is an effective and
commonly used methodology in SDMs literature, but can be improved by the use of a
validation data set that is independent in both space and time (Phillips and Elith, 2010).
Evaluation of our models with an independent data set would improve our understanding of
model accuracy as well as the transferability of these models throughout the region.
1.5 Conclusion
We investigated the importance of soil variables in SDMs for 41 understory species across
a small spatial scale to assess the importance of soil variables. We determined that soil
variables and topographic variables have similar importance. Our results are not aberrant
from previous studies, though conclusions have varied widely likely due to difference in study
design. This suggests that conclusions from previous SDM studies regarding the importance
of soil variables are likely applicable to small spatial scales, like the one used here, as well as
for species known to be sensitive to environmental conditions.
The two most important predictor variables in our study were elevation and B Ca. This
provides further evidence that topographic and soil variables had comparable importance in
SDMs. Elevation is an easy variable to acquire but more challenging to interpret as it is
related to multiple factors such as temperature and soil conditions. It is easier to determine
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a causal relationship between species and B Ca, but distributions of soil chemical variables
are not known across landscapes making its use in SDMs more difficult.
We did not find a subset of predictor variables that effectively modeled all species. This
highlights the unique characteristics of each species’ niche. Given the specificity of each
species, our model selection methodology of creating all possible combinations of predictor
variables is likely preferable to the more common step-wise techniques as it is more flexible.
The ‘topo-spectral (3)’ model type, despite not having soil variables, outperformed the two
universal models types which included B Ca as a predictor.
Plant functional groups showed different associations with predictor variables. Non-tree
species had a closer association with soil variables and a weaker association with topographic
variables than tree species. This is a result that has been observed in multiple studies.
Investigating Raunkiaer plant life-form classifications shows that within non-tree species,
differences exist between Geophytes and Hemicryptophytes, with Hemicryptophytes showing
greater associations with soil variables.
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CHAPTER 2
Using understory plants as indicators of environmental conditions
2.1 Introduction
Vegetation has long been used as an indicator of environmental conditions due to its ability
to integrate many important environmental factors including climate, light, and soils (Barnes
et al., 1982). In forested ecosystems, understory plants have received considerable attention
for their value as indicator species and have been incorporated into many ecosystem classifi-
cation systems. Use of understory plants for ecosystem classification began in Finland with
Cajander (1926) and shortly after, Sukachev (1928) in Russia.
There are several reasons why understory plants are useful indicators. Perhaps most im-
portantly is their sensitivity to local conditions. Understory plants have been noted for their
restrictive distribution along environmental gradients, making their presence or absence par-
ticularly informative about site conditions (Daubenmire, 1976; Major, 1951; Pregitzer and
Barnes, 1982). Response to moisture and nutrient gradients were some of the first docu-
mented relationships, dating back to the classification of Adirondack forests by Heimburger
(1934), followed by others (Daubenmire, 1976; Hazard, 1937; Rowe, 1956; Stanley, 1938).
High species richness of understory plants relative to tree species also means that the un-
derstory contains more possible indicators; Gilliam (2007) estimates that understory species
represent on average 80% of the plant species richness in eastern forests.
Another useful characteristic of understory plants as indicator species is their recovery
from disturbance. Understory plants have been noted for being less affected by disturbance
than tree species exposed to the same events. This is due, in part, to the perennial and clonal
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nature of these species, which prevents their elimination from an area even after high intensity
disturbances including clear-cuts, wind, and fire (Archambault et al., 1989; Westveld, 1951;
Whittaker, 1956). A large body of literature is dedicated to the response of understory
species to logging, and much of this work suggests that understory species composition and
richness return to pre-harvest levels within 10 to 20 years after timber harvest (Duguid and
Ashton, 2013; Gilliam, 2007; McDonald et al., 2008). This corroborates Flaccus (1959) who
suggests herbaceous species reach late-seral community composition sooner than tree species.
Despite the utility of understory plants as indicators, they have continually challenged
foresters and ecologists alike. Their greatest strength as indicators - their ability to integrate
a multitude of factors - also makes their presence and abundance difficult to explain. Early
studies in the northeastern United States cast doubt about whether the high diversity and
poorly documented history of these forests were capable of yielding results similar to those
in Europe (Hazard, 1937; Heimburger, 1934; Stanley, 1938). Rowe (1956) aptly stated, “The
chief obstacle to the fuller use of the minor species is lack of knowledge about them – their
distributions, habits, tolerances, and hence the significance of their presence or absence at
any particular place.”
There have been numerous studies in the northeastern United States regarding the re-
lationships between plant species and environmental conditions. Leak (1982) described the
importance of edaphic conditions, primarily soil texture and drainage, on the composition
and productivity of deciduous forests in the White Mountains of New Hampshire. Whitney
(1991) found species distributions to be strongly associated with a soil moisture gradient
determined by landscape position and substrate. Smith (1995) recognized ecological species
groups and described their occurrence along an inferred moisture-nutrient gradient. Stud-
ies that have incorporated soil chemistry in the region are less common and have primarily
studied enriched forest communities - high soil fertility communities typically associated
with elevated base cation concentrations. Bellemare et al. (2005); Horsley et al. (2008) both
studied enriched forest types in New England, and concluded that base cation concentrations
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primarily structure these communities. Balter and Loeb (1983) found an acid-base cation
gradient as well as pH and soil texture to be associated with differences in overstory com-
munity composition on differing bedrock geology. The role of soil chemistry in structuring
vegetative communities across a broader gradient of soil fertility remains to be described.
Previous descriptions of relationships between vegetation and environmental conditions
in the region have been primarily qualitative. For example, Sperduto and Nichols (2012)
described 23 species as enrichment indicators in New Hampshire forests. This is generally
assumed to mean indicators of high base cation concentrations, but the specific relationship
between those species and the base cations associated with enriched conditions is not de-
scribed. Europe has a more developed body of literature related to the relationships between
plant species and environmental conditions, exemplified by the use of Ellenberg Indicator
Values (EIVs). EIVs attribute ordinal values to species for seven environmental gradients in-
cluding, temperature, light, soil moisture, and soil nitrogen, allowing the presence of species
to indicate the environmental conditions of the site. North America does not have a compa-
rable system despite the effectiveness of EIVs (Diekmann et al., 2015).
In recent years, the rapidly developing body of literature related to species distribu-
tion models (SDMs) has provided new techniques for interpreting the relationship between
plants and environmental conditions (Elith et al., 2005). SDMs quantify estimates of species
realized niche based on the relationship between species occurrences and environmental vari-
ables. Most commonly, SDMs are used to create predictive models of the spatial patterns
of species, but their quantification of realized niche also allows for quantitative responses
of species to environmental gradients to be interpreted. This allows for more quantitative
descriptions of relationships between plants and environmental gradients than have been
previously described in the northeastern United States. In addition, it provides a framework
for developing a system for using plant species as indicators of environmental conditions
comparable to the EIV system in Europe.
The objectives of this study are to (i) determine the environmental gradients driving
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the distributions of understory species in the White Mountains of New Hampshire and (ii)
to quantitatively describe the relationships between understory plants and environmental
gradients. To accomplish these objectives, we used detailed soil chemistry, a lidar-derived
digital elevation model, and spectral data to determine the relationships between the presence
and absence of understory species and environmental gradients.
2.2 Methods
2.2.1 Study area
Data were collected from 158 plots ranging in elevation from 346 m to 1,213 m. Plots were
located within a 178 km2 area within the Upper Wild Ammonoosuc watershed in the western
portion of the White Mountain National Forest, New Hampshire, USA. This study area was
chosen because it represents the majority of forest and soil types on the White Mountain
National Forest. Generally, northern hardwoods at low elevations transition to mixed conifer
forests by 750 m, above which spruce-fir and fir forests persist up to tree line around 1,200
m. Average annual precipitation ranges from 90 to 180 cm and average annual snowfall
ranges from 250 to 400 cm (McNab and Avers, 1994). The region is glacially scoured with
scattered, rounded mountains. Soils are mainly Spodosols, strongly acidic, and generally less
than 3 m in depth (McNab and Avers, 1994).
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Figure 2.1: Study area map. a) Location of the White Mountain National Forest (WMNF)
in the context of New England. Star denoting the location of the Upper Wild Ammonoosuc
watershed (WAMMO). b) 1-meter lidar-derived shaded relief of the WAMMO study area.
c) Detailed view of 1-meter shaded relief from WAMMO study area. Figure from Colter
(2019).
2.2.2 Species data
Plot locations were determined using a stratified random sampling design with parent ma-
terial, elevation, aspect, slope, and topographic wetness index used as stratifying factors.
Presence of all understory, vascular plant species within a 10 m radius plots were recorded.
Understory plants were defined as any vascular plant with a diameter at breast height of less
than 2.5 cm or a height below 1.37 m, including qualifying trees and shrubs. This definition
was chosen because all plants that did not qualify as understory species were accounted for
in overstory forestry plot measurements. Vegetation sampling was conducted in July and
August of 2013 and 2014. All plants were identified to species, excluding the Nabalus genus.
All specimens of the Nabalus genus that were keyed to species were Nabalus altissimus, but




A soil pit was located within each plot at a location representative of plot conditions and
was characterized by depth of genetic horizons, and, for each horizon, Munsell color, texture,
structure, moist consistence, redoximorphic features, rooting density, and coarse fragment
content (Schoeneberger et al., 2012). We collect soil samples for chemical analysis by genetic
horizon to a depth of 120 cm, upper portion of the C horizon, or restrictive feature, whichever
came first. Soil samples for chemical analysis were collected from the top 10 cm of each
genetic horizon of a soil pit and analyze individually. Samples were air dried and sieved
to remove particles greater than 2 mm. Samples were measured for pH using 0.01 mol/L
CaCl2 (Robarge and Fernandez, 1987). Carbon and nitrogen were analyzed using pulverized
samples on a CN element analyzer (CE-Elantech Thermo FlashEA 1112 Series NC Soil
Analyzer). The instrument was standardized using soil standards from the North American
Proficiency Testing program. Exchangeable cations (exAl, exCa, exMg, exMn, exNa, exP,
exK, exSr) were measured in a 1 mol/L NH4OAc extraction buffered at pH 4.8. Cation
concentrations were measured using inductively coupled plasma spectrophotometry (Agilent
Technologies 700 Series ICP–OES). Ten soil chemical variables were measured in total: Al,
Ca, K, Mg, Mn, Na, P, pH, concentration C, and concentration N.
The Oa and A soil horizons were consolidated into a single OA horizon. Typically, only
the Oa or A horizon were present, and that value was used to represent the OA. When both
Oa and A soil horizons were present, a weighted average was calculated using the depths
of the soil horizons. If a master horizon (O, A, B, C) had multiple genetic horizons (i.e.
Bhs and Bs), only the soil data from the uppermost genetic horizon were used in statistical
analysis. Soil data from the C horizon were not included in statistical analysis due to the
sparsity of the data resulting from restrictive features preventing the C horizon from being
sampled at many locations. Any soil chemical value below the minimum detection limit was
assigned a value of one-half the detection limit.
Topographic predictors in this study were calculated from a lidar-derived digital elevation
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model (DEM). Lidar data were collected in November 2010 and April 2012 during leaf-off
conditions with no snow and stream flow below normal levels. Original dataset resolution
was 1 m with an average of 3 points/m2.
Prior to calculation of topographic metrics, DEM resolution was coarsened to 2 m using
cell aggregation by mean. The 2 m resolution DEM was then used to calculate topographic
metrics as described in Table A.4. After calculating topographic metrics for individual cells,
plot specific summary statistics were calculated using cells whose cell center was within the
plot boundary, including mean and standard deviation. This methodology incorporates fine
scale terrain attributes better than aggregating the DEM to match the scale of the plots
prior to calculating topographic metrics (Moudrý et al., 2019). Calculations were performed
using QGIS (version 3.10.7) and ArcGIS (version 10.7 ESRI Inc., Redlands CA, USA).
Topographic wetness index, solar radiation, and large radii values for topographic position
index were the only topographic metrics not calculated using the 2 m resolution DEM.
Solar radiation and large radii values for topographic position index were calculated at
coarser resolutions because of the computational rigor of these calculations. The specific
resolutions are described in Table A.4. Topographic wetness index was calculated using a
5 m resolution DEM because regional studies have suggested this is the most ecologically
meaningful resolution to use (Gillin et al., 2015). In preparation for the calculation of
topographic wetness, mean low-pass filtering and sink filling was performed as described
in Gillin et al. (2015). Topographic wetness index was calculated as a ratio of upslope
accumulated area and downslope index. Upslope accumulated area was calculated using a
multiple triangular flow direction algorithm (Seibert and McGlynn, 2007) and downslope
index was calculated using a 5 m vertical distance (Hjerdt et al., 2004).
We used topographic metrics as a proxy for climate variables due to the small spatial scale
of our study and the lack of high-resolution climate data available. Climate variables tend to
be less precise than topographic variables on small spatial scales because climate variables
are largely derived from topographically sensitive spatial interpolations of climate data.
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Topographic predictors have been shown to be important determinants of plant distributions
(Frank, 1988; Burke et al., 1989), and Guisan and Zimmermann (2000) suggests that for
SDMs, topographic variables may provide better predictions than climate variables at small
spatial scales. In addition, Leempoel et al. (2015) showed that topographic variables can
account for climate variables at regional scales. This methodology does limit the ability
to apply models to different geographic areas and to understand the response of species to
direct resource gradients but meets the objectives of our study. Sentinel-2A SAFE (Standard
Archive Format for Europe) Level-2A (bottom-of-atmosphere) data was downloaded using
the R package, sen2r (Ranghetti et al., 2020). The date of acquisition was July 7th, 2019.
This date was chosen because cloud-cover for the study area was less than 1%; no pixels used
in analysis were recognized as cloud-covered. All 13 available Sentinel-2 spectral bands and
38 spectral indices derived from the 13 bands were downloaded (Table A.4). Spectral data
resolution ranged from 10 m to 60 m, consistent with the resolutions of Sentinel-2 spectral
data (Drusch et al., 2012). Plot specific spectral values were determined by extracting
spectral band or index values from the raster cell where plot center was located.
2.2.4 Determining the relationship between soils and understory
A Mantel test was used to determine the correlation between distance matrices of soil chem-
istry and understory presence/absence. Bray-Curtis distance was used for both similarity
matrices. Prior to calculating the distance matrix for soil variables, the variables were rela-
tivized by the maximum value for each variable due to the incomparability between concen-
trations of different chemical variables. We assessed the significance of the Mantel coefficient
by a permutation test with 999,999 permutations. Mantel tests were not used to determine
relationships between other predictor classes (i.e. topographic and spectral) because there
is no need for predicting remotely sensed variables using vegetation.
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2.2.5 Non-metric multidimensional scaling
Nonmetric multidimensional scaling (NMDS) was performed to ordinate the 158 plots using
presence/absence species data. NMDS was performed in R 4.0.2 (R Core Team, 2020) using
the ’metaMDS’ function in the vegan package (Oksanen et al., 2019) for species present in
5% or more of the plots (McCune and Grace, 2002). We recognize that removal of rare
species has significant impacts on ordination results (Poos and Jackson, 2012), but found
the removal of rare species to provide a more interpretable ordination. We used Bray-Curtis
distance with a random starting configuration and 999 iterations. The number of dimensions
were determined by increasing dimensionality until the reduction in stress was less than 5
(McCune and Grace, 2002). To determine the relationship between environmental variables
and the NMDS solution, we used the ’envfit’ function from the vegan package (Oksanen
et al., 2019). This function regresses each environmental variable on the three NMDS axes
and calculates an r2. This r2 value is used as the length of the environmental vector. The
significance was determined using a permutation procedure (999,999 permutations). The
direction of the environmental vectors is determined using the coefficients of the linear model.
The significance of the environmental vectors was determined using a permutation procedure
(999,999 permutations). Species scores were calculated as centroids of species presence, and
therefore represent optima of species presence where presence decreases in all directions from
that point. Categorical groupings were assigned based on the Natural Communities of New
Hampshire classification determined by field crews (Sperduto and Nichols, 2012).
2.2.6 Species distribution modeling
Species distribution models were built to predict the presence or absence of the 41 species
present in 30 or more plots. Presence in 30 plots was required because up to three-predictor
variables were used in models, and this ensures the ratio of observations to predictor variables
is 10:1 or greater (Harrell, 2001). Multicollinearity in the predictor variables was reduced by
limiting Pearson correlation coefficients and variance inflation factors to 0.7 (Green, 1979)
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and 5 (Dormann et al., 2013; Marquardt, 1970), respectively. The predictor variables re-
moved were determined using expert knowledge. Petitpierre et al. (2017) showed that expert
knowledge rather than automated variable selection improved model performance in SDMs.
Pearson and Dawson (2003) suggests that variable selection using expert knowledge may be
even more salient in SDMs of small spatial scales.
Predictor variables were divided into five model classes; ‘topo’ (topographic), ‘spectral’,
‘topo spectral’ (topographic and spectral), ‘soil’, and ‘all’ to determine the contribution of
various predictor types. The ‘topo spectral’ class was used to represent the combination of
remotely sensed data. The ‘all’ class is a combination of all predictor variables used in this
study and serves as a reference for the best possible model. Within each model class, a set
of models was created using all possible combinations of one-, two-, and three-predictors.
This results in what will be referred to as model types. Examples of model types include:
‘topo (1)’, representing models using any one topographic variable; ‘topo (2)’, representing
models using any combination of two topographic variables; and ‘topo (3)’, representing
models using any combination of three topographic variables. Different numbers of models
were created for each model type depending on how many combinations can be made from
the number of predictors in the model and the number of predictor variables within that
model class. For example there were eight individual models within the ‘topo (1)’ model
type (eight topographic variables, choose one) and 56 individual models within the ‘topo (3)’
model type (eight topographic variables, choose 3). The terms model class and model type
will be used throughout. Model class distinguishes models based on the kind of predictor
variables in the model, but does not indicate the number of predictor variables (i.e. ‘topo’).
Model type distinguishes models based on both the number and class of predictor variables
in the model (i.e. ‘topo (1)’).
All models were fitted in R 4.0.2 (R Core Team, 2020) using the default parameterization
of biomod2 (Thuiller et al., 2020). As statistical models have been shown to influence results
(Elith et al., 2006; Guisan et al., 2007), we utilized seven modeling techniques: generalized
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linear model (GLM), generalized additive model (GAM), multivariate adaptive regression
spline (MARS), flexible discriminant analysis (FDA), random forest (RF), gradient boosting
machine (GBM), and artificial neural networks (ANN). Models were evaluated using repeated
(ten times) random five-fold cross-validation (80% of data used for training, 20% used for
evaluation). For each repetition, model accuracy was assessed using a maximization of
Cohen’s kappa, hereafter referred to as max kappa (Cohen, 1960; Manel et al., 2001). Hence,
a total of 70 models were fitted for each combination of predictors for each species. If fewer
than 67 of those models (95%) reached a solution, that species and predictor combination was
considered to fail. This requirement was implemented because models with high percentages
of failed models and spurious predictor variables were found to occasionally have high max
kappa values.
All repetitions for all model types were then combined into an ensemble model. Ensem-
ble modeling has become increasingly popular in species distribution modeling because of
evidence suggesting ensemble models perform better than individual models (Crossman and
Bass 2008; Marmion et al. 2009; Hao et al. 2019; but see Crimmins et al. 2013), reduce model
selection bias, and improve transferability of models (Araújo and New, 2007). We built en-
semble models using a mean combination technique. This approach takes the predictions of
probability of occurrence for all individual models and averages them to create an ensemble
prediction for the probability of occurrence for a specific species at a specific plot. Ensemble
models were then evaluated using the same ten repetition, five-fold cross-validation that was
used for individual models. We then averaged the max kappa value for all ten repetitions to
create a single max kappa value for each ensemble model. This averaged max kappa value
was used as the final evaluation metric for models. The strongest model was chosen from
within each model type for each species. Ensemble model max kappa values in our study
are likely over-optimistic because the five-fold cross-validation procedure for ensemble mod-
els includes model evaluation data that were formerly used for model training of individual
models. This means that the evaluation data for the ensemble model may have been used
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in the model training of some of the constituent individual models.
All ensemble model residuals were tested for spatial autocorrelation using Moran’s I.
Models with significant spatial autocorrelation in their residuals (p ≤0.5) were removed
from all subsequent analyses, as spatial autocorrelation can inflate the predictive perfor-
mance of models (Araujo et al., 2005; Legendre, 1993). Rather than defining a minimum
distance or minimum differences in ecological conditions between plots (i.e. differences in
altitude, aspect, soil pH, etc; see Coudun et al. 2006) to avoid spatial autocorrelation, we
determined whether spatial autocorrelation persisted in model residuals. Spatial autocorre-
lation in model residuals is the result of important drivers of species’ distributions not being
explained by model predictors. By not seeking to prevent spatial autocorrelation through
sample design, our methodology allows us to determine whether certain predictor variables
reduce spatial autocorrelation in model residuals.
2.2.7 Determining variable importance
We assessed the variable importance of each variable in the ‘all (3)’ model type using biomod2
functionality (Thuiller et al., 2020). The ‘all (3)’ models represent the strongest available
models for a species, and thus the most important variables in predicting the species’ dis-
tribution. To determine variable importance, the target variable is randomized, and the
max kappa value of the resulting model is compared to the max kappa value of the non-
randomized model. This process was repeated 10 times and the variable importance from
each repetition was averaged for a final variable importance. Variable importance ranges
from 0 to 1, with 0 representing no difference in max kappa between a randomized and
non-randomized model. A distribution of variable importance for each variable was then
created, with differing numbers of observations for each variable because of the inequality
in the number of ‘all (3)’ models each variable is involved in. For example, elevation was
used in nine ‘a” (3)’ models and therefore the distribution of elevation has nine observations
compared to OA pH which was used in three models.
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2.2.8 Creating species response curves
Species response curves were created for each species using ‘all (3)’ models in ‘biomod2’
(Thuiller et al., 2020). The calculation of response curves uses an algorithm-independent
“evaluation strip” method described by Elith et al., (2005). Response curves show model
prediction change across the sampled range of each environmental variable, while holding
other variables at their mean value. This allows the response of a species to be observed in
relation to a single model variable, independent of other model variables.
2.3 Results
2.3.1 Determining the relationship between soils and understory
Our Mantel test determined that a highly significant relationship exists between the soil
distance matrix and the understory plant community distance matrix (p ≤ 1E-6). The
Pearson correlation coefficient (r) was 0.19. The strength of this relationship suggests the
potential establishing predictive models of soil conditions using understory vegetation.
2.3.2 Non-metric multidimensional scaling
Our NMDS solution had 3-dimensions and a stress value of 16.5. Permutation procedure
shows that all but four (B Na, NDWI, TPI2000, and TWI s.d.) of the 23 predictor variables
were significantly (p ≤ 0.05) related to NMDS axes 1, 2, and 3. The two variables with
the highest r2 values (elevation and B C:N, both with r2 = 0.55) suggest the presence of an
elevational and soil nutrient gradient in our NMDS solution. High elevation is associated
with high NMDS axis 1, high NMDS axis 2, and low NMDS axis 3. Both high elevation
and low elevation communities are found in the high elevation region of (Figure 2.2). These
communities are better differentiated with the addition of NMDS axis 3 (Figure 2.2). Three
environmental variables help represent the soil nutrient gradient: B C:N, B Ca, and OA
pH. The vector for B C:N strongly opposes the vectors for OA pH and B Ca with angles of
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139◦and 137◦, respectively, providing evidence that these vectors represent differing sides of
a fertility gradient. B C:N appears to be the best representation of the soil nutrient gradient
given the greater correlation with the NMDS solution. High soil fertility is associated with
high B Ca and OA pH. Low soil fertility is associated with high B C:N. This relationship is
well represented in Figure 2.2, with the B C:N vector opposing the B Ca and OA pH vectors.
Both B Ca and OA pH have low coefficients for NMDS axis 3. B C:N has a large coefficient
on NMDS axis 3, but primarily serves to differentiate high elevation and low fertility from
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Figure 2.2: NMDS ordination (axis 1 vs. axis 2) of 158 plots using presence/absence data.
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Figure 2.3: NMDS ordination (axis 1 vs. axis 3) of 158 plots using presence/absence data.
For clarity, only the variables with the highest correlation coefficients are shown)
2.3.3 Species response curves
Species response curves from ‘all (3)’ models were created for the 34 species without spatial
autocorrelation. Of the 23 predictor variables, 22 were used in at least one ‘all (3)’ model
and are thus represented in the species response curves. The one variable not represented
in the species response curves, MCARI/MTVI, was used in an ‘all (3)’ model that was
removed due to spatial autocorrelation. The most commonly used variables in the species
response curves were elevation and B Ca, both occurring in nine models. No two models
used the same combination of predictor variables, highlighting the unique response of species
to environmental conditions and the importance of providing flexible variable selection in
SDMs. Our species response curves do not show smooth, Gaussian relationships as described
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in theoretical responses. This is likely due to the sensitivity of the numerous modeling
techniques to the data and the breadth of the gradient measured for the predictor variables.
The distribution of predictor variables is represented in vertical bars along the x-axis (i.e.,
A.4). Many predictor variables have high or low outlying values that should be treated with
care when interpreting species’ responses. The y-axis represents probability of occurrence.
The y-axis values are not constant between plots and should be noted during interpretation as
well. Variable importance is reported along with the response curves to aid in interpretation
of which variable is most influential in model predictions.



































Figure 2.4: ACESAC response curve. Variable importance: B Al = 0.3, elev. = 0.98, solar
rad. = 0.01
2.4 Discussion
2.4.1 Determining the relationship between understory vascular plant community compo-
sition and environmental variables
Our results from the Mantel test show that a strong relationship exists between the un-
derstory vegetative communities and the soil chemical composition. The strength of this
relationship gives merit to our subsequent analyses and suggests the potential for creating
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predictive relationships between vegetative communities and soil conditions. Given the im-
portance of soil chemistry in structuring vegetative communities and the cost prohibitive
nature of sampling and analyzing soils, there is great value in establish such relationships.
Results from our NMDS suggest that elevation and soil nutrients play equal roles in
structuring the understory vegetative communities sampled in this study. B C:N, the en-
vironmental variable best representing the soil nutrient gradient, has the same correlation
coefficient with NMDS axes as does elevation. The importance of elevation and soil nutri-
ents have been documented in numerous studies in the region, though most studies focus on
overstory composition or individual tree species. Previous work has largely emphasized the
role of either elevation (Bormann et al., 1970; Siccama, 1974) or edaphic conditions (Bal-
ter and Loeb, 1983; Bellemare et al., 2005; Horsley et al., 2008) in structuring vegetative
communities, rarely both.
Studies that emphasize the role of edaphic conditions generally do not have large el-
evational gradients and are frequently conducted in enriched communities. Leak (1982)
described the importance of edaphic conditions, primarily soil texture and drainage, on the
composition and productivity of deciduous forests in the White Mountains of New Hamp-
shire. Bellemare et al. (2005); Horsley et al. (2008); Balter and Loeb (1983) all studied
enriched forest types in New England. Bellemare et al. (2005) found that soil pH, calcium
concentrations, and associated physiography structured enrich communities in western Mas-
sachusetts. Horsley et al. (2008) determined that an acid-base cation gradient structured
enriched communities across New England. Balter and Loeb (1983) compared enriched
communities on limestone bedrock to communities on more acidic bedrock. Enriched com-
munities were associated with high pH, calcium, and magnesium. Communities on acidic
bedrock geology were associated with high iron, aluminum, and organic matter.
Studies that emphasize elevation on structuring vegetative communities generally focus
on large elevation gradients or important transitional zones associated with elevation. Sic-
cama (1974) examined elevations ranging from 550 m to 1150 m in the Green Mountains of
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Vermont, and highlighted the topographic influence on forest composition. Bormann et al.
(1970) examined elevations ranging from 550 m to 800 m. Though this is considerably less
change in elevation than our study, it includes the transition from deciduous to coniferous
forests, which is strongly associated with elevation. Their results highlighted the influence of
elevation on tree species composition and density. Lee et al. (2005) found that both elevation
and edaphic factors controlled the distributional patterns of five common tree species at their
elevational limits. This is one of the few studies to conclude that the effects of edaphic and
elevational factors are comparable in determining distributional patterns in New England
forests, though its conclusions are limited to several tree species at a specific elevational
zone.
Our results ascribing equal importance to elevation and soil fertility over large gradients
of both factors may be due to our focus on understory communities, an improved ability
to measure soil nutrients, or the statistical methods used. Compared to overstory com-
munities, understory communities may show stronger associations with soil fertility for the
same reason they are stronger environmental indicators, i.e., greater sensitivity to moisture
and fertility gradients than overstory species (Pregitzer and Barnes, 1982; Pastor et al.,
1984; Daubenmire, 1976) and more rapid recovery from disturbance (Flaccus, 1959; Whit-
ney, 1991). Previous studies that have addressed the influence of soil fertility on vegetative
species composition have largely emphasized the importance of an acid-base cation gradi-
ent. An acid-base cation gradient can also be observed in our results. This relationship is
shown in Figure 2.2, where the environmental vectors for B Ca and OA pH point towards
the enriched community types (‘Rich mesic’ and ‘Semi-rich’). In addition, B Al, though
not shown in Figure 2.2 to reduce clutter, points in the same direction as B C:N, further
suggesting a strong acid-base cation gradient. While an acid-base cation gradient may be
more important in structuring enriched communities, our work suggests that B C:N may
be a better representation of soil fertility across a broad soil fertility gradient. In studies of
biogeochemical processes in northern forests, the relationship between C:N and forest type is
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more frequently discussed and shows that enriched communities are associated with low C:N
whereas coniferous forests are associated with high C:N (Goodale and Aber, 2001; Ollinger
et al., 2002).
Few studies in the region have investigated the relationships between vegetative commu-
nities and remotely sensed predictors, such as spectral and topographic metrics (e.g. Martin
et al., 1998). NDVI was strongly correlated with our NMDS solution, and seems to largely
represent the lower elevation, deciduous forests. The vector for NDVI opposes both elevation
and B C:N, with an angle of separation of 112.5◦and 118.7◦, respectively. This is likely due
to the fact that both high elevation and high B C:N are associated with coniferous communi-
ties. Therefore, the vector for NDVI can be seen to oppose both B C:N and elevation, rather
than directly opposing a single vector. The relationship between these variables is illustrated
in Figure 2.3. NDVI does not appear to strongly differentiate between specific community
types, but rather differences between deciduous and coniferous forests. This relationship is
expected, as NDVI is well known to be higher in deciduous forests as compared to coniferous
forests, including in New Hampshire (Jensen, 2009; Ollinger, 2011; Sullivan et al., 2013).
The topographic variables TWI and TPI25 create a gradient likely associated with soil
moisture and soil nutrients. These environmental vectors strongly oppose each other, with an
angle of separation of 152.9◦. TWI is a measure of the topographic influence on hydrology,
and has been show to be correlated with numerous important ecological characteristics,
including soil moisture (Radu la et al., 2018), soil organic matter (Pei et al., 2010), and soil
pH (Seibert et al., 2007), making it a useful predictor variable but difficult to interpret. TPI is
a quantitative measure of topographic position. It is calculated as the difference between the
elevation of a raster cell and the average elevation of the raster cells within a defined circular
moving window. In the case of TPI25, the circular moving window has a radius of 25 m.
Topographic position has been frequently recognized as an important factor in determining
vegetative communities, as it is related to soil moisture and soil nutrients (Smith, 1995;
Whitney, 1991). In Figure 2.2, the TWI vector points towards communities typically with
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high soil moisture, such as ‘Lowland spruce fir’ and ‘Balsam fir floodplain,’ suggesting TWI
is closely associated with soil moisture. In Figure 2.3 the TWI vector suggests a closer
relationship with enriched communities rather than wet communities. These results provide
evidence that both TWI and topographic position are useful ecological predictors that likely
represent both moisture and fertility gradients. The difficulty in separating their association
with either moisture or fertility is likely complicated by the fact that soil moisture and soil
fertility are themselves associated. Reasons for their association include mineral weathering
due to moisture and transport of base cations via water flowpaths (Horsley et al., 2008;
Fraser et al., 2019).
2.4.2 Species response curves
Our SDMs are built using a combination of soil, topographic, and spectral variables. It
is important to recognize that our soil variables are the only direct variables in this study.
Topographic and spectral variables are considered indirect variables as they have distal influ-
ences on plants through correlations with direct variables like temperature, light, and water.
For this reason, species’ responses to soil variables are the most interpretable. Relationships
with topographic and spectral variables provide important insight into the factors responsi-
ble for controlling the distribution of species but leave some ambiguity regarding the causal
relationship. For using species as indicators of environmental conditions, predictions of soil
chemistry are of the greatest interest, as collecting soils data are cost prohibitive and soil
chemistry is well known to affect plant distribution and performance (Epstein and Bloom,
2005). Using plants as predictors of topographic and spectral variables are of lesser interest
as they are remotely sensed and can be calculated across a landscape.
Species response curves built from SDMs describe the environmental variables determined
to be most important in driving species’ distributions, and describe the particular response
of a species to those variables. This provides more detail than most published species-site
relationships. Typical species-site relationships describe qualitative responses of species or
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communities to gradients such as soil moisture, soil nutrients, or elevation. Relationships
between species and elevation are the most developed, likely because of the ease of measuring
elevation and the transparency of the patterns. For example, numerous studies have reported
a sharp transition from hardwood forests to conifer forests around 750 m in the White
Mountains of New Hampshire as a result of elevation (Oosting, 1956; Bormann et al., 1970;
Harries, 1966). Relationships with soil moisture and soil nutrients are more ambiguous.
For example, Sperduto and Nichols (2012) described 23 species as enrichment indicators in
New Hampshire forests. Enrichment indicators are generally assumed to mean indicators
of high base cation concentrations, but the specific relationship between those species and
the base cations associated with enriched conditions is not described. Horsley et al. (2008)
studied many of the same enrichment indicator species referenced in Sperduto and Nichols
(2012) in conjunction with detailed soil chemical analysis, but the results only allow for
correlations between species and chemical variables to be determined. This provides evidence
that particular species are associated with chemical variables, but does not detail the nature
of a species’ relationship with those variables, i.e., specific thresholds or rates of change
across a gradient.
Our species response curves both corroborate well established relationships and also sug-
gest numerous relationships between species and environmental variables that have not been
previously described. As an example of the former, species response curves for Acer saccha-
rum and Fagus grandifolia, two of the dominant tree species in northern hardwood forests,
have precipitous declines in probability of occurrence around 750 m (Figure A.4, Figure
A.14), as previous research has suggested (Oosting, 1956; Bormann et al., 1970; Harries,
1966). The variable importance of elevation in both models is high, at 0.98 and 0.93, for
Acer saccharum and Fagus grandifolia, respectively. Fraxinus americana, an important con-
stituent of enriched forest communities also responds to elevation, with a sharp decline in
the probability of occurrence around 600 m. Harries (1966) described the disappearance of
Viburnum lantanoides around elevations of 1000 m in the White Mountains, a result that
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can also be observed in our species response curve (Figure A.31).
Our results are also consistent with descriptions of relationships between species and
soil nutrients. Six of our species are recognized as enrichment indicators (Horsley et al.,
2008; Sperduto and Nichols, 2012). Of these species, three are herbaceous understory plants
(Athyrium angustum, Tiarella cordifolia, and Viola rotundifolia), all of which increase in
response to increases in B Ca, with B Ca being the most important variable in modeling
their distribution (Figure A.7, A.26, A.33). Two of the six enrichment indicators are tree
species (Acer saccharum, Fraxinus americana), and elevation is the most important vari-
able in modeling their distribution, with dramatically decreasing probabilities of occurrence
at elevations above 600 m and 750 m, respectively (Figure A.4, Figure A.15). The final
enrichment indicator is a shrub (Sambucus racemosa), and OA Na is the most important
variable in modeling its distribution, with a sharply decreasing probability of occurrence
above concentrations of 20 mg/kg.
The species response curves of the herbaceous understory enrichment indicator species
are more consistent with the expected response of enrichment indicators, namely increasing
probability of occurrence in response to increases in base cation concentrations, than the
response of the tree and shrub enrichment indicators. These results suggest that of the
enrichment indicator species that we modeled, the understory species are the best indicators
of high B Ca concentrations, and likely high base cation concentrations in general given
the strong correlation between base cation concentrations. In addition, our results provide
the ability to compare the different responses of the understory enrichment indicators. For
example, the response of Viola rotundifolia suggests that it may not be as useful for predicting
high base cation concentrations as Athyrium angustum or Tiarella cordifolia, though it may
be useful for predicting lower base cation concentrations. The variable importance of B
Ca in the Viola rotundifolia model is considerably lower than the variable importance of
B Ca in the Athyrium angustum or Tiarella cordifolia models (Figure A.7, A.26, A.33).
The probability of occurrence of Viola rotundifolia is quite sensitive to changes in B Ca at
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low concentrations, but the trend becomes less clear at higher concentrations (Figure A.33).
Of the enrichment indicator species we studied, Athyrium angustum is the best indicator
of high B Ca concentrations. The probability of occurrence for Athyrium angustum and
Tiarella cordifolia is approximately 0.05 at the lowest concentrations of B Ca. Tiarella
cordifolia reaches a probability of occurrence of greater that 0.50 below 200 mg/kg B Ca,
whereas Athyrium angustum does not reach a probability of occurrence greater than 0.50
until concentrations of approximately 300 mg/kg B Ca. Despite Athyrium angustum showing
greater requirements of B Ca, it’s probability of occurrence does not exceed 0.8 at any
concentration of B Ca, whereas Tiarella cordifolia reaches a probability of occurrence above
0.9 at the highest concentrations of B Ca. Given that fidelity is an important attribute of
indicator species, this should also be taken into consideration when using these species as
indicators of enriched conditions.
Our results also identified other species not typically described in association with an acid-
base cation gradient. Nabalus spp. shows a strong response to B Ca, suggesting that it should
likely serve as an enrichment indicator despite being omitted from most enrichment indicator
literature for the region (e.g., Horsley et al. 2008, Bellemare et al. 2005, Whitney 1991, but see
Romell and Heiberg 1931). Oclemena acuminata and Trillium undulatum show a relationship
with the acid cation side of the acid-base cation gradient. Relationships between plant
species and acid cations have been the subject of far less research, particularly for upland
environments. The probability of occurrence of Trillium undulatum strongly increases in
response to increases in B Al, the emblematic acid cation in this study. The relationship
between Trillium undulatum and acid cations is further confirmed by a decreasing probability
of occurrence in response to increasing B Ca. The probability of occurrence of Oclemena
acuminata increases in response to increases in OA Al (Figure A.20). These results suggest
that Trillium undulatum and Oclemena acuminata represent the less frequently described
acid cation side of an acid-base cation gradient in forested environments of New England.
The response variable, probability of occurrence, is important to consider in these re-
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lationships. First, less abundant species can be expected to have a lower probability of
occurrence overall, and this must be considered carefully when interpreting the significance
of our species response curves. Additionally, the values on the response axis differ for each
species. Aralia nudicaulis and Betula alleghaniensis have strong responses to B Ca, but
have a probability of occurrence well above 0.5 even at the lowest concentrations of B Ca
compared to probabilities well below 0.1 for Athyrium angustum and Tiarella cordifolia at
the same concentrations. The distribution of the explanatory variables for response curves
must also be interpreted with care. Hash marks along the explanatory axis represent the
distribution of variables. For example, concentrations of B Ca are anomalously high at a
few sites (see A.4). These results represent a valuable extreme of soil fertility, but the effect
of these few sites on the trends of species’ probability of occurrence should be considered as
they have a disproportionate influence on the trend of the response. This may be the cause
of Phegopteris connectilis appearing to have extreme requirements for B Ca. Phegopteris
connectilis shows subtle increases in probability of occurrence from low to moderately high
concentrations of B Ca, but does not show dramatic increases in probability of occurrence
until relatively few sites remain to represent the upper extreme of B Ca. The increase in
probability of occurrence for other enrichment indicators (i.e., Athyrium angustum, Tiarella
cordifolia, Nabalus spp.) in response to increases in B Ca is confirmed by far more sites than
for Phegopteris connectilis.
2.4.3 Limitations and future research
Despite having one of the most detailed soil datasets in SDM literature, we were only able
to use 12 soil variables in our SDMs due to high multicollinearity in the predictor variables.
The high correlation and variance inflation between soil predictors should be considered
when designing a study to reduce unnecessary data collection and analysis. The number of
topographic and spectral predictors were also limited, though acquisition of these predictor
classes is far less laborious. Statistical techniques capable of dealing with multicollinearity
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would improve model building flexibility and likely increase predictive capability.
Both the ‘spectral’ and ‘topographic’ model classes used indirect variables. These vari-
ables have great utility, as they are remotely sensed and are freely available in many areas.
‘Topo spectral’ models performed well in our study, and show the potential for using re-
motely sensed data to create SDMs. Indirect variables do have limitations, though, as they
obfuscate the causal relationships between spatial patterns of species and environmental gra-
dients as well as limit the transferability of models. Future research should investigate the
relationship between remotely sensed variables and direct variables known to influence the
distribution of species.
An important underpinning of SDMs is that species are at equilibrium with the environ-
ment. This means that species are well dispersed and occupy all suitable environments. This
assumption would be strengthened by accounting for land-use history, disturbance history,
and dispersal ability of species. A second assumption of SDMs is that relevant ecological
variables have been sampled. Our methodology would be improved by accounting for biotic
interactions between species, though the methodology for doing so remains poorly developed.
Many of our species response curves show roughly linear trends. Past ecological theory
describes species’ responses to environmental gradients as Gaussian (Whittaker, 1956). The
linear relationships seen in our study likely reflect the breadth of environmental gradients
that we sampled. Though our study design used stratification to attempt to represent
broad environmental gradients, we were limited by the spatial scale of our study. Larger
scale studies, such as landscape or continental scales, are more likely to represent broad
gradients that would result in Gaussian responses. The response of our species to broader
environmental gradients would provide more complete descriptions of species niche.
We used five-fold cross validation for evaluating our models. This is an effective and
commonly used methodology in SDMs literature, but can be improved by the use of a
validation data set that is independent in both space and time (Phillips and Elith, 2010).
Evaluation of our models with an independent data set would improve our understanding of
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model accuracy as well as the transferability of these models throughout the region.
2.5 Conclusion
This study demonstrates the ability to determine the environmental gradients driving both
community composition and the distribution of individual species in the White Mountains of
New Hampshire. NMDS ordination showed that elevation and soil fertility had comparable
influence in driving the vegetative community composition. One possible explanation for
this result is our focus on understory species, which are known to be more sensitive to soil
conditions. Other possible explanations include the highly detailed soil chemical analysis
used in this study and the effectiveness of NMDS ordination.
The soil fertility gradient was best represented by B C:N, but also by an acid-base cation
gradient. Our results suggest that over a broader soil fertility gradient, that B C:N has a
stronger correlation with changes in vegetative composition than an acid-base cation gra-
dient. This result is more consistent with biogeochemical studies that commonly associate
C:N and soil fertility.
SDMs highlighted the unique characteristics of different species. Elevation and B Ca were
the most commonly used variables and had the highest median variable importance. These
results are consistent with results from the NMDS analysis and suggest that elevation and
soil fertility are also the primary factors controlling the distribution of individual species as
well as communities. For individual species, B Ca, an important base cation, appears to be
the most important variable representing the soil fertility gradient. B C:N, the variable best
representing the soil fertility gradient in the NMDS analysis, was only moderately important
in SDMs.
Our species response curves describe quantitative relationships between species and en-
vironmental gradients not previously described. A few of our species have well described
relationships with environmental gradients, like Acer saccharum’s relationship with eleva-
tion, and our quantitative results largely corroborate known qualitative relationships. The
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majority of the species we have modeled do not have known qualitative or quantitative rela-
tionships with environmental variables. The species response curves for these species should
be treated with care, as the relationships have not been confirmed elsewhere.
Our relationships between species and environmental variables, particularly soil variables,
provide a foundation for establishing species as indicators of environmental conditions. North
America lacks a corollary to the European EIV system for using plants as environmental
indicators. The EIV system has proven exceptionally useful (Diekmann, 2003), and we
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B. Reineking, B. Schröder, A. K. Skidmore, D. Zurell, and S. Lautenbach. Collinearity:
A review of methods to deal with it and a simulation study evaluating their performance.
Ecography, 36(1):27–46, 2013. ISSN 16000587. doi: 10.1111/j.1600-0587.2012.07348.x.
M. Drusch, U. Del Bello, S. Carlier, O. Colin, V. Fernandez, F. Gascon, B. Hoersch,
C. Isola, P. Laberinti, P. Martimort, A. Meygret, F. Spoto, O. Sy, F. Marchese, and
P. Bargellini. Sentinel-2: ESA’s Optical High-Resolution Mission for GMES Opera-
tional Services. Remote Sensing of Environment, 120:25–36, 2012. ISSN 00344257. doi:
10.1016/j.rse.2011.11.026.
A. Dubuis, S. Giovanettina, L. Pellissier, J. Pottier, P. Vittoz, and A. Guisan. Improving
the prediction of plant species distribution and community composition by adding edaphic
to topo-climatic variables. Journal of Vegetation Science, 24(4):593–606, 2013. ISSN
11009233. doi: 10.1111/jvs.12002.
M. C. Duguid and M. S. Ashton. A meta-analysis of the effect of forest management for
timber on understory plant species diversity in temperate forests. Forest Ecology and
Management, 303:81–90, 2013. ISSN 0378-1127. doi: 10.1016/j.foreco.2013.04.009. URL
http://dx.doi.org/10.1016/j.foreco.2013.04.009.
A. M. Elgersma and S. S. Dhillion. Geographical variability of relationships between
forest communities and soil nutrients along a temperature-fertility gradient in Nor-
way. Forest Ecology and Management, 158(1-3):155–168, 2002. ISSN 03781127. doi:
10.1016/S0378-1127(00)00722-2.
65
J. Elith and J. R. Leathwick. Species Distribution Models: ecological explanation and
prediction across space and time. Annual Review of Ecology, Evolution, and Systematics,
40(1):677–697, 2009. ISSN 1543-592X. doi: 10.1146/annurev.ecolsys.110308.120159.
J. Elith, S. Ferrier, F. Huettmann, and J. Leathwick. The evaluation strip: A new and
robust method for plotting predicted responses from species distribution models. Ecological
Modelling, 186(3):280–289, 2005. ISSN 03043800. doi: 10.1016/j.ecolmodel.2004.12.007.
J. Elith, C. H. Graham, R. P. Anderson, M. Dud́ık, S. Ferrier, A. Guisan, R. J. Hijmans,
F. Huettmann, J. R. Leathwick, A. Lehmann, J. Li, L. G. Lohmann, B. A. Loiselle,
G. Manion, C. Moritz, M. Nakamura, Y. Nakazawa, J. McC. M. Overton, A. Townsend
Peterson, S. J. Phillips, K. Richardson, R. Scachetti-Pereira, R. E. Schapire, J. Soberón,
S. Williams, M. S. Wisz, and N. E. Zimmermann. Novel methods improve prediction
of species’ distributions from occurrence data. Ecography, 29(2):129–151, 2006. ISSN
09067590. doi: 10.1111/j.2006.0906-7590.04596.x.
E. Epstein and A. Bloom. Mineral nutrition of plants: principles and perspectives. Sinauer
Associates, Sunderland, MA, USA, 2nd ed. edition, 2005.
J. Evans, J. Oakleaf, S. Cushman, and D. Theobald. An ArcGIS Toolbox
for Surface Gradient and Geomorphometric Modeling, version 2.0-0. Available:
http://evansmurphy.wix.com/evansspatial. Accessed: 2020 June 15th, 2014. URL http:
//evansmurphy.wix.com/evansspatial.
R. F. Fernandes, D. Scherrer, and A. Guisan. Effects of simulated observation errors on the
performance of species distribution models. Diversity and Distributions, 25(3):400–413,
2019. ISSN 14724642. doi: 10.1111/ddi.12868.
R. Ferris, A. J. Peace, J. W. Humphrey, and A. C. Broome. Relationships between vegetation,
site type and stand structure in coniferous plantations in Britain. Forest Ecology and
Management, 136(1-3):35–51, 2000. ISSN 03781127. doi: 10.1016/S0378-1127(99)00268-6.
E. Flaccus. Revegetation of landslides in the White Mountains of New Hampshsire. Ecology,
40(4):692–703, 1959.
T. Frank. Mapping dominant vegetation communities in the Colorado Rocky Mountain
Front Range with Landsat Thematic Mapper and digital terrain data. Photogrammetric
Engineering and Remote Sensing, 54:1727–1734, 1988.
J. Franklin. Predictive vegetation mapping: Geographic modelling of biospatial patterns in
relation to environmental gradients. Progress in Physical Geography, 19(4):474–499, 1995.
ISSN 03091333. doi: 10.1177/030913339501900403.
O. L. Fraser, S. W. Bailey, and M. J. Ducey. Decadal Change in Soil Chemistry of Northern
Hardwood Forests on the White Mountain National Forest, New Hampshire, USA. Soil
Science Society of America Journal, 83(S1), 2019. ISSN 0361-5995. doi: 10.2136/sssaj2018.
08.0301.
66
F. Gilliam and M. Roberts. The Herbaceous Layer in Forests of Eastern North America.
Oxford Univ. Press, New York, NY, second edi edition, 2014.
F. S. Gilliam. The Ecological Significance of the Herbaceous Layer in Temperate For-
est Ecosystems. BioScience, 57(10):845–858, 2007. ISSN 1525-3244. doi: 10.1641/
B571007. URL http://academic.oup.com/bioscience/article/57/10/845/232416/
The-Ecological-Significance-of-the-Herbaceous.
C. P. Gillin, S. W. Bailey, K. J. McGuire, and S. P. Prisley. Evaluation of lidar-derived
DEMs through terrain analysis and field comparison. Photogrammetric Engineering and
Remote Sensing, 81(5):387–396, 2015. ISSN 00991112. doi: 10.14358/PERS.81.5.387.
C. L. Goodale and J. D. Aber. The long-term effects of land-use history on nitrogen cycling in
northern hardwood forests. Ecological Applications, 11(1):253–267, 2001. ISSN 1051-0761.
doi: 10.1890/1051-0761(2001)011[0253:TLTEOL]2.0.CO;2.
B. L. Graae and V. S. Heskjær. A comparison of understorey vegetation between untouched
and managed deciduous forest in Denmark. Forest Ecology and Management, 96(1-2):
111–123, 1997. ISSN 03781127. doi: 10.1016/S0378-1127(97)00046-7.
R. Green. Sampling Design and Statistical Methods for Environmental Biologists. Wiley,
New York, 1979.
A. Guisan and W. Thuiller. Predicting species distribution: Offering more than simple
habitat models. Ecology Letters, 8(9):993–1009, 2005. ISSN 1461023X. doi: 10.1111/j.
1461-0248.2005.00792.x.
A. Guisan and N. E. Zimmermann. Predictive habitat distribution models in ecology. Eco-
logical Modelling, 135(2-3):147–186, 2000. ISSN 03043800. doi: 10.1016/S0304-3800(00)
00354-9.
A. Guisan, N. E. Zimmermann, J. Elith, C. H. Graham, S. Phillips, and A. T. Peterson. What
matters for predicting the occurrences of trees: Techniques, data, or species’ characteris-
tics? Ecological Monographs, 77(4):615–630, 2007. ISSN 00129615. doi: 10.1890/06-1060.1.
A. Haines. Flora Novae Angliae: A manual for the identification of native and naturalized
higher vascular plants of New England. Yale University Press, New Haven, 2011.
S. N. Handel, S. B. Fisch, and G. E. Schatz. Ants Disperse a Majority of Herbs in a Mesic
Forest Community in New York State. Torrey Botanical Society, 108(4):430–437, 1981.
T. Hao, J. Elith, G. Guillera-Arroita, and J. J. Lahoz-Monfort. A review of evidence about
use and performance of species distribution modelling ensembles like BIOMOD. Diversity
and Distributions, 25(5):839–852, 2019. ISSN 14724642. doi: 10.1111/ddi.12892.
F. E. Harrell. With applications to linear models, logistic regression, and survival analysis.
Springer, New York, NY, 2001. ISBN 978-0-387-95232-1.
67
H. Harries. Soils and vegetation in the alpine and subalpine belt of the Presidential Range.
Ph.d. thesis, Rutgers Univ, New Brunswick, N.J., 1966.
H. E. Hazard. Plant indicators of pure white pine sites in southern New Hampshire. Journal
of Forestry, 35(5):477–486, 1937.
C. Heimburger. Forest-type studies in the Adirondack region. New York State Agricultural
Experiment Station Memoirs, (165), 1934.
D. J. Hicks. Intrastand Distribution Patterns of Southern Appalachian Cove Forest Herba-
ceous Species. American Midland Naturalist, 104(2):209, 1980. ISSN 00030031. doi:
10.2307/2424861.
K. N. Hjerdt, J. J. McDonnell, J. Seibert, and A. Rodhe. A new topographic index to quantify
downslope controls on local drainage. Water Resources Research, 40(5):1–6, 2004. ISSN
00431397. doi: 10.1029/2004WR003130.
B. K. Horn. Hill Shading and the Reflectance Map. Proceedings of the IEEE, 69(1):14–47,
1981. ISSN 15582256. doi: 10.1109/PROC.1981.11918.
S. B. Horsley, S. W. Bailey, T. E. Ristau, R. P. Long, and R. A. Hallett. Linking environ-
mental gradients, species composition, and vegetation indicators of sugar maple health in
the northeastern United States. Canadian Journal of Forest Research, 38(7):1761–1774,
2008. doi: 10.1139/X08-023.
J. Jensen. Remote sensing of the environment: An Earth resource perspective. Pearson
Education, Delhi, India, 2nd ed. edition, 2009.
J. R. Landis and G. G. Koch. The Measurement of Observer Agreement for Categorical
Data. Biometrics, 33(1):159, 1977. ISSN 0006341X. doi: 10.2307/2529310.
T. Lassueur, S. Joost, and C. F. Randin. Very high resolution digital elevation models: Do
they improve models of plant species distribution? Ecological Modelling, 198(1-2):139–153,
2006. ISSN 03043800. doi: 10.1016/j.ecolmodel.2006.04.004.
W. B. Leak. Habitat mapping and interpretation in New England. USDA, Research P
(NE-496):1–28, 1982.
V. Lecours. Terrain attribute selection for spatial ecology (TASSE), v.1.1, URL
https://www.researchgate.net/publication/, 2017. URL https://www.researchgate.
net/publication/.
T. D. Lee, J. P. Barrett, and B. Hartman. Elevation, substrate, and the potential for climate-
induced tree migration in the White Mountains, New Hampshire, USA. Forest Ecology
and Management, 212(1-3):75–91, 2005. doi: 10.1016/j.foreco.2005.03.007.
K. Leempoel, C. Parisod, C. Geiser, L. Daprà, P. Vittoz, and S. Joost. Very high-
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Table A.2: Key to species’ names
Abbr. Genus Species
1 ABIBAL Abies balsamea
2 ACEPEN Acer pensylvanicum
3 ACERUB Acer rubrum
4 ACESAC Acer saccharum
5 ACESPI Acer spicatum
6 ARANUD Aralia nudicaulis
7 ARITRI Arisaema triphyllum
8 ATHANG Athyrium angustum
9 BETALL Betula alleghaniensis
10 CARARC Carex arctata
11 CARINT Carex intumescens
12 CINLAT Cinna latifolia
13 CLIBOR Clintonia borealis
14 DENPUN Dennstaedtia punctilobula
15 DRYCAM Dryopteris campyloptera
16 DRYINT Dryopteris intermedia
17 FAGGRA Fagus grandifolia
18 FRAAME Fraxinus americana
19 HUPLUC Huperzia lucidula
20 LONCAN Lonicera canadensis
21 MAICAN Maianthemum canadense
22 MAIRAC Maianthemum racemosum
23 MEDVIR Mediola virginiana
24 NABSPP Nabalus spp.
25 OCLACU Oclemena acuminata
26 OXAMON Oxalis montana
27 PARNOV Parathelypteris noveboracensis
28 PHECON Phegopteris connectilis
29 PICRUB Picea rubrens
30 RUBIDA Rubus idaeus
31 SAMRAC Sambucus racemosa
32 STRAMP Streptopus amplexifolius
33 TIACOR Tiarella cordifolia
34 TRIBOR Trientalis borealis
35 TRIERE Trillium erectum
36 TRIUND Trillium undulatum
37 TSUCAN Tsuga canadensis
38 UVUSES Uvularia sessilifolia
39 VIBLAN Viburnum lantanoides
40 VIOBLA Viola blanda
41 VIOROT Viola rotundifolia
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Table A.3: Statistics of soil variables
Soil var. Min. Max. Mean
1 B Al 166.01 4537.15 1784.75
2 OA Al 6.41 5087.36 394.70
3 B Ca 5.33 818.73 100.72
4 OA Ca 24.14 6635.49 1101.14
5 B Na 1.48 78.67 7.15
6 OA Na 2.00 98.16 19.30
7 B P 0.85 38.39 7.25
8 OA P 4.12 382.43 74.58
9 OA pH 2.24 6.80 3.27
10 B C 0.38 16.36 5.91
11 OA depth 2.00 38.00 9.24
12 B C:N 11.60 40.33 22.08



































Figure A.1: ABIBAL response curve. Variable importance: B Al = 0.06, NDVI = 0.79, OA
P = 0.06
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Table A.4: Methodology for calculation of topographic metrics













unitless • Method =
(Weiss, 2001)





used due to compu-
tational rigor
• 5 m resolution
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• 15 m resolution
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Figure A.2: ACEPEN response curve. Variable importance: B C:N = 0.81, TPI25 = 0.09,
TWI = 0.09








































Figure A.3: ACERUB response curve. Variable importance: OA Al = 0.15, solar rad. =
0.63, TPI2000 = 0.20
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Figure A.4: ACESAC response curve. Variable importance: B Al = 0.3, elev. = 0.98, solar
rad. = 0.01
OA pH TPI25 TWI
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Figure A.5: ACESPI response curve. Variable importance: OA pH = 0.08, TPI25 = 0.32,
TWI = 0.40
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Figure A.6: ARANUD response curve. Variable importance: B Al = 0.10, B Ca = 0.89,
elev. = 0.05


























Figure A.7: ATHANG response curve. Variable importance: B Ca = 0.93, OA Ca = 0.25,
slope = 0.05
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Figure A.8: BETALL response curve. Variable importance: B Ca = 0.61, OA Al = 0.12,
TWI = 0.23
























Figure A.9: CARINT response curve. Variable importance: elev. = 0.51, OA Ca = 0.22,
OA pH = 0.23
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Figure A.10: CINLAT response curve. Variable importance: OA Ca = 0.26, solar rad. =
0.11, TPI25 = 0.63





















Figure A.11: CLIBOR response curve. Variable importance: NDVI = 0.33, TWI = 0.10,
TWI s.d. = 0.53
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Figure A.12: DENPUN response curve. Variable importance: B Ca = 0.48, B Na = 0.06,
TPI2000 = 0.47



































Figure A.13: DRYINT response curve. Variable importance: B Al = 0.13, NDVI = 0.64,
TPI2000 = 0.37
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Figure A.14: FAGGRA response curve. Variable importance: elev. = 0.93, northness =
0.02, solar rad. = 0.06



































Figure A.15: FRAAME response curve. Variable importance: elev. = 0.77, OA P = 0.15,
TPI2000 = 0.21)
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Figure A.16: HUPLUC response curve. Variable importance: NDVI = 0.61, OA Na = 0.28,
OA P = 0.11






























Figure A.17: MAICAN response curve. Variable importance: B C:N = 0.13, elev. = 0.76,
OA Al = 0.71
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Figure A.18: MEDVIR response curve. Variable importance: NDWI = 0.40, OA P = 0.44,
OA pH = 0.16


















Figure A.19: NABSPP response curve. Variable importance: B Ca = 0.84, OA depth =
0.11, slope = 0.11
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Figure A.20: OCLACU response curve. Variable importance: NDVI = 0.03, OA Al = 0.94,
OA Ca = 0.04
OA depth (cm) OA Na (mg/kg) TPI25
10 20 30 0 25 50 75 10
0
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Figure A.21: OXAMON response curve. Variable importance: OA depth = 0.26, OA Na =
0.29, TPI25 = 0.42
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Figure A.22: PHECON response curve. Variable importance: B Ca = 0.93, NDWI = 0.02,
OA Na = 0.09




















Figure A.23: PICRUB response curve. Variable importance: OA P = 0.16, slope = 0.75,
TWI = 0.06
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Figure A.24: RUBIDA response curve. Variable importance: B C = 0.14, B P = 0.18, TWI
s.d. = 0.65
OA Na (mg/kg) OA P (mg/kg) TWI s.d.


















Figure A.25: SAMRAC response curve. Variable importance: OA Na = 0.57, OA P = 0.47,
TWI s.d. = 0.01
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Figure A.26: TIACOR response curve. Variable importance: B Al = 0.31, B Ca = 0.67, B
P = 0.08
B C:N slope (degrees) TWI












Figure A.27: TRIBOR response curve. Variable importance: B Al = 0.28, B Ca = 0.67, B
P = 0.08
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Figure A.28: TRIERE response curve. Variable importance: elev. 0.57, OA Al = 0.23,
TPI2000 = 0.11




































Figure A.29: TRIUND response curve. Variable importance: B Al = 0.41, B Ca = 0.27,
NDWI = 0.25
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Figure A.30: UVUSES response curve. Variable importance: elev. = 0.91, northness = 0.10,
OA depth = 0.05



























Figure A.31: VIBLAN response curve. Variable importance: B C:N 0.09, elev. = 0.70,
NDWI = 0.15
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Figure A.32: VIOBLA response curve. Variable importance: B Na = 0.12, slope = 0.86,
TWI s.d. = 0.12



































Figure A.33: VIOROT response curve. Variable importance: B Ca = 0.47, elev. = 0.23,
NDWI = 0.18
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