Abstract. In this paper, the singular-value decomposition theory of complex matrices is explored to study constantly curved 2-spheres minimal in both CP n and the hyperquadric of CP n . The moduli space of all those noncongruent ones is introduced, which can be described by certain complex symmetric matrices modulo an appropriate group action. Using this description, many examples, such as constantly curved holomorphic 2-spheres of higher degree, nonhomogenous minimal 2-spheres of constant curvature, etc., are constructed. Uniqueness is proven for the totally real constantly curved 2-sphere minimal in both the hyperquadric and CP n .
Introduction
In differential geometry, the investigation of compact surfaces characterized by curvature properties and variational equations, such as the study of constantly curved minimal 2-spheres in symmetric spaces, is an enduring and important topic. In space forms (real and complex), the structure of these 2-spheres is simple and well known. For example, any minimal 2-sphere of constant curvature in the complex projective space CP n belongs to the Veronese sequence, up to a rigid motion (see [2, 4] ). The proof was essentially based on the rigidity theorem of holomorphic curves in CP n [5] . However, this rigidity does not hold for generic symmetric spaces, among which the Grassmannian is a prototypical example. This phenomenon was first observed by the first named author and Zheng in [7] , where noncongruent holomorphic 2-spheres of degree 2 and constant curvature in G(2, 4, C) were classified into two families, using the method of moving frames and Cartan's theory of higher order invariants [6, 11] . Since then, there have emerged many works on constantly curved minimal 2-spheres in the Grassmannian (see [13, 16, 19, 20, 21] and the references therein), most of which were devoted to studying constantly curved minimal 2-spheres in the hyperquadric Q n−1 of CP n defined by z 2 0 + · · · + z 2 n = 0 with respect to the homogeneous coordinates of CP n , where Q n−1 , when identified with the oriented real Grassmannian G(2, n + 1, R), can be seen as the next simplest symmetric spaces beyond space forms. On the other hand, quadrics (smooth or singular) play a fundamental role in regard to the complex Grassmannian, since by the Plücker embedding, any complex Grassmannian G(2, n + 1, C) can be realized as the intersection of quadrics in the associated complex projective space (true, in fact, for any variety).
Even in the case of Q n−1 , only some special examples and partial classification (e.g. under the condition of homogeneity or lower dimension) have been obtained up to now. Indeed, with the homogeneous assumption, Peng, Wang and Xu gave a complete classification of minimal 2-spheres in Q n−1 in [20] , where they proposed the following. Problem 1. How to construct a nonhomogenous constantly curved minimal 2-sphere in Q n−1 for n ≥ 4? Problem 2. Does there exist a linearly full totally real minimal 2-sphere in Q n−1 which is also minimal in CP n ?
Jiao and Li [13] , using the constructive method of harmonic sequence given by BahyEl-Dien and Wood in [1] , classified all constantly curved minimal 2-spheres with higher isotropic order in G(2, n + 1, R) ∼ = Q n−1 under the totally unramified assumption. Based on this, a complete classification of all totally unramified minimal 2-spheres of constant curvature in G(2, 7, R) ∼ = Q 5 has recently been obtained by Jiao and Li in [12] . For classifications in Q 2 , Q 3 and Q 4 , we refer to [14, 22, 13] and the references therein.
One observes that a constantly curved minimal 2-sphere of Q n−1 in all these classifications either is also minimal in CP n , or can be constructed from a totally real constantly curved 2-sphere both minimal in Q n−1 and CP n ; moreover, almost all of them are homogeneous. With this observation, the present paper is contributed to studying constantly curved 2-spheres minimal in both Q n−1 and CP n . By the theory of singular-value decomposition (denoted by SVD in this paper) of complex matrices, a method of constructing such kind of 2-spheres is introduced, from which an abundance of nonhomogenous examples can be constructed to answer Problem 1. The existence part in Problem 2 has been affirmed in the classification results of Jiao and Li [13] . We obtain the uniqueness part as follows; see also Corollary 7.4. Theorem 1.1 Suppose a linearly full totally real minimal 2-sphere of constant curvature 8/(d 2 + 2d) in Q n−1 is also minimal in CP n . Then d is even and n = 2d + 1. Moreover, it is unique up to a real orthogonal transformation.
This SVD method, novel in a sense, is effective and unifying in describing the moduli space of noncongruent 2-spheres with the same constant curvature, such that they are minimal in both Q n−1 and CP n ; see Theorem 4.4. As an example, the aforementioned result of Chi and Zheng follows from our classification of constantly curved holomorphic 2-spheres of degree no more than 3, to be done in Section 6. More generally, the classification of all constantly curved holomorphic 2-spheres in G(2, 4, C) was obtained by Li and Jin in [17] by a direct calculation via elaborate coordinate changes. We will give a systematic SVD proof of it in Proposition 5.9.
As another example, recently, using a sophisticated method from the perspective of holomorphic isometric embeddings of CP 1 in Q n−1 , Macia, Nagatomo and Takahashi [18] studied the moduli space of noncongruent constantly curved holomorphic 2-spheres of degree (n − 1)/2 in Q n−1 when n is odd. The real dimension of this moduli space was determined by them to be (n 2 − 4n − 1)/4. We point out that the dimension count can also be attained via the SVD method and the fact that the ideal of a rational normal curve of degree d is generated by d 2 − d independent quadrics. Note that a rational normal curve of degree d lies in Q n−1 , if and only if, the quadric given by the intersection of Q n−1 and the projective d-plane spanned by the curve belongs to the ideal of the curve. Conversely, to guarantee that quadrics in this ideal belong to Q n−1 , the SVD method reveals that there is no other constraint if (n − 1)/2 when n is odd, whence follows the dimension count (see Theorem 4.5).
On the other hand, when d > (n − 1)/2, there are other constraints (see Proposition 4.1). This makes the study of constantly curved holomorphic 2-spheres in Q n−1 with degree higher than (n − 1)/2 more subtle, where the problem of existence has been little understood up to now. The SVD method, however, enables us to construct plenty of examples and give a lower bound to the dimension of the moduli space for the higher degree case. Theorem 1.2 For any (n − 1)/2 < d ≤ n − 2, the linearly full constantly curved holomorphic 2-spheres of degree d exist in Q n−1 . Moreover, if 3 ≤ (n − 1)/2 < d ≤ n − 5, then the moduli space of such noncongruent holomorphic 2-spheres assumes (n−d) 2 −11(n−d)+33 as the lower bound to its dimension.
For more precise description, see Theorem 5.1.
Our paper is organized as follows. Section 2 is devoted to reviewing known results on the SVD of complex matrices, the representation theory of SU (2) with emphasis on the Clebsch-Gordan formula, and some basic formulas of minimal surfaces in the hyperquadric Q n−1 . In Section 3, the orbit space of Grassmannian G(d + 1, n + 1, C) with respect to the action of real orthogonal group O(n + 1; R) is determined by the SVD method. For noncongruent minimal 2-spheres of the same constant curvature, we investigate the structure of their moduli space in Section 4, where how to construct minimal 2-spheres by the SVD method is introduced. Then Section 5 is devoted to constructing constantly curved holomorphic 2-spheres of higher degree in Q n−1 . For degree no more than 3, a complete classification is obtained in Section 6. After studying more geometric properties of minimal 2-spheres constructed by employing the SVD method, Problem 1 and Problem 2 are discussed in Section 7.
Preliminaries
2.1 Singular-value decomposition and unitary congruence.
Let M be an n × m complex matrix with corank(M ) = r 0 . Set q := min{m, n}. It is well known that the eigenvalues of the Hermitian matrix M M * , where M * is the conjugate transpose of M , are nonnegative real numbers. We denote them in nondecreasing order
are called, respectively, the singular values, or, singular-value vector, of M . Using these notations, the singular-value decomposition (SVD) of M can be stated as follows.
Theorem 2.1 [10, Thm. 2.1, p. 150] Let M be an n × m complex matrix. Set q = min{m, n}. Assume σ is the singular-value vector given in (2.1). Let Σ q := diag(σ 1 , . . . , σ q ).
Then there are unitary matrices V ∈ U (n) and W ∈ U (m), such that
2)
For us, the SVD of real and complex symmetric matrices are useful in the following. (1) There is a unitary matrix U ∈ U (n) such that
and, moreover, if U is another such kind of matrix, then
where A r 0 ∈ U (r 0 ) is unitary and A r j ∈ O(r j ; R) is real orthogonal for any 1 ≤ j ≤ m.
(2) Furthermore, two complex symmetric matrices are unitarily congruent to each other if and only if their singular values are the same.
Irreducible representations of SU(2).
Under the standard metric of constant curvature, the group of automorphisms of isometry of CP 1 is SU (2). The irreducible representations of SU (2) 
We equip V 
Under the basis {e l , l = 0, . . . , d}, by a slight abuse of notation, we set 5) to indicate that ρ d 2 (g) on the left hand side is a matrix in U (d + 1) (dot denotes matrix multiplication). Recall the rational normal (or, Veronese) curve CP 1 of degree d,
Using the basis e l in (2.4), we can rewrite
Consider a unitary transformation U ∈ U (d + 1) fixing the rational normal curve Z d with
(Henceforth, we use Im to denote "Image"). Since U induces an isometric biholomorphic map of CP 1 , there are A ∈ SU (2) and λ ∈ U (1), such that
The coefficient λ here is necessary, because we consider projective transformations. The converse is also true. The geometric meaning of U satisfying (2.7) is to reparametrize Z d by A.
The rational normal curve Z d is a special case of minimal 2-spheres called Veronese maps in CP d [4] . Explicitly, 
satisfies the following recursive formulas
Equip CP d with the Fubini-Study metric of holomorphic sectional curvature 4. Then the pullback metric of the Veronese map Z d,p is 
Conversely, the constant curvature assumption characterizes Z d,p in the following rigidity theorem.
Theorem 2.4 [4]
Let f : CP 1 → CP d be a linearly full minimal 2-sphere of constant curvature. Then there exist two unitary matrices U ∈ U (d + 1) and B ∈ SU (2) such that
Clebsch-Gordan formula.
Consider the tensor product representation
Identify e k ⊗ e l with the square matrix E kl ∈ M (d+1) (C), where the only nonvanishing entry of
under which we may write ̺
It is well known that by the Clebsch-Gordan formula,
, and the projection to the first summand V d is given by the product of polynomials
The set of symmetric matrices Sym d+1 (C) turns out to be an SU (2)-invariant subspace of M d+1 (C) as follows.
] is the greatest integer less than or equal to
Proof: (sketch) Consider the induced action of su (2) on Sym d+1 (C) and extend it to sl(2; C). Since the symmetric matrix
under ϕ, a multiplicity count of the eigenvalues of J 3 := diag(−1, 1)/2 in sl(2; C) finishes off the proof.
Denote the projection of
. Recall the definition of the identification ϕ, (2.15), where the projection Π 0 to the first summand V d is given by the product of polynomials, or, in matrix terms,
. Consider the following subspace of Sym d+1 (C),
which can be seen as the set of all quadrics containing the standard Veronese map Z d,p . It turns out that it is SU (2)-invariant as follows.
Proposition 2.6 Let d be a nonnegative integer and let
, the right hand side is understood to be {0}). Proof: For p = 0, see (2.19) . The general case will be proven in Proposition 7.1.
When p = 0, for convenience, we denote S d,0 by S d in this paper.
Minimal surfaces in the hyperquadric.
Following the setup in Jiao and Wang [14] , let f : M 2 → Q n−1 ⊆ CP n be an isometric immersion. At every point p ∈ M 2 , there is a local complex coordinate z such that near that point ds
Assume f is a local lift of f in C n+1 around p with unit norm, | f | = 1. Consider the following two orthogonal projections of ∂z onto the subspace perpendicular to f , respectively,
where , denote the standard unitary inner product in C n+1 . From the metric condition (2.21), we know
where we identify X and Y as the column vectors in
In [14] , the following global invariants are defined,
, we obtain
where B is the second fundamental form of f . As mentioned in the introduction, this paper is contributed to studying constantly curved 2-spheres minimal in both Q n−1 and CP n . The following characterization of Jiao, Wang and Zhong will be used in Section 7. From the rigidity Theorem 2.4 and Theorem 2.7, we know such minimal 2-spheres are derived from the standard Veronese maps Z d,p with quadric constraint, for some 0 ≤ p ≤ d, up to unitary transformations of CP n . This implies Mini d,n has the structure of the following disjoint union.
where H d,n,p is defined by
where E is of size (n + 1) × (d + 1). Moreover, by taking conjugation in C n+1 , we have
Remark 2.10 All minimal 2-spheres belonging to H d,n,p have the same constant curvature
Conversely, if a 2-sphere minimal in both Q n−1 and CP n takes K = 4/(d + 2p(d − p)) as its Gaussian curvature, then it must belong to H d,n,p .
In view of the second statement in the preceding proposition, it suffices to determine
, to be done in the following sections. It is geometrically clear that to study noncongruent minimal 2-spheres, we should mod out the real orthogonal group O(n + 1; R) and the reparametrizations of CP 1 . To begin with, observe that a 2-sphere in H d,n,p lies in the intersection, which is a quadric not necessarily smooth, of the hyperquadric Q n−1 and the projective d-plane it spans. Following this observation, we will first study the action of O(n + 1; R) on all projective d-planes, i.e., on G(d + 1, n + 1, C).
The orbit space
Throughout this section, d is a positive integer. For a given plane V ∈ G(d+1, n+1, C), we can choose an orthonormal basis e 0 , . . . , e d of V and represent it by an (n + 1)
Two orthonormal bases of V differ by a unitary matrix in U (d + 1) multiplied on the right of (3.1), which implies that the complex symmetric matrices t EE differ by unitary congruence. This means that we can endow V with d + 1 numbers
which are the singular values of t EE defining n O(n + 1; R)-invariant functions on G(d + 1, n + 1, C). For convenience, in this paper, we also call
, interchangeably. These invariants turn out to be decisive in constructing the (d + 1)-plane V . Our main observation is inspired by the work of Berndt [3, Section 6, p. 27], as follows. Let M be a complete Riemannian manifold, and let p ∈ M be a fixed point. Let G be a compact Lie group with an action of isometry on M given by,
It is a homogenous space G/H, where H is the isotropy group of G at p. We denote the normal space to N at p in M by T ⊥ p N . Note that H also induces an isometric isotropy action on T ⊥ p N ,
Theorem 3.1 For every point q ∈ M , there are A ∈ G and v ∈ T ⊥ p N , such that
where exp p is the exponential map of the Riemannian manifold M at p. Moreover, under the isotropy action, if u lies in the same H-orbit of v, i.e., if there are
Proof: Since G is compact, the G-orbit N through p is also compact. Since M is complete, for every point q ∈ M , there is a point r ∈ N , such that dist(q, r) = dist(q, N ). Let l(t) be a minimal geodesic connecting r and q. By the first variation formula, l(t) is a normal geodesic starting from r. So there is a normal vector w ∈ T ⊥ r N , such that q = exp r w. Since G acts on the G-orbit N transitively, there is an A ∈ G such that
Then we have q = A · exp p v since the action of G is isometric. The second claim is now clear with slight modification.
Using Theorem 3.1, we obtain the following decomposition result of unitary matrices. Proposition 3.2 Let U be a unitary matrix in U (n + 1) with n ≥ d.
(
2)
where
3)
Proof: We consider only the case (1) with 2d+1 ≤ n, the proof for the other case is similar. Equip U (d + 1) with the standard bi-invariant metric given by (u, v) = Re tr(u * v) over the Lie algebra u(n + 1). Consider the group G :
which preserves the metric of U (n + 1). We denote the G-orbit through the identity
It is easy to see that
Hence the normal space T ⊥ Id N is given by
.
By Corollary 2.2 and the assumption n − d ≥ d + 1, without loss of generality, we may assume that B is in the form
where Λ = diag(a 0 , . . . , a d ), for some a j ∈ R, 0 ≤ i ≤ d. Then by a straightforward computation on matrix exponential while invoking Theorem 3.1, we arrive at (3.2).
With the above decomposition theorem of unitary matrices, we can now show how to reconstruct the (d + 1)-plane V ⊂ C n+1 from singular values. 
(1) if 2d + 1 ≤ n, then any orthonormal basis E of V can be expressed as E = AV σ U , where A ∈ O(n + 1; R), U ∈ U (d + 1), and
(2) if 2d + 1 > n and we set l = 2d + 1 − n, then σ m = 1, r m ≥ l, and any orthonormal basis E of V can be expressed by E = AV σ U , where A ∈ O(n + 1; R), U ∈ U (d + 1), and 5) where J j (σ j ) is defined similarly as in (3.4).
Proof: We only deal with the case of 2d + 1 ≤ n; the proof for the case of 2d + 1 > n is similar. Assume E = (e 0 , . . . , e d ) is an orthonormal basis of V . Then there is a U ∈ U (n + 1), such that
By (3.2), we obtain (3.4) for some real parameter (a 0 , . . . , a d ) ∈ R d+1 , where a j ∈ [0, 2π]. We leave it to the reader as a routine exercise to show that by multiplying O(n + 1; R) on the left and U (d + 1) on the right of (3.4), we may assume a i ∈ [0,
Remark 3.4 From the above proposition, we see that if 2d + 1 < n, then there exists a universal C n ⊂ C n+1 such that any (d + 1)-planes in C n+1 can be transformed into C n by orthogonal transformations. So, to consider the orbit space G(d + 1, n + 1, C)/O(n + 1; R), we may assume 2d + 1 ≥ n in the following. 
which is a convex polytope in R d+1 .
We point out that the isotropic 2-planes in Q 4 given by the linear spans of (e i ± √ −1e i )/ √ 2, 1 ≤ i ≤ 3, respective of the sign, relative to the standard basis for C 6 , shows that two planes corresponding to the same parameters in Θ d,n need not be congruent under the action of SO(n + 1; R). This is the key reason why we chose the group O(n + 1; R). Remark 3.6 For a given σ ∈ Θ d,n , the orbit determined by it can also be described in a clear way through computing the isotropic group of V σ (see (3.5) ). Since it will not be used in the following, we omit it here, only to point out that the computation is similar to the proof of Lemma 4.3 in the next section.
4 The moduli space of constantly curved 2-spheres minimal in both Q n−1 and CP
It follows from Remark 3.4 that if 2d + 1 < n, then γ is not linearly full. To consider the linearly full minimal 2-spheres, we make the following convention in the subsequent part of this paper, n ≤ 2d + 1, l := 2d + 1 − n.
The structure of H d,n,p is now clear following the expression of E given in Corollary 3.3.
where S d,n,p is a closed subset of S d,p (see (2.20) for notation), defined by {S ∈ S d,p | S takes 1 as its maximal singular value with multiplicity no less than 2d+1−n}.
Here, we make another convention that will be used in the subsequent part of this paper, It is easy to verify that
where we have used the notation V σ introduced in (3.4) and (3.5). 
Proof: It follows from Theorem 2.3 that
where A r 0 ∈ U (r 0 ) is unitary and A r j ∈ O(r j ; R) is real orthogonal for any 1 ≤ j ≤ m. Note that V σ can also be written as
Id r 0 , J j = t cos a j Id r j , √ −1 sin a j Id r j for 1 ≤ j ≤ m − 1, and
. Now the conclusion follows from a straightforward verification that
To build a clearer relation between H d,n,p and S d,n,p , some equivalences need to be introduced.
Two minimal 2-spheres in H d,n,p are said to be equivalent if they are congruent in Q n−1 , i.e., if one can be brought to the other by some A ∈ O(n + 1, R) and some SU (2)-reparametrization of CP 1 . For convenience, denote by H d,n,p /O(n + 1; R) the set of all equivalence classes. We point out that
describes the moduli space of all noncongruent 2-spheres of constant curvature, minimal in both Q n−1 and CP n .
The equivalence on S d,n,p is defined by the following group action, which is induced by (2.16),
The orbit space of ̺ d is denoted by S d,n,p /U (1) × SU (2). From the above definition of equivalence, it is easy to see that the map
is well-defined with its inverse given by
where σ is the singular-value vector of S, U ∈ U (d+1) is a unitary matrix coming from the SVD (4.2) of S, and the well-definedness of this inverse mapping follows from Lemma 4.3.
Theorem 4.4
The moduli space of noncongruent 2-spheres minimal in both Q n−1 and CP n , with the same curvature K = 4/(d + 2p(d − p)), is given by
A special case is p = 0, for which H d,n /O(n+1; R) is the moduli space of all noncongruent holomorphic 2-spheres of constant curvature and degree d in Q n−1 . As a consequence of Theorem 4.4, we reprove the main results of [18] . 
Remark 4.6
We give a geometric explanation to the structure of the boundary of the moduli space H d,2d+1 /O(n + 1; R). Since we can naturally embed a lower-dimensional complex projective space into higher dimensional ones, it is readily seen that
Conversely, take a holomorphic 2-sphere γ ∈ H d,2d+1 on the boundary. Then the maximal singular values of the d + 1 plane V spanned by γ in C n+1 is 1, whose multiplicity is denoted by r m . It follows from (3.4) in Corollary 3.3 that there exists a real orthogonal transformation A such that Aγ ∈ H d,2d+1−rm .
Theorem 4.5 shows that there is an abundance of noncongruent holomorphic 2-spheres of constant curvature and degree d in Q 2d . We give a more detailed account of this. Note that the singular values give a semialgebraic map from S d,2d+1 to Θ d,2d+1 (see (3.6) for definition), which are both semialgebraic sets. The local triviality theorem for semialgebraic maps [9] implies that for generic point in the image of this map, the dimension of its preimage is bigger than or equal to
As mentioned in the introduction, the ideal of a rational normal curve (holomorphic 2-sphere) of degree d is generated by d 2 − d independent quadrics. Note that a rational normal curve γ ∈ H d,n , if and only if, the quadric given by the intersection of Q n−1 with the projective d-plane spanned by γ belongs to the ideal of this curve. Conversely, from Proposition 4.1, we see that to guarantee that a quadric in this ideal lies in Q n−1 , there are no other constraints if n = 2d + 1, whereas there are more constraints when n < 2d + 1 as the symmetric matrix determined by this quadric takes 1 as its maximal singular values. The SVD method introduced in Remark 4.2 proves effective to handle this problem, which will be shown in the next section.
5 Constantly curved holomorphic 2-spheres of higher degree in Q n−1
In this section, we consider the existence of linearly full holomorphic 2-spheres of constant curvature and higher degree (d > n−1 2 ) in Q n−1 . Similar to the discussion in Remark 4.6, it is easy to verify that such holomorphic 2-spheres belong to
From the construction method given in the last section (see Remark 4.2), we see that to construct examples in H d,n \ H d,n−1 , a matrix S ∈ S d,n \ S d,n−1 need to be found. To be precise, we need to construct a complex symmetric matrix S := (s i, j ) which takes 1 as its maximal singular value with multiplicity 2d + 1 − n > 0 and satisfying the following equations
Observe that the more repetition of the maximum singular value 1, the more severe restriction it imposes on the set H d,n when d ≤ n < 2d + 1. In fact, the results of Li and Jin [17] shows that H 4,5 is nonempty while H 5,5 is; see also Proposition 5.9 for a singular-value proof of this fact. Nevertheless, we can prove the following.
Moreover, ignoring the action of the orthogonal group and reparametrizations of CP 1 , we have the following dimension estimates that, dim(H d,d+4 ) ≥ 3 and To establish the theorem, the following lemmas are needed.
there exists a number x k , k ≥ 1, such that 0 ≤ x k < x k−1 , and, moreover, it solves
Proof: With our assumption, it is easy to see that x k solves (5.2) is nonnegative. On the other hand, we can transform (5.2) by
which implies x k < x k−1 .
Remark 5.4
In the lemma, it is readily seen that if x 0 is chosen to be positive, then x k is also positive.
Lemma 5.5 Suppose 0 < ǫ 0 < ǫ 1 < · · · < ǫ k , k ≥ 1, are some constants and ǫ k < 2ǫ k−1 . For any given numbers
and 0 ≤ x k ≤ 1, there exists a number x k−1 such that −1 < x k−1 < 1, and, moreover, it solves
The proof is similar to that of Lemma 5.3 after transposing the x k ǫ k term from the right hand to the left hand in (5.3).
Remark 5.6 In the above lemma, it is straightforward to verify that if x 0 , x 1 , · · · , x k−2 , x k are chosen to satisfy
then x k−1 determined by them is nonzero. we obtain that 0 < ǫ 0 < ǫ 1 < · · · < ǫ k . Moreover, it is easy to verify that if d ≥ 3 and m is an even number, then ǫ k < 2ǫ k−1 . Now the conclusion follows from Lemma 5.3 and Lemma 5.5.
We are ready to prove Theorem 5.1.
Proof: Set l := 2d + 1 − n, we need only prove that for any given 0 ≤ l ≤ d − 2, there exists a symmetric complex matrix S := (s i,j ) solving (5.1) and taking 1 as its maximal singular value with multiplicity l.
In Lemma 5.7, take r = [ 
where A, B ∈ M (r, r) are two complex symmetric matrices, and C := (c i,j ) ∈ M (r, r) is a complex matrix with prescribed anti-diagonal as The singular values of S defined in (5.5) are
where λ ∈ (−1, 1) is determined by {cos 2a 1 , · · · , cos 2a r , cos 2b 1 , · · · , cos 2b r }, and 0 ≤
Note that as a matrix norm, σ 2r is no more than the Frobenius norm, which can be controlled to be less than 1 (this is an open condition) with suitable choice of {A, B, C}. Hence the matrix S we have constructed can take 1 as its maximal singular value with multiplicity l. Take such a matrix S and let λ := cos 2θ 0 , σ j := cos 2θ j , 1 ≤ j ≤ 2r. Then we obtain a linearly full constantly curved holomorphic 2-sphere of degree d in Q n−1 given by
and U is a unitary matrix coming from the SVD of S in (5.5). It is clear by construction that
We thus obtain by a straightforward counting that 2r(2r − 5) + 9 gives a lower bound to the dimension of the moduli space of all required complex symmetric matrices S, which implies the dimension estimate of H d,n .
Remark 5.8 Theorem 5.1 warrants that H d,n is not empty so long as n ≥ d + 2. We will establish in the following proposition that Proof: We give a singular-value proof. When n = d + 1, 1 is the singular value of the symmetric n × n-matrix S with multiplicity d. Let λ ≥ 0 be the remaining singular value. Then there is a unitary matrix U such that S = U diag(λ, 1, 1, · · · , 1) t U . So,
Expanding the right hand side of (5.6) and utilizing that U := (u ij ) is unitary, we derive SS = (t kl ),
Now let d = n = 5. It follows that λ = 1 and S is itself unitary. We can assume by Lemma 5.10 below that the top three and bottom two of the anti-diagonals in the 6 × 6 matrix S are zero. Multiplying against different columns sets up a straightforward elimination process, bearing that S is of rank 6, to let us end up with the 2×2 anti-diagonal block form S = anti-diag(A, B, A).
But then A and B being unitary contradicts (5.1). This proves that H 5,5 is empty. We now assume d = 4, continuing to denote the symmetric matrix now of size 5 × 5 by S. If λ = 1, then S is unitary, a similar analysis as in the preceding case results in
By the simple combinatorial identity
. So in fact this constantly curved 2-sphere lies in a 3-quadric sitting in CP 4 , i.e., it belongs to H 4,4 .
Otherwise, λ < 1 now. Again, we can choose S so that the top three and the bottom two anti-diagonals are zero, from which we see that the (0, 4)-entry of SS is zero; in particular u 00 u 40 = 0. If, say, u 00 = 0, then (5.7) implies t 0j = 0 for j = 0, which in turn implies that the first column of S is unitarily orthogonal to other columns, etc. 
where α 0 = 2d−4 l=0 α lā 2d−4−lbl . It is easy to be verified that a, b ∈ C, |a| 2 + |b| 2 = 1 can be chosen such that α 0 = 0.
To conclude this section, we present a result about the existence of complex symmetric matrix S ∈ S d,n taking 0 as its minimal singular value with a given multiplicity. We point out that this is useful in the construction of constantly curved holomorphic 2-spheres in a singular hyperquadric, which will not be discussed in this paper. 6 Classification of constantly curved holomorphic 2-spheres of degree ≤ 3 in Q n−1
Constantly curved holomorphic 2-spheres of degree d ≤ 3 in Q n−1 are discussed in this section. Since we need only consider the linearly full case, we deal only with Q n−1 with d ≤ n ≤ 2d + 1. Classification of the moduli space
is obtained.
Case of d = 1.
It is clear that there are no isotropic lines in CP n when n ≤ 2, so that H 1,1 and H 1,2 are empty. In CP 3 , the isotropic line can be determined, up to a real orthogonal transformation and reparametrization of CP 1 , by
Hence H 1,3 /O(4; R) is a singleton set.
Case of d = 2.
By a direct computation, it is easy to verify that
Combining this with Theorem 4.4, we have the following.
Theorem 6.1 The moduli space
is a singleton set, and
The constantly curved holomorphic 2-sphere of degree 2 in Q 1 ⊂ Q 2 ⊂ Q 3 can be parameterized as
The 1-family of constantly curved holomorphic 2-spheres of degree 2 in Q 4 can be parametrized as
To conclude the discussion of this case, we present a figure (Fig. 6.1 ) to show the distribution of constantly curved holomorphic 2-spheres of degree 2 in Q 4 . (1,1,1)
The tetrahedron in this figure represents Θ 2,5 , i.e., the orbit space of G(3, 6, C)/O(6; R) (see Theorem 3.5). H 2,5 /O(6; R) is represented by the red line segment; it comprises, up to equivalence, of all planes whose intersection with Q 5 contain constantly curved holomorphic 2-spheres of degree 2. The blue endpoint of this segment represents Θ 2,2 ∼ = G(3, 3, C)/O(3; R); the constantly curved holomorphic 2-spheres lying in this plane are not linearly full in Q 4 . Θ 2,3 ∼ = G(3, 4, C)/O(4; R) is represented by the green line segment; it lies on the boundary of the grey triangle representing Θ 2,4 ∼ = G(3, 5, C)/O(5; R).
Case of d = 3.
From Lemma 5.10, it is easy to verify that
where we have used the action of U (1) and SU (2) to modify the values of y and z such that they are nonnegative real numbers. Proof: Take a real symmetric matrix S ∈ S 3 having the form given in (6.1) and let λ 1 , λ 2 , λ 3 , λ 4 be the eigenvalues of S. Their absolute values are just the singular values of S. We find the characteristic polynomial of S to be
The eigenvalues of S are
It is routine to check that λ 4 ≥ −λ 1 ≥ λ 2 ≥ −λ 3 ≥ 0. So the singular values of S (in nondecreasing order) are given by
It follows that
which implies the map
is injective. This means S(y, z) can be determined uniquely by its singular values, so that we have
Next, we consider the subsets S 3,n /U (1) × SU (2), for which the following relations between singular values and y, z are needed. They can be obtained from (6.3) as follows.
A consequence is that σ 4 = σ 3 = σ 2 = 0 cannot happen, which implies S 3,3 = S 3,4 = ∅, and hence H 3,3 = H 3,4 = ∅.
For a matrix in S 3,5 , there must hold σ 4 = σ 3 = 1. Then it follows from (6.6) that z = 0 and 9y 4 = 16σ 2 1 . Substituting these and λ = σ 1 into (6.2), we solve to see that σ 1 = σ 2 = 1 3 and y = 2/3. This implies H 3,5 /O(6; R) ∼ = S 3,5 /U (1) × SU (2) is a singleton set.
To determine
we need only note from (6.3) that σ 4 (y, z) = 1 is a component η of the following real algebraic curves of degree 4
The part of the curve η lying in the first quadrant is plotted below (Fig. 6.2) , labeled by the red color; it represents the moduli space H 3,6 /O(7; R). In the figure, the blue area bounded by the curve η and the coordinate axes gives the moduli space H 3,7 /O(8; R). 7 More geometry of minimal 2-spheres constructed by the SVD method
The main objective of this section is to discuss the two questions of Peng, Xu and Wang, raised in [20, Section 3, p. 459] and mentioned in the introduction, as to construct nonhomogenous minimal as well as totally real minimal 2-spheres of constant curvature in Q n−1 , such that they are also minimal in CP n .
As seen in the preceding sections, all constantly curved 2-spheres minimal in both Q n−1 and CP n can be constructed by the SVD method, for which the norm of the second fundamental form ||B|| is computed in this section. Then we show that ||B|| is not generally constant, so that the generic 2-sphere constructed this way is not homogenous in Q n−1 .
Recall the decomposition of Sym d+1 (C) into SU (2)-invariant subspaces (see the discussion around (2.18) and (2.20) ), and the definition of the set H d,n,p in (2.24). The following is essentially Proposition 2.6 with the promised proof. . Consider a 2-sphere given by EZ d,p , where E ∈ M (n + 1, d + 1) satisfying E * E = Id. Let S := t EE and let the entries of S be s ij , where 0 ≤ i, j ≤ d, and s ij = s ji . Then the following are equivalent.
(1) The 2-sphere EZ d,p lies in the hyperquadric Q n−1 . Then expand j(j − 1) · · · (j − l + 1) and note that the coefficients before j k , 0 ≤ k ≤ l, are all non-zero.
(5) ⇒( 1) We use induction to prove it. The claim is right for p = 0. Assume it is right for 0 ≤ k ≤ p − 1. Then by the induction assumption, (6) implies that t Z d,0 S Z d,l = 0, for 0 ≤ l ≤ 2p. By an argument similar to that in (3) ⇒ (4), we get t Z d,p S Z d,p = 0, which is equivalent to (1).
(5) ⇔ (6) Consider the induced action of su(2) on Sym d+1 (C) and extend it to the action of sl(2; C). For t := i+j fixed, where 0 ≤ t ≤ 2d, i.e., considering the entries on each anti-diagonal, we claim that the system of linear equations in (5) are linearly independent. We then count the multiplicity of the eigenvalues of J 3 := diag(−1, 1)/2 ∈ sl(2; C). Corollary 7.4 A totally real linearly full minimal 2-spheres of constant curvature 8/(d 2 + 2d) in Q n−1 , such that it is also minimal in CP n , exists only when d is even and n = 2d+1. Moreover, it is unique up to isometric transformations of Q n−1 .
To conclude the paper, we propose two interesting questions for further study: Question 2: Our work requires that the 2-spheres be minimal in both the hyperquadric and CP n , while in [13, p. 1022, (2)], Jiao and Li found a constantly curved 2-sphere which is only minimal in the hyperquadric. How to construct such 2-spheres, minimal only in the hyperquadric, in a systematic way?
