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Abstract
We propose AdS2/CFT1 dualities between exactly solvable topological quantum mechan-
ics theories with vector or matrix large N limits (on the boundary) and weakly coupled gauge
theories on a fixed AdS2 background (in the bulk). The boundary theories can be embedded
as 1d sectors of 3d N = 4 superconformal field theories with holographic duals, from which
they can be obtained using supersymmetric localization. We study a few examples of such
1d theories: theories with vector large N limits that are embedded into 3d theories of many
free massless hypermultiplets with AdS4 higher spin duals; and a 1d theory with a matrix
large N limit embedded into the 3d ABJM theory at Chern-Simons level k = 1, which has an
AdS4 supergravity dual. We propose that the U(N) singlet sectors of the 1d vector models
are dual to 2d gauge theories on AdS2 whose gauge algebras are finite dimensional and whose
full non-linear actions we completely determine in some cases. The 1d theory embedded into
ABJM theory has a Z2-invariant sector dual to a 2d gauge theory on AdS2 whose gauge al-
gebra is the infinite dimensional algebra of area preserving diffeomorphisms of a two-sphere.
We provide evidence that the 2d gauge theories on AdS2 can be obtained from localizing
the AdS4 duals of the 3d SCFTs mentioned above, and thus argue that our 2d/1d dualities
can be obtained via supersymmetric localization on both sides of their parent AdS4/CFT3
dualities. We discuss the boundary terms required by holographic renormalization in the 2d
gauge theories on AdS2 and show how they arise from supersymmetric localization.
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1 Introduction
Almost twenty years after the proposal of the gauge/gravity duality [1–3], there has been
a large amount of progress in understanding top-down constructions of gauge/gravity dual
pairs in various dimensions and with various amounts of supersymmetry. Notable well-
understood examples with maximal supersymmetry come from string theory or M-theory
and include the anti-de Sitter / conformal field theory (AdS/CFT) dualities between 4d
N = 4 super Yang-Mills theory and string theory on AdS5×S5 [1–3] and between 3d ABJM
theory and M-theory on AdS4× S7/Zk [4]. A different class of examples include the duality
between O(N) vector models and higher spin theories in AdS [5, 6]. While in the first class
of examples, it is the field theory that is strongly coupled and hard to study analytically, in
the second class of examples it is the higher spin side that is complicated, although there
are some cases where the full non-linear equations of motion are known [7, 8] (see [9] for a
recent review).
2
In this work, we propose a 2d/1d holographic duality between solvable one-dimensional
field theories and weakly coupled two-dimensional bulk theories. The field theories are certain
topological quantum mechanics (TQM) models1 with a parameter N that can be taken to be
large. We propose that their duals at large N consist of weakly coupled 2d Yang-Mills theory
(YM2) supplemented by higher derivative terms on a fixed AdS2 background—as we will
explain in more detail shortly, the 2d metric is not fluctuating in these proposals. We expect
that the YM2/TQM dualities we discuss can be embedded into particular instances of the
previously-mentioned AdS4/CFT3 duality by applying supersymmetric localization to both
sides: supersymmetric localization in the 3d boundary superconformal field theory (SCFT)
gives the TQM, and localization on the gravity side using the corresponding supercharge
should give Yang-Mills theory restricted to an AdS2 slice of the geometry, as we demonstrate
in one simple case. The TQM/YM2 duality we propose here resembles the duality between
Chern-Simons theory and Wess-Zumino-Witten models, which can also be embedded into
the standard holographic correspondences using localization [10].
Our duality can be thought of as a realization of the AdS2/CFT1 correspondence. In-
deed, it has been understood for some time [11–13] that the only truly conformal quantum
mechanical systems have vanishing Hamiltonian H = 0.2 Consequently, such a 1d system
does not have a local stress tensor operator, so its bulk dual should not contain a fluctuating
metric. Indeed, had there been dynamical (dilaton) gravity in the bulk, the back reaction
of finite energy excitations would be so strong that it would modify the UV asymptotics of
the AdS2 region [11].
3,4 Even though the metric is not fluctuating, the duality we propose is
still holographic both because it can be embedded in holography with dynamical gravity, as
mentioned above, and because, as we will see, the holographic dictionary and computational
techniques familiar from higher-dimensional versions of AdS/CFT do apply. The recent pro-
1In this paper, by a topological quantum mechanics we mean a one-dimensional theory, defined on a
circle or on a line, described by a convergent Euclidean path integral. We do not necessarily mean that the
Euclidean partition function on S1 computes tr e−βH , where H is a hermitian Hamiltonian of a Lorentzian
quantum mechanical system.
2Scaling symmetry implies that the density of states of the quantum mechanical theory is [12]
ρ(E) = Aδ(E) +
B
E
. (1.1)
As shown in [12], B > 0 is required for non-topological dynamics, but leads to a non-integrable density of
states. (See also [14].) This demonstrates that strictly conformal quantum mechanical systems have to have
H = 0.
3The problem of strong backreaction can be alleviated in cases when the spacetime is AdS2 ×M, where
M is non-compact. However, even these cases suffer from the problem explained in footnote 2.
4Another related manifestation of problems with gravity in AdS2/CFT1 is that dilaton and graviton
exchange does not produce scale invariant boundary correlators [13].
3
posed connection between the near-conformal SYK model [15–19] or tensor models [20–22]
in 1d and dilaton gravity in 2d constitute a different type of duality [16, 19, 23–25], where
the boundary theory is only nearly conformal, and the AdS2 region needs to be cut off near
the asymptotic boundary, where the dilaton diverges.
From a bottom-up perspective, the duality we propose can be anticipated as follows. A
TQM is a theory in which correlation functions of local operators Ja are independent of
the separations between the insertion points, but could generally depend on the ordering
of the insertion points. Because of the position-independence, one can identify the Ja with
conserved currents, and so a TQM is really a theory of conserved currents with a potentially
infinite-dimensional non-Abelian global symmetry generated by these currents. If the TQM
has a large N limit that allows an organization of the spectrum of operators into single trace
and multi-trace, then its holographic dual should contain one 2d gauge field in AdS2 for every
single-trace conserved current Ja, as is standard in AdS/CFT constructions. The bulk action
should take the form of Yang-Mills theory plus higher derivative corrections because this is
the most general gauge-invariant action one can write down using the bulk gauge fields. A
subtle issue that we will elaborate on is which boundary terms should supplement the bulk
action. The boundary terms we consider are different from those recently considered in the
AdS2 literature [23,26–29], but follow from the fact that, unlike in higher dimensions, a vector
field in AdS2 obeys “alternate” boundary conditions when the dual operator is a conserved
current. Thus, one must include boundary terms implementing the Legendre transform that
needs to be performed when the bulk fields obey alternate boundary conditions [30]. As we
will show, these boundary terms can be also derived using supersymmetric localization of a
4d vector multiplet on AdS4.
We provide two types of examples of YM2/TQM dualities. In the first type of examples,
we have TQM models with vector large N limits, and our dualities can be embedded into
the duality between a supersymmetric large N vector model in 3d and a higher spin theory
in AdS4. In the second type of examples, we have TQM models with N ×N matrix degrees
of freedom. We study explicitly an example that can be embedded as a sector of the duality
between large N U(N)k × U(N)−k ABJM theory at Chern-Simons level k = 1 and super-
gravity on AdS4 × S7. One difference between these two types of examples is that in the
first type the Yang-Mills coupling scales as g2YML
2 ∝ N−1, while in the second it scales as
g2YML
2 ∝ N−3/2 at large N . Another difference is that the Lie algebra of the 2d YM theory is
finite-dimensional in the first type of examples, while it is infinite-dimensional in the second.
In every case we study, the embedding of the YM2/TQM duality into the AdS4/CFT3
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duality is realized as follows. We require that the CFT3 is an SCFT with at least N = 4
supersymmetry. Recent work [31, 32] has shown that any 3d N = 4 SCFT contains a 1d
topological sector representing the cohomology of a certain supercharge.5 This sector is
our TQM. It is shown in [33] that it can be described as a topological gauged quantum
mechanics that can be obtained through supersymmetric localization of the SCFT on S3.
This construction applies, in particular, to 3d N = 4 SCFTs with holographic duals, where
one may ask whether a supersymmetric localization computation in the bulk could simplify
the bulk theory (which is either described by supergravity or by a higher-spin theory) to
precisely the 2d holographic duals of the topological gauged quantum mechanics. A similar
connection was developed in [10] between 2d chiral algebras arising as a sector of 4d N = 4
super Yang-Mills theory (SYM) and Chern-Simons theory on AdS3, which is believed to
arise from localizing supergravity on AdS5.
Performing supersymmetric localization in AdS4 appears to be very complicated (and in
the higher spin case impossible without knowing the action of the higher spin theory), and we
do not pursue it here. However, in the examples mentioned above, the AdS4 theory contains
an N = 4 SYM theory as a consistent truncation, and as a first step towards localizing the
full AdS4 theory we begin by localizing this N = 4 SYM theory on a fixed AdS4 background.
From the point of view of the AdS4/CFT3 duality, the 4d N = 4 SYM theory in the bulk
is dual to half BPS superconformal multiplets that contain flavor currents in the boundary
3d SCFT. As we will show, the localization of the 4d SYM theory on AdS4 yields precisely
a Yang-Mills theory on AdS2 that is part of the full YM2 theory dual to our TQM. This
supersymmetric localization computation is related to that performed by Pestun in [34],
where it was shown that anN = 4 vector multiplet on S4 localizes to 2d Yang-Mills theory on
S2. (See also [35,36].) SinceN = 4 SYM is conformal, and since AdS4 and S4 are related by a
Weyl transformation, one can argue that Pestun’s computation implies that the AdS4 Yang-
Mills theory localizes to 2d Yang-Mills theory on AdS2. One significant difference between S
4
and AdS4, however, is that while S
4 is compact, AdS4 has an asymptotic boundary, and thus
in the localization computation on AdS4 one should also keep track of boundary terms. Quite
nicely, the AdS2 boundary terms obtained through this procedure match precisely what one
would have expected based on holographic renormalization and the alternate quantization
of a 2d gauge field dual to a conserved current.
Let us now discuss in more detail specific examples.
5There are two such sectors, one associated with the Higgs branch, and one with the Coulomb branch of
the 3d SCFT. In this paper we will focus only on the sector associated with the Higgs branch.
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Dualities with a vector large N limit. The first example starts with the 4d/3d duality
between the u(N) singlet sector of N free hypermultiplets and the N = 4 supersymmetric
version of Vasiliev theory constructed in [37–42]. By u(N) singlet sector we mean that we
consider only operators that are invariant under a u(N) subalgebra of the flavor symmetry
algebra usp(2N) of N free hypermultiplets.6 Within usp(2N), this u(N) algebra commutes
only with the diagonal u(1) in u(N). This u(1) acts as a global flavor symmetry of the u(N)
singlet sector. In AdS/CFT global symmetries on the boundary are gauged in the bulk, and
indeed, the N = 4 higher spin theory contains, among many other fields, an N = 4 u(1)
vector multiplet in AdS4.
The topological quantum mechanics that can be embedded in the theory of N free hy-
permultiplets can be described in terms of complex fields QI and Q˜
I , where I = 1, . . . , N
and lower/upper indices are u(N) fundamental/anti-fundamental indices. When this theory
is defined on a circle, the fields QI and Q˜
I are anti-periodic, and the action is proportional
to ∫
Q˜I dQI . (1.2)
While the u(N) singlet sector of the 3d SCFT consists of many single trace operators as well
as multi-trace operators, the u(N) singlet sector of the 1d topological theory7 (1.2) is much
simpler: its single trace sector consists of only one operator,
Q˜IQI . (1.4)
Additionally, the multi-trace operators in this 1d theory are simply just powers of Q˜IQI .
Our holographic duality proposal in this case is that at large N the u(N) singlet sector of the
theory (1.2) is dual to Maxwell theory in AdS2, supplemented by higher derivative terms:
S =
1
2e2
∫
d2x
√
g
[
F 2 + w4F
4 + w6F
6 + . . .
]
, (1.5)
6Perhaps more rigorously, one can consider [42] a u(N)k × u(1)−k theory with N bifundamental hyper-
multiplets, and take the Chern-Simons level k →∞. The Chern-Simons interactions with large k essentially
implement the u(N) singlet constraint.
7One can also consider the analogous construction to that in footnote 6. In the 1d theory we can consider
coupling the QI to a u(N) gauge field AIJ and consider the total action(∫
Q˜I (dQI +AIJQJ)
)
+ κ
(∫
AIJ
)(∫
AJI
)
(1.3)
with a coefficient κ related to k. Taking κ to infinity essentially imposes the u(N) singlet constraint.
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where we defined F ≡ 1
2
Fµν
µν , e is the gauge coupling constant, and wn are coefficients to
be determined. We will determine all the coefficients wn in Section 5.1.
This proposal can be generalized to a 3d theory of NM free massless hypermultiplets,
which is dual to the supersymmetric Vasiliev theory mentioned above with additional U(M)
Chan-Paton factors. Thus the Vasiliev theory contains, among many other fields, a u(M)
N = 4 vector multiplet in AdS4. The topological theory now contains fields QIi and Q˜Ii,
where I = 1, . . . , N and i = 1, . . . ,M . The 1d action is the same as (1.2) with the index I
replaced by Ii. The u(N) singlet sector consists of the single trace operators Q˜IiQIj, which
transform in the adjoint representation of u(M). Thus, our proposal in this case is that the
u(N) singlet sector of the topological theory is dual to u(M) Yang-Mills theory on AdS2.
Dualities with a matrix large N limit. As mentioned above, we also consider YM2/TQM
dualities with a matrix large N limit and AdS4/CFT3 parents arising from M-theory, and
in particular we focus on an example coming from the U(N)k × U(N)−k ABJM theory [4]
at Chern-Simons level k = 1. In the deep infrared, this theory is believed to flow to a 3d
interacting SCFT with N = 8 supersymmetry, which, at large N , is dual to 11d supergravity
on AdS4 × S7. The same IR fixed point can be reached from a different UV theory studied
by Bashkirov and Kapustin [43], which is the UV description we will focus on. In N = 4
notation, this theory has a U(N) vector multiplet coupled to an adjoint hypermultiplet and
a fundamental hypermultiplet. The TQM can be written down using the results of [33]. It
contains a u(N) gauge field A coupled to a u(N) fundamental field Q, an anti-fundamental
Q˜, and two adjoint fields X and X˜. The action is∫ (
Q˜(d+A)Q+ tr(X˜dX +A[X, X˜])
)
, (1.6)
where the matter fields are anti-periodic when the theory is defined on a circle. This theory
has a Z2 global symmetry that acts by X → −X and X˜ → −X˜.
With no operator insertions, the partition function of (1.6) equals the partition function
of the 3d SCFT placed on a round S3.8 Indeed, after gauge fixing and integrating out the
8The fact that the S1 partition function equals the 3d S3 partition function of a unitary SCFT implies that
ZS1 = ZS3 < 1, because in 3d ZS3 = e
−FS3 with FS3 > 0 after regularization. (Provided that there exists an
RG flow from the 3d SCFT to the empty theory, one can derive that FS3 > 0 using the F -theorem [44–47]
proven in [48]—see [49] for a review.) This might seem confusing in light of the g-theorem [50, 51] (or a
generalized F -theorem [52]) , which states that for a CFT1 where ZS1 measures the ground state degeneracy,
this quantity decreases under RG flow and hence should obey ZS1 > 1 if there exists an RG flow connecting
the CFT1 to a trivial theory. We suspect that the resolution of this puzzle is that because of the anti-
periodicity of the scalars of our theories on S1, the S1 partition function cannot be interpreted as tr e−βH
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matter fields, as explained in [33], Eq. (1.6) reduces to the N -dimensional integral
Z =
1
N !
∫ N∏
i=1
dλi
∏
i<j(2 sinh
2(pi(λi − λj)))∏
i,j cosh(pi(λi − λj))
∏
i cosh(piλi)
, (1.7)
which can also be obtained by calculating the S3 partition function from the supersymmetric
localization results of Kapustin, Willett, and Yaakov [53]. This integral can be viewed as
a matrix model where the λi are the eigenvalues of an N × N matrix. At large N , this
matrix model can be solved using a variety of techniques developed in [44,54–58]. A special
property of this matrix model is that there are no long-range interaction forces between the
eigenvalues λi [54]. This property leads to an unconventional scaling with N of the S
3 free
energy F ≡ − logZ, namely F ∝ N3/2 at large N , in agreement with expectations from the
AdS4 × S7 dual [59].
The topological theory (1.6) contains gauge-invariant operators that can be written in
terms of X and X˜. These are the single trace operators of the form
tr(Xp1X˜q1Xp2X˜q2 · · · ) , (1.8)
as well as multi-trace operators that are suppressed at largeN . For simplicity, we focus on the
Z2-invariant sector that contains only operators of the form (1.8) with an even total number
ofX and X˜. All these operators have vanishing scaling dimension in the 1d topological theory
and can be thought of as conserved currents. They enhance the manifest su(2) symmetry
algebra of the theory to an infinite dimensional symmetry. The correlation functions of
the single trace operators (1.8) can be computed from (1.6) by replacing these operators
with appropriate expressions in terms of λi, as we will show in detail. As we will see, at
large N , the correlation functions of the single trace operators are dominated by planar
diagrams, as is common in matrix large N theories. However, because of the local nature
of the interactions between the eigenvalues in (1.7), all these correlation functions have an
unconventional scaling in N . This unconventional scaling is consistent with the expectations
coming from the AdS4 × S7 supergravity dual.
Our proposal is then that at large N , the holographic dual of (1.6) is a 2d Yang-Mills
theory whose gauge algebra has one generator corresponding to each of the operators (1.8).
As we will explain in Section 6, from computing the 2-, 3-, and 4-point functions of these
operators at large N , we identify the structure constants of the gauge algebra as well as all
for a quantum system with a Hermitian Hamiltonian H.
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3-derivative and a specific 4-derivative term appearing in the 2d action. As we will see, the
gauge algebra corresponding to the Z2-invariant sector of (1.6) is the algebra SDiff(S2) of
area-preserving diffeomorphisms of a two-sphere.
The rest of this paper is organized as follows. In Sections 2 and 3 we describe the bulk
side of our TQM/YM2 dualities by first focusing on the Abelian case in Section 2 and then
on the non-Abelian case in Section 3. In particular, we use the holographic dictionary to
calculate 2-, 3-, and 4-point functions in the boundary theory dual to YM2 theory in AdS2.
Sections 4–6 are devoted to the boundary side of the TQM/YM2 duality, and can be read
independently from the rest of the paper. In particular, we start in Section 4 by reviewing the
embeddings of the TQM models into 3d N = 4 SCFTs, and then we discuss their infinite
dimensional symmetry that arises by interpreting all operators in the TQM as conserved
currents. Sections 5 and 6 contain specific examples of the YM2/TQM dualities: in Section 5
we present examples with a vector large N limit, and in Section 6 we present an example
with a matrix large N limit. Section 7 then contains a description of how supersymmetric
localization of N = 4 SYM on AdS4 yields Yang-Mills theory on AdS2, thus providing the
beginning of a derivation of the dualities mentioned above. We end with a summary of our
results as well as a list of new directions in Section 8. In Appendix A we reproduce many of
the bulk results by computing Witten diagrams. Several technical details of the localization
computation of Section 7 are delegated to Appendix B.
2 Abelian gauge theory in AdS2
2.1 Quadratic bulk action
Let us begin with the study of an Abelian gauge theory in AdS2 (or in its Euclidean analog
H2), with Aµ being the 2d gauge field and Fµν = ∂µAν − ∂νAµ being its field strength. In
Euclidean signature, the action takes the form
Sbulk =
1
4e2
∫
d2x
√
gFµνF
µν + · · · . (2.1)
where the ellipsis stands for potential higher derivative terms that we suppress for now.
Without these higher derivative terms, (2.1) is just the Maxwell action. The gauge field Aµ
is dual to a conserved current j in the boundary theory whose correlation functions we will
now compute using AdS/CFT techniques.
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As is common in AdS, the action (2.1) is not finite on-shell and needs to be supplemented
by boundary terms, a procedure referred to as holographic renormalization. Although var-
ious boundary terms supplementing the Maxwell action (2.1) have been considered in the
literature [23,26–29], we will argue that for our purposes we should consider:
Sbdy =
1
2e2
∫
∂
dx
√
γ
(
AiAi − 2AiFµinµ
)
+ . . . , (2.2)
where the ellipsis again stands for higher derivative terms that we drop for now, γij (a 1× 1
matrix) is the induced metric on the boundary, γ is its determinant, and nµ is the unit
normal vector to the boundary obeying nµnµ = 1. The boundary term (2.2) appears to be
new.
In order to argue that (2.2) is the correct boundary term, let us first solve the theory
classically. To do so, let us commit to the specific form of the hyperbolic space metric
ds2 = dr2 + sinh2 r dϕ2 , (2.3)
where we set the curvature radius of H2 to L = 1 as a choice of units. In the absence of
sources, the equations of motion ∇µFµν = 0 reduce to
∂ϕ(sinh
−1 r Frϕ) = ∂r(sinh
−1 r Frϕ) = 0 . (2.4)
Their exact solution is Frϕ = Q sinh r, where Q is an integration constant. As a boundary
condition on the gauge field, we impose that the radial component Ar decays near the
boundary, limr→∞Ar = 0. The most general gauge field configuration obeying this boundary
condition that gives the profile Frϕ = Q sinh r is
Aϕ = Q cosh r + a(ϕ) + ∂ϕΛ(r, ϕ) , Ar = ∂rΛ(r, ϕ) , (2.5)
where Λ(r, ϕ) is a gauge parameter that decays at infinity and a(ϕ) is so far an arbitrary
function. Actually, Q and a(ϕ) are not independent, because, in general, (2.5) may reproduce
our expression for Frϕ only up to a delta function contribution supported at r = 0. By
the Stokes theorem, requiring that there should be no such delta function is equivalent to
requiring
∮
A = 0 along a small circle around r = 0. This condition implies
Q = − 1
2pi
∫ pi
−pi
dϕ a(ϕ) . (2.6)
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The expression (2.5) with the condition (2.6) thus represents the most general classical
solution of our theory. Note that the expression (2.5) is of course not well-defined at r = 0
unless Λ is chosen appropriately in a patch containing this point.
According to the AdS/CFT dictionary, the bulk gauge field A can either be dual to a
gauge field in the boundary theory or to a conserved current, depending on the boundary
conditions it obeys [60, 61]. We are interested in the case in which the boundary theory
contains a conserved current. This conserved current is a dimension 0 operator that couples
to a dimension 1 source, a background gauge field, which should be identified with the
function a(ϕ) in the asymptotic expansion (2.5). Because a(ϕ) is a source for the boundary
operator, the Euler-Lagrange problem in the bulk should be well-posed provided that δa(ϕ) =
0. In analyzing whether a variational problem is well-posed or not, one should only be
concerned with the solution of the equations of motion close to the boundary and should
not impose regularity away from it. Thus, in studying the Euler-Lagrange problem we treat
δa(ϕ) and δQ as independent and not related through (2.6). Requiring that the Euler-
Lagrange problem is well-posed when δa = 0 but for arbitrary a, Q, and δQ is reminiscent
of the alternate quantization of Klebanov-Witten [30], and the procedure for determining
the needed boundary terms is similar and consists of two steps. The first step is to add the
counterterm
Sbdy(1) = − 1
2e2
∫
dϕ sinh−1 r (Aϕ)2 (2.7)
in order to make the on-shell action finite on any solution to the equations of motion (2.4).
This boundary term can be converted into the bulk term − 1
2e2
∫
dϕ dr ∂r
[
sinh−1 r (Aϕ)2
]
,
which, when considered together with (2.1), implies that the canonical momentum conjugate
to Aϕ is
piϕ(r, ϕ) =
1
e2
sinh−1 r(Frϕ − Aϕ) . (2.8)
When expanded at large r, we see that piϕ(r, ϕ) ≈ − 2
e2
e−ra(ϕ), so the leading boundary
behavior of piϕ(r, ϕ) is what we want to identify as the source for the boundary operator.
Under an Euler-Lagrange variation, so far we have
δ(Sbulk + Sbdy(1)) =
∫
dϕ (δAϕ)pi
ϕ
∣∣∣∣
r=r0
= − 1
e2
∫
dϕ a(ϕ) δQ , (2.9)
which does not vanish under the assumption that δa(ϕ) = 0. (It would have vanished under
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the assumption δQ = 0.) To obtain a well-defined variational principle under the assumption
δa(ϕ) = 0, we should perform a Legendre transform of Sbulk+Sbdy(1) by adding the additional
counterterm
Sbdy(2) = −
∫
dϕAϕpi
ϕ , (2.10)
because then
δ(Sbulk + Sbdy(1) + Sbdy(2)) = −
∫
dϕ e−rAϕ δpiϕ
∣∣∣∣
r=r0
=
1
e2
∫
dϕQδa(ϕ) . (2.11)
The expression (2.11) indeed vanishes when δa(ϕ) = 0. We conclude that the complete
boundary counterterm we need is Sbdy(1) + Sbdy(2). The covariant expression for it is given
in (2.2).
As discussed in the Introduction, we propose that the on-shell action of the bulk theory for
fixed a(ϕ) corresponds to the partition function of the boundary theory of currents coupled
to a background gauge field a(ϕ). An important check of the proposed action is that it is
gauge invariant under gauge transformations that go to a constant at the boundary. This is
required, as these large gauge transformations correspond on the field theory side to gauge
transformations of the background gauge field a(ϕ). To check gauge invariance, note that
Sbulk is gauge invariant on its own, while the boundary terms change under (2.5) as:
∆Λ Sbdy(1) ≈ − 1
e2
∫
dϕQ∂ϕΛ(∞, ϕ) ,
∆Λ Sbdy(2) ≈ 1
e2
∫
dϕQ∂ϕΛ(∞, ϕ) .
(2.12)
Adding the two together, we find that the boundary term (2.2) is gauge invariant, as desired.
2.2 Boundary two-point function
On-shell the Maxwell action is a total derivative, so it evaluates to a boundary term
Son-shellbulk =
1
2e2
∫
dx
√
γAiFµin
µ , (2.13)
12
and the combined bulk and boundary action (2.1), (2.2) reduces to
Son-shell =
1
2e2
∫
∂
dx
√
γ
(
AiAi − AiFµinµ
)
= − lim
r→∞
1
2e2
∫
dϕ sinh−1 r Aϕ(Frϕ − Aϕ) .
(2.14)
Using (2.5) together with the relation (2.6) between Q and a(ϕ) as well as the fact that Λ
vanishes at large r, we can write the expression in (2.14) as
Son-shell[a] = − 1
4pie2
∫
dϕ dϕ′ a(ϕ)a(ϕ′) . (2.15)
According to the GKPW holographic dictionary [2, 3],
e−S
on-shell[a] = 〈e−
∫
a(ϕ)j(ϕ)〉CFT . (2.16)
Taking two functional derivatives of −Son-shell[a] with respect to a thus yields the two-point
function
〈j(ϕ1)j(ϕ2)〉 = 1
2pie2
. (2.17)
Note that this two-point function is positive-definite as long as the bulk action has the same
property.
2.3 Non-linear bulk action and boundary n-point function
Let us now generalize the previous discussion to a full non-linear bulk action and calcu-
late n-point correlators of the dual operator j. To get started, note that because the dual
boundary theory is topological, the bulk theory has to have the reparametrization of the
asymptotic boundary as a symmetry. The Maxwell action (2.1) is invariant under area pre-
serving diffeomorphisms, which indeed contains the boundary reparametrization symmetry.
When writing down a non-linear bulk action, we want to preserve this symmetry. The more
general bulk action takes the form
Sbulk =
1
2e2
∫
d2x
√
gW (F ) , (2.18)
where F ≡ 1
2
µνFµν . In this expression 
rϕ = −ϕr = 1√
g
, so with the metric (2.3) we have
F = sinh−1 r Frϕ. The function W (F ) is such that at small F we have W (F ) = F 2 + . . .
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so that it reproduces the action (2.1) in the quadratic approximation. Due to the fact that
gauge fields do not propagate in 2d, the non-linear theory (2.18) can also be solved exactly
classically. The solution of the equations of motion is still given by (2.5).
With inspiration from the quadratic boundary term (2.2), we supplement the bulk action
(2.18) by the boundary term
Sbdy =
1
2e2
∫
∂
dx
√
γ
(
W1(
µνnµAν) +W2(F )A
iFµin
µ
)
, (2.19)
for some functions W1 and W2 to be determined in terms of W . In the coordinates (2.3),
the total action takes the form
S =
1
2e2
∫
dϕ
[
sinh r0W1(Aϕ sinh
−1 r0) +W2(F )FAϕ +
∫ r0
0
dr sinh rW [F ]
]
, (2.20)
where we set the boundary at a large value r = r0.
The functions W1 and W2 are determined from the requirement that the combined on-
shell action is well-defined and that the variational problem is well-posed. Recalling F =
Frϕ sinh
−1 r, using (2.5), and expanding at large r0, we find the on-shell action
Son-shell =
2pier0
4e2
[
W1(Q) +Q
2W2(Q) +W (Q)
]− 2pi
2e2
[
QW ′1(Q) +Q
2W2(Q) +W (Q)
]
,
(2.21)
where Q is given by (2.6). The absence of UV divergences in the on-shell action requires
W1(Q) +Q
2W2(Q) +W (Q) = 0 . (2.22)
Imposing this relation, we find that the Euler-Lagrange variation results in the boundary
term
δS =
1
2e2
∫
dϕ
[(
W ′′1 (Q) +W2(Q) +QW
′
2(Q)
)
aδQ+
(
W ′1(Q) +QW2(Q) +W
′(Q)
)
δa
]
,
(2.23)
so in order for the Euler-Lagrange variation to imply the equations of motion when δa = 0
we must have that the term proportional to δQ vanishes. Thus,
W ′′1 (Q) +W2(Q) +QW
′
2(Q) = 0 . (2.24)
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This equation is obeyed provided that
W ′1(Q) +QW2(Q) = 0 . (2.25)
Eqs. (2.22) and (2.25) can be used to determine W1 and W2 in terms of W .
9
Using (2.25), we see that the full non-linear on-shell action is
Son-shell[a] = − 2pi
2e2
W
(
−
∫
dϕ a(ϕ)
2pi
)
. (2.28)
Since the on-shell action is minus the generating functional of connected correlators of the
dual operator −j(ϕ) (2.16), we can easily compute n-point functions of j by taking functional
derivatives of (2.28):
〈j(ϕ1) · · · j(ϕn)〉 = 1
2e2
1
(2pi)n−1
W (n)(0) , (2.29)
where W (n)(0) is the nth derivative of the function W evaluated at F = 0. We will use this
equation later when we study a boundary theory for which we can calculate all correlation
functions in (2.29), and thus obtain the full non-linear bulk dual.
3 Non-Abelian gauge theory in AdS2
3.1 Yang-Mills theory
Let us now extend the gauge theory presented in the previous section to the non-Abelian
case. For concreteness and simplicity, we will focus on the case where the gauge algebra
is a simple Lie algebra g = Lie(G), with G being a Lie group, but our discussion can be
generalized to other gauge algebras, and the final results do not make use of the existence
9It is useful to have the solution explicitly. If we write
W (Q) ≡
∞∑
n=2
wnQ
n , (2.26)
then W1 and W2 are given by:
W1(Q) =
∞∑
n=2
wn
n− 1 Q
n , W2(Q) = −
∞∑
n=2
nwn
n− 1 Q
n−2 . (2.27)
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or global structure of G. The simplest bulk action is that of Yang-Mills theory,
Sbulk =
1
2g2YM
∫
d2x
√
g tr(FµνF
µν) , (3.1)
the trace being taken in the fundamental representation. As was the case in the Abelian
case, this action must be supplemented by appropriate boundary terms:
Sbdy =
1
g2YM
∫
∂
dx
√
γ tr
(
AiAi − 2AiFµinµ
)
. (3.2)
Here, A = AaT a, F = F aT a, etc., where T a are the Hermitian generators of the gauge
algebra. We normalize them such that trT aT b = 1
2
δab, and we define the structure constants
via [T a, T b] = ifabcT c. The action is gauge invariant under gauge transformations that go to
a constant at the boundary, as can be checked by explicit computation.10
To construct the most general solution of the bulk equations of motion following from
(3.1), we start, in the coordinate system (2.3) with the solution
Frϕ = Q sinh r , Aϕ = Q(cosh r − 1) , Ar = 0 , (3.4)
for constant Lie-algebra-valued Q. The most general solution can be obtained from (3.4)
through a large gauge transformation with gauge parameter U ,
Frϕ = UQU
−1 sinh r ,
Aϕ = UQU
−1(cosh r − 1) + iU∂ϕU−1 ,
Ar = iU∂rU
−1 .
(3.5)
The Lie-group-valued U(r, ϕ) is an arbitrary function of r and ϕ, which has a finite limit
U(∞, ϕ) ≡ u(ϕ) as r →∞, corresponding to large gauge transformations.
To compute correlation functions of the non-Abelian conserved currents in the boundary
10 As in the Abelian case, Sbulk is gauge invariant on its own. Under a gauge transformation U(r, ϕ) that
does not blow up near the boundary we have
∆U A = U (id+A)U
−1 −A
∆U
[√
γ tr
(
AiAi
)] ≈ 2 sinh−1 r tr (Aϕ U(i∂ϕU−1))
∆U
[√
γ tr
(−2AiFµinµ)] ≈ −2 sinh−1 r tr (Frϕ U(i∂ϕU−1)) . (3.3)
With the assumption that Ar decays near the boundary, the asymptotic analysis of the field equations implies
that Frϕ ≈ Aϕ. Using this, and adding the two lines of (2.10) together, we get that the boundary term (3.2)
is gauge invariant.
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theory, first note that under an Euler-Lagrange variation, we have
δ(Sbulk + Sbdy) =
2
g2YM
∫
dϕ sinh−1 r tr (Aϕδ(Aϕ − Frϕ)) , (3.6)
so the action Sbulk +Sbdy implies the equations of motion provided that the boundary limit of
Aϕ−Frϕ is held fixed. We identify this boundary limit as the source a(ϕ) of the non-Abelian
conserved current in the boundary theory:
a(ϕ) = Aϕ − Frϕ
∣∣∣∣
r→∞
= iu∂ϕu
−1 − uQu−1 . (3.7)
In the classical approximation, the on-shell action is minus the generating functional for
connected correlators of−j(ϕ). It is easy to find this on-shell action by evaluating Sbulk+Sbdy
on the solution (3.5):
Son-shell[a] = − 2pi
g2YM
trQ2 . (3.8)
Thus, our remaining task is to write Q in terms of a, and then take functional derivatives of
(3.8) with respect to a in order to calculate connected correlators in the boundary theory.
To this end, Eq. (3.7) can be recast as
i∂ϕu = −au− uQ . (3.9)
The solution is
u(ϕ) = P exp
[
i
∫ ϕ
0
dϕ a(ϕ)
]
u0 e
iϕQ , (3.10)
where P stands for path ordering, and u0 is a constant. The gauge parameter u(ϕ) being
well-defined implies u(0) = u(2pi), which further implies
Q =
i
2pi
u−10 log
(
P exp
[
i
∫ 2pi
0
dϕ a(ϕ)
])
u0 . (3.11)
This expression, together with (3.8), provides quite an explicit solution of the classical YM
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theory.11 One can further extract boundary correlators using (2.16)
〈ja1(ϕ1) · · · jan(ϕn)〉 = (−1)n δ(−Son-shell[a])
δaa1(ϕ1) · · · δaan(ϕn)
∣∣∣∣∣
a=0
. (3.12)
We remark that there is a quick argument that allows us to omit the steps (3.5)–(3.11)
and to immediately go from (3.4) to writing down the final result for the on-shell action
obtained by plugging (3.11) into (3.8). First, we note that action is invariant under large
gauge transformations, hence the only object that it can depend on is the holonomy of a(ϕ),
Γ = P exp
[
i
∫ 2pi
0
dϕ a(ϕ)
]
. The functional dependence on the holonomy can be determined
by evaluating the on-shell action on the simple solution (3.4), and noting that for (3.4) the
holonomy is given by Γ = exp [−2piiQ]. One then immediately obtains (3.8) with Q defined
by (3.11) with u0 = 1. (As mentioned before, u0 drops out from plugging (3.11) into (3.8).)
A comment on path ordering of points on a circle is in order. The path ordering P on
the circle can be defined by considering a reference point ϕ0, and then taking the values of
the insertion points ϕi to be in the interval [ϕ0, ϕ0 + 2pi). On this interval, one may use the
usual definition of path ordering on a line. (Above, we implicitly used this definition with
ϕ0 = 0.) One can check quite explicitly that the final answers for the correlators do not
depend on the precise value of ϕ0. More conceptually, the holonomy Γ does depend on the
reference point, but only up to a gauge transformation, so the dependence on ϕ0 drops out
from gauge-invariant quantities like the on-shell action (3.8).
3.2 Examples of correlation functions
Let us now provide explicit formulas for 2-, 3-, and 4-point functions. We will compare these
formulas with the field theory formulas in Sections 5 and 6. To obtain explicit formulas, we
can obtain u0Qu
−1
0 to the first few orders in a using the Magnus expansion:
(u0Qu
−1
0 )
a = − 1
2pi
∫ 2pi
0
dϕ1 a
a(ϕ1) +
fabc
4pi
∫ 2pi
0
dϕ1 dϕ2 a
b(ϕ1)a
c(ϕ2)θ(ϕ12)
− f
abcf cde
12pi
∫ 2pi
0
dϕ1 dϕ2 dϕ3 a
b(ϕ1)a
d(ϕ2)a
e(ϕ3) [θ(ϕ12)θ(ϕ23) + θ(ϕ32)θ(ϕ21)] + · · ·
(3.13)
11Note that the constant matrix u0 drops out from the expression for the on-shell action.
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Then the on-shell action becomes:
Son-shell[a] = − 2pi
2g2YM
[
1
4pi2
∫ 2pi
0
dϕ1 dϕ2 a
a(ϕ1)a
a(ϕ2)
− f
abc
4pi2
∫ 2pi
0
dϕ1 dϕ2 dϕ3 a
a(ϕ1)a
b(ϕ2)a
c(ϕ3)θ(ϕ23)
+
fabcfade
4pi2
∫ 2pi
0
dϕ1 dϕ2 dϕ3 dϕ4 a
b(ϕ1)a
c(ϕ2)a
d(ϕ3)a
e(ϕ4)
×
(
θ(ϕ12)θ(ϕ34)
4
+
θ(ϕ23)θ(ϕ34) + θ(ϕ43)θ(ϕ32)
3
)]
+ · · · .
(3.14)
Using (3.12) and (3.14), the two-point function can then be written as
〈ja(ϕ1)jb(ϕ2)〉 = δ
ab
2pig2YM
. (3.15)
For the three-point function, a bit of algebra gives
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)〉 = − f
abc
4pig2YM
sgn(ϕ12ϕ23ϕ31) . (3.16)
For the four-point function, also a bit of algebra as well as the use of the Jacobi identity
results in the expression
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)jd(ϕ4)〉 = 1
24pig2YM
[
fabef cde [sgn(ϕ12ϕ24ϕ43ϕ31)− sgn(ϕ12ϕ23ϕ34ϕ41)]
+ facef bde [sgn(ϕ12ϕ24ϕ43ϕ31)− sgn(ϕ13ϕ32ϕ24ϕ41)]
+ fadef cbe [sgn(ϕ13ϕ32ϕ24ϕ41)− sgn(ϕ12ϕ23ϕ34ϕ41)]
]
.
(3.17)
The simplicity of YM2 on the AdS2 background allowed for a very explicit formula for the
on-shell action given in (3.8) and (3.11). In AdS/CFT, correlation functions are usually
computed using Witten diagrams. In Appendix A we demonstrate how Witten diagrams
reproduce the 2- and 3-point functions, and make some steps towards computing the the
4-point function (3.17).
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3.3 Higher-derivative generalization
More generally, we can consider the non-Abelian counterpart of the non-linear bulk action
(2.18)
Sbulk =
1
g2YM
∫
d2x
√
g
[
1
2
F aF a +
2pi dabc3
3!
F aF bF c + · · ·+ (2pi)
n−2 da1...ann
n!
F a1 . . . F an + . . .
]
,
(3.18)
where F a = 1
2
µνF aµν , and where d
a1...an
n are totally symmetric tensors required by gauge
invariance to also be invariant tensors of the Lie algebra. The boundary terms can be
written down in analogy with the non-linear Abelian case
Sbdy =
1
g2YM
∫
dϕ Aaϕ
[
1
2
(
Aaϕ
sinh r0
− 2F a
)
+
2pi dabc3
3!
(
1
2
AbϕA
c
ϕ
sinh2 r0
− 3
2
F bF c
)
+ . . .
+
(2pi)n−2 daa2...ann
n!
(
1
n− 1
Aa2ϕ . . . A
an
ϕ
sinhn−1 r0
− n
n− 1 F
a2 . . . F an
)
+ . . .
]
,
(3.19)
where the numerical coefficients are identical to the ones appearing in (2.27). It can be
shown in the same way as in the two-derivative case (going order by order in the fields) that
the action is invariant under large gauge transformations,12 and the variational problem is
well-posed with the boundary condition that Aϕ − Frϕ is held fixed at the boundary. As
a consequence of a having a theory with no propagating degrees of freedom, the equations
of motion for the non-linear theory are still solved by the expression (3.5) we found for the
two-derivative theory. Hence, the on-shell action evaluates to
Son-shell[a] = − 1
2pig2YM
[
(2pi)2
2
QaQa +
(2pi)3 dabc3
3!
QaQbQc + · · ·+ (2pi)
n da1...ann
n!
Qa1 · · ·Qan + · · ·
]
,
(3.21)
with Q being given by (3.11) in terms of the boundary source a. One can then explicitly
compute correlation functions as in the previous subsection.
The contribution of the QaQa term in (3.21) to 2-, 3-, and 4-point functions was worked
out for a general gauge group in Section 3.2. The cubic (quartic) term only starts to con-
12To see this it is important to use the defining identity of an invariant tensor
0 = f bc(a da1...an−1)cn . (3.20)
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tribute to 3-point (4-point) functions, while the higher order terms in (3.18) and (3.21)
contribute only to higher point functions. The cubic term contributes to the 3-point func-
tion a space independent term:
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)〉 = − f
abc
4pig2YM
sgn(ϕ12ϕ23ϕ31) +
dabc3
2pig2YM
, (3.22)
where we also included the contribution of the Yang-Mills term (3.16). Note that the con-
tribution of the Yang-Mills term is totally antisymmetric (and dependent on the ordering of
the currents), while the higher derivative term adds a term symmetric in the adjoint indices.
The contribution to the 4-point function is:
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)jd(ϕ4)〉
= Eq. (3.17) +
1
2pig2YM
[
dabcd4 +
1
2
(
dcde3 f
eab sgn(ϕ12) + d
bde
3 f
eac sgn(ϕ13) + d
bce
3 f
ead sgn(ϕ14)
+dade3 f
ebc sgn(ϕ23) + d
ace
3 f
ebd sgn(ϕ24) + d
abe
3 f
ecd sgn(ϕ34)
)]
,
(3.23)
where again there is a difference in symmetry between the new contributions and the Yang-
Mills result (3.17). We can isolate da1...ann from correlation functions by considering the totally
symmetric part:
〈j(a1(ϕ1) . . . jan)(ϕn)〉 = 1
2pig2YM
da1...ann . (3.24)
There is an interesting puzzle that arises. We observe that from (3.21) we can only ever
get contributions to the k-point functions that are linear in the tensors da1...ann with n ≤ k.
However, if we thought about the da1...ann as interaction vertices in the theory, there should
be Witten diagrams that contain multiple da1...ann insertions. Eq. (3.21) is of course correct,
and we explain why in Appendix A.
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3.4 Example: su(2) theory
As an example that will be useful later, let us consider an su(2) gauge theory. All totally
symmetric invariant tensors of the su(2) Lie algebra are generated by δab. For example:13
dabc3 = 0 ,
dabcd4 = w4 δ
(abδcd) =
w4
3
(
δabδcd + δacδbd + δadδbc
)
.
(3.25)
It then follows that the most general non-linear su(2) theory can be rewritten in the conve-
nient form
Sbulk =
1
g2YM
∫
d2x
√
g trW (F ) ,
Sbdy =
1
g2YM
∫
∂
dx
√
γ tr
(
W1(
µνnµAν) +W2(F )A
iFµin
µ
)
,
(3.26)
with W (F ) = F 2 + 4pi
2w4
3
F 4 + . . . , and the functions W1 and W2 determined by Eqs. (2.22)
and (2.25) as in the Abelian case.
Using the general formulas (3.22) and (3.23), we see that only the 4-point function gets
modified from its Yang-Mills value by
w4
6pig2YM
(
δabδcd + δacδbd + δadδbc
)
. (3.27)
13Another familiar way of saying this is that in the fundamental representation of su(2), F = 12F
aσa , we
have trF 4 = 12 (trF
2)2.
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Using that the structure constants are fabc = abc, the 2-, 3-, and 4- point functions are thus
〈ja(ϕ1)jb(ϕ2)〉 = δ
ab
2pig2YM
,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)〉 = − 
abc
4pig2YM
sgn(ϕ12ϕ23ϕ31) ,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)jd(ϕ4)〉 = 1 + 4w4
24pig2YM
×
[(
δabδcd + δadδbc − 2− 4w4
1 + 4w4
δacδbd
)
sgn(ϕ12ϕ23ϕ34ϕ41)
+
(
δabδcd + δacδbd − 2− 4w4
1 + 4w4
δadδbc) sgn(ϕ12ϕ24ϕ43ϕ31
)
+
(
δacδbd + δadδbc − 2− 4w4
1 + 4w4
δabδcd
)
sgn(ϕ13ϕ32ϕ24ϕ41)
]
,
(3.28)
where we combined (3.27) with (3.15), (3.16), and (3.17) and used that sgn(ϕ12ϕ23ϕ34ϕ41) +
sgn(ϕ12ϕ24ϕ43ϕ31) + sgn(ϕ13ϕ32ϕ24ϕ41) = 1.
We will see that we can obtain these expressions from the field theory. In the case of free
hypermultiplets in Section 5.2 we will find that we need to set w4 = 1/8, while in the case
of ABJM theory w4 = 0 as shown in Section 6.5.
4 Topological theories in 1d
We now move on to the boundary side of our proposed duality, and start by reviewing how
the TQM models arise from 3d N = 4 SCFTs. In Section 4.2 we will explain why these
models have an enhanced global symmetry, and later on in Sections 5 and 6 we will provide
explicit examples.
4.1 Review of topological theories in 1d from 3d N = 4 SCFTs
As noticed in [62] and explored in more detail in [31–33], 3d N = 4 SCFTs contain 1d
topological sectors representing the cohomology of an appropriately chosen nilpotent su-
percharges. For a given N = 4 SCFT, there are two inequivalent such constructions, one
corresponding to the Higgs branch and one to the Coulomb branch; they are exchanged by
3d mirror symmetry. Let us focus on the Higgs branch case, and consider a choice for the
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nilpotent supercharge Q such that the 1d theory lives on a line in 3d that can be identified
with the x1 axis.
The 3d local operators which also correspond to operators in the 1d theory are position-
dependent linear combinations of the 3d “Higgs branch operators” inserted anywhere along
the x1 axis. The Higgs branch operators are half BPS Lorentz scalar operators with scaling
dimension ∆ = j, where j is the spin under the su(2)H subalgebra of the R-symmetry
algebra su(2)H × su(2)C of the N = 4 SCFT. In particular, if O(a1...a2j)(~x) is a Higgs
branch operator, where ai = 1, 2 are su(2)H fundamental indices, then the 1d operator in
the topological theory is
O(x) = ua1(x) . . . ua2j(x)O(a1...a2j)(x, 0, 0) , ua(x) =
(
1
x
2r
)
, (4.1)
where r is a length scale that was introduced for dimensional reasons. We refer to the
1d operators O(x) as twisted Higgs branch operators. They have topological correlation
functions because their translation in x, which in 3d corresponds to a translation along x1
combined with an su(2)H transformation, is Q-exact. For details on this construction, we
refer the reader to [31–33].
The simplest example of a 1d topological sector arises from the 3d SCFT of a free hy-
permultiplet. The hypermultiplet has 4 real scalars that can be grouped into the complex
combinations qa and q˜a, with q˜
a = (qa)
∗, which represent the Higgs branch operators with
the lowest dimensions in this theory: they have ∆ = j = 1/2. The twisted combinations of
hypermultiplet scalars appearing in the 1d topological theory are
Q(x) = q1(x, 0, 0) +
x
2r
q2(x, 0, 0) , Q˜(x) = q˜1(x, 0, 0) +
x
2r
q˜2(x, 0, 0) . (4.2)
All other twisted Higgs branch operators in this theory are products of Q(x) and Q˜(x). If
one starts with N hypermultiplets, then the twisted Higgs branch operators will be products
of QI(x) and Q˜
I(x), where I = 1, . . . , N . If one further gauges a subgroup of the u(N) flavor
symmetry under which the QI and Q˜
I transform as N and N, respectively, then the twisted
Higgs branch operators will simply be gauge invariant products of QI(x) and Q˜
I(x).
Ref. [33] derived a Lagrangian description of the 1d topological theory mentioned above
in the case where the 3d N = 4 SCFT has a Lagrangian UV description in terms of hy-
permultiplets and vector multiplets. The most general setup considered in [33] is where the
3d gauge group is G, whose algebra is g, under which Q and Q˜ transform in the possibly
reducible representations R and R. For the purposes of writing down the 1d theory explic-
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itly, it was convenient to put the 3d N = 4 SCFT on a round three-sphere of radius r, and
thus consider the 1d topological theory as being defined on a great circle on this sphere as
opposed to the line parameterized by x1 embedded in R3, as was discussed above. The 1d
theory is of course topological, so one can simply map all correlation functions between the
circle and the line by taking, for instance, x1 = 2r tan
ϕ
2
. Upon performing the mapping to
the circle, it is easy to see that Q(ϕ) and Q˜(ϕ) are now anti-periodic. The partition function
is
Z =
1
|W|
∫
Cartan of g
dσ det ′adj(2 sinh(piσ))Zσ , (4.3)
where
Zσ ≡
∫
DQDQ˜ exp
[
4pir
∫
dϕ Q˜(∂ϕ + σ)Q
]
. (4.4)
As explained in [33], the theory (4.3) can be interpreted as a gauge-fixed quantum mechanics
with a non-standard integration cycle in the path integral. (In (4.4), the integral over Q and
Q˜ is over a middle-dimensional cycle in the space of complex-valued fields.) The value of Zσ
appearing in (4.3) obtained by integrating over Q and Q˜ with no additional insertions is [33]
Zσ =
1
detR(2 cosh(piσ))
. (4.5)
This result can also be obtained from the supersymmetric localization calculation performed
by Kapustin, Willett, and Yaakov [53].
The theory (4.3) can be used for computing correlation functions of the 1d operators
built out of Q and Q˜ by simply inserting such operators in (4.3). Normalized correlators can
be written as
〈O1(ϕ1) · · · On(ϕn)〉 = 1
Z
∫
Cartan of g
dσ det ′(2 sinh(piσ))Zσ〈O1(ϕ1) · · · On(ϕn)〉σ . (4.6)
This formula should be interpreted as a two-step process: 1) one first calculates the ex-
pectation value 〈O1(ϕ1) · · · On(ϕn)〉σ at fixed σ; and 2) one then calculates the correlator
〈O1(ϕ1) · · · On(ϕn)〉 using (4.6). Since at fixed σ, the theory (4.3) is quadratic, the correlation
function 〈O1(ϕ1) · · · On(ϕn)〉σ can be calculated using the Wick theorem with a propagator
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derived from Zσ:
Gσ(ϕ1 − ϕ2) ≡ 〈Q(ϕ1)Q˜(ϕ2)〉 = −sgn(ϕ1 − ϕ2)1 + tanh(piσ)
8pir
e−σ(ϕ1−ϕ2) . (4.7)
Here, we should think of Q as a column vector of dimension dimR and of Q˜ as a row vector
of the same dimension. Thus, 1 is the dimR× dimR identity matrix and σ is understood
to be also represented by a dimR × dimR matrix in the representation R. The Green’s
function Gσ(ϕ) in (4.7) can be easily inferred from (4.3) as being the anti-periodic solution
of the equation
(∂ϕ + σ)Gσ(ϕ) = −4pirδ(ϕ) , (4.8)
which is the Green’s function equation following from (4.3).
An important generalization of the discussion above is to include real mass parameters,
which is realized by replacing Zσ with Zσ+mr in (4.3), and consequently calculating the Wick
contractions at fixed σ using the propagator Gσ+mr(ϕ) instead of Gσ(ϕ).
In Sections 5 and 6, we will use the results reviewed above in order to study specific 1d
theory that arise from 3d N = 4 SCFTs. From now on we set r = 1.
4.2 Enhancement of symmetries
From the model (4.3)–(4.4) we see that the equations of motion for Q and Q˜ read ∂ϕQ = −σQ
and ∂ϕQ˜ = +σQ˜, which implies that all gauge invariant operators j built out of Q and Q˜
obey ∂ϕj = 0. This equation implies that the correlation functions of the operators j are
topological, and it also shows that these operators can be interpreted as conserved currents.
There is of course an infinite number of such currents, so the 1d theory is expected to have
an infinite-dimensional emergent global symmetry. Such a symmetry needs to be emergent
because it is not visible in (4.3)–(4.4).
Let us explore this emergence of this infinite-dimensional global symmetry more generally.
Let us consider a topological theory of currents jA. The OPE of two currents is:
jA(0)jB(ϕ) = B δAB +
1
2
fABCjC(0) sgn(ϕ) + dABC3 j
C(0) , (4.9)
where B is a normalization constant that determines the scale of all correlation functions,14
14It scales like N in the vector large N and N3/2 in the matrix large N theories.
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and by writing sgn(ϕ) we assume that ϕ ∈ [−pi, pi). Note that the OPE is nonsingular. From
what we wrote fABC is antisymmetric while dABC3 is symmetric in the first two indices. Let
us consider the three-point functions
GA ≡ 〈j[A(ϕ1)jB](ϕ2)jC(ϕ3)〉 ,
GS ≡ 〈j(A(ϕ1)jB)(ϕ2)jC(ϕ3)〉 ,
(4.10)
with −pi ≤ ϕ1 < ϕ2 < ϕ3 < pi. Using the OPE (4.9) for all possible choices of currents, we
obtain
GA =
B
2
f [AB]C =
B
2
f [b|c|a] =
B
2
fC[AB] ,
GS = B d
(AB)C
3 = B d
(B|C|A)
3 = B d
C(AB)
3 ,
(4.11)
where in order to take the OPE of jC and jA we used that the theory is on the circle. Com-
bining these equations with the antisymmetry (symmetry) of fABC (dABC3 ) in the first two
indices, we obtain that fABC is completely antisymmetric and dABC3 is completely symmetric
in all three indices. This is just the consequence of the associativity of the OPE.
The currents lead to a large symmetry algebra, which can be seen as follows. We claim
that the transformation
δΛj
A = fABCΛBjC (4.12)
is a symmetry of correlation functions, namely
0 = δΛ〈jA1(ϕ1) . . . jAn(ϕn)〉 . (4.13)
Without loss of generality let us assume that −pi ≤ ϕ1 < · · · < ϕn < pi, and let us write:
δΛ〈jA1(ϕ1) . . . jAn(ϕn)〉 =
n∑
i=1
〈jA1(ϕ1) · · ·
[
δΛj
Ai(ϕi)
] · · · jAn(ϕn)〉
=
n∑
i=1
fAiBCΛB 〈jA1(ϕ1) · · · jC(ϕi) · · · jAn(ϕn)〉
=
ΛB
2
n∑
i=1
〈jA1(ϕ1) · · ·
[
jB(ϕi)j
Ai(ϕi + )− jAi(ϕi − )jB(ϕi)
] · · · jAn(ϕn)〉 ,
(4.14)
where in the second line we used the definition (4.12), and in the third line we used (4.9),
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introduced an infinitesimal angle , and wrote the terms in the correlation function in in-
creasing order of angles. Writing out the terms in the sum, we see that all but two terms
cancel automatically, and we are left with
δΛ〈jA1(ϕ1) · · · jAn(ϕn)〉 = Λ
B
2
[
〈jB(ϕ1)jA1(ϕ1 + ) · · · jAn(ϕn)〉
− 〈jA1(ϕ1) · · · jAn(ϕn − )jB(ϕn)〉
]
,
(4.15)
where the right-hand side vanishes for a topological theory on a circle. This proves the
existence of the infinite-dimensional symmetry algebra with transformation law given by
(4.12). The vacuum also preserves the symmetry, which follows from the vanishing of all
1-point functions, 〈jA(ϕ)〉 = 0.15
The emergent infinite dimensional symmetry has consequences, which we now discuss.
Let us define a family of totally symmetric tensors through the connected correlation func-
tions:
〈j(A1(ϕ1) · · · jAn)(ϕn)〉 = B dA1...Ann , (4.16)
where there is no dependence on the positions. These can be easily matched with bulk
computations in (3.24). Invariance under the symmetry algebra (4.12) then implies:
0 = fDE[A fBC]E ,
0 = fDE(A dA1...An−1)En .
(4.17)
The first equation is the Jacobi identity, while the second equation is the defining property
of invariant tensors—see also (3.20). We can thus confidently interpret the fABC as the
structure constants of the infinite-dimensional enhanced symmetry and the tensors dA1...Ann
as invariant tensors.
We can now apply this discussion to specific theories of interest. Let us focus on Higgs
branch theories at finite N . They have an infinite set of currents. In the theory of NM free
hypermultiplets discussed in the Introduction the currents in the u(N) singlet sector are
ji1...inj1...jn =
(
Q˜I1i1QI1j1
)
· · ·
(
Q˜IninQInjn
)
. (4.18)
15 In 1d symmetry breaking is impossible on general grounds.
28
In the ABJM case the currents are given by
j
[
p11...p1k1
q11...q1k1
∣∣ · · · ∣∣pn1...pnknqn1...qnkn ] = tr(Xp11X˜q11 · · ·Xp1k1 X˜q1k1 ) · · · tr(Xpn1X˜qn1 · · ·Xpnkn X˜qnkn ) .
(4.19)
(Of course, not all of the operators in (4.19) are linearly-independent because of the existence
of trace relations, but we can consider a basis of linearly independent operators.) In both
cases, the symmetry generated by these currents is infinite-dimensional.
In the large N limit, however, the field theories undergo simplification, and we restrict
attention to single-trace operators. In the vector large N case there are finitely many single-
trace currents: jij = Q˜
IiQIj, and hence the symmetry algebra of the single trace sector
is finite-dimensional, while in the matrix-like ABJM case there is an infinite set of single
trace currents j
[
p1...pk
q1...qk
]
= tr(Xp1X˜q1 · · ·XpkX˜qk), and the corresponding symmetry algebra
is infinite-dimensional.
In our proposed TQM/YM2 dualities, it is only the single-trace currents that should
have dual bulk gauge fields, and the exchange of multi-trace operators in n-point functions
should be automatically resummed by the bulk dynamics. One may worry, however, that
restricting to the single-trace operators does not yield a consistent symmetry algebra, but
we will see that it does. For the sake of the following discussion let us denote indices that
run over single-trace currents by a, b, c, etc. The structure constants of the bulk gauge
group are fabc and the higher derivative terms come with coefficients da1...ann . Bulk gauge
invariance requires that (4.17) is satisfied with only single-trace indices. We are of course
free to set the free indices to be single-trace indices, but we have to check that we do not
need to sum over multi-trace indices to satisfy (4.17). To leading order in the large N
expansion, it can be shown that in the OPE (4.9) of single trace operators double-trace
operators only show up with dabC3 coefficients, hence f
abC = 0 unless C corresponds to a
single trace operator, namely C = c for some c. See Section 6 for an explicit example where
these general statements are verified in an explicit computation. At subleading orders in
1/N one has to deal with operator mixing. Although we have not worked out the details, it
seems possible to set fabC = 0 whenever jC is a multi-trace current to all orders in 1/N by
an appropriate redefinition of what we mean by single trace operators. Thus, we can rewrite
(4.17) as
0 = fdE[a f bc]E = fde[a f bc]e ,
0 = fdE(a da1...an−1)En = f
de(a da1...an−1)en .
(4.20)
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The identities on the RHS thus only contain single-trace indices, and they will provide non-
trivial checks on the computations performed in the following two sections. The identities
(4.20) also show that, on general grounds, we expect the restriction of the symmetry algebra
to the single-trace sector to also be a consistent symmetry at large N , where the multi-trace
operators are suppressed. This restricted algebra will be the symmetry of the dual bulk YM2
theory.
5 Topological theories with a vector large N limit
5.1 A topological theory dual to Abelian gauge theory on AdS2
As described in the Introduction, the simplest 1d topological theory with a 2d dual that we
study is the topological sector of the 3d SCFT of N free massless hypermultiplets. Like its
parent 3d theory, this 1d theory is also free, and its partition function is
Z =
∫
DQ˜I DQI exp
[
4pi
∫
Q˜IdQI
]
, (5.1)
whereQI and Q˜
I , I = 1, . . . , N , are the 1d operators corresponding to the 3d hypermultiplets.
The QI and Q˜
I transform as a fundamental / anti-fundamental of the u(N) flavor symmetry
of the topological theory. This u(N) flavor symmetry of the topological theory has its origin
in a u(N) subalgebra of the usp(2N) flavor symmetry of the 3d SCFT.
In general, given a 3d vector model with flavor symmetry G (where G = O(N) or U(N)
depending on the theory) in the large N limit, it is customary to look for a holographic
dual of the G singlet sector. Because the vector model has higher spin conserved or almost
conserved currents, all of which are G singlets, the holographic dual of the G singlet sector
is given by a higher spin theory in AdS4 [5, 6]. In particular, the higher spin theory dual to
the U(N) singlet sector of N free hypermultiplets was explored in [37–42]. Passing to 1d, we
would like to search for the holographic dual of the u(N) singlet sector of (5.1). Remarkably,
the u(N) singlet sector of (5.1) contains only one linearly-independent single trace operator,
namely
j = c Q˜IQI , (5.2)
where c is a normalization constant that can be chosen as desired. We thus propose that the
u(N) singlet sector of (5.1) is dual to an Abelian gauge theory on AdS2.
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It is easy to calculate the correlation functions of j as follows. We can add a source a(ϕ)
for this operator and calculate
Z[a] =
∫
DQ˜I DQI exp
[
4pi
∫
Q˜IdQI −
∫
dϕ a(ϕ)j(ϕ)
]
. (5.3)
This path integral should only depend on the quantity
∫
dϕ a(ϕ), so in order to obtain Z[a],
it is sufficient to take a(ϕ) to be a constant. Indeed, let us set a(ϕ) = −4pi
c
m, calculate Z[m]
and then replace m by − c
8pi2
∫
dϕ a(ϕ). The parameter m amounts to introducing a real
mass parameter for the N free hypermultiplets, as reviewed briefly in the previous section.
The partition function Z[m] is just the partition function of N free hypermultiplets of mass
m,
Z[m] =
1
[2 cosh(pim)]N
. (5.4)
(See (4.5).) So the generating functional of connected correlators of j(ϕ) is
logZ[a] = −N log
[
2 cosh
(
−c
∫
dϕ a(ϕ)
8pi
)]
. (5.5)
In Section 2 we analyzed the theory of an Abelian gauge field in AdS2 with an arbitrary
bulk non-linear action (2.18) supplemented by appropriate boundary terms. We obtained
that in the saddle point approximation, the logarithm of the partition function is given by
−Son-shell[a] as in (2.28). Requiring that (2.28) and (5.5) should match, we conclude that the
bulk Abelian gauge theory dual to the u(N) singlet sector of (5.1) is
Sbulk = −N
2pi
∫
d2x
√
g log
[
2 cosh
(
cF
4
)]
, (5.6)
with F = 1
2
µνFµν as in Section 2. We will see in the next section that a natural choice for
c is c = 4pii, in which case we have
Sbulk = −N
4pi
∫
d2x
√
g log
[
4 cos2 (piF )
]
. (5.7)
We have thus determined the full non-linear Abelian gauge theory in AdS2 that in the saddle
point approximation reproduces all correlation functions of the single trace operator j in the
boundary theory!
One may wonder why the bulk action (5.7) diverges when F ∈ 1
2
+ Z. This divergence
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does not affect the computation of correlation functions, as they are only sensitive to the
small F behavior of Sbulk. However, the divergence does affect the response to a constant
boundary source, and the singularity occurs for a(ϕ) = im ∈ 1
2
+ Z. For this value of m the
field theory partition function (5.4) diverges. The reason for this divergence is the existence
of a zero mode. Indeed, the equation of motion in the presence of a constant m:
(∂ϕ +m)QI = 0 (5.8)
has the solution QI ∝ e−mϕ, which only satisfies the anti-periodic boundary conditions for
m ∈ i (1
2
+ Z
)
. We then have a zero mode, and the partition function diverges in accordance
with the bulk result.
5.2 A topological theory dual to non-Abelian gauge theory on
AdS2
A more complicated example is given by the 1d theory coming from the 3d theory of NM
free massless hypermultiplets, which involves the 1d fields QIi and Q˜
Ii with lower/upper
I = 1, . . . , N and i = 1, . . . ,M being u(N) and u(M) fundamental/anti-fundamental indices.
The partition function is
Z =
∫
DQ˜IiDQIi exp
[
4pi
∫
Q˜IidQIi
]
. (5.9)
We can consider the u(N) singlet sector, which now consists of the linearly-independent
operators
jij = c Q˜
IiQIj (5.10)
transforming in the adjoint representation of u(M). Thus, the u(N) singlet sector of the
theory (5.9) should be dual to a non-Abelian gauge theory in AdS2 with u(M) gauge algebra.
In (5.10), c is a constant to be adjusted when we match jij with the conserved current dual
to the bulk gauge field normalized as in the previous sections.
Let us consider ja = (T a)i
jjij, where the T
a are a collection of M×M Hermitian matrices
belonging to the u(M) Lie algebra. Using the Green’s function
〈QIi(ϕ1)Q˜Jj(ϕ2)〉 = −sgnϕ12
8pi
δJI δ
j
i (5.11)
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obtained from (4.7), we can easily compute the connected correlators
〈ja(ϕ1)jb(ϕ2)〉 = −c2N tr(T
aT b)
(8pi)2
,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)〉 = −c3N tr(T
a[T b, T c])
(8pi)3
sgn(ϕ12ϕ23ϕ31) ,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)jd(ϕ4)〉 = c4 N
(8pi)4
[
tr(T aT bT cT d + T dT cT bT a) sgn(ϕ12ϕ23ϕ34ϕ41)
+ tr(T aT bT dT c + T cT dT bT a) sgn(ϕ12ϕ24ϕ43ϕ31)
+ tr(T aT cT bT d + T dT bT cT a) sgn(ϕ13ϕ32ϕ24ϕ41)
]
.
(5.12)
While (5.12) is true for any collection of Hermitian matrices T a, let us now take T a with
a = 1, . . . ,M2 − 1 to be traceless and form a basis for the su(M) subalgebra of u(M), and
take TM
2
to be proportional to the identity matrix, thus representing the u(1) generator
that commutes with su(M).
For simplicity, let us study the case M = 2. With the notation for the generators we
just introduced, the correlation functions of j4 are described by the same u(1) gauge theory
in AdS2 as in the previous section, so let us focus on the correlation functions of j
a, with
a = 1, . . . , 3, which should be described by an su(2) gauge theory in AdS2. Taking the
T a = σ
a
2
, we have
T aT b =
δab
4
1 +
i
2
abcT c , (5.13)
which can be used to rewrite (5.12) as
〈ja(ϕ1)jb(ϕ2)〉 = −c2 Nδ
ab
2(8pi)2
,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)〉 = −c3i N
abc
2(8pi)3
sgn(ϕ12ϕ23ϕ31) ,
〈ja(ϕ1)jb(ϕ2)jc(ϕ3)jd(ϕ4)〉 = c4 N
4(8pi)4
[(
δabδcd + δadδbc − δacδbd) sgn(ϕ12ϕ23ϕ34ϕ41)
+
(
δabδcd + δacδbd − δadδbc) sgn(ϕ12ϕ24ϕ43ϕ31)
+
(
δacδbd + δadδbc − δabδcd) sgn(ϕ13ϕ32ϕ24ϕ41)] .
(5.14)
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In Section 3.4 we considered the example of a bulk su(2) gauge theory in which we
computed the two-, three-, and four-point functions of the dual field theory operators—See
(3.28). We find that (5.14) matches (3.28) provided that we have the parameters gYM, w4,
and c take the following values:
1
g2YM
=
Npi
4
, w4 =
1
8
, c = 4pii . (5.15)
We note that c can also be determined just from field theory, by extracting the OPE from
(5.14) and comparing to (4.9).
To summarize, we have just found that the u(N) singlet sector of the theory (5.9) with
M = 2 is described, at large N , by the product of the Abelian gauge theory of the previous
section and an su(2) gauge theory on AdS2 given by
Sbulk =
Npi
4
∫
d2x
√
g tr
(
F 2 +
pi2
6
F 4 + · · ·
)
(5.16)
(supplemented by appropriate boundary terms). As we will now see, in this case we will also
be able to determine the full non-linear bulk action whose expansion at small F is given in
(5.16).
5.3 Correlation functions in the presence of a constant source in
the su(2) theory
To extract the full non-linear action for the bulk su(2) gauge theory, let us consider adding
a constant source s for the operator j3:
Z[s] =
∫
DQ˜IiDQIi exp
[
4pi
∫
Q˜IidQIi −
∫
dϕ sj3
]
. (5.17)
Using j3 = 2pii(Q˜I1QI1 − Q˜I2QI2) (which follows from (5.10), (5.15), and the choice T 3 =
σ3/2), we can compare with (4.4) with σ → m and infer that the parameter s corresponds
to a mass m1 = −is/2 for (Q˜I1, QI1) and a mass m2 = is/2 for (Q˜I2, QI2). Thus one can
evaluate Z[s] from (4.5), again with σ → m:
Z[s] =
1
[4 cosh(pim1) cosh(pim2)]
N
=
1
4N(cos pis
2
)2N
. (5.18)
In Section 3.3 we found a general expression for the on-shell action of a non-Abelian
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theory in AdS2 with bulk action (3.18). We can consider the particular case where this
on-shell action is evaluated for a bulk su(2) gauge theory with a constant source s for the
boundary operator j3. Indeed, plugging a = sT 3 into (3.11) we obtain
u0Qu
−1
0 = −sT 3 , (5.19)
so then the on-shell action (3.18) becomes
Son-shell[s] = − 2pi
g2YM
trW (−sT 3) . (5.20)
We should identify (5.20) with − logZ[s] from (5.18), from which we determine the full
non-linear action of our bulk su(2) gauge theory:
Sbulk = −N
4pi
∫
d2x
√
g tr log
[
4 cos2(piF )
]
. (5.21)
One can easily check that the quadratic and quartic terms in the small F expansion of this
expression reproduce those in (5.16). Note that one can easily combine the su(2) gauge
theory (5.21) with the Abelian gauge theory in (5.7) into an u(2) gauge theory on AdS2 with
the same action as (5.21), with F being now the field strength of a u(2) gauge field. This
u(2) gauge theory is the full holographic dual of the u(N) singlet sector of the theory (5.9)
when M = 2 at large N .
One can go further and calculate various connected correlators as a function of the defor-
mation parameter s, and obtain a match between the boundary and the bulk theories. For
instance, denoting j± = j1 ± ij2, we have the following boundary field theory expressions
〈j3(ϕ)〉s = (2pii)〈Q˜I1QI1(ϕ)− Q˜I2QI2(ϕ)〉s = −N
2
tan
pis
2
,
〈j+(ϕ1)j−(ϕ2)〉s = (4pii)2〈Q˜I1QI2(ϕ1)Q˜I2QI1(ϕ2)〉s = Ne
−is(ϕ12−pi sgnϕ12)
4 cos2
(
pis
2
) ,
〈j3(ϕ1)j3(ϕ2)〉s = (4pii)
2
2
〈Q˜I1QI1(ϕ1)Q˜I1QI1(ϕ2)〉s = N
8 cos2
(
pis
2
) ,
(5.22)
which were obtained by simply using Wick contractions with the propagator
〈QIi(ϕ1)Q˜Jj(ϕ2)〉 = −sgnϕ12 + tanh(pimi)
8pi
e−miϕ12δJI δ
j
i . (5.23)
35
On the bulk side, let us denote
a(ϕ) ≡ sT 3 + a˜(ϕ) , (5.24)
thus isolating the constant source for j3 from the source a˜(ϕ) in the presence of s. With this
split, one can write the solution (3.9) as
Q =
i
2pi
u−10 log
(
e2piisT
3
P exp
[
i
∫ 2pi
0
dϕ a˜I(ϕ)
])
u0 ,
a˜I(ϕ) ≡ e−isT 3ϕa˜(ϕ)eisT 3ϕ ,
(5.25)
where the I subscript refers to the “interaction picture.” In the case where W (F ) is given
by W (F ) = − 1
pi2
log [4 cos2(piF )] as can be deduced from (5.21), we can write
trW (Q) = −2 log 4
pi2
− 2
pi2
log
[
1
2
(
1 + cos(pis) cos(I1) + sin(pis)
I2 sin(I1)
I1
)]
,
I21 ≡ −
wawa
4
, I2 ≡ iw
3
2
, w ≡ log
(
P exp
[
i
∫ 2pi
0
dϕ a˜I(ϕ)
])
.
(5.26)
This expression is amenable to expansion in small a˜I(ϕ). In particular, the expansion of w
is identical to what was described in (3.13):
wa = i
∫ 2pi
0
dϕ1 a˜
a
I(ϕ1)−
ifabc
2
∫ 2pi
0
dϕ1 dϕ2 a˜
b
I(ϕ1)a˜
c
I(ϕ2)θ(ϕ12) + · · · , (5.27)
hence
trW (Q) = − 2
pi2
log
[
4 cos2
(spi
2
)]
− 2I2
pi2
tan
(spi
2
)
+
1
2pi2
[
2(I21 − I22 ) +
−I21 + 2I22
cos2
(
spi
2
) ]+ · · · ,
I21 =
1
4
∫ 2pi
0
dϕ1 dϕ2 a˜
a
I(ϕ1)a˜
a
I(ϕ2) + · · · ,
I2 = −1
2
∫ 2pi
0
dϕ1 a˜
3
I(ϕ1) +
f 3bc
4
∫ 2pi
0
dϕ1 dϕ2 a˜
b
I(ϕ1)a˜
c
I(ϕ2)θ(ϕ12) + · · · .
(5.28)
Let us introduce a new basis for a˜aI(ϕ) so that the coupling of the background gauge fields
to the current take the form
a˜aI(ϕ)j
a = a˜+I (ϕ)j
− + a˜−I (ϕ)j
+ + a˜3I(ϕ)j
3 . (5.29)
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Using that
a˜±I (ϕ) =
a˜1I(ϕ)± ia˜2I(ϕ)
2
= a˜±(ϕ) e±isϕ , a˜3I(ϕ) = a˜
3(ϕ) , (5.30)
we finally obtain
trW (Q) = − 2
pi2
log
[
4 cos2
(spi
2
)]
+
tan
(
spi
2
)
pi2
∫ 2pi
0
dϕ1 a˜
3(ϕ1)
+
1
8pi2 cos2
(
spi
2
) ∫ 2pi
0
dϕ1 dϕ2
[
a˜3(ϕ1)a˜
3(ϕ2) + 4 a˜
−(ϕ1)a˜+(ϕ2)e−is(ϕ12−pi sgnϕ12)
]
+ · · · .
(5.31)
This bulk computation then precisely reproduces (5.22). Indeed, the negative of the on-shell
action
−Son-shell[a˜] = 2pi
g2YM
trW (Q) =
Npi2
2
trW (Q) (5.32)
is the generating functional of connected correlators of −j, and it is straightforward to check
that the field theory expressions (5.22) can also be written as
〈j3(ϕ)〉s = −δ(−Son-shell[a˜])
δa˜3(ϕ)
,
〈j3(ϕ1)j3(ϕ2)〉s = δ
2(−Son-shell[a˜])
δa˜3(ϕ1)δa˜3(ϕ2)
,
〈j+(ϕ1)j−(ϕ2)〉s = δ
2(−Son-shell[a˜])
δa˜−(ϕ1)δa˜+(ϕ2)
,
(5.33)
thus obtaining a match between the boundary and bulk theories in our proposal.
6 Topological theories with a matrix large N limit
6.1 Setup
More complicated examples of 1d topological theories with 2d duals arise from 3d N = 4
SCFTs with a matrix large N limit whose bulk duals are 11d supergravity on backgrounds of
the form AdS4×X7, with X7 being a 7d manifold. While many backgrounds of this kind can
be constructed, we will focus only on a specific example for which the SCFT has maximal
supersymmetry in 3d. In an M-theory context, it is the effective theory on N coincident
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M2-branes in flat space, and its Lagrangian description was provided by ABJM in [4]. An
interesting feature of this theory is that its effective number of degrees of freedom grows as
N3/2 at large N , as was seen in [63] using supergravity or in [54, 59] in field theory. The
field theory computations of [54, 59] that revealed the N3/2 scaling were made possible by
the progress in performing supersymmetric localization computations achieved in [53].
It can be understood using string theory dualities that the theory of N coincident M2-
branes in flat space has an alternative microscopic description studied in [43]: in N =
4 language, we have a U(N) vector multiplet coupled to an adjoint and a fundamental
hypermultiplet. This is the description we will use here.
The 1d topological theory corresponding to the Higgs branch of this theory can be written
down using the rules reviewed in Section 4.1. In particular, Eq. (4.3) becomes
Z =
1
N !
∫ ( N∏
i=1
dσi
) ∏
i<j
[2 sinh(pi(σi − σj))]2 Zσ , (6.1)
where we wrote
σ = diag{σ1, . . . , σN} (6.2)
in order to restrict σ to the Cartan of u(N). Eq. (4.4) gives the formula for Zσ:
Zσ =
∫
DQDQ˜DX DX˜ exp
[
4pi
∫
dϕ Q˜(∂ϕ + σ)Q+ tr
(
X˜∂ϕX + X˜[σ,X]
)]
. (6.3)
Here, the 1d fields Q and Q˜ have their 3d origin in the fundamental hypermultiplet and
transform under u(N) as N and N, respectively. The X and X˜ have their 3d origin in the
adjoint hypermultiplet and thus both transform in the adjoint of u(N). Lastly, Eq. (4.5)
gives the value of Zσ after integrating out all the 1d fields
Zσ =
1∏
i,j [2 cosh(pi(σi − σj))]
∏N
i=1 [2 cosh(piσi)]
. (6.4)
The local operators of the 1d theory are the u(N)-invariant operators built out of Q, Q˜,
X, and X˜. However, due to the D-term relations of the 3d theory, all operators involving Q
and Q˜ can be written in terms of X and X˜. Thus, since we will not be using Q and Q˜, we
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can integrate them out in (6.3) and write Zσ as
Zσ =
1∏N
i=1 [2 cosh(piσi)]
∫
DX DX˜ exp
[
tr
(
X˜∂ϕX + X˜[σ,X]
)]
. (6.5)
There is a compact way of listing all gauge-invariant operators built from X and X˜
by noticing that the 1d theory (6.1) has an su(2) flavor symmetry under which X and X˜
transform as a doublet. Indeed, the su(2) symmetry becomes obvious in (6.3) by denoting
(X1, X2) ≡ (X˜, X) and rewriting the terms involving X and X˜ as∫
dϕ tr
(
X˜∂ϕX + X˜[σ,X]
)
=
1
2
∫
dϕ tr
(
εijXi∂ϕXj − εijσ[Xi, Xj]
)
, (6.6)
where εij is the anti-symmetric su(2) invariant tensor with ε12 = −ε12 = 1. In order to
write out compactly all the operators in the 1d theory, we can introduce a two-component
polarization vector yi, i = 1, 2, and make the further definition
X(ϕ, y) ≡ y1X˜(ϕ) + y2X(ϕ) . (6.7)
Then a basis for all operators consists of all products of operators of the form trX(ϕ, y)n
modulo trace relations that become important when we have a product of at least N fields.
At large N , we can organize the operator spectrum into single trace, double trace, triple
trace, etc. We will focus on the single trace operators with even powers of X, and thus
integer su(2) spin `, which we denote by
O`(ϕ, y) = 1
N
`−1
2
trX(ϕ, y)2` . (6.8)
This definition includes an N -dependent normalization factor that we will find convenient.
For simplicity, henceforth we will focus only on the operators O` with integer `. We can
restrict our discussion to just these operators by considering only operators that are invariant
under the Z2 symmetry of the action (6.5) that acts by X(ϕ, y)→ −X(ϕ, y). The extension
of our results to the Z2-odd operators is left for future work.
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The su(2) symmetry fixed the 2- and 3-point functions of the O` up to overall factors:
〈O`1(ϕ1, y1)O`2(ϕ2, y2)〉 = B`1 δ`1`2 〈y1, y2〉2`1 ,
〈O`1(ϕ1, y1)O`2(ϕ2, y2)O`3(ϕ3, y3)〉 = C`1`2`3〈y1, y2〉`1+`2−`3〈y1, y3〉`1+`3−`2〈y2, y3〉`2+`3−`1
× (sgnϕ21)`1+`2−`3(sgnϕ31)`1+`3−`2(sgnϕ32)`2+`3−`1
(6.9)
where ϕij ≡ ϕi − ϕj as before and 〈y1, y2〉 = εij yi1yj2.
Correlation functions such as (6.9) can be computed explicitly using the propagator of
the X field at fixed σ and then performing the matrix model integral with the appropriate
extra insertions. The propagator of the X field is
〈Xij(ϕ1, y1)Xkl(ϕ2, y2)〉σ = 〈y1, y2〉δilδjkGσji(ϕ12) , (6.10)
where we used the compact notation σji ≡ σj−σi and Gσ(ϕ) is defined in (4.7) and repeated
for convenience here:
Gσ(ϕ) ≡ −sgnϕ+ tanh(piσ)
8pir
e−σϕ . (6.11)
For example, the two-point function of O` can be calculated by first using Wick contractions
at fixed σ (see Figure 1),
〈O1(ϕ1, y1)O1(ϕ2, y2)〉σ = 2〈y1, y2〉2
∑
i,j
Gσji(ϕ12)Gσij(ϕ12) ,
〈O2(ϕ1, y1)O2(ϕ2, y2)〉σ = 4〈y1, y2〉
4
N
[
4G20
∑
i,j
GσijGσji +
∑
i,j
(
GσijGσji
)2
+
∑
i,j,k,l
Gσji(ϕ12)Gσkj(ϕ12)Gσlk(ϕ12)Gσil(ϕ12)
]
,
...
(6.12)
then inserting these expression into (6.1), computing the σi integrals, and dividing the final
answer by Z in order to obtain a normalized correlator. Similar expressions can be obtained
for higher point functions.
It is of course rather complicated to perform the σi integrals and obtain the constants B`
and C`1`2`3 introduced in (6.9) at finite N . However, one can perform these computations
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Figure 1: The planar and non-planar diagrams that contribute to B2.
at large N , where we will show that both B` and C`1`2`3 scale as N
3/2. It is of course in this
limit that we will discuss the bulk dual of the 1d theory (6.1).
6.2 Large N approximation
6.2.1 Partition function
In preparation for performing a large N computation of B` and C`1`2`3 , let us first review
the evaluation of the partition function Z at large N , following [44]. (See also [54] where
this method was first introduced, as well [57].) At large N , the partition function can be
evaluated using the saddle point approximation. At the saddle point, the eigenvalues σi
approach a continuous distribution. In particular, if we write
σi =
√
Nxi , (6.13)
then the xi become dense in the large N limit. Let ρ(x) be the density of the xi normalized
such that
∫
dx ρ(x) = 1. It can be shown [44,57] that the integrand of (6.1) (with Zσ given
41
in (6.4)) becomes
exp
[
−N3/2
∫
dx
[pi
4
ρ(x)2 + pi |x| ρ(x)
]]
. (6.14)
The eigenvalue density that extremizes the exponent (6.14) under the normalization con-
straint that
∫
dx ρ(x) = 1 has a triangular shape centered at x = 0:
ρ(x) =

√
2− 2 |x| , if |x| ≤ 1√
2
,
0 , otherwise .
(6.15)
Plugging this distribution back into (6.14), one can obtain the large N approximation to the
partition function:
Z ≈ exp
[
−N3/2pi
√
2
3
]
, (6.16)
thus showing that the effective number of degrees of freedom scales as N3/2 at large N .
6.2.2 Two-point functions
The coefficient B` appearing in the two-point function (6.9) can be obtained by evaluating
the expressions in (6.12) on the saddle point distribution. It is actually only one diagram
that contributes to B` at leading order in N . Indeed, in the example of 〈O2O2〉σ presented
in (6.12), one recognizes that the last term corresponds to a planar diagram, while the other
two are non-planar (see Figure 1). It is usually the case in matrix large N theories that only
planar diagrams contribute to leading order in N , and this is also the case here. However,
due to the unconventional N3/2 scaling of the free energy F = − logZ, these planar diagrams
will also have a slightly unconventional scaling.
Let us first explain how to extract the leading large N term in B1, which is obtained
from the 〈O1O1〉σ correlation in (6.12) that contains only one (planar) term. Plugging in
the expression for Gσ(ϕ) and approximating the sum with an integral at large N , we have
B1 ≈ 2N
2
(8pi)2
∫
dx1 dx2 ρ(x1)ρ(x2)
1
cosh2(pi
√
N(x1 − x2))
. (6.17)
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At large N , we can approximate
1
cosh2(pi
√
Nx)
≈ 2
pi
√
N
δ(x) , (6.18)
which can be plugged into (6.17) to obtain
B1 ≈ N
3/2
(8pi)2
4
pi
∫
dx1 ρ(x1)
2 =
√
2
24pi3
N3/2 . (6.19)
The same procedure can be used to evaluate B`. We start with the planar term in the
expression for 〈O`O`〉σ, namely
〈O`(ϕ1, y1)O`(ϕ2, y2)〉σ,planar = 2p〈y1, y2〉
2`
N `−1
∑
i1,...,i2`
Gσi2i1 (ϕ12)Gσi3i2 (ϕ12) · · ·Gσi1i2` (ϕ12) ,
(6.20)
from which we can extract B` after plugging in the expression for the Green’s function. At
large N , the sums can be approximated by integrals:
B` ≈ 2`N
`+1
(8pi)2`
∫ 2∏`
a=1
dxa ρ(xa)
cosh(pi
√
N(xa − xa+1))
, (6.21)
and we may use the approximation
1∏2`
a=1 cosh(pi
√
N(xa − xa+1))
≈ Γ (`)√
piΓ
(
`+ 1
2
)N−`+ 12 2`−1∏
a=1
δ(xa − xa+1) , (6.22)
where the constant multiplying the delta functions on the right-hand side can be determined
by integrating both sides with respect to xa, with 2 ≤ a ≤ 2`. Plugging this expression into
(6.21) and evaluating the integrals yields
B` ≈ 2
`+ 1
2Γ (`+ 1)√
piΓ
(
`+ 3
2
) N3/2
(8pi)2`
. (6.23)
As advertised, all the B` scale as N
3/2 at large N , which is the proper normalization for
boundary operators dual to bulk fields whose action is proportional to N3/2.
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6.2.3 Three-point functions
Next, we would like to compute the constants C`1`2`3 appearing in (6.9). This constant will
be non-zero only if `1, `2, and `3 obey the triangle inequality, i.e. |`1− `2| ≤ `3 ≤ `1 + `2 and
cyclic permutations.
j
O2
O2
O2
i km
n
Figure 2: The planar diagram that contributes to C222.
We again start with the planar diagram (see Figure 2) contributing to the three-point
function in (6.9). It gives
〈O`1(ϕ1, y1)O`2(ϕ2, y2)O`3(ϕ3, y3)〉σ,planar =
8`1`2`3〈y1, y2〉`1+`2−`3〈y1, y3〉`1+`3−`2〈y2, y3〉`2+`3−`1
(8pi)`1+`2+`3N
`1+`2+`3−3
2
×
∑
i,j
∑
k1,...k`1+`2−`3−1
Gik1(ϕ12) · · ·Gk`1+`2−`3−1j(ϕ12)
∑
m1,...m`2+`3−`1−1
Gim1(ϕ23) · · ·Gm`2+`3−`1−1j(ϕ23)
×
∑
n1,...n`1+`3−`2−1
Gjn1(ϕ13) · · ·Gn`1+`3−`2−1i(ϕ13) .
(6.24)
Plugging in the explicit form of the propagators, in the large N limit we can write
C`1`2`3 =
8`1`2`3
(8pi)`1+`2+`3N
`1+`2+`3−3
2
N `1+`2+`3−1
∫
dx1 dx2 ρ(x1)ρ(x2) cosh(pi
√
Nx12) I ,
I ≡
∏`1+`2−`3−1
i=1
∫
duiρ(ui)
cosh(pi
√
N(x1 − u1)) · · · cosh(pi
√
N(u`1+`2−`3−1 − x2))
×
∏`2+`3−`1−1
i=1
∫
dviρ(vi)
cosh(pi
√
N(x1 − v1)) · · · cosh(pi
√
N(v`2+`3−`1−1 − x2))
×
∏`1+`3−`2−1
i=1
∫
dwiρ(wi)
cosh(pi
√
N(x1 − w1)) · · · cosh(pi
√
N(w`1+`3−`2−1 − x2))
.
(6.25)
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Now observe that in large N , we approximate
I ≈ A δ(x1 − x2)δ(x1 − u1)δ(u1 − u2) . . . δ(u`1+`2−`3−2 − u`1+`2−`3−1)
× δ(x1 − v1)δ(v1 − v2) . . . δ(v`2+`3−`1−2 − v`2+`3−`1−1)
× δ(x1 − w1)δ(u1 − w2) . . . δ(w`1+`3−`2−2 − w`1+`3−`2−1)
(6.26)
with the coefficient A being fixed by integrating both sides with respect to x1, the ui, vi,
and wi to
A = 1
N
`1+`2+`3−2
2
Γ(`1)Γ(`2)Γ(`3)√
piΓ(1+`1+`2−`3
2
)Γ(1+`1+`3−`2
2
)Γ(1+`2+`3−`1
2
)Γ( `1+`2+`3
2
)
. (6.27)
Plugging (6.26) into (6.25), we have
C`1`2`3 =
8`1`2`3
(8pi)`1+`2+`3N
`1+`2+`3−3
2
N `1+`2+`3−1A
∫
dx ρ(x)`1+`2+`3−1 . (6.28)
Performing the integral in (6.28) and using (6.27), we find
C`1`2`3 =
N
3
2
(8pi)`1+`2+`3
2
`1+`2+`3
2
+3
`1 + `2 + `3
Γ(`1 + 1)Γ(`2 + 1)Γ(`3 + 1)√
piΓ(1+`1+`2−`3
2
)Γ(1+`1+`3−`2
2
)Γ(1+`2+`3−`1
2
)Γ( `1+`2+`3
2
)
.
(6.29)
Again, it is nice to see that C`1`2`3 scales as N
3/2 at large N , as should have been expected
from the supergravity dual.
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6.2.4 Selected four-point function
One can use the same method as above to compute four-point functions at large N . Let us
simply quote the result in the two simplest cases, skipping the derivation. We have
〈O1(ϕ1, y1)O1(ϕ2, y2)O1(ϕ3, y3)O1(ϕ4, y4)〉 ≈ N
3
2
288
√
2pi5
×
((
2〈y1, y2〉〈y2, y3〉〈y3, y4〉〈y4, y1〉 − 〈y1, y3〉2〈y2, y4〉2
)
sgn(ϕ12ϕ23ϕ34ϕ41)
+
(
2〈y1, y3〉〈y3, y4〉〈y4, y2〉〈y2, y1〉 − 〈y1, y4〉2〈y2, y3〉2
)
sgn(ϕ13ϕ34ϕ42ϕ21)
+
(
2〈y1, y4〉〈y4, y2〉〈y2, y3〉〈y3, y1〉 − 〈y1, y2〉2〈y3, y4〉2
)
sgn(ϕ14ϕ42ϕ23ϕ31)
)
,
〈O1(ϕ1, y1)O1(ϕ2, y2)O1(ϕ3, y3)O2(ϕ4, y4)〉 ≈ N
3
2
128pi7
×
(
〈y1, y2〉〈y1, y4〉〈y2, y4〉〈y3, y4〉2 sgn(ϕ12ϕ24ϕ41)
+ 〈y1, y3〉〈y1, y4〉〈y3, y4〉〈y2, y4〉2 sgn(ϕ13ϕ34ϕ41)
+ 〈y2, y3〉〈y2, y4〉〈y3, y4〉〈y1, y4〉2 sgn(ϕ23ϕ34ϕ42)
)
.
(6.30)
We will reproduce these results from a bulk computation in Section 6.5.
6.3 Enhanced symmetry
So far, we have only analyzed connected correlation functions of single trace operators and
found that they all scale as N3/2. One may also consider multi-trace operators and compute
their correlation functions. For double trace operators of the form : O`1O`2 : one finds the
following scaling with N :
〈: O`1O`2 : : O`1O`2 :〉 ∼ N3 ,
〈O`1O`2 : O`1O`2 :〉 ∼ N3 ,
〈O`1O`2 : O`3O`4 :〉 ∼ N3/2 , if (`1, `2) 6= (`3, `4) .
(6.31)
This implies that two single trace operators O`1 and O`2 have an OPE of the schematic form
O`1 ×O`2 ∼ N3/2δ`1`21 +N0
(
: O`1O`2 : +C`3`1`2O`3
)
+O(N−3/2) , (6.32)
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where C`3`1`2 has a finite limit as N →∞.16
To connect this to the discussion in Section 4.2 we should be more precise. The operators
O`(ϕ, y) are a shorthand notation for 2`+ 1 independent operators O`m(ϕ), m = −`, . . . , `,
that can be read off from the expansion of O`(ϕ, y) in terms of y. Let us define them by17
O`(ϕ, y) =
∑`
m=1
i`−m√
2
[
(y1)`+m(y2)`−m + (y1)`+m(y2)`−m
] O`m(ϕ) + i` (y1)`(y2)`O`0(ϕ)
+
−1∑
m=−`
i`−m−1√
2
[
(y1)`+m(y2)`−m − (y1)`+m(y2)`−m] O`m(ϕ) .
(6.33)
Equivalently the component O`m(ϕ) can be recovered from O(ϕ, y) by acting with a differ-
ential operator D`m(y) on O(ϕ, y):
O`m(ϕ) = D`m(y)O`(ϕ, y)
D`m(y) ≡

(−i)`−m√
2(`+m)!(`−m)!
[
∂2`
(∂y1)`+m(∂y2)`−m +
∂2`
(∂y1)`−m(∂y2)`+m
]
m > 0 ,
(−i)`
(`!)2
∂2`
(∂y1)`(∂y2)`
m = 0 ,
(−i)`−m−1√
2(`+m)!(`−m)!
[
∂2`
(∂y1)`+m(∂y2)`−m − ∂
2`
(∂y1)`−m(∂y2)`+m
]
m < 0 .
(6.34)
With this definition, we have the 2-point and 3-point functions
〈O`1m1(ϕ1)O`2m2(ϕ2)〉 = B`1m1δ`1`2δm1m2 ,
〈O`1m1(ϕ1)O`2m2(ϕ2)O`3m3(ϕ3)〉 = C`1m1,`2m2,`3m3
× (sgnϕ21)`1+`2−`3(sgnϕ31)`1+`3−`2(sgnϕ32)`2+`3−`1 ,
(6.35)
with
B`m ≡ B`D`m(y1)D`,−m(y2)〈y1, y2〉2` = B` (2`)!
(`+m)!(`−m)! ,
C`1m1,`2m2,`3m3 ≡ C`1`2`3D`1m1(y1)D`2m2(y2)D`3m3(y3)
× 〈y1, y2〉`1+`2−`3〈y1, y3〉`1+`3−`2〈y2, y3〉`2+`3−`1 .
(6.36)
16The equation (6.32) is only schematic, but we have C`3`1`2 = C`1`2`3/B`3 .
17The definition (6.33) may seem overly complicated—a simpler expression one could have written down
instead of (6.33) is O`(ϕ, y) =
∑`
m=−` i
`−m (y1)`+m(y2)`−mO`m(y). We are working with (6.33) instead
because this choice makes the 2-point functions diagonal, as we discuss below. We note that the difference
between the simpler expression just mentioned and (6.33) resembles the difference between complex and real
spherical harmonics.
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Finally, we make one additional field redefinition to have properly normalized 2-point func-
tions that match the form of the current OPE (4.9), and to facilitate the comparison to the
bulk theory. We also unpack (6.35) a bit
j`m(ϕ) ≡ O`m(ϕ)√
B`m/B
, B ≡ N
3/2
6
√
2pi
,
〈j`1m1(ϕ1)j`2m2(ϕ2)〉 = B δ`1`2δm1m2 ,
〈j`1m1(ϕ1)j`2m2(ϕ2)j`3m3(ϕ3)〉 =
−B2 f `1m1,`2m2,`3m3 sgn (ϕ12ϕ23ϕ31) `1 + `2 + `3 = odd ,B d`1m1,`2m2,`3m33 `1 + `2 + `3 = even ,
f `1m1,`2m2,`3m3 ≡ − 2C`1m1,`2m2,`3m3√
B`1m1B`2m2B`3m3/B
`1 + `2 + `3 = odd ,
d`1m1,`2m2,`3m33 ≡
C`1m1,`2m2,`3m3√
B`1m1B`2m2B`3m3/B
`1 + `2 + `3 = even .
(6.37)
Note that B = O(N3/2), while the rest of the defined quantities are O(N0), and the trans-
lation between j`m and O`m only involves a numerical factor. We have chosen the value
of B such that the structure constants for the su(2) currents are properly normalized:
f 1m1,1m2,1m3 = m1m2m3 . Also note that d1m1,1m2,1m33 = 0 because su(2) does not have a
3-index symmetric invariant tensor, see (3.25).
The OPE in Eq. (6.32) can then be written more precisely as
j`1m1(ϕ1)j`2m2(ϕ2) ∼ B δ`1`2δm1m21 +N0
(
: j`1m1j`2m2 : (ϕ1)
+
`1+`2∑
`3=|`1−`2|
`3∑
m3=−`3
[
1
2
f `1m1,`2m2,`3m3 sgnϕ21 + d
`1m1,`2m2,`3m3
3
]
j`3m3(ϕ1)
)
+O(N−3/2) .
(6.38)
Let us refer to (`m) ≡ a, which runs over all single trace operators. In the above formula it
is understood that fabc is only nonzero when `1 + `2 + `3 = odd, while d
abc
3 is only nonzero
for `1 + `2 + `3 = even. Recall that f
`1m1,`2m2,`3m3 and d`1m1,`2m2,`3m33 vanish unless `1, `2, `3
satisfy the triangle inequality.
As explained in Section 4.2, any topological theory should have an enhanced symmetry
generated by the operator algebra. The structure constants of this symmetry algebra can be
read off from the terms proportional to sgnϕ, see (4.9). We see that up to order N0, besides
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the identity 1, the operators that contribute to the OPE are single trace operators, as well
as the double trace operator : j`1m1j`2m2 :. The latter does not contribute to the structure
constants at large N , and we may consistently talk about the enhanced symmetry of the
single trace sector.18 The double trace operator does contribute to the symmetric part of
the OPE, and dabC3 6= 0 in general, where the C index runs over all operators of the theory.
Note that the coefficients fabc and dabc3 calculated in (6.37) must obey the nontrivial
relations (4.20) that are the Ward identities of the theory corresponding to the enhanced
symmetry. We have explicitly checked many of these relations and found that they are indeed
obeyed. It would be interesting to understand to what extent these relations constrain the
form of the structure constants.
6.4 The algebra SDiff(S2)
The enhanced global symmetry of the single trace sector discussed in the previous section
can be identified, after complexification, with the complexified algebra SDiff(S2) of area-
preserving diffeomorphisms of S2.19,20 This algebra has been studied extensively, and its
structure constants are given, for example, in [64,65].
One way to check that the structure constants we obtained are precisely those of the
SDiff(S2) algebra is to view SDiff(S2) as the limit λ → ±i∞ of the 3d higher spin algebra
hs[λ] [66], and to compare the normalized structure constants
C`1`2`3√
B`1B`2B`3
(`1 + `2 + `3 odd) (6.39)
we obtained to those of the λ→ ±i∞ limit of hs[λ]. We can read off (6.39) for hs[λ] from the
results of [67], for instance. Indeed, if O`(ϕ, y) formed a hs[λ] algebra, then the quantities
B(y12) ≡
∞∑
`
B` y
2`
12 ,
C(y12, y23, y31) ≡
∑
`1,`2,`3
C`1`2`3y
`1+`2−`3
12 y
`2+`3−`1
23 y
`3+`1−`2
31
(6.40)
18As argued in Section 4.2 this is a general feature of large N theories, here we are seeing a particular
instance of this general structure.
19We work with complexified Lie algebras because we do not know which reality conditions we should
impose on the generators. The complexified Lie algebra SDiff(S2) has different real forms corresponding
to the algebras of area-preserving diffeomorphisms of S2 and H2. We suspect that when reality conditions
are appropriately taken into account, we would obtain the real form corresponding to the area-preserving
diffeomorphisms of S2.
20We thank J. Maldacena and H. Verlinde for suggesting that the symmetry algebra may be SDiff(S2).
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with yij ≡ 〈yi, yj〉 would be bilinear and trilinear forms on this algebra, and according to [67]
they would have to take the form
hs[λ] : B(y12) = 2F1
(
1 + λ, 1− λ; 3
2
;
y212
4
)
,
C(y12, y23, y31) = 2F1
(
1 + λ, 1− λ; 3
2
;
y212 + y
2
23 + y
2
31 + y12y23y31
4
)
.
(6.41)
It is straightforward to check that (6.41) produces the same values of (6.39) as those obtained
from (6.23) and (6.29), provided that we take
λ ≈ ±i
(
24
pi
)1/4
N3/4 (6.42)
and N large.
It is tempting to give a geometric meaning to the fact that our Lie algebra corresponds to
area-preserving diffeomorphisms of S2. For instance, these diffeomorphisms could represent
the diffeomorphisms of a two-sphere embedded into the S7 internal space of the AdS4 × S7
supergravity background. It would be very interesting to explore this direction further in
future work.
The discussion above was limited to the Z2-invariant sector of the 1d theory (6.5). If
we further include the Z2-odd sector of (6.5), we expect that the higher spin algebra hs[λ]
is replaced by the supersymmetric higher spin algebra shs[λ]. In the limit λ → ±i∞, we
would expect to find a geometric algebra associated with a supersymmetrized analog of a
two-sphere.
6.5 Bulk dual
At large N , the bulk dual consists of a non-Abelian gauge theory in AdS2 based on an
infinite-dimensional gauge algebra. From (6.37) it follows that the bulk Yang-Mills coupling
is
1
g2YM
=
N3/2
3
√
2
. (6.43)
Every single-trace current j`m is dual to a gauge field A
`m. We may read off the structure
constants f `1m1,`2m2,`3m3 and the coefficients of the three-derivative couplings d`1m1,`2m2,`3m33
from the current 3-point functions (6.37), thus determining the bulk theory to quadratic and
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cubic orders.
It is possible to go beyond cubic order, but the computations become rather complicated,
and we will limit ourselves to the determination of only one 4-point coupling of the bulk
gauge theory: d1m1,1m2,1m3,1m44 . This object is familiar from the discussion of su(2) gauge
theory discussed in Section 3.4. As a consequence of su(2) gauge invariance, there is just
one independent structure (see (3.25), which we repeat here for convenience)
d1m1,1m2,1m3,1m44 = w4 δ
(m1m2δm3m4) (6.44)
proportional to a coefficient w4. The determination of w4 is done by matching the 4-point
function 〈O1O1O1O1〉 between the bulk and boundary sides. On the boundary side, this
4-point function is given in (6.30). On the bulk side, the 4-point function can be read off
from (3.23) after plugging in the 3-point data (structure constants and the coefficient d3)
derived above and using (6.33) and (6.37) to convert from j`m to O`m. By matching the two
expressions, we find
w4 = 0 . (6.45)
We can also see how our bulk YM2 theory reproduces the 4-point function 〈O1O1O1O2〉
given in (6.30). In the bulk, there are no 4-derivative interactions that contribute to this
correlator because su(2) invariance requires d1m1,1m2,1m3,2m44 = 0. Hence, the only term in
(3.23) that contributes to it is of the form d1m1,1m2,2m3 f
2m,1m3,2m4 . Plugging in the values
of the d3 and f constants we determined above, one can check that the bulk computation
reproduces (6.30) precisely.21
We conclude that we have determined the bulk dual of the topological quantum me-
chanical sector of ABJM theory. While in the free hypermultiplet examples discussed in
Section 5.2 in the large N limit there was no enhancement of symmetry, in this interacting
case the manifest su(2) symmetry was enhanced to the infinite dimensional symmetry alge-
bra SDiff(S2). Correspondingly, the bulk gauge symmetry is also infinite dimensional. We
have successfully performed computations in this theory that match the field theory result
21 We remark that using the two explicitly worked out examples in this paper, the dual of the u(N) singlet
sector of 2N free hypermultiplets (with su(2) global symmetry) in Section 5.2 and that of ABJM theory, we
have now tested all terms in (3.23). The 4-derivative coupling was essential to get a match with the 4-point
functions in the free example, but it turned out to vanish in the dual of ABJM theory. In the free case the
dabe3 f
ecd-type terms from (3.23) all vanish in the bulk su(2) Yang-Mills theory, but they represent the only
contributions to the 〈O1O1O1O2〉 correlator in ABJM theory.
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(6.30). The bulk theory can perhaps be reformulated in a more compact way by promot-
ing A`m(X) to A(X, y) similar to the field theory construction (6.33), but also combining
the gauge fields corresponding to different ` quantum numbers. This reformulation would
necessitate the introduction of a star-product, acting on the y variable. We leave such a
construction for future work.
7 Localization from AdS4
Since on the field theory side the 1d topological theory can be obtained from a supersym-
metric localization computation in the 3d theory [33], it is natural to ask whether the dual
AdS2 gauge theory can be obtained from localizing the AdS4 or 11d supergravity in the case
of the theories of Section 6 or the AdS4 higher spin theories in the case of the theories of
Section 5. Of course, an action for the higher spin theories is not available, so performing
localization in these instances is not feasible.
Since we are interested in 3d N = 4 SCFTs on the boundary, we will be concerned
with N = 4 supergravity on AdS4. However we will not pursue the localization of the
full supergravity theory here since such a computation appears to be rather involved (see
nevertheless [68] and also [69–72]). What we will present here is a localization computation of
a non-abelian vector multiplet in a fixed AdS4 background metric. This theory is certainly
a consistent subsector of maximal gauged supergravity on AdS4, and it would also be a
consistent subsector of the higher spin theory on AdS4 had an action for such a theory been
written down. See also [10] where a similar toy model approach was taken to the localization
of maximally supersymmetric AdS5 supergravity.
Below we will start by introducing the off-shell formulation of N = 4 SYM on AdS4 with
supersymmetric boundary terms. Next we map the localization problem in the boundary
SCFT to that in the bulk by identifying the relevant symmetries, and in particular the
localizing supercharge Q. We then evaluate the SYM action on the BPS locus and obtain 2d
YM on an AdS2 slice with the desired boundary terms. In the last subsection, we comment
on how the computation we presented can be applied to the holographic duality between
ABJM theory and 11d supergravity on AdS4 × S7.
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7.1 N = 4 SYM on AdS4 and off-shell supersymmetry
7.1.1 N = 4 SYM on compact four manifolds
The maximal SYM theory in four dimensions can be obtained from dimensional reduction
of 10d SYM. We follow [34] in using the notation from 10d SYM and split the 10d Gamma
matrices as ΓM = {Γµ,ΓA} with µ = 1, . . . , 4 and A = 5, . . . , 9, 0 (see Appendix B.5 for
details for the Gamma matrix conventions). The action for 4d N = 4 SYM with gauge
group G on a general compact four manifold M is [73, 74]
S =
1
2g2
∫
M
d4x
√
g tr
(
1
2
FMNF
MN −ΨΓMDMΨ + R
6
ΦAΦA −KmKm
)
, (7.1)
where R denotes the scalar curvature of M, and Km with m = 1, . . . 7 are auxiliary fields
which serve to realize the supersymmetry that we will use to localize off-shell. We discuss
the symmetries of (7.1) below. First, the SUSY transformations are
δεAM = εΓMΨ ,
δεΨ =
1
2
FMNΓ
MNε+
1
2
ΓµAΦ
A∇µε+Kmνm ,
δεK
m = −νmΓMDMΨ ,
(7.2)
where the conformal Killing spinor ε is a 10d chiral spinor with 16 components and satisfies
∇µε = Γµε˜ , Γ˜µ∇µε˜ = − 1
12
Rε , (7.3)
for some 10d anti-chiral spinor ε˜. Here Γµ = eµˆµΓ
µˆ, where eµµˆ is the vielbein and Γ
µˆ denotes
flat space 10d Gamma matrices in the chiral basis. The auxiliary 10d chiral spinors νm with
m = 1, . . . , 7 in (7.2) are chosen to satisfy
εΓMνm = 0 , νmΓ
Mνn = δmnεΓ
Mε . (7.4)
Second, the action (7.1) are invariant under the Weyl transformation,
gµν → gµνe2φ , Aµ → Aµ , ΦA → ΦAe−φ , Ψ→ Ψe− 32φ , Km → Kme−2φ . (7.5)
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The conformal Killing spinors also transform as
ε→ e 12φε , ε˜→ e− 12φ
(
ε˜+
1
2
Γµ∇µφε
)
, (7.6)
such that (7.3) is invariant and the SUSY transformations (7.2) are also preserved.
Finally the action (7.1) has SO(6) R-symmetry which is generated by RAB with A,B =
5, . . . , 9, 0 which act on ΦC as (RAB)
D
C = 2δ
D
[AδB]C and on Ψ as RAB =
1
2
ΓAB.
Anti-commutators of the supersymmetry transformations associated with two conformal
Killing spinors take the form22
{δε1 , δε2} = −2Lv − 2Rω − 2Gζ − 2Ωλ + (e.o.m) , (7.7)
where Lv is the Lie derivative along the conformal Killing vector field vµ = ε(1Γµε2); R is
the generator of the SO(6)R symmetry with parameter ωAB = ε(1Γ˜AB ε˜2); G is the gauge
transformation with gauge parameter ζ = vMAM , where v
M = ε(1Γ
Mε2); and Ω denotes the
Weyl transformation with parameter λ = 2ε(1ε˜2).
7.1.2 N = 4 SYM on AdS4 and boundary terms
We are interested in the case where M is the non-compact manifold AdS4 with curvature
radius L (see Appendix B.1 for the coordinate systems we use on AdS4). In this case,
R = − 12
L2
and the conformal Killing equation (7.3) becomes
∇µ = Γµ˜ , ∇µ˜ = 1
4L2
Γµ . (7.8)
To write down the most general solutions to (7.8), it is convenient to use the Poincare´
coordinates for AdS4
ds2 =
L2 dx2µ
x24
, (7.9)
where x4 > 0, and the vielbein is
eµµˆ =
L
x4
δµµˆ . (7.10)
The conformal Killing spinors that solve (7.8) are parametrized by two arbitrary constant
22In writing this equation we take δε1,2 to be the on-shell supersymmetry transformation generators (turn-
ing off the auxiliary fields Km).
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10d chiral and anti-chiral spinors s and c,
ε(s, c) = i
√
2L
x4
(
s +
1
2L
xµˆΓµˆc
)
. (7.11)
In general, to perform localization on a non-compact space, it is essential to include
appropriate boundary terms in order to preserve the off-shell supersymmetry (7.2). We
show in Appendix B.2 that when the conformal Killing spinor satisfies23
ε˜ = − 1
2L
Λε , (7.12)
with Λ ≡ Γ789, the desired boundary term is given by
SB =
1
2g24
∫
d3x
√
γ tr
(
1
2
ΨΛΨ + 2Ka−5Φa − 2DrΦaΦa − 4Φ9F78 − 2ΦaΦa + ΦAΦA
)
,
(7.13)
with a = 7, 8, 9 and γ denotes the induced metric on the asymptotic boundary. This way we
ensure off-shell supersymmetry24
δε(S + SB) = 0 . (7.14)
7.1.3 Variational principle and boundary conditions
Now that we have the full supersymmetric action for an N = 4 vector multiplet on AdS4,
in this subsection we study the variational problem and specify the consistent boundary
conditions needed for the various fields. For this purpose we can set the auxiliary fields Km
to zero. It is clear that the gauge field Aµ and the fermion Ψ should satisfy the standard
Dirichlet boundary condition; we will thus focus on the scalar fields ΦA. As we shall see,
among the six scalars, Φi with i = 5, 6, 0 satisfy the usual Dirichlet boundary condition,
whereas Φa with a = 7, 8, 9 satisfy a more intricate boundary condition that corresponds to
the alternate quantization in the bulk [30,76].
The variation of S + SB is
δon−shell(S + SB) =
1
2g24
∫
d3x
√
γ
× tr [2δΦi∂rΦi − 2∂rδΦaΦa − 4abcδΦa[Φb,Φc]− 2δΦaΦa + 2δΦiΦi] ,
(7.15)
23This condition is compatible with (7.3) and constrains the supercharges to those whose anticommutators
do not involve Weyl transformations [75].
24This is still true if M is only asymptotically AdS4 (see Appendix B.2 for a detailed discussion).
55
where we only keep terms involving Φa and Φi and have dropped terms proportional to the
equation of motion.
For large r, the ΦA behave as
ΦA ≈ Φ1Ae−r + Φ2Ae−2r. (7.16)
Using the expansion above, we may then write (7.15) as
δon−shell(S + SB) =
1
8g24
∫
d3x
√
gS3 tr
[−δΦ1iΦ2i + Φ1a δ(Φ2a − abc[Φ1b ,Φ1c ])] . (7.17)
We see from this expression that a well-posed variational principle demands the scalars to
satisfy the boundary conditions25
δΦ1i = 0 i = 5, 6, 0 ,
δ(Φ2a − abc[Φ1b ,Φ1c ]) = 0 a = 7, 8, 9 .
(7.18)
The former corresponds to the standard quantization of Φi while the latter is associated with
the alternate quantization of Φa. From the holographic dictionary, this means that Φi are
dual to scalar operators of dimension ∆ = 2 in the boundary SCFT whereas Φa are dual to
scalar operators with ∆ = 1.
7.2 Relation to supersymmetric localization in the boundary SCFT
The N = 4 SYM theory on AdS4 is invariant under the full 4d superconformal algebra
psu(4|4). This super-algebra contains an osp(4|4) subalgebra, which can be interpreted
either as the 4d supersymmetry algebra of N = 4 gauged supergravities on AdS4, or as the
3d N = 4 superconformal algebra of a boundary SCFT. We would like to localize the vector
multiplet on AdS4 with respect to the same supercharge that was used in the boundary SCFT
in order to obtain the 1d theory [33], so let us first review how to identify this supercharge
within osp(4|4).
Recall that the 3d superconformal algebra osp(4|4) has the maximal bosonic subalgebra
osp(4|4) ⊃ sp(4)conf × su(2)H × su(2)C , (7.19)
where sp(4)conf ∼= so(3, 2) is the 3d conformal algebra, while su(2)H and su(2)C are the
25See [76] for an extensive discussion.
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R-symmetry algebras acting on the Higgs and Coulomb branches, respectively. The su-
percharges transform in (4,2,2) of (7.19). When osp(4|4) is viewed as the N = 4 super-
symmetry algebra in AdS4, sp(4)conf ∼= so(3, 2) is not a conformal symmetry, but rather it
represents the isometries of AdS4; su(2)H × su(2)C is a maximal subgroup of the bulk SO(6)
R-symmetry group generated by {R78, R79, R89} and {R56, R05, R06} respectively.
Suppose we first think of the 1d theory as living on a line in R3. The 3d superconformal
algebra osp(4|4) contains an su(2|2)×u(1)Z subalgebra which is a supersymmetric extension
of the conformal algebra on this line. We have
su(2|2)× u(1)Z ⊃ su(2)conf × su(2)H × u(1)Z , (7.20)
where su(2)conf can be identified with the global conformal algebra in 1d, while the su(2)H
is just the Higgs branch R-symmetry of the 3d SCFT.26 The su(2|2) algebra contains four
complex supercharges, among which one can find two linearly-independent nilpotent su-
percharges Q1,2 and their conjugates, each of which defines the (same) cohomology that
corresponds to the topological theory. In particular, the twisted su(2) algebra
Lˆ0 ≡ −D +R11 = −1
8
{Q1,Q†1} = −
1
8
{Q2,Q†2} ,
Lˆ− ≡ P + i
2
R2
1 ,
Lˆ+ ≡ K + 2iR12 ,
(7.21)
satisfying [Lˆ0, Lˆ±] = ±Lˆ± and [Lˆ−, Lˆ+] = 2Lˆ0, along with the central u(1)Z generated by
Z ≡ iM⊥ −R1˙1˙ =
i
8
{Q1,Q2} (7.22)
are exact with respect to both Q1 and Q2, and therefore preserve the Q1,2-cohomologies.
Here, D, P , and K correspond to the dilatation, translation, and special conformal generator
of su(2)conf, Ra
b are the generators of su(2)H , R
a˙
b˙ are the generators of su(2)C , and M⊥ is
the rotation generator that fixes the line where the 1d theory lives.27
26A similar construction is of course possible where su(2)H is replaced by su(2)C in (7.20).
27The SU(2)H generators are related to SO(6)R generators by
R79 = −iR11 , R89 = 1
2
(R2
1 −R12) , R78 = − i
2
(R1
2 +R2
1) , (7.23)
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More explicitly, if we denote the coordinates of R3 by (x1, x2, x3)28 and we fix the line on
which the theory lives by x2 = x3 = 0, then in terms of vector fields,
29
vD = −xµ∂µ ,
vP = −∂1 ,
vK = x
2
µ∂1 − 2x1xµ∂µ ,
vM⊥ = −x2∂3 + x3∂2 .
(7.25)
In [33], the line on which the 1d topological sector lives was mapped to a great circle on
S3. One can choose the convenient coordinates,
ds2S3 = dθ
2 + cos2 θdτ 2 + sin2 θdϕ2 , (7.26)
with θ ∈ [0, pi
2
] and τ, φ ∈ [0, 2pi) such that the 1d theory lives on the circle at θ = pi
2
and
τ = 0. This coordinate system makes obvious the fibration of a S1τ over a disk D
2, with the
circle shrinking to zero size at the boundary of the disk, θ = pi
2
. We can then rewrite the
twisted su(2) generators (7.21) as
Lˆi = Li +Ri , (7.27)
where L1 = P − 14K, L2 = D, L3 = i(P + 14K) and R1 = i2(R21 − R12), R2 = −R11,
R3 = −12(R12 +R21) such that [Lˆi, Lˆj] = iijkLˆk. In these coordinates, the conformal Killing
vector fields on S3 corresponding to Li are
vL1 = − cos θ sinϕ∂θ −
cosϕ
sin θ
∂ϕ ,
vL2 = cos θ cosϕ∂θ −
sinϕ
sin θ
∂ϕ ,
vL3 = −i∂ϕ ,
vM⊥ = ∂τ .
(7.28)
similarly for SU(2)C generators
R50 = −iR1˙1˙ , R60 =
1
2
(R1˙2˙ −R2˙1˙) , R56 = −
i
2
(R1˙2˙ +R
2˙
1˙) . (7.24)
28These coordinates are identified with the boundary theory directions in AdS4 Poincare´ coordinates (7.9).
29Here we adopt the convention that the charge Q associated with a vector field vQ acts on a operator
Φ(x) as δvQΦ(x) ≡ [Q,Φ(x)] ≡ −LvQΦ(x) so that [δv, δw]Φ(x) = δ[v,w]Φ(x). This is the reason for the overall
minus signs in (7.25).
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Ref. [33] obtained the partition function for the 1d theory by localizing the 3d theory
with respect to the linear combination of the nilpotent supercharges
Qβ = Q1 + βQ2 , β 6= 0 . (7.29)
Without loss of generality we will take β = 1 from now on and define Q ≡ Q1 +Q2 which
satisfies
Q2 = 8i
L
(Pτ +RC) , (7.30)
where we defined RC ≡ R1˙1˙. Note that up to a discrete set of equivalent choices, the
properties described above uniquely identify Q within osp(4|4), provided that we fix the
embedding of su(2|2)× u(1)Z within it.
To proceed, our immediate task is to identify the Killing spinor in AdS4 that corresponds
to Q. To begin, we can write the Euclidean AdS4 metric with S3 asymptotic boundary as
ds2 = dr2 + L2 sinh2
r
L
ds2S3 . (7.31)
So far, we have interpreted osp(4|4) as the superconformal algebra of the 3d boundary
theory, and consequently the vector fields (7.28) were conformal vector fields on S3. If we
now interpret osp(4|4) as the supersymmetry algebra of the AdS4 theory, we should extend
the vector fields (7.28) into AdS4 in such a way that they correspond to isometries of AdS4.
Such an extension is unique, and it is given by
vAdS4L1 = − sin θ sinϕ∂r −
1
L
cos θ sinϕ coth
r
L
∂θ − 1
L
cosϕ
sin θ
coth
r
L
∂ϕ ,
vAdS4L2 = sin θ cosϕ∂r +
1
L
cos θ cosϕ coth
r
L
∂θ − 1
L
sinϕ
sin θ
coth
r
L
∂ϕ ,
vAdS4L3 = −
i
L
∂ϕ ,
vAdS4M⊥ =
1
L
∂τ .
(7.32)
The AdS2 slice, which we would like to localize onto, sits at the fixed locus of M⊥ at
θ = pi
2
. The vector fields vAdS4Li , when restricted to θ = pi/2, generate the isometries of this
AdS2.
Once we have identified Li with Killing vectors on AdS4, we should identify Q with a
Killing spinor in a way consistent with the equation (7.30). Comparing (7.7) with (7.30), we
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are looking for ε1,2 = ε with
v =
8
L
∂τ , ωAB = − 4
L
(δA5δB0 − δA0δB5) , λ = 0 . (7.33)
The desired solution for ε is30 in the form of (7.11) with
s = (−1 0 0 0 0 0 i 0 0 −1 0 0 0 0 0 −i )T ,
c = ( 0 0 0 1 0 −i 0 0 0 0 1 0 −i 0 0 0 )T .
(7.36)
The twisted su(2) generators Lˆa in (7.27) are identified with the 10d Killing spinors a such
that acting on bulk fields,
Lˆa =
1
2
{δε, δεa} , a = 1, 2, 3 . (7.37)
The explicit expressions for εa are given in (B.30).
7.3 The BPS equations and 2d Yang-Mills
In this section, we will study the BPS locus of the supercharge Q in the N = 4 SYM,
Ψ = 0 , δεΨ = 0 , (7.38)
and show that the 4d N = 4 SYM action (7.1) on AdS4 reduces to YM2 on AdS2 when
restricted to BPS configurations. In particular, we will derive the boundary terms (3.2)
30 Since Euclidean AdS4 is conformally equivalent to half of an S
4, from the Weyl invariance of the
conformal Killing spinor equations (7.3), we can map conformal Killing spinors on AdS4 to those on S
4. It
is then not surprising that the conformal Killing spinor ε we use to localize onto AdS2 in N = 4 SYM on
AdS4 is directly related to what Pestun used in [34] to localize onto S
2 from the same theory on S4, by a
simple conformal map
e2φ =
L2(1 + x
2
4L2 )
2
x24
, (7.34)
where we take S4 to be in its stereographic coordinates,
ds2S4 =
dx2
(1 + x
2
4L2 )
2
, (7.35)
and the fixed S2 is located at x2 = x3 = 0. (Note that the stereographic coordinates xµ we use here are
different from the ones in [34] where the S2 is located at x1 = 0 , x
2
2 + x
2
3 + x
2
4 = 4L
2.)
There the corresponding supersymmetry transformation generator also squares to a linear combination of
the Lie derivative along the Killing vector ∂τ and SO(6)R rotation by R05. It is important that ∂τφ = 0 so
that under the conformal mapping (7.34), ∂τ remains a Killing vector. Many of the formulas we write here
are directly related to those in [34] via (7.34).
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necessary for the alternate quantization of 2d gauge fields. We emphasize here that our
localization procedure is in the same spirit as the recent work [10], where we are not specific
about the reality conditions of the 4d fields. Consequently we do not specify the integration
contour for the emergent 2d gauge fields in the YM2 path integral. In principle one can add
an appropriate localizing term tQV (A,Φ,Ψ) to the 4d action and determine the integration
contour that guarantees the convergence of the path integral as t → ∞.31 This will be im-
portant for example to compute the full partition function. Here we restrict ourselves to the
classical theory and leave the incorporation of quantum corrections to future investigation.
Our strategy for finding the BPS loci (7.38) will be to impose the vanishing of the square
of the off-shell supersymmetry variations of all fields. Let us first recall that in N = 4
SYM they square to a combination of bosonic symmetries and a field dependent gauge
transformation as given in (7.7). In (7.33) we have already determined the vector field v
parametrizing translations (by Lie derivative) and ω parametrizing the R-symmetry rotation.
The gauge parameter and the parameter of the SO(7) rotation of the auxiliary fields is given
by
vAΦA =
8i
L
sinh
r
L
cos θ(sin τΦ0 − cos τΦ5) ,
Mmn ≡ ν [mΓµ∇µνn] ,
(7.39)
so that the square of the supersymmetry variations of all the fields is given by [34]
δ2εAµ = −vνFνµ + [Dµ, vAΦA] ,
δ2εΦA = −vνDνΦA + [ΦA, vBΦB]− 2ωABΦB ,
δ2εΨ = −vNDNΨ−
1
4
∇µννΓµνΨ− 1
2
ωABΓ
ABΨ ,
δ2εK
m = −vMDMKm −MmnKn .
(7.40)
Setting all equations in (7.40) to zero, we obtain the following constraints on the bosonic
fields:
8
L
Fτµ = [Dµ, v
AΦA] ,
8
L
[Dτ ,ΦA] = [ΦA, v
BΦB]− 2ωABΦB ,
8
L
[Dτ , K
m] = [Km, vBΦB]−MmnKn ,
(7.41)
These constraints imply that all fields are covariantly constant along τ up to field dependent
31The choice of integration contour is subtle here due to the non-compactness of the spacetime manifold
M. See [77] for discussions in 3d.
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gauge transformations and bosonic symmetry transformations. To make the τ invariance
more manifest, we can define the twisted combinations
Φˆ5 ≡ cos τΦ0 + sin τΦ5 , Φˆ0 ≡ sin τΦ0 − cos τΦ5 , (7.42)
and a modified gauge connection, giving a new covariant derivative Dµ:
Dτ ≡ Dτ + i sinh r
L
cos θΦˆ0 , Dr,θ,ϕ ≡ Dr,θ,ϕ . (7.43)
This allows us to rewrite (7.41) as
Fτµ ≡ [Dτ ,Dµ] = 0 , [Dτ ,Φ6,7,8,9] = [Dτ , Φˆ0,5] = 0 , [Dτ , Km] = −L
8
MmnKn .
(7.44)
We would like to compute the bosonic SYM action Stot ≡ S + SB on the BPS locus
Stot =
1
2g24
∫
AdS4
d4x
√
g tr
(
1
2
FMNF
MN − 2
L2
ΦAΦA −KmKm
)
+
1
2g24
∫
r=r0
d3x
√
γ tr
(
2Ka−5Φa − 2DrΦaΦa − 4Φ9F78 − 2ΦaΦa + ΦAΦA
)
,
(7.45)
where a = 7, 8, 9 are SU(2)H adjoint indices.
As a consequence of the above argument demonstrating τ -invariance, we may simply
evaluate the field configurations at τ = 0. To see geometrically what is going on, it is
convenient to write the AdS4 metric as
ds2 = ds21
2
AdS3
+ L2 sinh2
r
L
cos2 θdτ 2 , (7.46)
with
ds21
2
AdS3
= dr2 + L2 sinh2
r
L
(dθ2 + sin2 θdϕ2) , (7.47)
which makes manifest the S1τ fibration over the half hyperbolic space which we denote by
1
2
AdS3 (see Figure 3).
The τ -invariance of the fields implies that it suffices to evaluate the integrands of (7.45)
on the 1
2
AdS3 with two boundary components at θ =
pi
2
and r = r0 respectively. Furthermore,
Φˆ0, if nonvanishing, has a first order pole approaching θ =
pi
2
, which corresponds to a surface
defect wrapping AdS2 [34].
32 We will set Φˆ0 = 0 from now on and leave the analysis of
32Strictly speaking the analysis in [34] is about potential surface defect wrapping S2 in S4. We assume
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D2
AdS2
τ
1
2AdS3 θ = pi2
r = r0
Figure 3: AdS4 as a S
1
τ fibration over
1
2
AdS3.
defects in AdS4 to future work.
As we show in the Appendix B.4, on the BPS locus, the first term in (7.45) becomes
a total derivative on 1
2
AdS3, so it gives an integral over the boundary AdS2 at θ =
pi
2
and
an integral over the boundary D2 at r = r0. The latter combined with the second term in
(7.45) is again a total derivative on D2, which then reduces to an integral over its boundary
S1. This S1 is also the asymptotic boundary of the AdS2, as shown in Figure 3. After some
algebra (see Appendix B.4), we end up with the action
Stot =− pi
g24
∫
AdS2
drdϕ
√
gAdS2 tr
(
2Φ˜∗Fˆ + Φ˜2 − Φˆ25
)
+
pi
g24
∫
r=r0
dϕ
Aˆϕ(Aˆϕ − 2Fˆrϕ)
sinh r
,
(7.48)
where for simplicity we have set L = 1. We have also defined twisted scalar fields
Φ˜ ≡ i sinh r(Φ8 sinϕ+ Φ7 cosϕ− i coth rΦ9) + iΦ6 ,
Φˆr ≡ i(cosϕΦ8 − sinϕΦ7) ,
Φˆϕ ≡ −i sinh r cosh r(sinϕΦ8 + cosϕΦ7 − i tanh rΦ9) ,
(7.49)
and twisted connection33
Aˆϕ ≡ Aϕ + Φˆϕ ,
Aˆr ≡ Ar + Φˆr ,
(7.50)
the same is also true here with an appropriate choice of the integration contour.
33It is easy to check that the emergent 2d gauge field Aˆ is annihilated by the SUSY transformation (7.2)
generated by Q.
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with curvature Fˆ
Fˆrϕ =Frϕ + [Φˆr, Φˆϕ] +DrΦˆϕ −DϕΦˆr , (7.51)
and used that the 2d Hodge dual is ∗Fˆ = Fˆrϕ
sinh r
. The emergent 2d twisted connection Aˆ will
be identified with the 2d YM field in the rest of the paper.34 As we observe, the 2d YM
gauge potential has its origin as a linear combination of the gauge fields and scalar fields of
the 4d parent theory.
We observe that Φˆ5 decouples in (7.48), and we can integrate out Φ˜ to obtain the bosonic
Yang-Mills action on AdS2,
S =
1
g2YM
∫
AdS2
drdϕ
√
gAdS2 tr(∗Fˆ )2 +
1
g2YM
∫
r=r0
dϕ
Aˆϕ(Aˆϕ − 2Fˆrϕ)
sinh r
, (7.52)
where the 2d Yang-Mills coupling is related to the 4d coupling by
g2YM =
g24
piL2
. (7.53)
7.4 Embedding in the ABJM holographic duality
We focus on the Higgs branch topological theory of N = 4 SCFTs. The Q cohomology is
generated by the SU(2)H highest weight states of the Higgs branch chiral primaries O(a1...a2j)
which we take to be those with a1 = · · · = a2j = 1. In the holographic dual, they correspond
to N = 4 chiral superfields which contain scalar fields that furnish the same SU(2)H spin j
representation. In particular, the dual of the ∆ = 1 chiral primaries O(11) are N = 4 vector
multiplets that constitute a subsector of the full supergravity theory that we localized in
the previous subsections. As we have explained in Section 7.1.3, with our bulk action, the
scalar fields Φa are dual to the operators O(a1a2) with ∆ = 1, so they obey alternate boundary
conditions in the AdS4 bulk. The other three scalars fields Φi in the vector multiplet are dual
to ∆ = 2 superconformal descendant scalar operators in the same superconformal multiplet
of the boundary SCFT, and thus they obey standard boundary conditions in AdS4.
In the ABJM case, the SO(8) R-symmetry of the N = 8 SCFT decomposes into
so(8) ⊃ su(2)H × su(2)C × su(2)1 × su(2)2 (7.54)
in such a way that the eight supercharges of theN = 8 theory decompose as 8s = (2,2,1,1)⊕
34Note that we have not specified the integration contour for the emergent 2d gauge fields Aˆ. Nonetheless
this does not affect the classical analysis in the previous sections.
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(1,1,2,2). In N = 4 language, su(2)1 × su(2)2 is viewed as a flavor symmetry in the SCFT
but, as we will see, only su(2)1 becomes a global symmetry of the Higgs branch topological
theory.
Under the decomposition (7.54), the ∆ = 1 operators, which transform as 35v under the
so(8) R-symmetry, decompose as
35v = (3,1,3,1)⊕ (1,3,1,3)⊕ (2,2,2,2)⊕ (1,1,1,1) . (7.55)
Similarly, the ∆ = 2 operators transform as 35c of so(8) and become
35c = (1,3,3,1)⊕ (3,1,1,3)⊕ (2,2,2,2)⊕ (1,1,1,1) . (7.56)
On the supergravity side, the N = 8 supergravity multiplet contains 70 scalars which are
dual to the above operators. Under the N = 4 subalgebra, the N = 8 supergravity multiplet
decomposes into 1 supergravity multiplet, 4 gravitino multiplets and 6 vector multiplets. The
vector multiplets are associated with the 6 generators of the su(2)1 × su(2)2 gauge algebra.
Now the scalar fields Φa in the su(2)2 vector multiplets are dual to operators of quantum
numbers (3,1,1,3) in (7.56) with ∆ = 2, incompatible with the boundary condition (7.18).
Hence our localization computation only applies to the su(2)1 vector multiplets. Regarding
the su(2)2 vector multiplets, we will not study them here, but we expect that with appropriate
boundary terms one can perform supersymmetric localization for them too and obtain that
their classical action vanishes on the localizing locus.
Now that we have clarified how our localization computation embeds in the full ABJM
holographic duality, we can use the known dictionary to determine the YM coupling gYM of
the su(2)1 gauge theory in 2d in terms of the parameters of the boundary theory. In the
dual AdS4 gauged supergravity the so(8) (and hence the su(2)1) gauge coupling is related
to the AdS radius and Newton’s constant by 1
g24
= L
2
4piG4
[78], and from the duality we also
know that L
2
G4
= 2
√
2
3
N3/2 [4]. Combining these two, we get
1
g2YML
2
=
N3/2
3
√
2
, (7.57)
which is exactly what we got in the bottom-up construction of the bulk dual of ABJM theory
in (6.43). Here we gave a first-principle derivation of this relation.
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8 Conclusions and open questions
To summarize, we have proposed new instances of the holographic duality in 2d bulk / 1d
boundary dimensions. In our examples, the bulk theories are 2d gauge theories on AdS2 with
potentially infinite gauge algebras, and they are dual to topological theories on the boundary
that have vector or matrix large N limits. Conceptually, topological theories in 1d can be
thought of as theories of conserved currents, so they have a large global symmetry generated
by these currents. At large N , this global symmetry algebra has a consistent subalgebra g
generated by the “single trace” conserved currents. In AdS/CFT a global symmetry on the
boundary is gauged in the bulk, hence our 2d bulk theories are gauge theories. Our proposal
is that the gauge symmetry in the bulk is given by g.
In Sections 2 and 3, we discuss in detail such 2d gauge theories in AdS2, with the aim of
explaining how to use the AdS/CFT dictionary to read off the CFT correlation functions.
An important subtlety is which boundary terms should supplement the bulk action in order
for the boundary operators dual to our bulk gauge fields to be conserved currents. We argue
that in order to have conserved currents on the boundary, the bulk gauge fields must obey an
analog of the “alternate quantization” boundary condition of [30], and therefore our choice
of boundary terms is guided by this principle.
In Sections 4–6, we discuss the 1d topological theories, at first generally in Section 4,
and then in specific examples in Sections 5 and 6. In all cases, these 1d theories are exactly
solvable, and they can be embedded as subsectors of 3dN = 4 SCFTs with holographic duals.
As reviewed in Section 4, their partition functions can be obtained using supersymmetric
localization of the parent 3d theories, when these theories are placed on a round S3. In
the case of 1d theories with vector large N limits discussed in Section 5, the dual 2d gauge
theories have finite-dimensional gauge algebras, and in some cases we determine their full
non-linear actions. In Section 6, we study a 1d theory with matrix large N limit. This theory
comes from the 3d ABJM theory, and like ABJM theory, has a number of degrees of freedom
that scales as N3/2 at large N . In this case we use matrix model techniques to determine
the 2-point, 3-point, and a couple of 4-point correlation functions of Z2-even single trace
operators, from which we infer the first few terms in the derivative expansion of the 2d bulk
action, and obtain that the 2d gauge algebra is the algebra of area-preserving diffeomorphisms
of a two-sphere, SDiff(S2). We expect that the inclusion of Z2-odd operators extends the
SDiff(S2) algebra to a super Lie algebra whose precise form is left for future explorations.
While SDiff(S2) can be thought of as the λ→ ±i∞ limit of the 3d higher spin algebra hs[λ],
we expect that the super Lie algebra obtained after the inclusion of Z2-odd operators is the
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λ→ ±i∞ limit of the supersymmetric higher spin algebra shs[λ].
Lastly, in Section 7, we argue in a simple example that the 2d gauge theories, whose
dual 1d theories are embedded as sectors of 3d N = 4 SCFTs with AdS4 duals, could be
obtained from the corresponding AdS4 theories via supersymmetric localization. While we
do not perform the supersymmetric localization of the full AdS4 theories, we show that an
N = 4 Yang-Mills theory on AdS4 with gauge algebra gvec localizes to a 2d Yang-Mills theory
on AdS2 with the same gauge algebra gvec. The 4d SYM theory is a consistent subsector
of the AdS4 theory and, correspondingly, the 2d YM theory we obtain is a subsector of
the full 2d YM theory with gauge algebra g. Quite nicely, the supersymmetric localization
computation reproduces the boundary terms that supplement the AdS2 Yang-Mills action
as expected from our general analysis in Sections 2 and 3.
We conclude with some topics worthy of further exploration:
Beyond leading order in 1/N . Our computations involved classical gauge theory
in AdS2 that matched computations at leading order in N in the boundary. It would be
interesting to understand how to define the bulk theory at the quantum level, and hence
how to obtain a duality that works beyond the leading order in the 1/N expansion. Perhaps
the precise integration cycle both in the boundary and in the bulk path integrals, which so
far we mostly ignored, may now become important. While perturbative 1/N corrections can
plausibly be encoded in an effective action in AdS2 whose couplings receive 1/N corrections,
the complete finite N theory is probably much more complicated. A simple test of the correct
finite N theory is that in the case of the bulk theories dual to the U(N) singlet sector of
our large N vector models, the correlation functions of single trace operators should not
receive any perturbative or non-perturbative corrections in 1/N . Hopefully this fact will be
reproduced from the appropriate bulk theory.
Along similar lines, it would be interesting to understand whether there are any connec-
tions between the finite N theory and the work of Cattaneo and Felder [79], which describes
1d topological theories of the kind studied here by a bulk 2d Poisson sigma model. The
theory of [79] is, however, purely topological. It is plausible that the large N limit of this
topological theory agrees with the zero gauge coupling limit of our bulk AdS2 gauge theory,
which also becomes topological at vanishing gauge coupling.
Supersymmetric localization. We showed in Section 7 how to obtain an AdS2 Yang-
Mills theory from localizing an N = 4 non-abelian vector multiplet in AdS4. It would
be interesting to generalize this computation further in two directions. The first direction
would be to construct an appropriate localizing term and compute the one-loop determinant
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associated with it. The second direction would be to consider other multiplets on AdS4
obtained by reducing the AdS4 × S7 supergravity on S7. It would be very interesting if a
localization computation of these other multiplets could be performed, and if, as we expect,
it would result in a 2d gauge theory with an infinite-dimensional gauge symmetry that has
SDiff(S2) as a bosonic subalgebra. From this computation one could perhaps also infer which
higher-derivative couplings in 11d supergravity are encoded in our AdS2 gauge theory.
Along similar lines, one can attempt to perform supersymmetric localization of 11d su-
pergravity on AdS4 × S7. Such a computation could provide a geometric interpretation of
the SDiff(S2) global symmetry of the Z2-even sector of the corresponding 1d theory. In par-
ticular, it would be interesting to understand whether the AdS2 gauge theory we obtained
is secretly a theory on AdS2 × S2.
Bosons vs. fermions. While the boundary theories we have studied involve bosonic
fields which are anti-periodic on S1 and come with kinetic terms of the form
∫
Q˜dQ, one may
wonder what would change had the fields Q and Q˜ been replaced with Grassmann-valued
fields ψ˜ and ψ respectively, that are still anti-periodic on S1. In the free case, the two-point
function of two bosonic fields Q(ϕ1) and Q˜(ϕ2) is proportional to sgn(ϕ1−ϕ2), and so would
the two-point function of two fermionic fields ψ(ϕ1) and ψ˜(ϕ2). However, simply replacing
bosons with fermions in any of the theories in Sections 5 and 6 certainly results in a theory
that is different from the original bosonic one. Indeed, bosonic theories have operators
constructed as products of large numbers of bosons, while the fermionic theories obtained
from them do not. (Equivalently, the fermionic theory has a finite-dimensional Hilbert space
when continued to Lorentzian signature, but the bosonic theory does not, and it is probably
not true that it can be continued to a unitary Lorentzian theory.) However, it is possible
that in the large N limit, the replacement of bosons with fermions in a given boundary
theory does not change the type of 2d bulk dual it has, and that the 2d/1d correspondence
analyzed in this paper holds for theories with fermions too.
Deforming to a non-topological theory. Turning on sources in the boundary theory
makes correlation functions non-topological. We demonstrated this effect in Section 5.3 in a
simple case where in the boundary we turned on source for a single trace operator interpreted
as a mass term. Besides sources for single-trace operators, one may turn on sources for multi-
trace operators. It would be very interesting to understand how complicated the dynamics
of these deformed theories can become.
Comparison to CS/WZW duality. As can be seen from [10], the 3d/2d analog
of the duality we proposed here is a particular case of the duality between Chern-Simons
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(CS) theory and the chiral half of a Wess-Zumino-Witten (WZW) model. Indeed, Ref. [10]
started with 4d N = 4 supersymmetric Yang-Mills theory with gauge group SU(N), which
at large N is dual to string theory on AdS5 × S5. They argued that upon performing
supersymmetric localization with the supercharge used in [62], the bulk theory reduces to
a CS theory on AdS3 with a higher-spin algebra as its gauge algebra, while the single-trace
sector of the boundary theory reduces to the WZW model dual to this CS theory. It would
be interesting to understand whether the higher spin algebra obtained in [10] also has a
geometric interpretation in terms of the diffeomorphism algebra of some (super)manifold. It
is worth stressing that while the CS/WZW duality appeared in [10] in a similar way to our
2d/1d duality, the CS/WZW duality is more general and does not rely on large N .
In the case of the duality between Chern-Simons theory on D2 × R and the chiral half
of the Wess-Zumino-Witten model on S1 × R, it can be shown in [80] that the boundary
values of the gauge field Aϕ become boundary current operators that satisfy a Kacˇ-Moody
algebra. As discussed in Appendix A, in our case the leading piece of Aϕ can also be identified
with the boundary current operators following the philosophy of the holographic extrapolate
dictionary [81,82]. In the CS/WZW case, the theory of the boundary theory currents can be
written in terms of gauge-invariant observables as a WZW theory. It would be interesting
to see whether our boundary TQM theories, which we have written as gauge theories, can
also be formulated in terms of gauge-invariant degrees of freedom.
Bulk reconstruction. The complete set of gauge invariant bulk operators are Wilson
loops, and Wilson lines ending on the boundary. The latter are gauge invariant, because we
treat large gauge transformations as global symmetries. One can use the bulk-to-boundary
propagator (discussed in Appendix A) as a smearing function to express the bulk gauge field
(in some gauge) in terms of an integral of the currents in the boundary theory. Once we have
the bulk gauge field, we can build a Wilson loop out of it perturbatively. This is a rather
convoluted procedure, and so it is natural to ask whether there is a simpler construction. In
addition, in the ABJM example it would be interesting to understand the bulk dual of the
boundary Wilson line operator built from the gauge field A in (1.6).
Lorentzian duality. While so far we have worked only in Euclidean signature, it would
be interesting to understand the Lorentzian version of the 2d/1d dualities presented here. On
the boundary side, the possibility of continuing the Euclidean path integral to Lorentzian
signature to provide a definition for a unitary Lorentzian theory requires a better under-
standing of the integration cycle in the Euclidean path integral—such a continuation may
be possible for some integration cycles and impossible for others. Correspondingly, on the
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bulk side, the continuation of the YM theory on hyperbolic space to a theory on AdS2 also
requires a better understanding of the integration cycle. It is conceivable that the Euclidean
theories cannot be continued to unitary Lorentzian theory in the case of interest in this paper
where the boundary 1d theory contains scalar fields anti-periodic on S1, but it is possible
that such a continuation would be possible in the case of boundary fermions. While we do
not study this issue in detail here, let us make some comments about a possible Lorentzian
continuation.
In Lorentzian signature, we would have to face the fact that AdS2 has two disconnected
boundaries. In global coordinates, the metric takes the form
ds2 =
−dt2 + dσ2
sin2 σ
, (8.1)
where the two boundaries are located at σ = 0, pi.35 In usual two-sided setups in AdS/CFT
such as the thermofield double [84], the two boundary CFTs are independent, and the Hilbert
space is a tensor product. In this instance of the AdS2/CFT1 duality, the two boundaries
cannot host two independent copies of the topological quantum mechanics theories. One
reason is that the two boundaries are causally connected. Another reason is that the Hilbert
space of the bulk theory is not a tensor product, and instead it is given by
H =
⊕
R
VR ⊗ VR¯ , (8.3)
where R is an irreducible representation of the gauge group, R¯ is its conjugate, and VR is the
dim(R)-dimensional vector space on which the representation R acts. For a nice discussion,
see [85].
We note that these results are analogous to the CS/WZW duality. Indeed, if the Chern-
Simons theory is defined on A×R, where A is an annulus, the Hilbert space is not a tensor
35Starting from the metric (2.3), we perform the coordinate transformation [83]
σ + iτ ≡ 2 arctan
(
tanh
(
log coth
(
r
2
)
+ iϕ
2
))
,
ds2 =
dτ2 + dσ2
sin2 σ
,
(8.2)
which maps the boundary circle at r = ∞ onto two lines at σ = 0, pi. We can Wick rotate (8.2) to obtain
(8.1).
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product either: it is
H =
⊕
R
HR ⊗HR¯ , (8.4)
where R is restricted to those representations that label the Hilbert space on T 2 × R, and
HR is the Hilbert space on a disk with a source in the representation R [80].
We hope to come back to some of these questions in the future.
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A Perturbative computations in the bulk
A.1 Bulk gauge profile at leading order
In this Appendix we will work in Poincare´ coordinates
ds2 =
dt2 + dz2
z2
. (A.1)
One can translate between the global coordinates (2.3) and (A.1) using the coordinate trans-
formation:
t =
sinh r sinϕ
cosh r + sinh r cosϕ
,
z =
1
cosh r + sinh r cosϕ
.
(A.2)
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In these coordinates the asymptotic behavior of the gauge field is given by
At =
Q(t)
z
+ b(t) +O(z) , Az = c(t) ,
0 = ∂tQ− i
[
b− i [c,Q] ,Q] , (A.3)
where the differential equation follows from the Yang-Mills equations, and the remaining
gauge freedom is restricted to gauge transformations that decay at the boundary, and do not
change these functions.36 It is very important to note that b is not equal to a, the boundary
source kept fixed by our boundary conditions
a = lim
z→0
(At + zFzt) = b− i [c,Q] . (A.7)
This relation will have to be taken into account when interpreting the results coming from
bulk perturbation theory: the Witten diagrams give terms in the effective action as a function
of b, whereas the boundary source is a. We will see that (A.7) is easily inverted perturbatively.
From the knowledge of the boundary conditions on the asymptotic boundary we can
reconstruct the bulk field configurations perturbatively using Witten diagrams. To do so, we
need to know the bulk-to-boundary propagator Gµ(X; t
′) that is defined by the requirement
that a linearized solution of the bulk gauge field for which b(t) is prescribed is given by
Aµ(X) =
∫
dt′Gµ(X; t′)b(t′) +O(b2) , (A.8)
where X represents the coordinate of a bulk point. Because Gµ(X; t
′) is proportional to the
identity matrix, we will just treat it as a number. In the (z, t) coordinates introduced in
(A.1) we would write Gµ(z, t; t
′).
36In the approach of the main text, one can obtain the most general (regular) solution of the field equations
by starting from a simple solution
Fzt = −Q
z2
, At =
Q
z
, Az = 0 , (A.4)
and then gauge transforming this solution to
Fzt = −U Q
z2
U−1 , At = U
Q
z
U−1 + iU∂tU−1 , Az = iU∂zU−1 . (A.5)
Expanding U near the boundary as U(t, z) = u(t) [1 + iλ(t) z] +O(z2), the functions E, b, c are given by
E = uQu−1 , b = iu∂tu−1 + iu [λ,Q]u−1 , c = uλu−1 . (A.6)
One can now check that the differential equation in (A.3) is satisfied for any choice of Q, u, λ.
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The canonical momentum (2.8) in these coordinates is pit(z, t) = − 1
e2
z (zFzt + At) and
approaches − 1
e2
zb(t) at the boundary, from which we infer we see that the function Gµ(z, t; t
′)
must obey
2z∂[zGt](z, t; t
′)−Gt(z, t; t′)→ δ(t− t′) , as z → 0 (A.9)
and must solve the field equations (2.4) with vanishing sources.
In addition, we require thatGµ(z, t; t
′) is normalizable, which meansGµ(z, t; t′) = o(z−1/2)
as z → ∞. A good solution obeying all these requirements is the dimensional continuation
of the bulk-to-boundary propagator given in [86]:
Gµ(z, t; t
′) =
1
2pi z
[
z2 + (t− t′)2] ∂µ t− t′
z2 + (t− t′)2 . (A.10)
This solution is not unique, because one can perform gauge transformations Gµ(z, t; t
′) →
Gµ(z, t; t
′) + ∂µΛ(z, t − t′), with Λ(z, t − t′) decaying as z → 0,∞. (As z → 0 any rate of
decay is acceptable, but as z → ∞ the decay should be o(z−1/2).) We can pick out this
solution from the many gauge equivalent ones, by choosing the gauge
0 = ∇µAµ = 1√
g
∂µAµ . (A.11)
Note that (A.10) implies that
Fzt(r, t) =
1
2piz2
∫
dt′ b(t′) +O(b2) , (A.12)
and we can thus show that the Maxwell equation ∂µ(z
2Fzr) = 0 is satisfied.
The statement of the extrapolate dictionary [81, 82] is that if we take the bulk point of
the bulk-to-boundary propagator to the boundary, we get the boundary two-point function.
Because the fluctuating component of the gauge field is the leading piece At ≈ Qz , we have
to compensate for this with a factor of z. Note that in higher dimensions the translation
between bulk-to-boundary propagators and boundary two-point functions is a factor z2−d,
so our result is also the dimensional continuation of the analogous prescription in higher
dimensions. In formulas, we have
1
g2YM
lim
z→0
z At(t1, z) = 〈j(t1)〉a , (A.13)
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where the a subscript indicates that the one-point function is evaluated in the presence of
sources. According to (3.12) we can compute correlation functions using a hybrid method:
〈ja1(t1) · · · jan(tn)〉 = (−1)n−1 δ〈j(t1)〉a
δaa2(t2) · · · δaan(tn)
∣∣∣∣∣
a=0
=
(−1)n−1
g2YM
δ [limz→0 z At(t1, z)]
δaa2(t2) · · · δaan(tn)
∣∣∣∣∣
a=0
.
(A.14)
Using that b = a+O(a2) (A.8) enables us to compute the two-point function
〈ja(t1)jb(t2)〉 = − δ
ab
g2YM
lim
z→0
z Gt(z, t; t
′)
=
δab
2pig2YM
,
(A.15)
which agrees with the result (3.15) computed both from the bulk using the GKPW dictionary
[2, 3] and field theory.
A.2 Bulk gauge profile at second order
To go to next order, we have to evaluate a Witten diagram with a three-point vertex, see
Figure 4. In this appendix we will restrict our attention to the two-derivative Yang-Mills
action, but extensions to higher-derivative Lagrangians is straightforward.
We will need the bulk-to-bulk propagator to compute Witten diagrams. We follow the
procedure presented in [87]. First, we write
Gµν′(X;X
′) = − (∂µ∂ν′u)F (u) + ∂µ∂ν′S(u) ,
u ≡ (X −X
′)2
2zz′
,
(A.16)
where F (u) is the physical and S(u) is the pure gauge component. The equation satisfied
by the propagator is
∇µ∂[µ Gν]ν′(X;X ′) = gνν′δ(X,X ′) + ∂ν′ ((∂νu) Λ(u)) . (A.17)
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Plugging in (A.16) into (A.17) we get a set of ODEs for F and Λ, whose solution is:
F (u) = A1 + A2 log (u(2 + u)) + A3 log u ,
Λ(u) =
2A2
u(2 + u)
+
A3
u
,
(A.18)
where the normalization of the delta function in (A.17) fixes A2 =
1
4pi
. We observe that A1
can be moved to S(u), and henceforth we will eliminate it from F (u).
Because the gauge field obeys the boundary conditions limz→0At+zFzt = 0 and limz→0 zAz =
0, we impose
lim
z′→0
(
Gµt + 2z
′∂[z′G|µ|t]
)
(X;X ′) = 0 ,
lim
z′→0
z′Gµz(X;X ′) = 0 .
(A.19)
The solution obeying these boundary conditions is
F (u) =
log (u(2 + u))
4pi
,
S(u) =
(u+ 1) log u− 2u
2pi
.
(A.20)
Here we have chosen S(u) such that we also satisfy
lim
z′→∞
Gµµ′(X;X
′) = 0 . (A.21)
This condition still does not fix S(u) uniquely, as there is still some gauge freedom left,
but in (A.20) we made a choice based on simplicity. Note that this form of F (u) is the
dimensional continuation of the formula from [87], up to a divergent constant A1 that is a
gauge artifact.37 Alternatively, instead of the expression Gµν′(X;X
′) obtained from (A.16)
and (A.20), one may use the perhaps a simpler form
Gµν′(X;X
′) = (∂µ∂ν′u)
u log
(
u
2+u
)− 2(u− 1)
4piu
+ (∂µu ∂ν′u)
u− 1
2piu2
, (A.22)
but we will not do so here. Note that regardless of which expression for (A.22) we use, as
we take the one of the bulk points to the boundary, we get the bulk-to-boundary propagator
37There is also a sign difference between our result and the dimensional continuation of the formula of [87]
stemming from the difference in sign choice in (A.17).
75
Gµt(X; t
′):
lim
z′→0
z′Gµt(X;X ′) = Gµt(X; t′) . (A.23)
(See the explanation around (A.15).)
An important ingredient in evaluating Witten diagrams is the bulk-boundary-boundary
three-point function. Using the bulk three-point vertex of Yang-Mills theory, we get:
F abcµ (t1, t2, Y ) = −2fabc
∫
dX
√
g
[
∂[αGβ](X; t1)G
α(X; t2)G
β
µ(X;Y )
−Gα(X; t1)∂[αGβ](X; t2)Gβµ(X;Y )
+Gα(X; t1)G
β(X; t2)∂[αGβ]µ(X;Y )
] (A.24)
where we dropped the superfluous index t from the bulk-to-boundary propagator.38 At
first sight it seems that there is another three-point vertex hiding in the boundary term
− 2
g2YM
∫
∂
dt z2 tr (AiFµin
µ). This is not the case however, because tr (Aµ [Aν , Aρ]) = 0, as in
two dimensions µ, ν, ρ cannot all be different. It is worth noting that because the gauge field
couples to a conserved current, (A.24) is insensitive to the choice of S(u) in (A.16), the pure
gauge part of the bulk-to-bulk propagator.
It is now possible to show that the bulk gauge field constructed using (A.24) satisfies the
gauge condition (A.11) implementing the proof given in [88] to our setup. We first make use
of the fact that ∇µY Gαµ(X;Y ) is a rank-1 bitensor in a maximally symmetric space, hence
it has to be expressible as
∇µY Gαµ(X;Y ) = ∂αu g(u) = ∂α
(∫ u
du′g(u)
)
. (A.25)
Making use of the fact that the gauge field couples to a conserved current it now follows that
∇µY F abcµ (t1, t2, Y ) = 0 , (A.26)
which we wanted to show.
Now we follow the technology developed in [86,87]. We will use the flat metric to contract
indices from now on, use only lower indices, and write out the explicit powers of z. We
38This equation can also be thought of as the solution of Yang-Mills equations to second order in a
perturbative expansion. The bulk-to-bulk propagator is the Green’s function of the Maxwell equation (A.17)
and has to be convolved with the current of the non-Abelian gauge fields determined by the first order solution
(A.8).
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introduce the notation
Jµν(X) = δµν − 2XµXν
X2
,
Jµν(X)Jνλ(X) = δµλ .
(A.27)
In this notation the bulk-to-boundary propagator takes the form
Gµ(X; t
′) =
1
2piz
Jµt(X − t′) . (A.28)
We make the following change of coordinates:
X ′µ =
Xµ
X2
, t′ =
1
t
, (A.29)
which is a simple change of coordinates in the bulk, but a conformal transformation in the
boundary. Under this transformation the objects of interest transform as
Gα(X; t) =
∂X ′µ
∂Xα
Gµ(X
′; t′) ,
Gαβ(X;Y ) =
∂X ′µ
∂Xα
∂Y ′ν
∂Yβ
Gµν(X;Y ) ,
dX =
dX ′
X ′4
,
(A.30)
where
∂X ′µ
∂Xα
= X ′2 Jµα(X ′) . (A.31)
The transformation of derivatives of these objects also follows analogous rules. We use
translation invariance to set t1 = 0. Plugging all this into (A.24) we get
F abcµ (0, t2, Y ) = −2fabc
∫
dX ′ z′2
[
∂[αGβ](X
′;∞)Gα(X ′; t′2)Gβν(X ′;Y ′)
−Gα(X ′;∞)∂[αGβ](X ′; t′2)Gβν(X ′;Y ′)
+Gα(X
′;∞)Gβ(X ′; t′2)∂[αGβ]ν(X ′;Y ′)
]
Y ′2Jνµ(Y ′) .
(A.32)
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Now we can use the extreme simplicity of
Gα(X;∞) = − δαt
2piz
,
∂[αGβ](X;∞) = ∂[αGβ](X; t) = − αβ
4piz2
, tz ≡ 1
(A.33)
to simplify (A.32):
F abcµ (0, t2, Y ) =
fabc
pi
∫
dX ′
[
G[t(X
′; t′2)Gz]ν(X
′;Y ′) +
1
4piz′
Gzν(X
′;Y ′)
+z′Gz(X ′; t′2)∂[tGz]ν(X
′;Y ′)
]
Y ′2Jνµ(Y ′) .
(A.34)
This can be brought to the final form
F abcµ (0, t2, Y ) =
fabc
pi
Iν(Y
′ − t′2)
1
Y 2
Jνµ(Y ) , (A.35)
where Iν is the integral in (A.34). We can evaluate this integral explicitly. The strategy is
simple, but tedious to implement. The integrand has (integrable) singularities at X ′ = Y ′
and X ′ = t′2, and decays fast enough for X
′ →∞. We subtract a carefully designed function
from the integrand that has the same singularity structure, decays fast enough at infinity,
and is easier to integrate than the original integral. After this subtraction, we first integrate
with respect to X ′t, and then with respect to X
′
z. Then we integrate the function that we
subtracted by cutting out small disks around its singularities, and then take the radii of the
disks to zero. The final result is:
Iν(Z) =
Zµ
2pi Z2
[
1 +
t
z
arctan
(
t
z
)]
. (A.36)
We can perhaps also arrive at this result in a slicker way. It is argued in [88] about a
similar integral that it has to take the form
Iµ(Z) =
Zµ
Z2
f(τ) +
δµz
z
h(τ) , τ ≡ z
2
Z2
. (A.37)
Note that (A.36) is of this form. We can actually determine that h(τ) = 0 based on the
Bose symmetry of F abcµ . We are then still left with the task of determining f(τ), which may
be simpler than the route that we took in obtaining (A.36).
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With this choice, we have from (A.35)
F abct (t1; t2; t, z) = −
fabc
2pi2
[(t1 − t)(t2 − t)− z2]
[
(t1 − t2)z + ((t1 − t)(t2 − t) + z2) arctan (t1−t)(t2−t)+z2(t1−t2)z
]
z [(t1 − t)2 + z2] [(t2 − t)2 + z2] ,
F abcz (t1; t2; t, z) =
fabc
2pi2
[t1 + t2 − 2t]
[
(t1 − t2)z + ((t1 − t)(t2 − t) + z2) arctan (t1−t)(t2−t)+z2(t1−t2)z
]
[(t1 − t)2 + z2] [(t2 − t)2 + z2] .
(A.38)
ba(t1) Aaµ(x) +
bb(t1)
bc(t2)
gYM
Aaµ(x)
Figure 4: Reconstruction of classical solution for bulk gauge fields from Witten diagrams.
Finally, we have to remind ourselves what these expressions really mean. As discussed
above, the Witten diagram (see Figure 4) computation determines the bulk gauge field
Aaµ(X) =
∫
dt1Gµ(X; t1)b
a(t1) +
1
2
∫
dt1dt2 F
abc
µ (X; t1; t2)b
b(t1)b
c(t2) +O(b
3) . (A.39)
Aaµ(X) also obeys the gauge condition (A.11), which serve as a useful check of the compu-
tation. It is easy to check that Aat (X) =
#
z
+ b(t) + O(z), as we wanted. This is however
not the boundary condition that the variational principle of the action imposes. We instead
impose
aa(t) = lim
z→0
(Aat + zF
a
zt) = b
a(t) +
fabc
4pi2
∫
dt1dt2
t1 − t2
(t− t1)(t− t2) b
b(t1)b
c(t2) +O(b
3) .
(A.40)
This relation between a and b can also be deduced from (A.7).39 Inverting (A.40), we can
39Explicitly
a(t) = b− i [c,Q]
= b− i [c,Q] +O(b3) . (A.41)
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finally express the bulk gauge field in terms of a:
Aaµ(X) =
∫
dt1Gµ(X; t1)a
a(t1) +
1
2
∫
dt1dt2 F˜
abc
µ (X; t1; t2)a
b(t1)a
c(t2) +O(a
3) ,
F˜ abct (t1; t2; t, z) = −
fabc
2pi2
[(t1 − t)(t2 − t)− z2] ((t1 − t)(t2 − t) + z2) arctan (t1−t)(t2−t)+z2(t1−t2)z
z [(t1 − t)2 + z2] [(t2 − t)2 + z2] ,
F˜ abcz (t1; t2; t, z) =
fabc
2pi2
[t1 + t2 − 2t] ((t1 − t)(t2 − t) + z2) arctan (t1−t)(t2−t)+z2(t1−t2)z
[(t1 − t)2 + z2] [(t2 − t)2 + z2] .
(A.44)
We can now use (A.14) to obtain the three-point function from (A.44)
〈ja(t1)jb(t2)jc(t)〉 = 1
g2YM
lim
z→0
zF˜ abct (t1; t2; t, z)
= −f
abc
4pi
sgn(t1 − t2) sgn(t2 − t) sgn(t− t1) ,
(A.45)
which agrees with (3.16). We note that having a formula for the bulk gauge field (A.39)
takes us halfway towards computing the 4-point function using Witten diagrams. We do not
finish this computation here.
Finally, we comment on the resolution of the puzzle raised in Section 3.3. There it was
pointed out that the higher derivative bulk theory has interaction vertices with strength
da1...ann , and Witten diagrams containing multiple such vertices will give a polynomial result
in da1...ann . However, boundary theory correlation functions are strictly linear in these coeffi-
cients. The resolution is that we have to convert the source for the Witten diagrams, ba(t)
to the boundary theory source, aa(t) as in (A.43). The higher derivative terms in the action
contribute to this relation, and as a result the boundary theory correlation functions become
linear in da1...ann .
Using the asymptotic expansion of the bulk-to-boundary propagator we have:
At(z, t) = −1
z
1
2pi
∫
dt1 b(t1) + b(t) +O(z, b
2) ,
Az(z, t) = − 1
pi
∫
dt1
b(t1)
t− t1 +O(z, b
2) ,
(A.42)
giving
aa(t) = ba(t) +
fabc
4pi2
∫
dt1dt2
t1 − t2
(t− t1)(t− t2) b
b(t1)b
c(t2) +O(b
3) . (A.43)
This is identical to to (A.40).
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A.3 Comparison with the result from solution generating large
gauge transformation
In the main text instead of working with propagators we used large gauge transformations
to obtain solutions for the Yang-Mills equations with prescribed boundary conditions. Let
us see, how that approach reproduces what we have obtained here. Let us start with the
gauge field configuration
At =
Q
z
, Az = 0 . (A.46)
Under a gauge transformation
U(z, t) = eiΛ(z,t) = 1 + iΛ− 1
2
Λ2 + . . . (A.47)
the gauge field changes into
Aµ =
Q
z
δµt + ∂µΛ + i
[
Λ,
Q
z
δµt
]
+
i
2
[Λ, ∂µΛ] + . . . . (A.48)
where we assumed that Q = O(Λ). More systematically,
Aµ = A
(1)
µ + A
(2)
µ ,
A(1)µ =
Q(1)
z
δµt + ∂µΛ
(1) ,
A(2)µ =
Q(2)
z
δµt + ∂µΛ
(2) + i
[
Λ(1),
Q(1)
z
δµt
]
+
i
2
[
Λ(1), ∂µΛ
(1)
]
.
(A.49)
We want to satisfy the gauge condition (A.11), which imposes that Λ(1) is a harmonic func-
tion:
0 = ∂µ∂µΛ
(1) . (A.50)
We also want the resulting gauge field to satisfy the conditions:
lim
z→0
∂tΛ
(1)(z, t) = a(t) , lim
z→0
z∂zΛ
(1)(z, t) = 0 . (A.51)
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We have to solve the Laplace equation on half space, which can be done with the Green’s
function method
∂µ∂µF (z, t) = s(z, r) , F (0, t) = f(t) ,
F (z, t) =
∫
dz′dt′ G(z, t; z′, t′)s(z′, t′) +
∫
dt′ g(z, t; t′) f(t′) ,
G(z − z′, t− t′) ≡ 1
4pi
log
[
(t− t′)2 + (z − z′)2
(t− t′)2 + (z + z′)2
]
,
g(z, t; t′) = lim
z′→0
∂z′G(z, t; z
′, t′) = − 1
pi
z
(t− t′)2 + z2 .
(A.52)
Applying the general technology (A.52) to the equation (A.50) with the boundary con-
dition (A.51) we obtain:
Λ(1)(z, t) =
∫
dt1
[
g(z, t; t1)
∫ t1
dt2 a(t2)
]
= −
∫
dt1
[∫ t1
dt2 g(z, t; t2)
]
a(t1)
=
1
pi
∫
dt1 arctan
(
t− t1
z
)
a(t1) .
(A.53)
To determine the value of Q(1), we go to global coordinates using the coordinate transfor-
mation (A.2). Let us set φ = pi + δφ. We find that
Ar ≈ −er
(
Q(1) +
1
2pi
∫
dt1 a(t1)
)
δφ+O(δφ3) , (A.54)
which violates the boundary condition that Ar has to decay at the boundary, unless we
choose
Q(1) = − 1
2pi
∫
dt1 a(t1) . (A.55)
With these choices (A.48) reproduces (A.8) with the propagator (A.10). We conclude that
to first order we have successfully shown the equivalence of the method of large gauge
transformations to the more conventional propagator approach. We will solve the problem
at second order below.
We want to obtain the second order piece of Aµ of (A.49) to compare to the Witten
diagram computation above. The gauge condition and the appropriate boundary behavior
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of the gauge field impose the following on Λ(2):
∂µ∂µΛ
(2) + i
[
∂tΛ
(1),
Q(1)
z
]
= 0 ,
lim
z→0
∂tΛ
(2) +
i
2
[
Λ(1), ∂tΛ
(1)
]
= 0 , lim
z→0
z
(
∂zΛ
(2) +
i
2
[
Λ(1), ∂zΛ
(1)
])
= 0 .
(A.56)
Again, using (A.52), we can determine Λ(2):
∂µ∂µF (z, t) = s(z, r) , F (0, t) = f(t) ,
Λ(2) =− i
∫
dz1dt1 G(z, t; z1, t1)
[
∂t1Λ
(1)(z1, t1),
Q(1)
z1
]
− i
2
∫
dt1
[
g(z, t; t1)
∫ t1
dt2
[
Λ(1)(0, t2), ∂t2Λ
(1)(0, t2)
]]
.
(A.57)
Let us first manipulate the second line:
− i
2
∫
dt1
[
g(z, t; t1)
∫ t1
dt2
[
Λ(1)(0, t2), ∂t2Λ
(1)(0, t2)
]]
=
i
2
∫
dt1
[∫ t1
dt2 g(z, t; t2)
] [
Λ(1)(0, t1), ∂t!Λ
(1)(0, t1)
]
= − i
4pi
∫
dt1dt2 arctan
(
t− t1
z
)
sgn(t1 − t2) [a(t2), a(t1)]
= −f
abc T a
4pi
∫
dt1dt2 arctan
(
t− t1
z
)
sgn(t1 − t2) ab(t1)ac(t2) .
(A.58)
The first line is given by
− i
∫
dz′dt′ G(z, t; z′, t′)
[
∂t1Λ
(1)(z′, t′),
Q(1)
z′
]
= −f
abc T a
2pi2
∫
dz′dt′dt1dt2 G(z, t; z′, t′)
1
(t′ − t1)2 + z′2 a
b(t1)a
c(t2) .
(A.59)
Because we only need ∂µΛ
(2), and it is easier to compute than Λ(2) we differentiate the above
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expressions, and perform the integrals to obtain:40
∂tΛ
(2) = −f
abc T a
2pi2
∫
dt1dt2
z
[
arctan
(
t−t1
z
)
+ pi
2
sgn(t1 − t2)
]
(t− t1)2 + z2 a
b(t1)a
c(t2) ,
∂zΛ
(2) =
fabc T a
2pi2
∫
dt1dt2
(t− t1)
[
arctan
(
t−t1
z
)
+ pi
2
sgn(t1 − t2)
]
(t− t1)2 + z2 a
b(t1)a
c(t2) .
(A.60)
We write down all terms in (A.49) with the result
A
(2)
t =
Q(2)
z
− f
abc T a
2pi2
∫
dt1dt2 a
b(t1)a
c(t2)
×
[
z
[
arctan
(
t−t1
z
)
+ pi
2
sgn(t1 − t2)
]
(t− t1)2 + z2 −
arctan
(
t−t1
z
)
(t− t2)2
z [(t− t2)2 + z2]
]
,
A(2)z =
fabc T a
2pi2
∫
dt1dt2 a
b(t1)a
c(t2)
×
[
(t− t1)
[
arctan
(
t−t1
z
)
+ pi
2
sgn(t1 − t2)
]
(t− t1)2 + z2 +
arctan
(
t−t1
z
)
(t− t2)
(t− t2)2 + z2
]
.
(A.61)
A similar argument to what was presented around (A.54) fixes
Q(2) =
fabc T a
8pi
∫
dt1dt2 sgn(t1 − t2) ab(t1)ac(t2) . (A.62)
To facilitate comparison with (A.38), we antisymmetrize the integrand in t1, t2. A few
lines of algebra convinces us that
A(2)µ (t, z) =
1
2
∫
dt1dt2 F˜
abc
µ (t1; t2; t, z)T
a ab(t1)a
c(t2) , (A.63)
where F˜ abcµ is defined in (A.44). This concludes the demonstration that the solution gener-
ating large gauge transformation method used in the main text is just a convenient way of
performing Witten diagram computations in 2d Yang-Mills theory.
40In this case we do not get extra contributions from the different methods of integrations unlike in the
case explained around (A.36).
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B Localization on AdS4
B.1 Coordinates on AdS4
In terms of the embedding coordinates in R1,4, AdS4 is given by
X21 +X
2
2 +X
2
3 +X
2
4 −X25 = −L2 . (B.1)
We can parametrize
X1 = L sinh
r
L
sin θ sinφ ,
X2 = −L sinh r
L
cos θ cos τ ,
X3 = L sinh
r
L
cos θ sin τ ,
X4 = −L sinh r
L
sin θ cosφ ,
X5 = L cosh
r
L
.
(B.2)
This gives rise to the familiar metric
ds2 = dr2 + L2 sinh2
r
L
ds2S3 , (B.3)
where the boundary S3 has metric
ds2S3 = dθ
2 + cos2 θdτ 2 + sin2 θdϕ2 , (B.4)
with θ ∈ [0, pi
2
] and τ, ϕ ∈ [−pi, pi].
We rewrite the bulk metric as follows
ds2 = ds21
2
AdS3
+ L2 cos2 θdτ 2 , (B.5)
and
ds21
2
AdS3
= dr2 + sinh2
r
L
ds2D2 , (B.6)
which is half of hyperbolic space and we will denote it by 1
2
AdS3. Note that the boundary
of 1
2
AdS3 consists of AdS2 at θ =
pi
2
with metric
ds2AdS2 = dr
2 + L2 sinh2
r
L
dϕ2 , (B.7)
and D2 at r = r0 →∞. See Figure 3 for a cartoon of the geometry.
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Alternatively we have in Poincare´ coordinates with x4 > 0 that
X1,2,3 =
Lx1,2,3
x4
,
X4 =
x2i + x
2
4 − 4L2
4x4
,
X5 =
x2i + x
2
4 + 4L
2
4x4
,
(B.8)
and the metric becomes
ds2 =
L2 dx2
x24
. (B.9)
We collect some useful formulas about the differential geometry on AdS4 below. In
Poincare´ coordinates, the metric is manifestly conformally flat, and we can rewrite (B.9) as
gµν = δµνe
2Ω , eΩ =
L
x4
. (B.10)
In terms of the vielbein we have
gµν = δµˆνˆe
µˆ
µe
νˆ
ν , e
µˆ
µ = δ
µˆ
µe
Ω . (B.11)
The spin connection is then
ωµˆνˆλ = (e
µˆ
λe
ν
νˆ − eνˆλeµˆν)∇νΩ . (B.12)
It satisfies
deµˆ + ωµˆνˆ ∧ eνˆ = 0 . (B.13)
B.2 Supersymmetric boundary term for N = 4 SYM on AdS4
The SYM action (7.1) is only invariant under SUSY transformation (7.2) up to boundary
terms. In this appendix, we derive the boundary term SB in (7.13) for the theory on asymp-
totically Euclidean AdS4, which preserves an off-shell supercharge δε with any conformal
Killing spinor ε satisfying the condition
ε˜ = − 1
2L
Λε . (B.14)
We will set L = 1 below.
We first perform the explicit SUSY variation of the SYM action S (7.1), and obtain after
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some algebra,
δεS =
1
2g24
∫
AdS4
d4x
√
g∇µ tr
(
ΨΓµνmK
m + 2ε˜ΓA
µΨΦA +
1
2
FMNεΓ
MNµΨ + F µNΨΓNε
)
=
1
2g24
∫
∂AdS4
d3x
√
γ nµ tr
(
ΨΓµνmK
m + 2ε˜ΓA
µΨΦA +
1
2
FMNεΓ
MNµΨ + F µNΨΓNε
)
,
(B.15)
where nµ is the outward unit normal at the asymptotic boundary of AdS4 which satisfies
nµΓ
µ = −Γ4ˆ, and γ is the induced metric on the boundary.
The most general asymptotic behavior of the bulk fields consistent with the equations of
motion and supersymmetry is
Aµ ≈ A1µ + A2µe−r ,
ΦA ≈ Φ1Ae−r + Φ2Ae−2r ,
Ψ ≈ Ψ1e− 32 r + Ψ2e− 52 r ,
Km ≈ K1me−2r +K2me−3r .
(B.16)
In addition the conformal Killing spinor ε has asymptotic form
ε ≈ ε1e 12 r + ε2e− 12 r , ε˜ ≈ ε˜1e 12 r + ε˜2e− 12 r . (B.17)
An immediate consequence of (B.14) and the conformal Killing spinor equations (7.3) is the
relation
Γ4ˆε1 = Λε1 = −2ε˜1 , (B.18)
which we will use repeatedly to simplify expressions below.
For general boundary conditions, the boundary variation (B.15) does not vanish, and we
want to the find boundary terms SB on the boundary S
3 such that
δε(S + SB) = 0 . (B.19)
Below we check explicitly that (7.13), which we record below, fulfills this purpose,
SB =
1
2g24
∫
d3x
√
γ tr
(
1
2
ΨΛΨ + 2Ka−5Φa − 2DrΦaΦa − 4Φ9F78 − 2ΦaΦa + ΦAΦA
)
,
(B.20)
where a = 7, 8, 9. Over the course of the derivation, we will drop terms that vanish in the
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r = r0 →∞ limit.
Next, we want to determine the large r behavior of the auxiliary spinors νm. There are 7
independent solutions of (7.4) rotated into each other by an SO(7) transformation that acts
on the m indices. One convenient set of νm that satisfies (7.4) is given by
νm = {Γ4ˆ6ε,Γ4ˆaε,Γ6ˆaε} , a = 7, 8, 9 . (B.21)
Choosing the above solution fixes the SO(7) freedom mentioned above. (B.21) implies
KmνmΓ
4ˆΨ−KmνmΛΨ− 2Ka−5εΓaΨ = 0 . (B.22)
Using the above identity and Gamma matrix identities in Appendix B.5, we have
1
2
δε(ΨΛΨ) = −1
2
FMNεΓ˜
MNΛΨ− 2ΦAε˜Γ˜AΛΨ +KmνmΛΨ
=
1
2
FMNεΓ
MN2Ψ− FrNεΓNΨ + 12F [78εΓ9]Ψ− ΦAεΓAΨ + 2ΦaεΓaΨ
− 2FMaεΓMa2Ψ + 2FraεΓaΨ + (KmνmΓrΨ− 2Ka−5εΓaΨ) ,
(B.23)
where Dr = n
µDµ = −x4D4.
Next, we have
2δε(K
a−5Φa) = 2(Ka−5εΓaΨ + ΦaεΓ4ˆaΓNDNΨ)
= 2(Ka−5εΓaΨ + ΦaεΓ4ˆaNDNΨ + ΦaεΓ4ˆDaΨ + ΦaεΓaDrΨ)
= 2Ka−5εΓaΨ + 2FNaεΓ4ˆNaΨ + 3ΦaεΓaΨ + 2ΦaεΓaDrΨ ,
(B.24)
where in the last equality we used that the boundary total derivative
− ΦaεΓ4ˆaNDNΨ + FNaεΓ4ˆNaΨ + 3
2
ΦaεΓ
aΨ = −Dµ(ΦaεΓ4ˆaµΨ) (B.25)
integrates to 0 on S3.
Moving on to the third term in (7.13), we obtain
− 2δε(DrΦaΦa) = −2DrΦaεΓaΨ− 2εΓaDrΨΦa − εΓaΨΦa . (B.26)
We also have
−2δε(Φ9[Φ7,Φ8]) = −6δεΦ[9F78] = −6F[78εΓ9]Ψ . (B.27)
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Therefore, the total SUSY variation of the integrand of SB is
δε
(
1
2
ΨΛΨ + 2Ka−5Φa − 2DrΦaΦa − 4Φ9F78 − 2ΦaΦa + ΦAΦA
)
= KmνmΓ
4ˆΨ +
1
2
FMNεΓ
MN 4ˆΨ− FrNεΓNΨ + ΦAεΓAΨ ,
(B.28)
which is exactly −δS given in (B.15). This is what we wished to show.
B.3 Twisted su(2) and Killing spinors in AdS4
The twisted su(2) generators Lˆa (7.27) are identified with the 10d Killing spinors εa such
that acting on bulk fields,
Lˆa =
1
2
{δε, δεa} , a = 1, 2, 3 . (B.29)
Here εa are given in the form (7.11) with
1s =
1
8
(−1 0 0 0 0 0 −i 0 0 1 0 0 0 0 0 −i )T ,
1c =
1
8
( 0 0 0 −1 0 −i 0 0 0 0 1 0 i 0 0 0 )T ,
2s =
1
8
( 0 0 0 1 0 i 0 0 0 0 1 0 i 0 0 0 )T ,
2c =
1
8
(−1 0 0 0 0 0 −i 0 0 −1 0 0 0 0 0 i )T ,
3s =
1
8
( −i 0 0 0 0 0 1 0 0 i 0 0 0 0 0 1 )T ,
3c =
1
8
( 0 0 0 i 0 −1 0 0 0 0 −i 0 1 0 0 0 )T .
(B.30)
B.4 Action on the BPS locus
In this appendix, we give some details for the evaluation of the full AdS4 action on the BPS
locus. As explained in Section 7.3, it suffices to evaluate the fields at τ = 0 and we may also
drop all covariant derivatives along τ (due to the absence of surface defects on AdS2). Once
again we will set L = 1 and restore the units in the end.
We will start by computing the bosonic part of the bulk action.
Sb =
1
2g24
∫
AdS4
d4x
√
g tr
(
1
2
FMNF
MN − 2ΦAΦA −KmKm
)
. (B.31)
Let us define for convenience
Γτ ≡ v
µΓµ
vνvν
, (B.32)
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which at τ = 0 satisfies
εΓτε = 1 , Γτ =
1
8 cos θ sinh r
Γ3ˆ . (B.33)
Using Gamma matrix identities from Appendix B.5 and the BPS equation for the fermion
(7.2), we can simplify
KmKm =−
(
1
2
FPQεΓ˜
PQ + ΦBεΛΓ˜B
)
Γτ
(
1
2
FMNΓ
MNε+ ΦAΓ˜AΛε
)
=−
(
ΦAΦBεΛΓ˜BΓτ Γ˜AΛε+
1
4
FPQFMNεΓ˜
PQΓτΓ
MNε+ ΦBFMNεΛΓ˜BΓτΓ
MNε
)
=−
(
− ΦAΦA + 1
8 cos θ sinh r
ΦBFMNεΛΓ
BMN 3ˆε+
1
4 cos θ sinh r
ΦBFBNεΛΓ
N 3ˆε
− 1
2
FMNF
MN +
1
32 cos θ sinh r
FPQFMNεΓ
MNPQ3ˆε
)
.
(B.34)
From
1
4
tr(FMNFPQ)εΓ
MNPQ3ˆε
= εΓαAβB3ˆεDα tr(ΦAFβB) +
1
3
εΓαABC3ˆεDα tr(ΦAFBC) + εΓ
αAβγ3ˆεDα tr(ΦAFβγ) ,
(B.35)
where α, β, γ = 1, 2, 4 labels the directions along 1
2
AdS3, and using (7.3) restricted to
1
2
AdS3,
we have
Dα tr
(
εΓαAβB3ˆεΦAFβB +
1
3
εΓαABC3ˆεΦAFBC + εΓ
αAβγ3ˆεΦAFβγ
)
=
1
4
tr(FMNFPQ)εΓ
MNPQ3ˆε+ εΛΓAMN 3ˆεΦAFMN .
(B.36)
We also have
Dα tr(Φ
BΦBεΛΓ
α3ˆε) = 2 tr(ΦBFαB)εΛΓ
α3ˆε+ 3 tr(ΦBΦB)εΓ
3ˆε . (B.37)
90
Using (B.36) and (B.37), we can write (B.31) as a total derivative on 1
2
AdS3,
Sb =
1
8
2pi
2g24
∫
1
2
AdS3
dθdrdφ
√
g 1
2
AdS3
×Dα tr
(
εΓαAβB3ˆεΦAFβB +
1
3
εΓαABC3ˆεΦAFBC + εΓ
αAβγ3ˆεΦAFβγ − ΦBΦBεΛΓα3ˆε
)
≡SI + SII .
(B.38)
Recall that the boundary of the 1
2
AdS3 has two components: the AdS2 slice at θ =
pi
2
and a
two-disk D2 at r = r0, which intersect at the asymptotic boundary S
1 of AdS2. Evaluation
of the total derivative gives rise to two terms on AdS2 and D
2 respectively, which we denote
by SI and SII in (B.38).
Using the explicit form of the Killing spinor ε (7.36), we obtain
SI =− pi
g24
∫
AdS2
drdϕ
√
gAdS2 tr
(
2Φ˜∗Fˆ + Φ˜2 − Φˆ25
)
− pi
g24
∫
r=r0
dϕ
Φˆϕ(Φˆϕ − i sinh rΦ6)
sinh r
,
(B.39)
where the fields on AdS2 are twisted combination of the 4d gauge fields and scalar fields
(7.42) and (7.49).
On the other hand
SII =− 1
8
2pi
2g24
∫
D2
dθdφ
√
gD2 tr
(
εΓ3ˆ4ˆAµBεΦAFµB + 16 cos θ sinh rΦ9F78
+εΓ3ˆ4ˆaijεΦaFij + εΓ
3ˆ4ˆaµνεΦaFµν + 8 cos θ sinh rΦ
BΦB
)
,
(B.40)
where i, j = 5, 6, 0. As we will see below, this will combine with SB
SB =
1
2g24
∫
S3
d3x
√
γ tr
(
1
2
ΨΛΨ + 2Ka−5Φa − 2DrΦaΦa − 4Φ9F78 − 2ΦaΦa + ΦAΦA
)
(B.41)
to become yet another total derivative on D2. Let us denote SB evaluated on the BPS locus
by SIII .
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From the δεΨ = 0 on the boundary D
2, we have
Ka−5 = νa−5ΓτνmKm
= −1
2
FMNεΓ
a4ˆΓτΓ
MNε+ 2ΦAεΓ
a4ˆΓτ Γ˜
Aε˜
= −1
2
FMNεΓ
a4ˆΓτΓ
MNε+ Φa .
(B.42)
Hence
2ΦaK
a−5 =− FMNΦaεΓa4ˆΓτΓMNε+ 2ΦaΦa , (B.43)
where the first term can be further simplified by Gamma matrix identities,
FMNΦaεΓ
a4ˆΓτΓ
MNε
= FijΦaεΓ
a4ˆijΓτε+ FµνΦaεΓ
a4ˆµνΓτε+ 2FµiΦaεΓ
a4ˆµiΓτε− 2FraΦa − 6F78Φ9 .
(B.44)
Therefore
SIII =
1
8
2pi
2g24
∫
dθdϕ
√
gD2 tr
(
FijΦaεΓ
3ˆ4ˆaijε+ FµνΦaεΓ
3ˆ4ˆaµνε
+2FµiΦaεΓ
3ˆ4ˆaµiε+ 16 cos θ sinh rΦ9F78 + 8 cos θ sinh rΦ
AΦA
)
.
(B.45)
Putting together the two terms on D2, we obtain
SII + SIII =
1
8
2pi
2g24
∫
dθdϕ
√
gD2 tr
(
FµiΦaεΓ
3ˆ4ˆaµiε+ εΓ˜3ˆ4ˆaµiεΦiFµa
)
=
1
8
2pi
2g24
∫
dθdϕ
√
gD2Dµ tr(ΦiΦaεΓ
3ˆ4ˆaµiε)
=
2pi
2g24
∫
dϕ
√
gS1 iΦˆϕΦ6 ,
(B.46)
where we dropped terms that vanish in the large r limit in the second and third equalities.
Now the total 2d action is given by
S2d =SI + SII + SIII
=− pi
g24
∫
AdS2
drdϕ
√
gAdS2 tr
(
2Φ˜∗Fˆ + Φ˜2 − Φˆ25
)
− pi
g24
∫
r=r0
dϕ
Φˆϕ(Φˆϕ − 2i sinh rΦ6)
sinh r
.
(B.47)
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Recall that the bulk equation of motion in AdS2 says that
Φ˜ = Φ9 cosh r + i(Φ8 sinφ+ iΦ7 cosφ) sinh r + iΦ6 = − Fˆrϕ
sinh r
. (B.48)
Hence we should choose the boundary condition for Φ6 that is consistent with (B.48). So
asymptotically we have41
iΦ6 ≈ Φˆϕ − Fˆrϕ
sinh r
. (B.49)
Therefore the boundary terms in (B.47) becomes
SB2d =−
pi
g24
∫
r=r0
dϕ
Φˆϕ(Φˆϕ − 2Fˆrϕ)
sinh r
, (B.50)
which can also be rewritten as
SB2d =−
pi
g24
∫
r=r0
dϕ
Aˆϕ(Aˆϕ − 2Fˆrϕ)
sinh r
(B.51)
using Aˆϕ = Aϕ + Φˆϕ and the asymptotic behavior of the fields (B.16).
B.5 Gamma matrix conventions
Here we record our Gamma matrix conventions. We largely follow [34]. In this subsection
all indices are taken to be flat. The 10d gamma matrices in the chiral basis are chosen to be
symmetric 16× 16 matrices ΓM and Γ˜N related by complex conjugation
Γ˜N = Γ
∗
N , (B.52)
which satisfy
ΓM Γ˜N + ΓN Γ˜M = 2δMN116 . (B.53)
More explicitly
ΓM=2,...,9 =
(
0 ETM
EM 0
)
, Γ1 =
(
18 0
0 −18
)
, Γ0 =
(
i18 0
0 −i18
)
.
(B.54)
41Here we used that Φ˜ ≈ Φˆϕsinh r + iΦ6 up to O(e−2r).
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Here, EM with M = 2, 3, . . . , 9 are 8 × 8 matrices representing the left multiplication of
octonions eM in the octonion algebra O with e9 chosen to be the identity. The explicit form
of EM is given below:
42
E2 =

0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 −1 0

, E3 =

0 0 −1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0

, (B.55)
E4 =

0 0 0 −1 0 0 0 0
0 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0

, E5 =

0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 −1 0 0 0 0 0 0
0 0 −1 0 0 0 0 0
0 0 0 −1 0 0 0 0

, (B.56)
E6 =

0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 −1 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0

, E7 =

0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 −1
0 0 0 0 −1 0 0 0
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0

, (B.57)
E8 =

0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0
0 0 1 0 0 0 0 0

, E9 =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

. (B.58)
42For careful readers, our convention for E6 and E8 are different from that in [34].
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The higher rank Gamma matrices are defined by
ΓMN ≡ Γ˜[MΓN ] , Γ˜MN ≡ Γ[M Γ˜N ] , ΓMNP ≡ Γ[M Γ˜NΓP ] , Γ˜MNP ≡ Γ˜[MΓN Γ˜P ] ,
ΓMNPQ ≡ Γ˜[MΓN Γ˜PΓQ] , Γ˜MNPQ ≡ Γ[M Γ˜NΓP Γ˜Q] ,
ΓMNPQR ≡ Γ[M Γ˜NΓP Γ˜QΓR] , Γ˜MNPQR ≡ Γ˜[MΓN Γ˜PΓQΓ˜R] .
(B.59)
In particular ΓMNP , Γ˜MNP are anti-symmetric and ΓMNPQR, Γ˜MNPQR are symmetric. We
also have
(ΓMN)T = −Γ˜MN , (ΓMNPQ)T = Γ˜MNPQ . (B.60)
Below we list some useful Gamma matrix identities,
ΓPQΓ
MN = −2δM[P δNQ] − 4δ[M[P ΓQ]N ] + ΓPQMN ,
ΓMΓNP = 2δM [NΓP ] + ΓMNP ,
ΓABCΓMN = ΓABCMN − 3(δN [AΓBC]M − δM [AΓBC]N) + 6δM [AΓBδC]N .
(B.61)
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