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We introduce a generalized upper and lower solutions method for the solvability 
of first-order ordinary differential equations u’(t) =f(r, u(r)), u(0) = u(l) in order to 
cover the case when the function f satisfies Carathtodory conditions. This method 
is then applied to get multiplicity results when the nonlinearity f interacts with the 
real eigenvalue of the linearized problem. Our proofs are based on differential 
inequalities and classical LerayySchauder degree. 0 1989 Academic Press, Inc 
1. INTRODUCTION 
Let Z= [0, 11. This paper is devoted to the study of existence and multi- 
plicity results for nonlinear first-order ordinary differential equations 
u’(t) =f(f, u(t)) 
40) = 4 11, 
a.e. on Z, 
(1.1) 
where f: Ix R -+ R is a Carathtodory function. The method of upper and 
lower solutions has been applied recently by several authors for studying 
the solvability of the periodic boundary value problem (1.1 ), including 
V. Lakshmikantham and S. Leela [8], S. Leela [9], J. Mawhin [12], 
A. S. Vatsala [ 151, and others (see, e.g., [6]). A common feature of results 
contained in these papers is that the functionf is assumed to be continuous 
so that any possible solution of Eq. (1.1) is a C l-function. 
In this paper, we introduce a generalized upper and lower solutions 
method (cf. Section 2) in order to cover the case when the function f 
satisfies Caratheodory conditions (see Theorems 2.1 and 2.2). The proofs of 
our results are based on elementary and classical techniques, i.e., 
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differential inequalities (see, e.g., [ 163) and a direct application of 
Leray-Schauder degree (see, e.g., [ 11 I). Since we are working in the 
Lebesgue space L’(Z), the abstract existence result given in [S] does not 
apply. If the functionfis continuous, then, regularity conditions on upper 
and lower solutions can be appreciably weakened (see Theorem 2.3). 
In Section 3, we apply results of Section 2 to get multiplicity results 
of Ambrosetti-Prodi type under very much weaker conditions (see 
Theorems 3.1-3.4). For instance, writing Eq. (1.1) in the form 
u’(t)+g(a(t))+h(f)=s 
(1.2) 
40) = 4 11, 
where s is a real parameter, g: R + R is continuous with 
lim ,U, _ oII g(u) = co, we deduce, as a very special case to our results (see 
Corollary 3.1), that for any given h E L”(Z), there exists a real constant 
s0 = s,(h) such that, for s < s,,, Eq. (1.2) has no solution, whereas, for s = sO, 
it has at least on solution and, for s > s,,, it has at least two distinct solu- 
tions. The above condition on the nonlinearity g(u) contains, in particular, 
the corresponding classical Ambrosetti-Prodi condition. Results of 
Section 3 generalize substantially those of J. C. Scovel [S] and contain 
those of J. Mawhin [12] (see Remark 3.2 and Theorem 3.4). 
In Section 4, applying again results of Section 2, we show that if, in 
Eq. (1.2), the nonlinearity g satisfies conditions of the type lim,, ~ g(u) 
= co, and lim, _ a g(u) = - zo, then, provided some additional conditions, 
one can deduce a global multiplicity, i.e., the existence of at least one, two, 
or three solutions according to the position of he L’(I) and SE R (see 
Theorem 4.1 and Proposition 4.1). Results of this section generalize 
substantially those due to V. Cafagna and F. Donati [3], not only by 
considering a very large class of nonlinearities but also by describing the 
subsets of L’(I) for which there is at least one, two, or three solutions (see 
Remark 4.1). However, our method does not allow one to give the exact 
number of solutions. 
Besides the classical real Lebesgue spaces L”(Z) and the spaces Cp(Z) of 
p-times continuously differentiable real valued functions, we shall make 
use, in what follows, of the Sobolev spaces W’,‘(Z) and W’,*(Z) (see, e.g., 
H. Brezis [2] for definitions and properties). 
2. A GENERALIZED UPPER AND LOWER SOLUTIONS METHOD 
Let Z = [O, 1 ] and a: Z -+ R, b: Z+ R be absolutely continuous functions 
such that 
a(t) < h(t) for all t E I. (2.1) 
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Let E={(t,u)~ZxR:a(t)~u~b(t)} and f:ZxR+R be a 
CarathPodoryfunction, i.e., f( ., U) is measurable for all u E R, f(t, .) is con- 
tinuous for a.e. t E Z, and moreover for all real constant Y > 0 there exists a 
function d, E L’(Z) such that 
If(t, u)l G d,(t) (2.2) 
for a.e. t E Z and all u E R with 1~1 f r. We are concerned with the first-order 
ordinary differential equation with periodic boundary conditions 
u’(t) =f(t, u(t)) 
u(0) = u( 1). 
(2.3) 
By a solution of (2.3) we mean an absolutely continuous function 
U: Z + R satisfying the first equality in (2.3) for a.e. t E I. Notice that when 
the functionfis continuous, any solution of (2.3) is a classical solution, i.e., 
it is a CL-function. 
We shall consider j E + R and we shall prove the following (fundamen- 
tal) existence result that generalizes the well-known classical one (cf., e.g., 
C6, 899, 121). 
THEOREM 2.1. Assume that there exist two absolutely continuous func- 
tions a and b satisfying (2.1) such that 
a’(t) >f (6 4r)) for a.e. t E Z 
(2.4) 
a(O)>,a(l) 
b’(t) <f( t, b(t)) for a.e. teZ 
(2.5) 
b(O) d b( 1). 
Then, Eq. (2.3) has at least one solution u such that a(t) < u(t) < b(t) for all 
t E I. 
An absolutely continuous function satisfying relation (2.4) (respectively 
(2.5)) is called lower solution (respectively upper solution) of Eq. (2.3). 
To prove Theorem 2.1 we shall need a useful lemma that we are going 
to prove. Let us consider the subspace F+‘:, ‘(I) c W’,‘(Z) defined by 
Wan’= {UC W’,‘(Z): u(O)=u(l)). It is well known that Wan’ is the 
Sobolev space of 1 -periodic functions. 
LEMMA 2.1. There exists a real constant r > 0 such that for all 
UE W{,‘(Z) one has 
(24’ - 241 Lo 2 r IuI W~.l. (2.6) 
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Proqf: By the theory of linear first-order differential equations [ 1 I 1, the 
operator E: W f,‘(Z) -+ L’(I) defined by Eu = U’ - u is one-to-one, onto, and 
obviously continuous. It follows that E ‘: L’(I) -+ WI,‘(I) is linear and 
continuous [2, p. 193. Taking r 6 ( l//l Ed- ’ II), the proof is complete. 1 
Proof of Theorem 2.1. It is divided into two steps. First, we consider a 
modified problem and we show that any solution of this problem is also a 
solution of the original problem and that it is between a and b by means 
of differential inequalities. Second, a direct application of Leray-Schauder 
degree shows that the modified problem has at least one solution. 
Step 1. Let us define the function c: Ix R + R by 
if u>b(t) 
if a(t)<u<b(t) 
if u<a(t) (2.7) 
and the function F: Ix R + R by 
F(t, u) =f(t, 46 u)). (2.8) 





that obviously reduces to (2.3) when (t, u(t)) E E. We claim that any 
solution u of Eq. (2.9) is such that a(t) 6 u(t) < b(t) for all t E Z, so that it 
is also a solution of (2.3). 
We shall prove that u(t) <b(t) for ail t E I. The proof of the other 
inequality is similar. 
If u is a solution of (2.9), then, by (2.5), for a.e. t EZ such that 
(u-b)(t)>O, one has u’(t)=f(t, b(t))+u(t)-b(t)>b’(t), so that 
(u-b)‘(t) > 0 (2.10) 
for a.e. t E Z such that (u-b)(t) > 0. Therefore it cannot be a l-periodic 
solution of Eq. (2.9) such that u(t) > b(t) for all t EZ. Hence, there exists 
t, E Z such that (U - b)(t3) Q 0. 
We claim that (u-b)(O) < 0. Indeed, let us assume that (u-b)(O) > 0, 
then there exists t, E (0, t3] such that (U - b)(t,) = 0 and (u-b)(t) > 0 for 
all te [0, to). It follows from (2.10) that (u- b)(t,)> (u-b)(O) ~0, a 
contradiction. Thus, the claim is proven and by (2.5), one has 
(u - b)( 1) d (U - b)(O) < 0. 
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Now, let us assume that there exists t4 E (0, 1) such that (U - b)(t4) > 0, 
then by continuity there exists an open interval (t, , t2) c (0, 1) such that 
t,E (t1, t2), 
(u-b)(t) > 0 foralltE(tr, t2) 
and (2.11) 
(U-b)(t,)=(z4-b)(Q=O. 
Since (u-b)(t)>0 for all te(t,, t2), we deduce from (2.10) that 
(U - b)( t 1) < (U - b)( t2), a contradiction to (2.11). Thus (U - b)(t) < 0 for all 
t E I. 
Step 2. In order to apply Mawhin’s continuation theorem of 
Leray-Schauder type [ 11, Chap. IV] we consider the homotopy 
u’(t) = (1 - A)u(t) + n[F(t, u(t)) + u(t) - c(t, u(t))], AE co, 11 
u(0) = u( 1) 
which is equivalent to 
u’(t) - u(t) = n[F(t, 4t)) - 46 u(t))l, TIE co, 11 
u(0) = u( 1). 
(2.12) 
We put Eq. (2.12) in an abstract setting in the following way: 
X=Z=L’(Z), L: W:,‘(Z) c x+ z, Lu = u’ - u, N: X-+Z, NM= 
F( ., u( .)) - c( ., u( .)), so that (2.12) is equivalent to 
Lu = ANu, AE co, 11 (2.13) 
u E W i, ‘(I). L is a linear Fredholm mapping of index zero. Moreover, by 
Lemma 2.1, K= Lp’: Z+ W:,‘(Z) exists and is continuous. Since W:,‘(Z) 
is compactly imbedded into L’(Z) (see, e.g., [2, p. 1291) we deduce 
that K: Z -+ X is compact (completely continuous) and that Eq. (2.13) is 
equivalent to 
u = AKNu. (2.14) 
By the celebrated continuation theorem of Leray and Schauder [ 111, 
Eq. (2.9) (or equivalently (2.3)) will have at least one solution if all 
solutions of Eq. (2.14) (equivalently (2.13) and (2.12)) are bounded 
independently of I E [0, 11. 
Let UE W:*‘(Z) be a solution of (2.12) for some AE [IO, 11. Since 
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a(t) < c(t, u(t)) < h(t) for all t E I with a and h continuous, we deduce, from 
the definition of the function F and relation (2.2) that 
IJL[F(.. u(.))--(.(., d.,,lI,.~ 6 IdI,. (2.15 ) 
for some no L’(Z) depending only on u and h and neither on 1 nor ~1. Now. 
using Lemma 2.1 and relation (2.15) in Eq. (2.12) we get that 
IuI wb~ d r ’ ldl ,.L. (2.16) 
The proof is complete. 1 
One notices immediately that strict inequality in (2.4) (resp. (2.5)) 
implies that a(r) < u(t) (resp. u(t) < b(r)) for a.e. t~l. In this case, the 
function a (resp. 6) is called strict lower (resp. upper) solution of Eq. (2.3). 
A natural question is to know what happens when, in (2.4) and (2.5) 
inequalities are reversed. We have the following result. 
THEOREM 2.2. Assume that there exist two absolutely continuous 
functions a and b satisfying (2.1) such that 
a’(t) <.f(t, a(t)) for a.e. tEI 
a(O) d a( 1) 
(2.17) 
b’(t) >f (t, b(t)) for a.e. tEz 
b(O) 3 b( 1). 
(2.18) 
Then Eq. (2.3) has at least one solution u such that a(t) < u(t) < b(t) for all 
tE I. 
Proof: It is similar to the proof of Theorem 2.1. 1 
If the function f: Ix R + R is continuous, conditions on upper and lower 
solutions in Theorem 2.2 (respectively Theorem 2.1) can be weakened 
by assuming that a and b are only continuous. More precisely, with 
respect to Theorem 2.2, we have the following result that contains 
Theorem 3.1(A,)-(A,) of [S] as a special case (we leave it to the reader to 
formulate and prove a similar result related to Theorem 2.1). 
THEOREM 2.3. Let,fi Ix R -+ R be a continuous function and assume that 
there exist a, b E C(Z) with a(t) d b(t) for all t E I such that 
D- a(t) Gf (t, a(t)) .for all t E (0, 1 ] 
40) d 4 11, 
(2.19) 
D-b(t) a.f(t> b(t)) ,for all t E (0, 1 ] 
b(0) 3 b( 1). 
(2.20) 
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Then Eq. (2.3) has at least one solution ME C’(I) such that 
a(t)<u(t)<b(t)for all t+zZ. 
A similar result an be obtained with D + a and D + h. 
Here D-, D-, D,, D+ are Dini derivatives [16]. 
Proof: According to the proof of Theorem 2.2., it suffices to prove that 
any C r-solution of the modified problem u’(t) = F( t, u(t)) + c( t, u(t)) - 
u(t), u(0) = u( 1) is such that a(t) < u(t) < b(t) for all t E I. 
We shall show that a(t) d u(t) for all t E Z, the other inequality being 
proved in a similar way. Assume that the inequality a(t) f u(t) for all t E I 
is not true. Then there exists t, E I such that the function a-u attains its 
(strictly positive) maximum in t,. 
If to E (0, 11, we have a(&) > u(to) and Dp a(t,,) 2 u’(t,), so that 
D- 464 3 u’(b) = F(t, u(td) - u(td + c(t,, u(d) =.f(t, a(tJ- 44 + 4to) > 
f(t, a(to)), a contradiction to the assumption (2.19). 
If t,,=O, then by the periodicity of u and the second inequality in (2.19) 
one has a( 1) - u( 1) = a( 1) - u(O) > a(0) - u(O) and therefore the maximum 
of a - u is also attained at the point t = 1, which implies, by the argument 
above, a contradiction to (2.19). The proof is complete. 1 
Remark 2.1. It is clear that the only difference between Theorems 2.2 
and 2.3 is the regularity of a and b. If a E C(Z), we need Dp a(t) =$f(t, a(t)) 
for any t E (0, 11, and if a is absolutely continuous, we only need 
a’(t) <f( t, a(t)) for a.e. t E I. 
We have considered the period to be equal to 1 only for the sake of 
simplicity in notations, one may take any real constant T> 0. 
Remark 2.2. The interested reader is referred, among others, to 
C. Fabry and P. Habets [4], S. Leela [9], L. A. Lepin [lo], and 
F. Zh. Sadyrbaev [ 143, for some recent results concerning upper and lower 
solutions method for second-order ordinary differential equations involving 
generalized Bernstein-Nagumo-type conditions. We also refer to the Ph.D. 
thesis (1987) of A. Adje at the University of Louvain-La-Neuve (Belgium). 
3. A FIRST MULTIPLICITY RESULT 
In this section, we shall apply results of Section 2 to get a multiplicity 
result of Ambrosetti-Prodi type [ 1, 3, 51 under very much weaker condi- 
tions. Moreover, here we allow the nonlinearity to satisfy Caratheodory 
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conditions. In order to compare our results with previous ones, we shall 
write Eq. (2.3) in the form 
u’(t) +g(t, u(t)) =.P 
U(O) = 4 11, 
(3.1) 
where s is a real parameter, g: Ix R -+ R is a Caratht?odory function (cf. 
Section 2 for definition). We shall first prove a result that provides non- 
existence and existence of solutions for (3.1). 
THEOREM 3.1. Assume that there exist real constants R, > 0 and s, such 
that 
esssup g(t, O)ds, 6g(t, u) (3.2) 
for a.e. t E I and all u E I with u < - R, . Then, there exists s0 < s, (with the 
possibility that s0 = - op ) such that: (i) for s < sO, Eq. (3.1) has no solution; 
(ii)for SE (so, s,] Eq. (3.1) has at least one solution. 
Proof: (1) Let s* = esssup, g(t, 0). We first show that Eq. (3.1) has at 
least one solution for s = s*. 
By Theorem 2.1, where f (t, u) = s - g(t, u), if suffices to exhibit lower and 
upper solutions a and b such that a(t) < b(t) for all t EI. If follows 
immediately from the first part of assumption (3.2) that, for s = s*, 0 is a 
(constant) upper solution for (3.1). Moreover, it is easily checked, by (3.2), 
that -R, is a (constant) lower solution. We consider a(t) = -R, and 
b(t) = 0. 
(2) Using again the method of upper and lower solutions, we next 
show that, if Eq. (3.1) has, for s = S< s, , a solution denoted by u, then it 
will necessarily have at least one solution for SE [S, s,]. Indeed, it is clear 
that u is an upper solution for s E [F, s,]. On the other hand, increasing R, 
if necessary to satisfy both (3.2) and the condition lulc < R,, a constant 
lower solution will be given by -R, 
(3) Taking sO= inf{sE R: Eq. (3.1) has at least one solution} (with 
s0 = - a3 if Eq. (3.1) has at least one solution for any s ds,), it follows 
from the above discussion that s,ds* <s, and that, for any SE (so, s,], 
Eq. (3.1) will have at least one solution and the proof is complete. 4 
According to Theorem 2.2, inequalities (3.2) may be reversed so that one 
has the following result. 
THEOREM 3.2. Assume that there exist real constants R, > 0 and s, such 
that 
ess;lnfg(t,O)as, 3g(t, u) (3.3) 
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for a.e. t E I and all u E R with u < -R,. Then, there exists s0 > s1 (with the 
possibility that s0 = + co) such that: (i) for s > sO, Eq. (3.1) has no solution; 
(ii) for SE [s,, so), Eq. (3.1) has at least one solution. 
Let us mention that the right-hand member of Eq. (3.1) could, more 
generally, be taken of the form sp(t), where pcL”(I) such that 
essinf, p(t) > 0. On the other hand, replacing g by -g and u by -u, a 
“dual” version of Theorem 3.1 (respectively Theorem 3.2) can be given. We 
shall state it for Theorem 3.1 and we leave it to the reader to formulate a 
similar result related to Theorem 3.2. 
THEOREM 3.1’. Assume that there exist real constants R, > 0 and s1 such 
that inequalities (3.3) are fulfilled with the second one being satisfied for a.e. 
t E I and all u E R with u > R, . Then, the conclusion of Theorem 3.2 holds. 
Remark 3.1. The second inequality in (3.2) (respectively (3.3)) is, in 
particular, satisfied if lim u--r-cc g(t, u) = cc (respectively lim, _ u3 g(t, u) = 
- co) uniformly a.e. on I. 
THEOREM 3.3. Assume that there exist real constants R, > 0 and s, such 
that 
esssupg(t,O)<s,~g(t,u) I (3.4) 
for a.e. t E I and all u E R with (u( > R, . Then, there exists a real constant s0 
(sO finite) such that: 
(i) for s<sO, Eq. (3.1) has no solution; 
(ii) for SE (so, s,], Eq. (3.1) has at least two distinct solutions. 
Proof (1) By Theorem 3.2, there exists so such that for s < so, 
Eq. (3.1) has no solution, and for SE(S~, s,], Eq. (3.1) has at least one 
solution. 
Let us show that so is finite. Indeed, it follows from the relation (2.2) and 
the second inequality in (3.2) that g(t, u) > - lsrl - dR,(t) for a.e. t E I and 
all u E R. Therefore, if Eq. (3.1) has at least one solution for some s E R, one 
deduces that s = s, g( t, u(t)) dt b - Is, I - Id,,1 Lo > - 00, so that so > 
- Is,1 - ld,,I,l> - CQ. 
(2) Now, we show that a second solution does exist for SE (so, s,]; 
this will be done by using upper and lower solutions method of Section 2. 
By the proof of Theorem 3.1, we know that so = inf{s E R: Eq. (3.1) has at 
least one solution}. Let Se (so, s,]. There exist SE (so, S) and ii solution of 
Eq. (3.1) with s = S. 
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Next for s = S, G is a strict upper solution and f R (with R 3 R, ) 
are lower solutions. Hence if R is chosen large enough, by Theorems 2.1 
and 2.2, there exist solutions U, and u2 of Eq. (3.1) with s = .V such 
that u,(t)~[-R,ii(t)) and ur(t)~(fi(t),R] for a.e. ~EI. The proof is 
complete. 1 
THEOREM 3.4. Let the function g in Eq. (3.1) be L’(I)-Caratheodory. 
Assume that all assumptions qf Theorem 3.3 are fulfilled. Moreover, suppose 
that there exists a real constant M = M(s, , g) such that, for s < s, , any 
solution of (3.1) satisfies the inequality 
l4t)l <M> ,for all t E I. (3.5) 
Then, there exists a finite number sO < s, (provided by Theorem 3.3) such 
that: 
(i) for s < sO, Eq. (3.1) has no solution; 
(ii) for s=sO, Eq. (3.1) has at least one solution; 
(iii) .for SE (s,,, s,], Eq. (3.1) has at least two distinct solutions. 
Proof: (1) It follows immediately from Theorem 3.3 that there 
exists a finite number s0 <s, such that conclusion (i) holds and for 
s E (so, s, 1, Eq. (3.1) has at least two solutions. 
(2) To prove that (3.1) has a solution for s=sO, let us take a 
sequence (s,,) with s, E (so, s,], s, --f s0 for n --t -I CD. We know already that 
Eq. (3.1) has, for each s,,, a solution u,, satisfying (3.5). Since g is 
L’(I)-Carathtodory and s, d s, for all n, it follows that the sequence (u,) 
is bounded in W’~2(Z) as U, is a solution of (3.1). Taking into account the 
fact that W1,2(Z) is compactly imbedded into C(Z), we conclude that (u,) 
contains a subsequence converging in C(Z). Writing Eq. (3.1) under the 
integral form, it is then easily seen that the limit of the subsequence is a 
solution of (3.1) for s = s0 and the proof is complete. 1 
One can state and prove results, similar to Theorem 3.4, that are related 
to Theorems 3.2 and 3.1. The arguments of the proof are like those above. 
Remark 3.2. The second inequality in (3.4) is, in particular, satisfied if 
lqul + z g(t, u) = c;c uniformly a.e. on I. 
On the other hand, if all assumptions of Theorem 3.3 are fulfilled and if 
the function g is of the form g(t, u) 3 g(u) + h(t) with g: R + R continuous 
and hg L’(Z), then the inequality (3.5) is automatically satisfied with 
Mb,, g)=M(s,, h), so that, in this particular situation, the conclusion of 
Theorem 3.4 holds under assumptions of Theorem 3.3 without assuming 
(3.5). 
FIRST-ORDER DIFFERENTIAL EQUATIONS 391 
Let us show that (3.5) is satisfied under assumptions of Theorem 3.3 if 
g( t, U) = g(u) + h(t) with h E L’(Z). Indeed, consider the equation 
24’ + g(u) + h(t) = s 
40) = 4 1 ), 
(3.6) 
and assume that it has a solution u E Wan’ for some s d sl. Then, multi- 
plying (3.6) by u’, integrating over Z, and using Cauchy-Schwarz 
inequality, one has 
Moreover, if lu( t)l b R, for all t E Z, then integrating (3.1) over I, 
one deduces that s=S,(g(u(t))+h(t)) dt=S,g(t,u(t))dt>s, (the last 
inequality follows from assumption (3.4)), so that s > s,, a contradiction. 
Hence, there exists t, E I such that lu(t,)l < R,. Defining ii = j, u(t) dt, one 
has that for some ZE Z, by using Cauchy-Schwarz inequality, 
IUI = lu(i)l d lu(t,)l + b(i) - u(t,)l GR, + Iu’lLz. (3.8) 
Defining ii(t) = u(t) - U, by the Sobolev inequality, one has that there 
exists a constant c > 0 such that Iii1 c 6 c lu’l L2 (cf., e.g., [ 13, p. 2081). 
Thus, using (3.7) and (3.8) one concludes that Iu\ < M for some constant 
M=M(s,,h)>O. 
The following corollary is an immediate consequence of Theorem 3.4 and 
Remark 3.2. 
COROLLARY 3.1. Let g: R + R he a continuous function such that 
lim g(u) = cc. (3.9) 1uI + m 
Then, for any given h E L”(Z), there exists a real constant sO= s,,(h) such 
that: 
(i) for s < sO, Eq. (3.1) has no solution; 
(ii) for s=sO, Eq. (3.1) has at least one solution; 
(iii) for s>sO, Eq. (3.1) has at least two distinct solutions. 
As before, a “dual” version of Corollary 3.1 could be given. Moreover, 
if g is regular enough and satisfies some convexity assumption, there is a 
result concerning the exact number of solutions. The reader is referred to 
J. Mawhin [12] and J. C. Scovel [3]. Let us mention here that, taking into 
account Theorems 3.3 and 3.4, Remark 3.2, and Corollary 3.1, results due 
to J. C. Scovel [3] are a special case of ours since he considered 
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g(u)=a,~+a~u” with u,,u?~R, LI,#O, u,#O, and k>2, k integer, so 
that g is a polynomial nonlinearity. 
Theorem 3.4 and its “dual” version contain results due to J. Mawhin [ 12, 
Sect. 21. Indeed, it suflices to notice that assumption (3.5) herein follows 
from [12, Theorem 1, step (d)]. 
Remark 3.3. Condition (3.14) is in particular satisfied if 
lim sup (g(u)lu) < 0 < lim+i:f (g(u)lu), 
u--r-x 
(3.10) 
which shows that our assumptions generalize the classical ones of 
Ambrosetti-Prodi type. Notice that the nonlinearity g(u) = In( 1 + JuI ) 
satisfies (3.9) but not (3.10). 
Remark 3.4. Results of this section have been inspired by similar ones, 
concerning the number of periodic solutions of second-order differential 
equations, due to C. Fabry, J. Mawhin, and the author [S]. In contrast to 
that paper, we consider here the case of Caratheodory functions. Moreover, 
results like Theorems 3.2 and 3.3 cannot be proved in the framework 
of [S]. 
4. A SECOND MULTIPLICITY RESULT 
In the preceding section, we have studied the existence of multiple solu- 
tions for Eq. (3.1) when the nonlinearity g satisfies, in particular, the condi- 
tion lim,,, _ Jc g(t, u)= cc a.e. (respectively lim,,, --ro; g(t, u)= -cc a.e.). In 
this section, we shall be concerned with the same problem when the func- 
tion g satisfies, in particular, conditions lim u- --x) g(t, U) = co a.e. and 
lim, + oo g(t, U) = - co a.e. (respectively lim, _ r g(t, U) = - co and 
lim, + m g(t, 24) = cc a.e.). 
The following existence result, due essentially to J. Mawhin and W. 
Walter [ 1 l] and J. P. Gossez [7], was proved in [ 11, pp. 69-711. We shall 
give it here for the sake of completeness and for the reader’s convenience; 
moreover, it will help us to compare, our results with those of others. 
PROPOSITION 4.1. Assume that there exists b E L’(Z, R + ) such that 
g(t, u) d b(f) (4.1) 
for a.e. t E I and all u E R with u 2 0, 
s(c u) 3 -b(t) (4.2) 
for a.e. t E I and all u E R with u < 0. 
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Then, Eq. (3.1) has at least one solution provided that 
I g+(t)dt<s< g-(t)dt, I I I (4.3) 
where 
g+(t) = lim sup g(t, u) u - r, and g _ = lim inf g( t, 24). (4.4) u-r-m 
If g(t,u)=g(u)+h(t) with lim,,-,g(u)=co and limu+mg(u)=-co, 
then, it follows immediately, from the above proposition, that Eq. (3.1) has 
at least one solution for all h E L’(Z) and all s E R. A “dual” version of 
Proposition 4.1 is given in [ 11, p. 711. Here, we shall prove that, under 
some additional conditions on the function g(t, u), one can deduce a global 
multiplicity result that contains results due to V. Cafagna and F. Donati 
[3] as a special case. 
THEOREM 4.1. Assume that there exist real constants r, < r < R < R, and 
s2 <s, < s3 such that 
esssup g( t, r) < s, < essinf g( t, R); (4.5) 
I I 
s(t, u) < s2 for a.e. tEz and all u E R with u 2 R, ; (4.6) 
.dt> u) >s3 for a.e. tEz andalluER with ubr,. (4.7) 
Then, there exist real constants S, , s”,, ST, sz, with s2 <ST <S, and 
s, <s”, < sf 6 So, such that 
(i) for SE [s,, s,], Eq. (3.1) has at least one solution; 
(ii) for SE (sf, s:), Eq. (3.1) has at least two distinct solutions; 
(iii) for SE (S,, S,), Eq. (3.1) has at least three distinct solutions. 
Proof (1) For any SE [s,, s,], conclusion (i) follows immediately 
from Proposition 4.1 by taking into account assumptions (4.6) and (4.7). 
One can also apply Theorem 2.1 by observing that, according to 
(4.6)-(4.7), R, and rl are respectively upper and lower solutions of 
Eq. (3.1) for any SE [s,, s3]. 
(2) Now, let us show that, for s =si, Eq. (3.1) has at least two dis- 
tinct solutions. Indeed, it follows, from (4.5) and (4.7), that rl and r are 
respectively lower and upper solutions of Eq. (3.1) for s = s,. Therefore, by 
Theorem 2.1, Eq. (3.1) has at least one solution, denoted u, such that 
rI <u(t) 6 r for all t ~1. On the other hand, (4.5) and (4.6) imply that R 
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and R, are respectively lower and upper solutions of Eq. (3.1) with .s = s, . 
so there exists a second solution, denoted U, such that R < v(t) 6 R, for all 
t E I. Moreover, the same argument shows that for any .r E [.rz, s,], s < s, , 
sufficiently closed to s,, Eq. (3.1) has at least two distinct solutions denoted 
U, and v, respectively such that Y, <u,,(t)< r< Rdv,(t)d R, for all te I. 
Choosing ST = inf{sE [s,, sj]: s <s, and Eq. (3.1) has at least two solu- 
tions on (3,~~)) and s~=su~{sE[s~,s~]:s,<s and Eq. (3.1) has at least 
two solutions on (s,, s)}, conclusion (ii) is proven. 
(3) By step (2), we know that, for .s=sr, Eq. (3.1) has at least two 
distinct solutions u and u such that rl 6 u(t) <r < R d v(t) d R, for all I E I. 
On the other hand, assumption (4.5) and Theorem 2.2 with u(t) = r and 
b(t) = R imply that, for s = sl, Eq. (3.1) has a third solution denoted z such 
that r < z(t) 6 R for all t E I. Moreover u(t) < z(t) < v(t) on subsets of I of 
positive measure because one has strict inequalities in (4.5). The same argu- 
ment shows that for any s E (ST, sf ). s < s, or s > s,, sufficiently closed to 
sr, Eq. (3.1) has at least three distinct solutions. Therefore, as in step (2) 
we choose s”, = inf{se (ST , s:): s<s, and Eq. (3.1) has at least three 
solutions on (s,sr)> and SZ=sup{.~~(~:,s2*):~>~, and Eq. (3.1) has at 
least three solutions on (sl, s)}. The proof is complete. 1 
As in Section 3, a “dual” version of Theorem 4.1 can be given. 
Remark 4.1. Taking into account Proposition 4.1, the multiplicity 
result due to V. Cafagna and F. Donati (see [3]) is a special case of 
Theorem 4.1 herein since they consider g(t, U) = g(u) + h(t) with 
g(u) = au + bu2 + cuZk + ‘, (4.8) 
where k E N, k > 1 fixed; a, 6, c E R are such that a 2 0, a2 + b2 > 0, and 
c < 0. 
In this section, we consider a very large class of nonlinearities containing 
(4.8). Moreover, we describe the subsets of L’(I) for which we have respec- 
tively at least one, two, or three solutions. For nonlinearities considered in 
(4.8), some results concerning the exact number of solutions are given 
in [3]. 
ACKNOWLEDGMENTS 
This work was partly supported by CNR(GNAFA) of Italy. The author thanks Professors 
J. Mawhin and R. Iannacci for stimulating conversations. He is greatly indebted to the referee 
for many suggestions, among which is an improvement in Theorem 3.3. 
FIRST-ORDER DIFFERENTIAL EQUATIONS 395 
REFERENCES 
1. A. AMBROSETTI AND G. PRODI, On the inversion of some differentiable mappings with 
singularities between Banach spaces, Ann. Mat. Pura Appl. 93 (1972) 231-246. 
2. H. BREZIS, “Analyse fonctionnelle, theorie et applications,” Masson, Paris, 1983. 
3. V. CAFAGNA AND F. DONATI, Un rtsultat global de multiplicite pour un probleme dif- 
ferentiel non lineaire du premier ordre, C. R. Acad. Sci. Paris Sk. I Math. 300, No. 15 
(1985), 523-526. 
4. C. FABRY AND P. HABETS, Upper and lower solutions for second-order boundary value 
problems with non-linear boundary conditions, Nonlinear Anal. TMA 10 (1986), 
985-1007. 
5. C. FABRY, J. MAWHIN, AND M. N. NKASHAMA, A multiplicity result for periodic solutions 
of forced nonlinear second order ordinary differential equations, Bull. London Math. Sot. 
18 (1986) 173-180. 
6. R. GAINES AND J. MAWHIN, “Coincidence Degree and Nonlinear Differential Equations,” 
Lecture Notes in Mathematics, Vol. 568, Springer-Verlag, Berlin, 1977. 
7. J. P. GOSSEZ, Some nonlinear differential equations with resonance at the first eigenvalue, 
Confer. Sem. Mat. Univ. Bari 167 (1979), 355-389. 
8. V. LAKSHMIKANTHAM AND S. LEELA, Existence and monotone method for periodic solu- 
tions of first-order differential equations, J. Mafh. Anal. Appl. 91 (1983), 237-243. 
9. S. LEELA, Monotone technique for periodic solutions of differential equations, J. Math. 
Phys. Sci. 18 (1984), 73382. 
10. L. A. LEPIN, Concept of lower and upper functions, Differenfiul Equarions 16 (1980) 
1133-1139. 
11. J. MAWHIN, “Topological Degree Methods in Nonlinear Boundary Value Problems,” 
CBMS Regional Conference Series in Mathematics, Vol. 40, Amer Math. Sot., 
Providence, RI, 1979. 
12. J. MAWHIN, First order ordinary ditlerential equations with several periodic solutions, 
J. Appl. Math. Physics 38 (1987) 257-265. 
13. N. ROUCHE AND J. MAWHIN, “Ordinary Differential Equations: Stability and Periodic 
Solutions,” Pitman, Boston, 1980. 
14. F. ZH. SADYRBAEV, Lyapunov functions and the solvability of the first boundary-value 
problem for ordinary second-order differential equations, Differenfiul Equafions 16 (1980) 
3877391. 
15. A. S. VATSALA, On the existence of periodic quasi-solutions for first order systems, 
Nonlinear Anal. TMA 7 (1983), 1283-1289. 
16. W. WALTER, “Differential and Integral Inequalities,” Springer-Verlag, Berlin, 1970. 
