We obtain estimates of the multiplicative constants appearing in local convergence results of the Riemannian Gauss-Newton method for least squares problems on manifolds and relate them to the geometric condition number of [P. Bürgisser and F. Cucker, Condition: The Geometry of Numerical Algorithms, 2013].
Introduction
Many problems in science and engineering are parameter identification problems (PIPs). Herein, there is a parameter domain M ⊂ R M and a function Φ : M → R N . Given a point y in the image of Φ, the PIP asks to identify parameters x ∈ M such that y = Φ(x); note that there could be several such parameters. For example, computing QR, LU , Cholesky, polar, singular value and eigendecompositions of a given matrix A ∈ R m×n ≃ R mn are examples of this. In other cases we have a tensor A ∈ R m1×···×m d and need to compute CP, Tucker, block term, hierarchical Tucker, or tensor trains decompositions [7] .
If the object y ∈ R N whose parameters should be identified originates from applications, then usually y ∈ Φ(M). Nevertheless, in this setting one seeks parameters x ∈ M such that y := Φ(x) is as close as possible to y, e.g., in the Euclidean norm. This can be formulated as a nonlinear least squares problem:
Here, we deal with functions Φ that offer differentiability guarantees, so that continuous optimization methods can be employed for solving (1) . Specifically, we assume that M is a smooth embedded submanifold 3 of R M and that Φ is a smooth function on M [11, Chapters 1 and 2]. Hence, (1) is a Riemannian optimization problem that can be solved using, e.g., Riemannian Gauss-Newton (RGN) methods [2] ; see Section 2.
The sensitivity of x ∈ M with respect to perturbations of y = Φ(x) might impact the performance of these RGN methods. Let Ψ : X → Y be a smooth map between manifolds X and Y, and let T x X denote the tangent space to the manifold X at x ∈ X . We recall from [5, Section 14.3] that the geometric condition number κ(x) characterizes to first-order the sensitivity of the output y = Ψ(x) to input perturbations as the spectral norm of the derivative operator d x Ψ : T x X → T Ψ(x) Y; that is, κ(x) := d x Ψ := max t∈TxX d x Ψ(t/ t ) . In the case of PIPs, the geometric condition number is derived as follows. Assume that there exists an open neighborhood N of x ∈ M such that M = Φ(N ) is a smooth manifold with m = dim M = dim N . Since Φ| N : N → M is a smooth map between manifolds, the inverse function theorem for manifolds [11, Theorem 4.5] entails that there exists a unique inverse function Φ −1
Hence, the geometric condition number of the parameters 4 x is
where ς m (A) is the mth largest singular value of the linear operator A. If the derivative is not injective, then the condition number is defined to be ∞.
In this letter, we show that the condition number of the parameters x in (2) appears naturally in the multiplicative constants in convergence estimates of RGN methods. Our main contribution is Theorem 1.
The Riemannian Gauss-Newton method
Recall that a Riemannian manifold (M, ·, · ) is a smooth manifold M, where for each p ∈ M the tangent space T p M is equipped with an inner product ·, · p that varies smoothly with p; see [11, Chapter 13] . The zero element of T p M is denoted by 0 p . Since we deal exclusively with embedded submanifolds M ⊂ R M , we take a, b p := a T b equal to the standard inner product on R M . In the following we drop the subscript "p." The induced norm is v = v, v . The tangent bundle of a manifold M is the smooth vector bundle
In the remainder of this letter, we let M ⊂ R M be an embedded submanifold with m = dim M ≤ M equipped with the standard Riemannian metric inherited from R M . Riemannian optimization methods can be applied to the minimization of a least-squares cost function
Recall that Newton's method for minimizing f consists of choosing a x 0 ∈ M and then generating a sequence of iterates x 1 , x 2 , . . . in M according to the following process:
herein,
Definition 1 (Retraction [2, 9] ). A retraction R is a map from an open subset T M ⊃ U → M that satisfies all of the following properties for every p ∈ M:
2. U contains a neighborhood N of (p, 0 p ) such that the restriction R| N is smooth; 3. R satisfies the local rigidity condition d 0x R(x, ·) = id TxM for all (x, 0 x ) ∈ N .
We let R p (·) := R(p, ·) be the retraction R with foot at p.
A retraction is a first-order approximation of the exponential map [2] ; the following result is well-known. 4 Note that this is the geometric condition number at the output rather than the input of Φ −1
x . The reason is that the PIP can have several x i ∈ M as solutions. Since the RGNs will only output one of these solutions, say x 1 , the natural question is whether this computed solution x 1 is stable to perturbations of Φ(x 1 ). Lemma 1. Let R be a retraction. Then for all x ∈ M there exists some δ x > 0 such that for all η ∈ T x M with η < δ x one has R x (η) = x + η + O( η 2 ).
As stated in [2, Section 8.4.1], the RGN method for minimizing f is obtained by replacing the ∇ 2 x k f in the Newton process (4) by the Gauss-Newton approximation (
herein A * denotes the adjoint of the bounded linear operator A with respect to the inner product ·, · . Note that an explicit expression for the update direction η k can be obtained. The Riemannian gradient is
see [2, Section 8.4.1] . If d x k F is injective, then the solution of the system in (4) with the Riemannian Hessian replaced by the Gauss-Newton approximation is given explicitly by
Main result: Convergence analysis of the RGN method
We prove in this section that both the convergence rate and radius of the RGN method are influenced by the condition number of the PIP at the local minimizer. In the case of PIPs, we have F (x) := Φ(x) − y for some fixed y ∈ R N . Hence, d x F = d x Φ, so that the next theorem relates the geometric condition number (2) to the convergence properties of the RGN method for solving the least-squares problem (3).
Remark 1. The RGN method is only locally convergent. Practical methods are obtained by adding a globalization strategy [2, 12] such as a line search or trust region scheme. The goal of these strategies is guaranteeing sufficient descent for global convergence, while preserving the local rate of convergence. In the main theorem, we present the analysis without globalization strategy, so as to focus on the main idea of the proof. In case of a trust region scheme, the usual approach for extending the proof consists of showing that close to a local minimizer, the unconstrained Newton step is always contained in the trust region and hence selected. This will be true if the starting point is sufficiently close to the local minimizer. Then, the local rate of convergence will be the same as when no trust region scheme is employed.
In the remainder of this section, let B τ (x) denote the ball of radius τ centered at x ∈ R M . The following is the main theorem of this letter.
Then, there exists ǫ ′ > 0 such that for all 0 < α < 1 there exists a universal constant c > 0 depending on ǫ ′ , F , x ⋆ , M, and R so that the following holds.
(Linear convergence): If
the RGN method generates a sequence x 0 , x 1 , . . . that converges linearly to x ⋆ . In fact,
the RGN method generates a sequence x 0 , x 1 , . . . that converges quadratically to x ⋆ . In fact, In the following let P A denote the orthogonal projection onto the linear subspace A ⊂ R N . Recall the next lemma from [3, Section 2], which we need in the proof of Theorem 1.
N be a smooth function and x ∈ M. Then, there exist constants r F > 0 and γ F ≥ 0 such that for all y ∈ B rF (x) ∩ M we have
We can now prove Theorem 1.
Proof of Theorem 1. We begin with some general considerations: In Lemma 1 we choose δ small enough such that it applies to all x ∈ B δ (x ⋆ ) ∩ M. Let 0 < ǫ ′ ≤ δ. Then, there exists a constant γ R > 0 depending on the retraction operator R, such that for all x ∈ B ǫ ′ (x ⋆ ) ∩ M we have
By applying Lemma 2 to the smooth functions F and id M respectively and using the smoothness of (the derivative of) F , we see that there exist constants γ F , γ I > 0 so that for all x ∈ B ǫ ′ (x ⋆ ) ∩ M we have
Moreover, we define the Lipschitz constant
We choose a constant c, depending on R, F and ǫ ′ , that satisfies
The rest of the proof is by induction. Suppose that the RGN method applied to starting point x 0 ∈ M generated the sequence of points x 0 , . . . ,
, and, hence, x k+1 is defined. Thereafter, we prove the asserted bounds on x k − x k+1 . For avoiding subscripts, let x := x k ∈ M and y :
By induction, we can assume x k − x ⋆ ≤ x 0 − x ⋆ ; indeed the base case k = 0 is trivially true, and we will prove that it also holds for k + 1 at the end of this proof, completing the induction. Hence,
N ×M denote the matrix of d x F with respect to the standard bases on R M and R N . Let J = U ΣV T be its (compact) singular value decomposition (SVD), where U ∈ R N ×m and V ∈ R M×m have orthonormal columns, the columns of V span T x M and Σ ∈ R m×m is diagonal matrix containing the singular values. Then, the matrix of (d x F ) † with respect to the standard bases is J † , i.e., the Moore-Penrose pseudoinverse of J, and κ(x) = J † . Similarly, let J ⋆ ∈ R N ×M denote the matrix of d x⋆ F , and let U ⋆ Σ ⋆ V T ⋆ be its SVD. By assumption, d x⋆ F is injective and thus we have κ
T , and similarly for P Tx ⋆ M . Then, by the definition of C in (9), we have
and hence
, because x ∈ B ǫ (x ⋆ ) and the definition of c. From Weyl's perturbation Lemma it follows that |ς min (
. We obtain ς min (J) > ας min (J ⋆ ) > 0, where the last inequality is by the assumption α > 0. It follows that
so that d x F is indeed injective. This shows that the RGN update direction η is well defined.
where the last step is because of (11) and (12) . Using P = 1 for orthogonal projectors, the assumption (12), (15), and the bound on v in (7), it follows from (14) that
By the definition of ǫ and the assumption x ⋆ − x < ǫ, we have x ⋆ − x < ǫ < 1 κγF , so that by (16),
Using the third bound on ǫ in (10), we have
which when plugged into (17) yields η < ǫ ′ . From the foregoing discussion, we conclude that (6) applies to R x (η) = R x (−J † F (x)), so that
where the second-to-last equality is due to (8) , and in the last line we have used the triangle inequality and the bounds on v and w from (7) and (8) . Combining this with (15) and (12) yields
Note that we have chosen the constant c large enough, so that For the second assertion we have the additional assumption that x ⋆ is a zero of the objective function
2 . From (19) we obtain ζ ≤ κγF α + γ I x ⋆ − x 2 . From (14) we get η = P (x ⋆ − x)+ J † v so that we can bound η 2 by
where the inequality is by the Cauchy-Schwartz inequality and the fact that P = 1 for orthogonal projectors. As before, plugging these bounds for ζ and η into (18) and exploiting that c ≥ max {γ F , γ I , γ R }, the second bound is obtained.
A reviewer asked how critical the injectivity assumption on the derivative d x F in the above theorem is. The brief answer is that it is usually a very weak assumption in practice. First, we need a lemma. 
Numerical experiments
Here we experimentally verify the dependence of the multiplicative constant on the geometric condition number for a special case of PIP (1), namely the tensor rank decomposition (TRD) problem. The model is
The image of Φ is called a join set and the PIP is a special case of the join decomposition problem [3] . To put emphasis on the join structure of the image of Φ, we denote J := Φ(S × · · · × S).
In the numerical experiments of this section we apply a RGN method to min x∈M 1 2 Φ(x) − A 2 , where M := S × · · · × S is the r-fold product manifold of S, and A ∈ R N is the given tensor to approximate. We choose the retraction operator R : T M → M from [4] .
The projectivization of the manifold S is called the Segre variety; it is a smooth, irreducible projective variety with affine dimension dim S = 1 + d k=1 (m k − 1). The problem of computing the dimension of the Zariski-closure J , which is called the r-secant variety of S, has been classically studied; see [10, Section 5.5] for an overview. The results of [6] entail that the dimension equality dim M = dim J is satisfied for all r · dim S < N and N ≤ 15000, subject to a few theoretically characterized exceptions. In the example below, we take r = 2 for which the dimension equality is always satisfied [1] . Hence, Proposition 2 entails that the injectivity assumption in Theorem 1 is satisfied at least on a set of positive Lebesgue measure. Therefore, the convergence rate of the RGN method is influenced by the geometric condition number of the optimal parameters x ⋆ ∈ M that minimizes the objective function.
We showed in [3, Section 5.1] that the condition number of the above PIP at x = (a
−1 , where m = r · dim S, and the matrix U ∈ R N ×m is given by U = [ U1 ··· Ur ] with
is a matrix containing an orthonormal basis of the orthogonal complement of a k i
in R m k . These expressions allow us to compute the condition number at any given decomposition x ∈ M. All of the following computations were performed in Matlab R2016b. For clearly illustrating the rates of convergence, we used variable precision arithmetic (vpa) with 400 digits of accuracy. Since performing experiments in vpa is very expensive, we consider only the tiny example of a rank-2 tensor of size 3×3×3. We showed in [4] that an implementation of the RGN method with trust region globalization strategy applied to the above PIP formulation, can outperform state-of-the-art optimization methods for the tensor rank approximation problem on small-scale, dense problems with r d k=1 m k 1000.
Experiment 1: Random perturbations
Consider the following parametrized tensors in
2 ) ∈ S × S where x(0) := e Z , where the entries of Z are also standard normal. For verifying the linear convergence, the RGN method was applied to A ′ (s) while the quadratic convergence was checked by applying the RGN method to A(s), both starting from x ′ (s). In all tested cases, the RGN method generated a sequence x 1 (s), x 2 (s), . . . in M converging to a local minimizer x ⋆ (s) ∈ M. The residual F (x ⋆ (s)) was approximately 7 · 10 −11 in all cases. The results are shown in Figures 1(a) and 1(c) , illustrating respectively the predicted linear and quadratic convergence. The graphs confirm the prime message of this letter: the convergence speed of the RGN method deteriorates when the geometric condition number increases, as Theorem 1 predicts.
As the full lines in Figure 1(a) show, the multiplicative constants derived in Theorem 1 can be pessimistic, especially when the condition number is large. We attribute this to bound (15); while it is sharp [13, p. 152] , it is very pessimistic in this experiment. A qualitatively better description of the convergence is shown as the dashed lines in Figure 1(a) , where the constant in (15) was estimated heuristically as E(s) :=
, where J is the matrix of d x1(s) F and J ⋆ is the matrix of d x⋆(s) F as in the proof of Theorem 1.
Experiment 2: Adversarial perturbations.
For illustrating the sharpness of the bound (15), we performed an additional experiment with tensors in
. This time we constructed an adversarially perturbed starting point x ′ (s) by generating a random tensor N ∈ R 27 with entries sampled from the standard normal distribution, then computing numerically the gradient g of the function
, and finally setting x ′ (s) = R(x(s), 10 −20 g). As adversarial perturbation of A(s) = Φ(x(s)), we chose Z ∈ R 27 equal to the left singular vector u 14 ∈ R 27 corresponding to the smallest nonzero singular value ς 14 of d x ′ (s) Φ; note that dim M = r · dim S = 2(1 + 2 + 2 + 2) = 14. As before, we set A ′ (s) = A(s) + 10 −10 Z Z . The result of applying the RGN method to A ′ (s) from starting point x ′ (s) is shown in Figure 1(b) . In all cases, the method converged. The condition numbers at the local minimizers x ⋆ (s) are about the same as in the previous experiment: the respective relative differences were less than 10 −2 . The final residuals F (x ⋆ (s)) depended on s, however; they were 6.90 · 10 respectively s = 0, 1, 3, and 5. This is why the convergence may appear at first sight to be better than in the case of random perturbations. Nevertheless, it is observed that the theoretical estimate in Theorem 1 is indeed much closer to the observed convergence. In fact, the bounds involving the heuristic estimate E(s) are visually indistinguishable from the actual data. Note in particular for s = 0, where κ = 1, that also the theoretical convergence rate from Theorem 1 is visually indistinguishable from the data, illustrating the sharpness of the bound in (15).
