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Inhaltsangabe
Die meisten Arbeiten zu Bose-Einstein-Kondensaten mit ausgeglichenem Gewinn und
Verlust wurden in der Mean-Field-Näherung unter Verwendung der nichthermiteschen
PT -symmetrischen Gross-Pitaevskii-Gleichung durchgeführt. In diesen Systemen spielt
allerdings der Austausch von Teilchen mit der Umgebung eine entscheidende Rolle, was
im Allgemeinen zu Abweichungen vom Mean-Field-Verhalten führt. Es ist daher nicht
im Voraus ersichtlich, dass die Mean-Field-Beschreibung hierfür geeignet ist.
Ziel dieser Arbeit ist die Formulierung und Untersuchung einer Vielteilchenbeschreibung
eines Bose-Einstein-Kondensats mit ausgeglichenem Gewinn und Verlust. Das wird durch
eine Mastergleichung erreicht, die ein Doppelmuldenpotential beschreibt, in welchem
das Einkoppeln von Teilchen in der einen und das Auskoppeln aus der anderen Mulde
durch Lindblad-Superoperatoren beschrieben wird. Die Ein- und Auskoppelraten müssen
auf geeignete Weise angepasst werden, um einen ausgeglichenen Gewinn und Verlust zu
erzeugen. Es wird gezeigt, dass der Mean-Field-Grenzfall dieser Mastergleichung eine
PT -symmetrische Gross-Pitaevskii-Gleichung liefert. Darüber hinaus besitzt die Mas-
tergleichung die charakteristischen dynamischen Eigenschaften von PT -symmetrischen
Systemen.
Es gibt jedoch auch fundamentale Unterschiede zur Mean-Field-Beschreibung. So wird
gezeigt, dass die Reinheit des Kondensats periodisch auf kleine Werte abfällt, aber dann
nahezu vollständig wiederhergestellt wird, während die Teilchen zwischen den beiden
Mulden oszillieren. Da in der Mean-Field-Beschreibung ein vollständig reines Kondensat
angenommen wird, kann dieser Effekt nicht durch die Gross-Pitaevskii-Gleichung erfasst
werden. Diese Reinheitsoszillationen haben einen direkten Einfluss auf den gemittelten
Kontrast in einem Interferenzexperiment. Insbesondere zeigt sich, dass die Extrempunkte
der Reinheit präzise gemessen werden können, da der Kontrast zu diesen Zeitpunkten
nicht durch ein Ungleichgewicht in der Teilchenzahlverteilung reduziert wird.
Um die Reinheitsoszillationen im Detail zu diskutieren, werden analytische Lösungen
für die Dynamik ohne Wechselwirkung betrachtet und die Bogoliubov-Backreaction-
Methode wird verwendet, um den Einfluss der kurzreichweitigen Wechselwirkung zu
untersuchen. Ein zentrales Ergebnis ist, dass die Amplitude der Reinheitsoszillationen
weder von der Teilchenzahl noch von der Wechselwirkungsstärke abhängt, sondern nahezu
vollständig durch die Stärke der Ein- und Auskoppelprozesse festgelegt ist. Für größere
Teilchenzahlen treten die starken Reinheitsoszillationen allerdings zu immer späteren
Zeiten auf. Ohne Wechselwirkung würde das dazu führen, dass die Reinheitsoszillationen
für realistische Teilchenzahlen nicht beobachtbar sind, aber durch das Anpassen der
Wechselwirkungsstärke treten die starken Oszillationen wieder früher auf.
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Abstract
Most of the work done in the field of Bose-Einstein condensates with balanced gain
and loss has been performed in the mean-field approximation using the non-Hermitian
PT -symmetric Gross-Pitaevskii equation. However, the exchange of particles with the
environment plays a crucial role in such systems which in general leads to deviations
from the mean-field behavior. Thus, it is not clear whether a mean-field approach is
appropriate.
It is the purpose of this work to formulate and study a many-particle description of
a Bose-Einstein condensate with balanced gain and loss. This is achieved by using a
quantum master equation describing a double well where the incoupling of particles in one
well and the outcoupling from the other are implemented with Lindblad superoperators.
The in- and outcoupling rates are adjusted in an appropriate manner such that balanced
gain and loss is achieved. It is shown that the mean-field limit of this master equation
yields a PT -symmetric Gross-Pitaevskii equation. Furthermore the master equation
supports the characteristic dynamical properties of PT -symmetric systems.
There are, however, fundamental differences compared with the mean-field description
revealing a new generic feature of PT -symmetric Bose-Einstein condensates. It is shown
that the purity of the condensate periodically drops to small values but then is nearly
completely restored, when the particles oscillate in the double well. Since in the mean-
field limit a completely pure condensate is assumed, this effect cannot be covered by the
Gross-Pitaevskii equation. These purity oscillations have a direct impact on the average
contrast in interference experiments. In particular it is found that the extrema of the
purity can be precisely measured since the average contrast at these points is not reduced
by an imbalance of the particle distribution.
To gain a detailed understanding of the purity oscillations, analytic solutions for the
dynamics in the non-interacting limit are presented and the Bogoliubov backreaction
method is used to discuss the influence of the on-site interaction. A central result is that
the strength of the purity revivals does neither depend on the amount of particles in the
system nor the interaction strength, but is almost exclusively determined by the strength
of the in- and outcoupling processes. However, the strong revivals are shifted towards
longer times for larger particle numbers. Without interaction this would make the purity
oscillations unobservable for a realistic particle number, but by adjusting the interaction
strength the strong revivals again occur earlier.
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1. Introduction
1.1. Motivation
In 1998 Bender and Boettcher studied the Hamiltonian Hˆ = pˆ2 + xˆ2(ixˆ)κ with real κ
numerically [1]. They found the remarkable result that for κ ≥ 0 the eigenvalue spectrum
is real and positive although the Hamiltonian is in general non-Hermitian. This property
was later proved in [2]. For κ < 0 complex conjugate pairs of eigenvalues were found.
It was argued that these properties arise due to the PT symmetry of the Hamiltonian,
[Hˆ,PT ] = 0, where P and T are the parity and time reversal operators defined as P:
xˆ→ −xˆ, pˆ→ −pˆ, and T : pˆ→ −pˆ, i→ −i.
In the regime where only real eigenvalues exist the eigenstates are PT symmetric, and
thus PT symmetry is not spontaneously broken. In this case one can find an additional
symmetry called C, which can be used to construct a positive definite inner product,
with respect to which the time evolution is unitary [3]. In this sense PT symmetry can
be interpreted as a complex generalization of Hermitian quantum mechanics. However,
PT symmetry is neither necessary nor sufficient for the eigenvalue spectrum to be
real. The eigenvalues of PT -symmetric Hamiltonians might be complex, and there
exist Hamiltonians with a real spectrum that are not PT symmetric. This motivated
Mostafazadeh to introduce the concept of pseudo-Hermiticity [4–6]. In particular it was
shown that pseudo-Hermiticity is a necessary condition for a real eigenvalue spectrum.
However, non-Hermitian quantum mechanics is not only used to formulate a funda-
mental generalization of Hermitian quantum mechanics. Instead it also provides an
elegant approach to solve problems that are much harder when using Hermitian quantum
mechanics. Various applications, with a focus on resonance phenomena, of this formalism
are reviewed in the book Non-Hermitian Quantum Mechanics by Moiseyev [7].
Interpreting PT symmetry as the effective description of an open system interacting
with its environment has inspired various works finally leading to the first experimental
realizations in optics [8, 9]. The optical experiments exploited the fact that the paraxial
equation of diffraction for the electric field envelope has the same form as the Schrödinger
equation where the time is replaced by the propagation distance and the potential is
given by the refractive index [10–14]. Thus, the equivalent of a non-Hermitian potential
is generated by a complex refractive index describing pumping or dissipation. In [9] PT
symmetry was achieved by two coupled waveguides with loss in one waveguide and gain
with equal strength in the other. In the following years further experiments in optical
systems were performed [15–23] but a realization in a genuine quantum system is still
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missing. However, this is necessary to discuss quantum effects in PT -symmetric systems.
A promising candidate for the realization of a genuine PT -symmetric quantum system
is a Bose-Einstein condensate. In the mean-field limit Bose-Einstein condensates are
described by the Gross-Pitaevskii equation, which is a nonlinear Schrödinger equation.
Imaginary potentials have a clear physical interpretation as the in- and outcoupling
of particles depending on the sign of the imaginary part [24]. A PT -symmetric Bose-
Einstein condensate can be created in a double-well potential with an influx of particles
in one well and an outflux from the other. This system has been investigated using a
double-δ potential [25, 26] and a spatially extended double well [27–30]. In these works
stable stationary solutions, a rich dynamics, and a variety of bifurcation scenarios were
found. Furthermore proposals for the realization of such a system exist by embedding the
PT -symmetric double well in a larger Hermitian system [31, 32] or by using a coupling
approach [33].
These studies were performed in the mean-field limit, thus, it was assumed that all
particles are in the condensed phase, i.e., the single-particle density matrix is quantum
mechanically pure. However, the purity of a condensate is reduced by both the coupling
to the environment and the interaction of the particles [34]. In fact, studying the
controlled coupling of Bose-Einstein condensates with the environment has led to various
fascinating many-particle effects. For example it was shown in [35] that dissipation
due to strong inelastic collisions can actually induce the correlations in a Bose-Einstein
condensate. Furthermore, a two-mode system where dissipation and phase noise are
taken into account can, if carefully prepared, yield a revival of the condensate’s purity
before it eventually decays [36–38]. A strong growth of entanglement was found in a
one-dimensional optical lattice by introducing a localized loss of atoms [39]. Again in a
one-dimensional optical lattice with a lossy site it was demonstrated that a bistability
exists if the dissipation has an appropriate strength [40]. Thus, it cannot be expected
that PT -symmetric systems, in which the exchange of particles with the environment
plays a crucial role, are appropriately described in the mean-field limit. To check this
expectation it is necessary to carry out an analysis in the many-particle system.
A possible many-particle description of PT -symmetric Bose-Einstein condensates
has been previously investigated with a non-Hermitian Bose-Hubbard dimer [41, 42].
There, gain and loss were introduced as complex on-site energy contributions. However,
the mean-field limit of such a system does not lead to the known Gross-Pitaevskii
equation with complex potentials, but to an adapted equation, in which the nonlinear
term is divided by the norm squared of the wave function. While this equation has the
same normalized eigenstates as the Gross-Pitaevskii equation, the dynamical behavior,
including the stability properties of the eigenstates, clearly differs [28, 29], and thus it is
not the desired many-particle description.
A different approach to open quantum systems are master equations in Lindblad
form [43], which are well established to describe phase noise, feeding and depleting of
a Bose-Einstein condensate [34, 44]. Recently it has been shown that the mean-field
limit of a master equation, where the coherent dynamics is governed by a Bose-Hubbard
2
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Hamiltonian and single-particle losses are introduced by a Lindblad superoperator, leads
to the Gross-Pitaevskii equation with an imaginary potential whose strength is given by
the rate of the superoperator [38, 45].
In this work a master equation is presented which describes a Bose-Einstein condensate
in a double-well potential as an open quantum system. Gain in one well and loss in the
other are introduced by two Lindblad superoperators. The strengths of gain and loss
are balanced such that it resembles the behavior of a PT -symmetric Gross-Pitaevskii
equation. It is shown that this master equation with balanced gain and loss supports the
characteristic properties of nonlinear PT -symmetric systems, and thus is an appropriate
many-particle description of a PT -symmetric Bose-Einstein condensate.
However, it is also revealed that there are fundamental differences as compared with
the mean-field description. A central result of this work is that oscillations of the purity
are a characteristic feature of Bose-Einstein condensates subject to balanced gain and
loss of particles. It is demonstrated that the purity of this system does not simply decay.
Instead it drops periodically to small values and then is nearly completely restored. This
behavior cannot be captured by the mean-field description where a completely pure
condensate is assumed. Since the average contrast measured in interference experiments
is influenced by the purity, these oscillations have a direct impact on an experimentally
accessible quantity.
In fact a collapse and revival of a condensate has already been observed in the dynamical
evolution of an interference pattern [46]. This was achieved by preparing a condensate in
an optical lattice and then ramping up the potential barrier to inhibit tunneling. However,
these revivals occur due to the interaction between the particles and are damped by
particle losses [47, 48]. This stands in clear contrast to the purity oscillations uncovered
in this work which are driven by the gain and loss of particles, and thus have a completely
different physical origin.
1.2. Outline
Chapter 2 gives a short introduction to Bose-Einstein condensation with a focus on the
concepts required for this work. In particular the criterion for Bose-Einstein condensation
is discussed and the purity of a condensate is defined.
The properties of both linear and nonlinear PT -symmetric systems are shown in
Chap. 3. Afterwards a Bose-Einstein condensate in a PT -symmetric double-well potential
is studied in the mean-field limit using the nonlinear Gross-Pitaevskii equation.
Chapter 4 deals with the description of open quantum systems using master equations
in Lindblad form. Master equations describing localized single-particle loss and gain are
presented and then combined to formulate the master equation with balanced gain and
loss studied in this work.
Two different approaches for calculating the dynamics of quantum master equations
numerically are discussed in Chap. 5. The first approach is the quantum jump method
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which becomes exact for infinitely many quantum trajectories, and the second approach is
the Bogoliubov backreaction method which is an approximation method and numerically
much less costly.
A comparison of the master equation with balanced gain and loss and its mean-field
limit is performed in Chap. 6. The mean-field limit is explicitly calculated, which yields
the PT -symmetric Gross-Pitaevskii equation. By comparing the dynamics it is shown
that the master equation with balanced gain and loss shows the characteristic properties
known from PT -symmetric systems.
Chapter 7 focuses on the differences to the mean-field description. It is shown that
the purity of the condensate undergoes oscillations, which has a direct impact on the
contrast measured in interference experiments. These effects are also present in the non-
interacting limit, in which the time evolution is calculated analytically. Afterwards the
behavior of the purity in presence of interaction is studied in detail using the Bogoliubov
backreaction method. In particular the influence of the particle number on the time scale
is investigated.
The role of stationary states in the master equation with balanced gain and loss is
discussed in Chap. 8. It is shown that non-oscillating trajectories exist in the vicinity
of the PT -symmetric stationary mean-field states in the non-interacting limit. With
interaction they only exist if the covariances can be neglected. Finally the steady state
of the system is calculated and its properties and influence on the dynamics are studied.
4
2. Bose-Einstein condensation
The first experimental realizations of Bose-Einstein condensates in 1995 [49, 50] have
stimulated a vast amount of research in this area. It is way beyond the scope of this
work to give an overview over this diverse field. However, a detailed introduction can
be found in textbooks [51–53] and review articles [54, 55]. In the following only a short
introduction is given with a focus on the concepts required for this work.
In Sec. 2.1 Bose-Einstein condensation of an ideal Bose gas is discussed. By introducing
the criterion of off-diagonal long-range order the concept of Bose-Einstein condensation
is expanded to interacting particles in Sec. 2.2. Afterwards the purity of a condensate
is defined in Sec. 2.3. Section 2.4 describes the Bose-Hubbard model and the Gross-
Pitaevskii equation, which are both used in this work to describe the dynamics of a
condensate. Finally some properties of many-particle product states are shown in Sec. 2.5.
2.1. Ideal Bose gas
The existence of Bose-Einstein condensation was predicted by Einstein in 1924 for
massive non-interacting bosons in thermal equilibrium [56, 57] based on Bose’s work on
photons [58]. The basic concept of Bose-Einstein condensation in an ideal Bose gas is
shown in the following.
The occupation number of a state with energy k is given by the Bose-Einstein
distribution function
Nk =
1
e(k−µ)/kBT − 1 , (2.1)
with the chemical potential µ, the Boltzmann constant kB and the temperature T . Let
the energy of the ground state be 1 = 0, then all energies are positive k ≥ 0 and
the chemical potential is negative µ < 0. The total particle number N is obtained by
summing Nk over k, which can be replaced by an integral in the thermodynamic limit
N →∞, V →∞ but constant density N/V ,
N =
∫ ∞
0
1
e(−µ)/kBT − 1D()d, (2.2)
with the density of states
D() = V4pi2
(2m
~2
)3/2√
, (2.3)
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where the mass of the particles m and the reduced Planck constant ~ = h/2pi were
introduced. The integral yields
N
V
= λ−3th F3/2(eµ/kBT ), (2.4)
with the thermal de Broglie wavelength λth = h/
√
2pimkBT and the function F3/2(x) =∑∞
n=1 x
n/n3/2. Since 0 < eµ/kBT < 1, the density is maximum for µ = 0, and one obtains
an apparent maximum in the density given by(
N
V
)
max
= F3/2(1)λ−3th ≈ 2.612λ−3th . (2.5)
However, the replacement of the sum with the integral is only applicable if the summands
do not change much from one energy level to the next one. Yet, for small temperatures
more and more particles occupy the ground state.
The process of particles macroscopically occupying the ground state, thus, not being in
any excited state described by Eq. (2.4) is called Bose-Einstein condensation. The tran-
sition temperature T0 is defined as the temperature at which the maximum density (2.5)
is achieved, since for T < T0 the replacement of the sum with the integral is no longer
valid, and consequently a large amount of particles must be in the ground state,
kBT0 =
2pi~2
m
F3/2(1)−2/3
(
N
V
)2/3
. (2.6)
2.2. Interacting Bose gas
If the particles interact, the single-particle energy levels can no longer be used to formulate
a criterion for Bose-Einstein condensation. Instead the concept of off-diagonal long-range
order was formulated as a criterion by Penrose and Onsager [59, 60] and later elaborated
by Yang [61].
The reduced single-particle density operator ρˆ1, which is well-defined in the presence
of interaction, reads
ρˆ1 = tr2...N ρˆ, (2.7)
where the trace of the complete density operator ρˆ is taken over all but the first particle.
Since the particles are indistinguishable, it does not matter which particle is excluded
from the trace. The matrix elements of ρˆ1 can be related to the expectation value 〈aˆ†j aˆk〉.
To achieve this, the action of the annihilation operator aˆ(1)j , which annihilates the particle
labeled (1) in the single-particle state |j〉(1), i.e. aˆ(1)j |k〉(1) = δjk|0〉, on a Fock state is
required.
A normalized Fock state with N particles is defined as the sum over all possible
permutations Pˆ ,
|n1, n2, . . .〉 = 1√
N !n1!n2! · · ·
∑
Pˆ
Pˆ |i1, . . . , iN〉, (2.8)
6
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with |i1, . . . , iN〉 being the state where the jth particle is in the single-particle state |ij〉.
After application of the annihilation operator aˆ(1)j only the permutations where the first
particle is in state |j〉 survive. Since the number of particles in the state |j〉 is given by
nj, every surviving summand occurs nj times,
aˆ
(1)
j |n1, n2, . . .〉 =
1√
N !n1!n2! · · ·
∑
Pˆ
aˆ
(1)
j Pˆ |i1, . . . , iN〉
= 1√
N !n1!n2! · · ·
nj
∑
Pˆ
Pˆ |i′1, . . . , i′N−1〉. (2.9)
The state |i′1, . . . , i′N−1〉 is identical to the state |i1, . . . , iN〉 except one particle in state
|j〉 is removed, and therefore it has only N − 1 particles. Thus, Eq. (2.9) can be written
as,
aˆ
(1)
j |n1, n2, . . .〉 =
√
nj
N
|n1, n2, . . . , nj − 1, . . .〉 = 1√
N
aˆj|n1, n2, . . .〉. (2.10)
In the last step the usual bosonic annihilation operator, which removes a particle in
state |j〉, was used, aˆj|. . . , nj, . . .〉 = √nj|. . . , nj − 1, . . .〉. By comparison one obtains
the relation aˆj =
√
Naˆ
(1)
j .
This can be used to calculate the aforementioned expectation value,
〈aˆ†j aˆk〉 = N〈aˆ†(1)j aˆ(1)k 〉 = N tr
(
ρˆaˆ
†(1)
j aˆ
(1)
k
)
= N tr1
(
tr2...N(ρˆ)aˆ†(1)j aˆ
(1)
k
)
= N tr1
(
ρˆ1aˆ
†(1)
j aˆ
(1)
k
)
= N
∑
i
〈i|(1)ρˆ1aˆ†(1)j aˆ(1)k |i〉(1) = N
∑
i
〈i|(1)ρˆ1δki|j〉(1)
= N〈k|(1)ρˆ1|j〉(1) = N〈k|ρˆ1|j〉. (2.11)
In the last step |i〉(1) was replaced by |i〉 since the single-particle states are identical for
all particles. An equivalent equation is obtained for the field operators,
〈ψˆ†(x)ψˆ(y)〉 = N〈y|ρˆ1|x〉. (2.12)
For the previous calculations a specific total particle number N was assumed. This
is justified for pure states since a quantum mechanical superposition of states with
different particle numbers is forbidden for massive particles by a superselection rule [62,
63]. In statistical mixtures, however, different particle numbers are allowed and the
single-particle density operator σˆ1 is defined by
σ1,jk = 〈aˆ†kaˆj〉 = 〈j|σˆ1|k〉. (2.13)
The quantity σ1,jk is called the single-particle density matrix. It is Hermitian and
positive semidefinite. The matrix contains all information about single-particle properties
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and, thus, can be used to calculate the expectation value of an arbitrary single-particle
operator.
In Eq. (2.13) |j〉 is the single-particle state created by the operator aˆ†j. Obviously this
can also be formulated using different operators bˆ†j and corresponding states |j˜〉. Thus,
the matrix σ1,jk can be transformed into a different basis and still be interpreted as the
expectation value of a pair of creation and annihilation operators. In particular, the
single-particle density matrix can always be transformed into its diagonal form since it is
Hermitian.
Let dˆ†j be the creation operator of the states in which the single-particle density matrix
is diagonal and λj the corresponding eigenvalues. A possible density operator consisting
only of product states which produces this specific single-particle density matrix is given
by
ρˆ =
∑
i
λi
Ni
|ψi〉〈ψi|, |ψi〉 = 1√
Ni!
(
dˆ†i
)Ni |0〉, (2.14)
which can be seen as follows,
〈dˆ†kdˆj〉 =
∑
i
λi
Ni
〈ψi|dˆ†kdˆj|ψi〉 =
∑
i
λi
Ni
δkiδjiNi = δkjλk. (2.15)
Of course this is not the only possible choice for ρˆ but in terms of single-particle properties
every possible ρˆ is indistinguishable from the density matrix (2.14) which only contains
a sum of product states.
The single-particle density matrix is now used to introduce the concept of off-diagonal
long-range order as a criterion for Bose-Einstein condensation. For a uniform ideal Bose
gas the single-particle density matrix in position space is given by [52],
〈ψˆ†(x)ψˆ(y)〉 = 1
V
∑
p
Npeip(y−x)/~. (2.16)
Above the transition temperature for Bose-Einstein condensation no Np is macroscopically
occupied and the sum vanishes in the limit |x− y| → ∞ due to the rapidly oscillating
summands. However, below the transition temperature the zero-momentum state, p = 0,
is macroscopically occupied and remains,
lim
|x−y|→∞
〈ψˆ†(x)ψˆ(y)〉 = N0
V
. (2.17)
This shows that for a uniform ideal Bose gas the existence of Bose-Einstein condensation
is characterized by 〈ψˆ†(x)ψˆ(y)〉 not vanishing in the limit |x−y| → ∞. This criterion is
called off-diagonal long-range order and can be naturally extended for interacting bosons,
lim
|x−y|→∞
〈ψˆ†(x)ψˆ(y)〉 6= 0. (2.18)
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The physical meaning of this criterion is that spatial coherence is sustained over arbitrarily
long distances.
In a finite system, e.g., a condensate in a trap, the criterion cannot be applied directly.
Instead the eigenvalues of the single-particle density matrix are used. For an ideal
Bose gas, the eigenvectors are the single-particle wave functions and the corresponding
eigenvalues are the occupation numbers of these states. Thus, the criterion for Bose-
Einstein condensation is the existence of one macroscopic eigenvalue of order 〈N〉. This
criterion can also be used in the presence of particle interaction. In fact it can be shown
that it is equivalent to the existence of off-diagonal long-range order [61]. In the following
this will be used as the criterion for Bose-Einstein condensation.
2.3. Purity of a condensate
In quantum mechanics the purity of the density matrix, tr ρˆ2, is used to measure the
mixedness of a state. In the same manner the purity of the reduced single-particle density
matrix is defined,
P ′ = tr σˆ21,red, with σˆ1,red =
σˆ1
tr σˆ1
(2.19)
and tr σˆ1 =
∑
j〈aˆ†j aˆj〉 = 〈N〉. Since the value of the trace does not depend on the basis
chosen, it can be calculated using the eigenvectors of the operator σ1 as basis vectors,
yielding
P ′ = 1〈N〉2
∑
j
λ2j , (2.20)
with the eigenvalues λj. Since
∑
j λj = 〈N〉 the purity is maximum if one eigenvalue is
equal to 〈N〉 and all other eigenvalues vanish. In this case the purity is equal to one,
P ′ = 1. Thus, a purity close to one signals the existence of a macroscopic eigenvalue and
consequently the existence of Bose-Einstein condensation. The minimum value P ′ = 1/D
is achieved for λj = 〈N〉/D, where D is the dimension. In this work a slightly different
definition of the purity is used, which is scaled to the interval [0, 1]. As will be seen later,
in this form the purity of a two-mode system takes a particularly simple form in the
Bloch representation. The scaled definition of the purity reads
P = DP
′ − 1
D − 1 ∈ [0, 1]. (2.21)
It is now shown that a perfectly pure condensate with P = P ′ = 1 implies a product
state. Since tr σˆ1,red = 1, this can only be achieved if one eigenvalue is equal to unity and
all other eigenvalues vanish such that σˆ1,red = σˆ21,red. Let dˆ
†
j be the creation operators
of the single-particle states in which σˆ1 is diagonal and λ1 = 1 the only non-vanishing
eigenvalue, then 〈dˆ†kdˆj〉 = δj1δk1〈N〉 must hold. From 〈dˆ†1dˆ1〉 = 〈N〉 one obtains for a
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general density operator ρˆ = ∑i pi|ψi〉〈ψi|, with Nˆ |ψi〉 = Ni|ψi〉,∑
i
pi〈ψi|dˆ†1dˆ1|ψi〉 =
∑
i
pi〈ψi|Nˆ |ψi〉. (2.22)
Since 〈ψi|dˆ†1dˆ1|ψi〉 ≤ 〈ψi|Nˆ |ψi〉 (a state cannot be occupied by more than the total
amount of particles), this is only possible if
〈ψi|dˆ†1dˆ1|ψi〉 = 〈ψi|Nˆ |ψi〉 = Ni (2.23)
holds. However, the only state |ψi〉 with fixed particle number Ni that can fulfill this
equation is
|ψi〉 = 1√
Ni!
(
dˆ†1
)Ni |0〉. (2.24)
This shows that in a system with P = 1 every state |ψi〉 in the density matrix must be a
product state of the same single-particle states created by dˆ†1. The only difference allowed
between the states is the total particle number Ni. If the density matrix is also pure, i.e.
tr ρˆ2 = 1, then only one product state |ψi〉 with particle number Ni = 〈N〉 remains and
the system is completely defined by the single-particle density matrix.
Up to now the existence of a single macroscopic eigenvalue was discussed as a criterion
for Bose-Einstein condensation but it is also possible that k ≥ 1 eigenvalues are of order
of the total particle number. This is interpreted as a fragmented condensate [64, 65],
where k condensates with random relative phases exist. A simple example leading to a
single-particle density matrix with two large eigenvalues is a system consisting of two
traps, where each contains a Bose-Einstein condensate but they are spatially separated
such that their wave functions do not overlap.
2.4. Dynamics
Starting point for the dynamics is the Hamiltonian in second quantization,
Hˆ =
∫
d3r
(
− ~
2
2mψˆ
†(r)∇2ψˆ(r) + U(r)ψˆ†(r)ψˆ(r)
)
+ 12
∫
d3r d3r′ ψˆ†(r)ψˆ†(r′)V (r, r′)ψˆ(r′)ψˆ(r), (2.25)
with the single-particle potential U(r) and the two-particle interaction potential V (r, r′).
The equations of motion for the field operators ψˆ(r, t) in Heisenberg representation read
i~ ∂
∂t
ψˆ(r, t) =
(
− ~
2
2m∇
2 + U(r)
)
ψˆ(r, t) +
∫
d3r′ ψˆ†(r′, t)V (r, r′)ψˆ(r′, t)ψˆ(r, t). (2.26)
In dilute gases at low temperatures the exact form of the interaction potential is not
required. In this regime only s-wave scattering between two particles is important and
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the interaction is completely characterized by the scattering length a. Therefore, it is
possible to replace V (r, r′) with the pseudo potential
V (r, r′) = 4pi~
2a
m
δ(r − r′). (2.27)
Positive (negative) values of a describe a repulsive (attractive) interaction between the
particles. The interaction strength is determined by the properties of the atom but it is
not immutable. Using Feshbach resonances it is possible to tune the scattering length
over various orders of magnitude and even to change its sign [66, 67].
These general results are now used to introduce the Bose-Hubbard model in Sec. 2.4.1,
which describes the many-particle dynamics of ultracold atoms in a lattice, and the
Gross-Pitaevskii equation in Sec. 2.4.2 obtained in the mean-field limit.
2.4.1. Bose-Hubbard model
The Bose-Hubbard model [68] was proposed by Jaksch et al. to describe ultracold atoms
in an optical lattice [69, 70], and its characteristic properties have been experimentally
demonstrated [71]. In the following a short derivation of the Bose-Hubbard Hamiltonian
is given.
At first the pseudo-potential (2.27) is inserted into the Hamiltonian (2.25),
Hˆ =
∫
d3r
(
− ~
2
2mψˆ
†(r)∇2ψˆ(r) + U(r)ψˆ†(r)ψˆ(r)
)
+ 2pi~
2a
m
∫
d3r ψˆ†(r)ψˆ†(r)ψˆ(r)ψˆ(r). (2.28)
The potential U(r) is periodic describing the optical lattice, e.g., U(r) = ∑3j=1 Uj sin(krj)2.
Due to the periodicity, the energy spectrum has a band structure and for low temperatures
it can be assumed that all particles are in the lowest-lying band. It is convenient to use
the orthonormal Wannier functions of the lowest band as the basis for the wave functions.
The Wannier function w0(r − ri) is sharply localized at lattice site ri, thus, the overlap
with the Wannier function of an adjacent lattice site is very small.
Expressing the field operators in terms of Wannier functions yields
ψˆ(r) =
∑
i
w0(r − ri)aˆi, (2.29)
where aˆi annihilates a particle in the Wannier state sharply localized at the ith lattice
site or, more concisely phrased, it annihilates a particle at lattice site i. Inserting this
into Eq. (2.28) results in the Hamiltonian
Hˆ = −∑
ij
Jij aˆ
†
i aˆj +
1
2
∑
ijkl
Uijklaˆ
†
i aˆ
†
j aˆkaˆl, (2.30)
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where
Jij = −
∫
d3r w∗0(r − ri)
[
− ~
2
2m∇
2 + U(r)
]
w0(r − rj), (2.31a)
Uijkl =
4pi~2a
m
∫
d3r w∗0(r − ri)w∗0(r − rj)w0(r − rk)w0(r − rl). (2.31b)
As mentioned above the Wannier functions are sharply localized at the lattice sites.
Thus, only the diagonal parts i and the nearest-neighbor parts Ji of Jij , and the on-site
interaction terms Uiiii = Ui are kept. This yields the Bose-Hubbard Hamiltonian,
Hˆ = −∑
i
Ji
(
aˆ†i aˆi+1 + aˆ
†
i+1aˆi
)
+ 12
∑
i
Uiaˆ
†
i aˆ
†
i aˆiaˆi +
∑
i
iaˆ
†
i aˆi. (2.32)
The first term describes tunneling between adjacent lattice sites, the second term arises
due to the on-site interaction between particles, and the last term is the on-site single-
particle energy. Often the tunneling strength and the strength of the on-site interactions
are independent of the lattice site, Ji = J and Ui = U . The crucial parameter of
the Bose-Hubbard model is the ratio U/J which can be tuned by adapting the depth
of the optical lattice potential. Increasing the depth leads to tighter localization and
consequently U increases while J decreases. It is possible to create setups, in which the
ratio can be tuned from U/J ≈ 0 to U/J ≈ 2000 [72].
2.4.2. Gross-Pitaevskii equation
The Gross-Pitaevskii equation describes the mean-field dynamics of the condensate.
The basic assumption is that all particles are in the same state, i.e., the condensate is
described by a product of identical single-particle wave functions. As shown in Sec. 2.3
this is equivalent to a perfectly pure condensate with P = 1. The many-particle dynamics
can then be reduced to a nonlinear single-particle Schrödinger equation.
To obtain the mean-field limit the field operator is expressed in terms of the bosonic
annihilation operators bˆj which removes a particle in the state φj(r),
ψˆ(r) =
∑
j
φj(r)bˆj. (2.33)
If the system is Bose condensed, then one single-particle state is macroscopically occupied.
Let φ0 be the macroscopically occupied state, then the action of the corresponding operator
on a Fock state is given by,
bˆ0|n0, . . .〉 = √n0|n0 − 1, . . .〉, (2.34a)
bˆ†0|n0, . . .〉 =
√
n0 + 1|n0 + 1, . . .〉. (2.34b)
Since n0  1 the term
√
n0 + 1 can be replaced by
√
n0. Although the states |n0 ± 1, . . .〉
are orthogonal to the state |n0, . . .〉, it is clear from a physical point of view that one
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particle more or less in a macroscopically occupied state should not change the physics
of the system. More formally this can be justified by looking at expectation values. In
this sense one can write |n0 ± 1, . . .〉 ≈ |n0, . . .〉 for n0  1, and one obtains
bˆ0|n0, . . .〉 ≈ √n0|n0, . . .〉, (2.35a)
bˆ†0|n0, . . .〉 ≈
√
n0|n0, . . .〉, (2.35b)
which means that both operators bˆ0 and bˆ†0 can be replaced by the c number
√
n0.
Inserting this replacement into the expression for the field operator (2.33) yields the
decomposition
ψˆ(r) = √n0φ0(r) +
∑
j 6=0
φj(r)bˆj ≡ √n0φ0(r) + ψˆ′(r), (2.36)
where the operator ψˆ′(r) has to be understood as a small perturbation.
The time evolution of the field operator ψˆ(r) is given by Eq. (2.26) with the pseudo
potential (2.27),
i~ ∂
∂t
ψˆ(r, t) =
(
− ~
2
2m∇
2 + U(r)
)
ψˆ(r, t) + 4pi~
2a
m
ψˆ†(r, t)ψˆ(r, t)ψˆ(r, t). (2.37)
The mean-field limit is obtained by neglecting all excitations ψˆ′(r) in Eq. (2.36), i.e.,
by setting ψˆ(r) = √n0φ0(r). Inserting this approximation into the equations of motion
yields the Gross-Pitaevskii equation [73, 74] for the condensate wave function φ0(r, t),
i~ ∂
∂t
φ0(r, t) =
(
− ~
2
2m∇
2 + U(r)
)
φ0(r, t) +
4pi~2an0
m
|φ0(r, t)|2φ0(r, t). (2.38)
This equation has the form of the usual Schrödinger equation but with an additional
nonlinear part proportional to the modulus squared of the wave function, which represents
the interaction with the other particles. Stationary states are found with the ansatz
φ0(r, t) = φ0(r) exp(−iµt/~) resulting in the time-independent Gross-Pitaevskii equation,
µφ0(r) =
(
− ~
2
2m∇
2 + U(r)
)
φ0(r) +
4pi~2an0
m
|φ0(r)|2φ0(r), (2.39)
where µ can be identified as the chemical potential. The factor 4pi~2an0/m is called
the macroscopic interaction strength since it is proportional to the particle number in
the condensate n0. The Gross-Pitaevskii equation is a very good approximation for
small temperatures and large particle numbers [75], but it has limitations in the vicinity
of instabilities [76] and cannot capture effects such as the collapse of the matter wave
field [46] or the formation of squeezed states [77].
It is straightforward to formulate the Gross-Pitaevskii equation for a lattice, in which
only tunneling between adjacent sites is allowed equivalently to the Bose-Hubbard model.
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The wave function is then given by the probability amplitudes at each lattice site,
ψ = (c1, c2, . . . )T , and the dynamics is given by a set of coupled equations of motion,
i~ ∂
∂t
cj(t) = −Jj j+1cj+1 − Jj−1 jcj−1 + jcj + gj|cj|2cj, (2.40)
with the macroscopic interaction strength gj. A more detailed discussion of the discrete
Gross-Pitaevskii equation as the mean-field limit of the Bose-Hubbard model can be
found in Sec. 6.1. There, the mean-field limit of the master equation with balanced
gain and loss, which contains the Bose-Hubbard Hamiltonian to describe the coherent
dynamics, is explicitly calculated.
2.5. Many-particle product states
In this work results of the many-particle calculations are compared with their mean-field
limit. To do so it is necessary to know the transformation of a mean-field state into the
corresponding many-particle state. As shown in Sec. 2.3 a pure condensate is described
by a product state of identical single-particle states for a fixed particle number N0.
Let bˆ† be the operator creating one particle in this single-particle state. In a D-mode
system this operator can be written as
bˆ† =
D∑
j=1
cj aˆ
†
j. (2.41)
The underlying system could be a Bose-Hubbard chain of length D and then aˆ†j is the
operator creating one particle at lattice site j. The many-particle state with N0 particles
is now given by the product state
|c, N0〉 = 1√
N0!
(
bˆ†
)N0|0〉 = 1√
N0!
 D∑
j=1
cj aˆ
†
j
N0|0〉. (2.42)
Using the multinomial theorem yields
|c, N0〉 = 1√
N0!
∑
n1+···+nD=N0
N0!
n1! · · ·nD!c
n1
1 · · · cnDD aˆn11 · · · aˆnDD |0〉
=
∑
n1+···+nD=N0
√
N0!
n1! · · ·nD!c
n1
1 · · · cnDD |n1, . . . , nD〉. (2.43)
For a two-mode system as used in this work, i.e. D = 2, this can be written using the
binomial coefficient,
|c1, c2, N0〉 =
N0∑
n1=0
√√√√(N0
n1
)
cn11 c
N0−n1
2 |n1, N0 − n1〉. (2.44)
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An important relation is gained by looking at the action of the annihilation operator
aˆj on the pure product state (2.43),
aˆj|c, N0〉 =
∑
n1+···+nD=N0
√
N0!
n1! · · ·nD!c
n1
1 · · · cnDD
√
nj|n1, . . . , nj − 1, . . . , nD〉. (2.45)
Due to the factor √nj all terms containing nj = 0 vanish. Thus, one obtains the same
result if it is only summed over nj ≥ 1. Applying the index shift nj → nj + 1 such that
it is again summed over nj ≥ 0 yields
aˆj|c, N0〉 =
∑
n1+···(nj+1)
···+nD=N0
√√√√ N0!
n1! · · · (nj + 1)! · · ·nD!c
n1
1 · · · cnj+1j · · · cnDD
√
nj + 1|n1, . . . , nD〉
= cj
√
N0
∑
n1+···+nD=N0−1
√
(N0 − 1)!
n1! · · ·nD!c
n1
1 · · · cnDD |n1, . . . , nD〉
=
√
N0cj|c, N0 − 1〉. (2.46)
This shows that applying the annihilation operator to a product state with N0 particles
yields the same product state, i.e., it is a product of the same single-particle states but
with N0 − 1 particles.
From this relation it directly follows that for a product state |c, N0〉 the components
cj of the mean-field state are gained by the expectation value
〈c, N0 − 1|aˆj|c, N0〉 =
√
N0cj, (2.47)
and the elements of the single-particle density matrix are given by the product of the
corresponding coefficients,
σ1,jk = 〈c, N0|aˆ†kaˆj|c, N0〉 = N0c∗kcj. (2.48)
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3. PT symmetry
In this chapter an introduction to PT -symmetric quantum systems is given. To do
so Sec. 3.1 derives the basic properties of linear PT -symmetric systems and discusses
the connection with pseudo-Hermiticity. Afterwards the generalization to nonlinear
systems is shown in Sec. 3.2 with a focus on the nonlinear Gross-Pitaevskii equation. In
Sec. 3.3 a simple PT -symmetric system is presented, namely the two-mode description
of a Bose-Einstein condensate in a PT -symmetric double-well potential reducing the
spatial resolution to two points. The eigenvalue spectrum of this system can be obtained
analytically, yet, it contains most effects also found in a spatially extended PT -symmetric
double well.
3.1. Properties of PT -symmetric systems
A linear system is called PT symmetric if its Hamiltonian commutes with the combined
action of the parity and time reversal operators,[
Hˆ,PT
]
= 0. (3.1)
The parity and time reversal operators are defined as follows,
PxˆP = −xˆ, PpˆP = −pˆ, (3.2)
T xˆT = +xˆ, T pˆT = −pˆ, T iT = −i. (3.3)
The parity operator P is linear and changes the sign of both the coordinate operator
xˆ and the momentum operator pˆ, whereas the time reversal operator T changes only
the sign of pˆ. Furthermore T applies a complex conjugation, and thus is antilinear.
Consequently the action of the PT operator is given by
PT xˆPT = −xˆ, PT pˆPT = +pˆ, PT iPT = −i. (3.4)
From these definitions it directly follows that (PT )2 = 1. As a result the possible
eigenvalues of the PT operator are λ = exp(iα) with α ∈ R. However, by choosing an
additional global phase of exp(iα/2) the eigenstate can always be chosen to fulfill exact
PT symmetry, i.e., it has the eigenvalue λ = 1, PT ψ = ψ.
It is straightforward to obtain the following properties for linear PT -symmetric
systems [78].
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If an eigenstate of Hˆ is also an eigenstate of the operator PT , then the corresponding
energy eigenvalue E is real. Also the inverse statement holds. The eigenspace to a real
eigenvalue can always be constructed out of PT -symmetric states.
With these two properties the following important conclusion can be derived:
• If and only if all eigenstates of the Hamiltonian can be written as eigenstates of
the PT operator, the spectrum is entirely real. One refers to this case as unbroken
PT symmetry, otherwise the PT symmetry is broken.
• Complex eigenvalues appear as complex conjugate pairs and their wave functions
can be mapped onto each other by application of the PT operator.
For a Hamiltonian of the form
Hˆ = pˆ
2
2m + V (xˆ) (3.5)
the kinetic term is always PT symmetric and the relation (3.1) only yields the following
condition for the potential,
V (xˆ) = V ∗(−xˆ), (3.6)
which means that the real part of the potential must be symmetric and the imaginary
part antisymmetric, i.e., V (xˆ) = V+(xˆ) + iV−(xˆ) with V+(xˆ) = V+(−xˆ) and V−(xˆ) =
−V−(−xˆ). The physical interpretation of imaginary potentials is given by
∂
∂t
|ψ(r, t)|2 + div j(r, t) = 2
~
|ψ(r, t)|2 Im V (r), (3.7)
with the probability current density j = i~(ψ∇ψ∗−ψ∗∇ψ)/2m. This shows that positive
or negative imaginary parts of the potential act as a source or sink of the probability of
presence of the wave function. For a real potential the imaginary part vanishes and one
obtains the well-known continuity equation.
In the strict definition of PT symmetry presented so far the usual Hermitian Hamil-
tonians are not contained. A more general approach is to replace PT symmetry by
the condition of pseudo-Hermiticity [4–6]. In [4] it is shown that all PT -symmetric
Hamiltonians are pseudo-Hermitian1 and that pseudo-Hermiticity is a necessary condition
for a completely real eigenvalue spectrum. A Hamiltonian is called η-pseudo-Hermitian
if it fulfills the following condition
Hˆ† = ηˆHˆηˆ−1. (3.8)
This definition clearly contains Hermitian Hamiltonians with ηˆ = 1. If the Hamiltonian
has the form (3.5) and is PT symmetric, i.e. fulfills Eq. (3.6), the Hamiltonian is
P-pseudo-Hermitian,
PHˆP−1 = PHˆP = pˆ
2
2m + V (−xˆ) =
pˆ2
2m + V
∗(xˆ) = Hˆ†. (3.9)
1To be more precise PT -symmetric Hamiltonians are only pseudo-Hermitian if they admit a complete
biorthonormal eigenbasis.
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However, in the following only the initially discussed case of PT symmetry, with P being
the parity operator, is used.
3.2. Nonlinear PT -symmetric systems
In nonlinear systems one cannot use the simple commutator relation [Hˆ,PT ] = 0 to
define PT symmetry. In the following this condition is extended to nonlinear systems
described by a Gross-Pitaevskii-like equation,
Hˆlinψ + fˆ(ψ)ψ = i~
∂
∂t
ψ, (3.10)
where Hˆlin = pˆ2/2m + V (xˆ) and fˆ(ψ) is a general nonlinear part. The discussion is
restricted to nonlinearities which are invariant under the change of a global phase,
fˆ
(
eiχψ
)
= fˆ(ψ), χ ∈ R. (3.11)
This is necessary for the time-independent nonlinear Schrödinger equation to have the
usual form. For nonlinear systems the commutator relation of linear PT -symmetric
systems is replaced with the requirement
PT
[(
Hˆlin + fˆ(ψ)
)
ψ
] != [Hˆlin + fˆ(PT ψ)]PT ψ. (3.12)
It is shown that this condition suffices to regain the properties of linear PT symmetry.
If the linear part Hˆlin is PT -symmetric, Eq. (3.12) is reduced to a simple condition for
the nonlinear part fˆ(ψ),
PT fˆ(ψ) = fˆ(PT ψ)PT . (3.13)
For stationary states the time-independent nonlinear Schrödinger equation is the
relevant equation,
Hˆlinψ + fˆ(ψ)ψ = µψ. (3.14)
Note that in the following the terms eigenvalue and eigenstate are used for the solutions
of this equation although strictly speaking these terms are only defined for linear systems.
Application of the PT operator leads to
HˆlinPT ψ + fˆ(PT ψ)PT ψ = µ∗PT ψ, (3.15)
where (3.13) and [Hˆlin,PT ] = 0 was used. Equations (3.14) and (3.15) show immediately
that the energy eigenvalues µ occur in complex conjugate pairs with the eigenstates
ψ and PT ψ, respectively. Also the most striking property of PT symmetry, namely
the concurrence of PT -symmetric states and real eigenvalues, is true for such nonlinear
systems. This can be seen by evaluating (3.15) for PT -symmetric states PT ψ = exp(iϕ)ψ,
Hˆlinψ + fˆ
(
eiϕψ
)
ψ = µ∗ψ. (3.16)
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As stated in (3.11) only phase independent nonlinearities are considered, and thus for
PT -symmetric states the energy eigenvalue must be real µ = µ∗.
Again this proof is also valid in the inverse direction. For non-degenerate real eigenvalues
Eqs. (3.14) and (3.15) demand that the eigenfunction is PT symmetric because ψ and
PT ψ fulfill the same eigenvalue equation. However if a real eigenvalue is degenerate, it
is in general not possible to choose PT -symmetric eigenstates because the superposition
principle is only valid in linear systems.
These results can be summarized as follows. In nonlinear non-degenerate systems
of type (3.10) with a PT -symmetric linear part and a nonlinear part which fulfills the
conditions (3.11) and (3.13)
• the eigenvalues are either real or occur in complex conjugate pairs,
• the eigenvalues are real if and only if the eigenstate itself is PT symmetric,
• if ψ is an eigenstate to µ then PT ψ is eigenstate to µ∗.
It is worth mentioning that in position space the nonlinear part fˆ(ψ) is a complex
function f(ψ, r) which for a given state ψ can be seen as an additional contribution to
the potential V . For PT -symmetric wave functions ψ the conditions (3.11) and (3.13)
guarantee that f(ψ, r) is PT symmetric, i.e., the real part of f is symmetric and the
imaginary part is antisymmetric. This connection establishes the link to linear PT
symmetry where only the symmetry of the potential is a necessary condition.
These general considerations are now applied to the Gross-Pitaevskii nonlinearity
f(ψ, r) =
∫
d3r′ V (r, r′)|ψ(r′)|2. (3.17)
Because the wave function only appears as square modulus, the nonlinearity is not changed
by an arbitrary phase and, thus, the condition (3.11) is always fulfilled independently of
the interaction type. The second condition (3.13) yields∫
d3r′ V ∗(−r, r′)|ψ(r′)|2 =
∫
d3r′ V (r, r′)|ψ∗(−r′)|2, (3.18)
since the operator P on the left-hand side changes only the sign of r because the
integration variable r′ is not visible outside of the integral, whereas on the right-hand
side P is applied to ψ(r′), thus changing the sign of r′. By substituting r′ with −r′ on
the left-hand side, the second condition carries over to a condition for the interaction
potential V (r, r′),
V (r, r′) = V ∗(−r,−r′). (3.19)
The most common interaction potentials, namely the contact,
Vc(r, r′) ∝ δ(r − r′), (3.20)
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monopolar [79],
Vm(r, r′) ∝ 1|r − r′| , (3.21)
and dipolar interaction [80],
Vd(r, r′) ∝ 1− 3 cos
2 ϑ
|r − r′|3 , (3.22)
fulfill this requirement and therefore are possible candidates for PT -symmetric Bose-
Einstein condensates.
3.3. Bose-Einstein condensate in a PT -symmetric
double well
In this section a Bose-Einstein condensate in a double-well potential is studied where
particles are injected into one well and removed from the other. This is done in the
mean-field limit using the Gross-Pitaevskii equation with contact interaction. The gain
and loss of particles can be modeled with imaginary potentials, which can be understood
as follows. It was shown in Eq. (3.7) that the imaginary part of the potential acts as a
sink or source of the probability of presence of the wave function. Since the nonlinear
part of the Gross-Pitaevskii equation is proportional to N |ψ(r, t)|2 (cf. Eq. (2.38)), with
the particle number N and the condensate wave function ψ, a change in the norm of ψ
can directly be interpreted as a change in the particle number. This approach is well
established to describe, e.g., particle loss due to three-body recombinations [24].
If only the lowest-lying energy levels in each well are considered, a two-mode approxima-
tion is obtained, which is often legitimate for a double-well potential, and consequently the
dynamics is described by the discrete Gross-Pitaevskii equation introduced in Eq. (2.40).
In the two-mode approximation a mean-field state is defined by a vector consisting of
two complex numbers ψ = (c1, c2)T . The PT -symmetric Gross-Pitaevskii equation with
loss at site 1 and gain at site 2 reads
i ddt
c1
c2
 =
g|c1|2 − iγ2 −J
−J g|c2|2 + iγ2
c1
c2
. (3.23)
Note that in this equation the Planck constant is set to one, ~ = 1. The tunneling
strength between the two lattice sites is given by the positive parameter J , which couples
the two differential equations. The nonlinear on-site interaction, tuned by the parameter
g, is attractive for negative values of g and repulsive for positive values. The strength
of the gain-loss contributions is given by the parameter γ, which is always chosen to be
positive since negative values will only exchange the gain and loss sites. This equation is
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PT symmetric since the linear part commutes with the PT operator, where P exchanges
the two components, i.e., it is defined by
P =
(
0 1
1 0
)
, (3.24)
and T applies a complex conjugation. Such discrete PT -symmetric Gross-Pitaevskii
equations have been studied, e.g., in [41, 81–83].
The time evolution of the probability of presence at the two lattice sites can be
calculated using Eq. (3.23),
d
dt |c1|
2 = iJ(c2c∗1 − c1c∗2)− γ|c1|2, (3.25a)
d
dt |c2|
2 = iJ(c1c∗2 − c2c∗1) + γ|c2|2. (3.25b)
With c1 = r1 exp(iβ1) and c2 = r2 exp(iβ2) one obtains,
d
dtr
2
1 = −γr21 + 2Jr1r2 sin(β1 − β2), (3.26a)
d
dtr
2
2 = +γr22 − 2Jr1r2 sin(β1 − β2). (3.26b)
The first terms proportional to γ arise due to the already discussed effect of imaginary
potentials acting as a sink or source of the probability of presence. The second terms can
be identified as the tunneling current between the two lattice site. To be more precise,
the current from site 2 to site 1 is given by
j2→1 = 2Jr1r2 sin(β1 − β2). (3.27)
This shows that the strength of the tunneling current becomes maximum for ∆β =
β1 − β2 = ±pi/2 and r1 = r2 = 1/
√
2. Depending on the sign of ∆β there is a tunneling
current from left to right or vice versa. A stationary state requires ∆β > 0 to compensate
the incoupling of particles at site 2 and the outcoupling at site 1.
3.3.1. Linear two-mode system
As a first step the non-interacting limit, i.e. g = 0, is studied since this limit already
contains important properties characteristic for PT -symmetric systems. Without interac-
tion Eq. (3.23) is linear and can be solved by calculating the eigenvalues and eigenvectors
of the two-dimensional Hamiltonian.
The eigenvalues read
µ1/2 = ∓
√
J2 −
(
γ
2
)2
. (3.28)
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There are two real eigenvalues for γ < 2J describing the ground and excited state of
the system, and a pair of two complex conjugated imaginary eigenvalues for γ > 2J . At
γ = 2J the two eigenvalues become equal. Due to the discussion in the previous sections,
it is known that the regime with entirely real eigenvalues has unbroken PT symmetry
and that the eigenvectors must reflect this symmetry. After choosing the global phase
such that the eigenvectors fulfill exact PT symmetry the ground and excited state read
ψ1 =
1√
2
 ei arcsin(
γ
2J )/2
e−i arcsin(
γ
2J )/2
, ψ2 = 1√2
−ie−i arcsin(
γ
2J )/2
iei arcsin(
γ
2J )/2
. (3.29)
In the regime in which the eigenvalues are imaginary the PT symmetry is broken and
the two eigenvectors are mapped onto each other by application of the PT operator,
which can most easily be seen in the representation
ψ1 =

√
1
2 +
√
1
4 − J
2
γ2 e
ipi/4√
1
2 −
√
1
4 − J
2
γ2 e
−ipi/4
, ψ2 =

√
1
2 −
√
1
4 − J
2
γ2 e
ipi/4√
1
2 +
√
1
4 − J
2
γ2 e
−ipi/4
. (3.30)
Figures 3.1(a) and (b) show the real and imaginary parts of the eigenvalues (3.28) for
J = 1. This form of the eigenvalue spectrum is characteristic for PT -symmetric systems.
Up to a critical value of the gain-loss parameter (here γ = 2) the eigenvalue spectrum is
entirely real, at the critical value the eigenvalues coalesce in an exceptional point and a
pair of complex conjugate eigenvalues emerges.
However, at an exceptional point not only the eigenvalues but also the eigenvectors must
coalesce [84]. The corresponding eigenvectors (3.29) and (3.30) are shown in Figs. 3.1(c)
and (d). To obtain an unambiguous representation only the absolute value of each
component and the relative phase are necessary. This clearly shows that the eigenvectors
indeed become equal at the critical value of γ.
It is important to understand that only real eigenvalues are stationary states, since
an imaginary part of the eigenvalue results in an exponential growth or decay of the
corresponding eigenvector depending on the sign of Imµ,
|ψ(t)| = eIm(µ)t|ψ(0)|. (3.31)
Thus, in the regime of broken PT symmetry the eigenvector ψ1 is exponentially damped
while ψ2 increases exponentially. This is consistent with the fact that ψ1 has a higher
probability of presence at the loss site and ψ2 at the gain site (see Fig. 3.1(c)).
From the eigenvalue spectrum one can directly deduce a further property that is
characteristic for PT -symmetric systems, namely the in-phase pulsing at the two sites.
This characteristic pulsing behavior was used to detect the existence of PT symmetry in
the first experimental realization in an optical waveguide system [9, 11]. The pulsing
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Figure 3.1.: (a) The real and (b) imaginary parts of the eigenvalues of the PT -symmetric
Gross-Pitaevskii equation (3.23) in the non-interacting limit g = 0. In the
regime γ < 2 the PT symmetry is unbroken and the two eigenvalues are real,
whereas for stronger gain-loss contributions the PT symmetry is broken and
a pair of two complex conjugate eigenvalues exists. (c) The absolute value
of the components of the eigenvectors. Here (ψi)j is the jth component of
the eigenvector ψi. (d) The relative phase of the two components of the
eigenvectors arg((ψi)1(ψi)∗2). This shows that also the eigenvectors coalesce
at γ = 2. In all panels J = 1 was used.
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behavior is obtained by considering the time evolution of an arbitrary superposition of
the two PT -symmetric eigenvectors (3.29),
ψ = r1eiφψ1 + r2ψ2, (3.32)
ψ(t) = r1eiφe−iµ1tψ1 + r2e−iµ2tψ2. (3.33)
The coefficients r1 and r2 are chosen such that ψ is initially normalized. Due to the
gain and loss of the system rendering the Hamiltonian non-Hermitian, the norm of the
wave function is not conserved. As explained above a norm that differs from one can
be physically interpreted as a change in the total particle number, which is given by
N0‖ψ(t)‖2 with N0 the initial amount of particles.
The norm squared of ψ(t) is given by
‖ψ(t)‖2 = r21 + r22 −
γ
J
r1r2 cos(∆µ t+ φ), (3.34)
with ∆µ = µ2 − µ1. Without gain and loss, γ = 0, the norm is conserved, while for
γ → 2J the amplitude of the norm oscillations increases. The reason for the oscillations
of the norm and, thus, of the total particle number is the change of the relative phase
between the oscillations of the particle number at each of the two lattice sites. Calculating
the square modulus of the two components of ψ(t) yields
|(ψ(t))1|2 = 12(r
2
1 + r22) + r1r2 sin
[
∆µt+ arcsin
(
γ
2J
)
+ φ− pi
]
, (3.35a)
|(ψ(t))2|2 = 12(r
2
1 + r22) + r1r2 sin
[
∆µt− arcsin
(
γ
2J
)
+ φ
]
. (3.35b)
The phase difference between the particle number oscillations at site 2 and site 1 is
given by the difference of the arguments of the sine,
∆θ = pi − 2 arcsin
(
γ
2J
)
= 2 arccos
(
γ
2J
)
. (3.36)
For γ = 0 the phase difference is ∆θ = pi, thus, the oscillations at the two sites are
opposite in phase and the total particle number is conserved. Increasing the gain-loss
parameter γ reduces the phase difference and the oscillations become more and more in
phase, which leads to the oscillations of the total particle number. At the exceptional
point γ = 2J the oscillations are completely in phase, ∆θ = 0, resulting in a pulsing
behavior.
Additionally not only the phase but also the frequency ∆µ of the oscillations changes
with γ. Since the two eigenvalues become more and more similar as the exceptional point
is approached, the oscillation frequency becomes smaller for increasing values of γ.
The pulsing behavior is visualized in Fig. 3.2 for the state r1 = r2 and φ = 0, which
clearly shows all the discussed effects. Furthermore one recognizes that the amplitude
of the oscillations at the two lattice sites |(ψ(t))i|2 also increases with γ. However, as
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Figure 3.2.: Time evolution of the square modulus of the two components of ψ(t) given
by Eq. (3.35) and the norm (3.34) for J = 1 and (a) γ = 0, (b) γ = 0.5, (c)
γ = 1.0, and (d) γ = 1.5. The oscillations at the two lattice sites become
more and more in phase as γ is increased leading to a stronger oscillation of
the norm. Furthermore the frequency of the oscillations decreases with γ.
The fact that the amplitude of the oscillations at the two sites increases with
γ is a result of the chosen initial state χ = r2/r1 = 1 and φ = 0 as discussed
in the text.
is shown in the following, this is not true for all trajectories but depends on the choice
of the initial state. The amplitude of the oscillations at each lattice site described by
Eq. (3.35) is r1r2. An initial state is defined by r1, r2 and φ, but due to the normalization
only the ratio χ = r2/r1 and the phase φ can be chosen freely. Using only these free
parameters an initially normalized state is given by
r1 =
(
1 + χ2 − γ
J
χ cos(φ)
)− 12
, (3.37a)
r2 = χr1. (3.37b)
Note that due to γ/J ≤ 2 and cos(φ) ≤ 1 the square root yields always real values. For
the amplitude r1r2 one obtains
r1r2 =
χ
1 + χ2 − γ
J
cos(φ) . (3.38)
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This shows that depending on the sign of cos(φ) the influence of the parameter γ changes.
For cos(φ) > 0 the amplitude increases with γ while for cos(φ) < 0 it decreases. The
amplitude of the norm oscillations, however, always increase with γ due to the additional
factor γ/J in Eq. (3.34).
3.3.2. Nonlinear two-mode system
Although with interaction the differential equation is nonlinear, analytical solutions can
be obtained. Here only the results are quoted, for details of the derivation see [42]. There
are again two PT -symmetric and two PT -broken solutions and the eigenvalues read
µsym1/2 =
g
2 ∓
√
J2 −
(
γ
2
)2
, (3.39a)
µbrok1/2 = g ∓ i
√(
γ
2
)2
− J
2γ2
g2 + γ2 . (3.39b)
These are only solutions of the Gross-Pitaevskii equation as long as the radicand of the
square root is positive, thus, the two PT -symmetric solutions exist for γ2 ≤ 4J2 and the
two PT -broken solutions for γ2 ≥ 4J2 − g2. The PT -symmetric eigenvectors are not
changed by the nonlinearity and are still given by Eq. (3.29). However, the PT -broken
eigenvectors are altered in the following way,
ψ1 =

√
1
2 +
√
1
4 − J
2
γ2+g2 e
i arctan( γg )/2√
1
2 −
√
1
4 − J
2
γ2+g2 e
−i arctan( γg )/2
, (3.40a)
ψ2 =

√
1
2 −
√
1
4 − J
2
γ2+g2 e
i arctan( γg )/2√
1
2 +
√
1
4 − J
2
γ2+g2 e
−i arctan( γg )/2
, (3.40b)
and are again mapped onto each other by application of the PT operator. Although the
PT -broken eigenvectors with complex eigenvalues are formally a solution of the time-
independent Gross-Pitaevskii equation, they are not stationary in the time-dependent
equation since the square modulus decays or increases exponentially (cf. Eq. (3.31)),
thus, altering the nonlinearity of the Gross-Pitaevskii equation. Therefore they lose their
interpretation as stationary states but, as shown in [29], they are nevertheless relevant to
understand the dynamics of the system, e.g., they guide all diverging trajectories.
The eigenvalues are shown in Fig. 3.3. As can be directly seen in Eq. (3.39a) the
eigenvalues of the PT -symmetric states (solid lines) are real and the nonlinearity only
shifts these eigenvalues by g/2. In the case of repulsive interaction, g > 0, the eigenvalues
are shifted upwards. Also the eigenvalues of the PT -broken solutions (dotted lines) are
shifted upwards but instead of g/2 they are shifted by g. As a result the PT -broken
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Figure 3.3.: (a) The real and (b) imaginary parts of the eigenvalues (3.39) for J = 1
and different values of the interaction strength g. The eigenvalues of the
PT -symmetric solutions (solid lines) are real and coalesce in an exceptional
point at γ = 2J . The PT -broken solution (dotted lines), which occur in
complex conjugate pairs, emerge from this point only in the non-interacting
limit g = 0. With interaction the PT -broken states emerge from the excited
state at smaller values of γ, and for g2 > 4J2 exist even without gain and
loss. Due to the nonanalytic nonlinearity of the Gross-Pitaevskii equation
the number of solutions is not conserved.
solutions no longer emerge from the exceptional point, at which the two PT -symmetric
solutions coalesce. Instead they emerge from the excited state at smaller values of γ. For
g2 ≥ 4J2 the PT -broken solutions even exist at γ = 0, i.e., without gain and loss. The
occurrence of symmetry-breaking states in the real potential is known as macroscopic
quantum self-trapping [85]. If an attractive interaction is used instead of a repulsive, the
parameter g is negative and the eigenvalues are shifted downwards. Consequently, in this
case the PT -broken solutions emerge from the ground state.
A fundamental difference compared with the non-interacting limit is that the number
of solutions is not conserved. There are two solutions for γ2 ≤ 4J2 − g2, four solutions
for 4J2 − g2 > γ2 > 4J2 and again two solutions for γ2 > 4J2. The reason for the
change in the number of solutions is the fact that the nonlinearity |ψ|2 of the Gross-
Pitaevskii equation is nonanalytic [28, 86, 87]. It is, however, possible to apply an analytic
continuation in such a way that the number of solutions is conserved. This is done by
replacing complex with bicomplex numbers, which are four-dimensional hypercomplex
numbers with a commutative multiplication [88, 89]. The analytic continuation allows for
a better understanding of the mathematical structure of the solutions, and in particular
of the exceptional points. At an exceptional point two or more eigenvalues and the
corresponding eigenvectors degenerate. An exceptional point, at which n eigenvalues and
eigenvectors coalesce, is called an nth order exceptional point (EPn). The characteristic
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signature of an EPn is the cyclic permutation of the n eigenvalues and eigenvectors
while encircling the exceptional point in the complex parameter space. Using an analytic
continuation it can be shown that the tangent bifurcation, at which the two PT -symmetric
solutions coalesce, is an EP2, and the pitchfork bifurcation, at which the two PT -broken
solutions and one PT -symmetric solution coalesce, is an EP3. For details of the bicomplex
spectrum and the exceptional points see [28].
The stability of the stationary states is obtained by linearizing the Gross-Pitaevskii
equation in the vicinity of these states. This yields the Bogoliubov-de Gennes equa-
tions [90] whose solutions determine the behavior of a small perturbation. Performing
the stability analysis for the given two-mode system shows that for repulsive interaction
the ground state is stable until it vanishes, whereas the excited state becomes unstable as
soon as the PT -broken solutions emerge. Thus, the stability of the excited state changes
at the branch point from stable to unstable, which is the characteristic behavior of a
pitchfork bifurcation [91]. For attractive interaction the PT -broken states emerge from
the ground state and consequently the ground state becomes unstable at the branching
point, whereas the excited state remains stable until it vanishes.
It is much more complex to characterize the dynamics of the nonlinear system in
comparison with the linear limit. The difficulty is that due to the gain and loss the
norm of a state is not conserved. Since the square modulus enters the Gross-Pitaevskii
equation a change in the norm is effectively the same as a change of the nonlinearity
parameter g. Thus, not one eigenvalue spectrum in Fig. 3.3 is relevant but instead the
spectra for all values of g are dynamically accessible. Furthermore a different nonlinearity
can alter the dynamic behavior substantially, e.g., it can make the difference between
stable and unstable behavior. Nevertheless, the characteristic in-phase pulsing discussed
for the non-interacting limit in Fig. 3.2 can also be found with interaction even in the
regime in which the PT -broken solutions exist and only one stationary state is stable.
However, it is possible to choose a different superposition of the ground and the excited
state that is unstable and the particle number diverges [27].
3.3.3. Spatially extended double well
The two-mode system discussed so far should be seen as a model for a spatially extended
PT -symmetric double-well potential in three dimensions. The comparison shows that
all effects discussed are also found in a PT -symmetric double-δ potential [25, 26] and
a spatially extended potential in both one and three dimensions [27–29]. In [28] it
was shown that by adjusting the parameters of the two-mode model in an appropriate
manner, the eigenvalue spectrum lies nearly perfectly on top of the eigenvalue spectrum
of the spatially extended potential. Furthermore projecting the dynamics of the spatially
extended double well onto a Bloch sphere shows that it is well justified to assume that
the temporal evolution of a superposition of the ground and excited state does not leave
the Hilbert space spanned by these two states [29]. This projection on a two-dimensional
Hilbert space is a direct justification of the two-mode approach.
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There are only few relevant differences which are discussed in the following. In a
spatially extended double well the form of the ground and the excited state’s wave
functions are altered by the interaction strength g, whereas they cannot change in the
two-mode model. Furthermore the two PT -symmetric solutions coalesce in an exceptional
point at greater (smaller) values of γ for a stronger repulsive (attractive) interaction.
As a result this exceptional point can also be reached for a constant γ by applying a
strong attractive interaction. In three dimensions this leads to an additional bifurcation
scenario, which could be identified as a cusp bifurcation [30].
A further difference can be found in the stability properties. In the two-mode system
the stability of one PT -symmetric state changes at the branching point, where the
PT -broken states emerge. In both the spatially extended and the double-δ potential,
however, the stability change occurs only in the vicinity of this branching point [29, 92].
Such a discrepancy between the branching point and the stability change can occur due
to the combination of nonlinearity and non-Hermiticity. Also it is not limited to spatially
extended systems since it occurs in a PT -symmetric three-mode system [93].
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balanced gain and loss
In this chapter a many-particle model of a Bose-Einstein condensate with balanced
gain and loss is introduced. This is achieved using a quantum master equation in
Lindblad form. Section 4.1 gives a brief introduction to master equations and deals with
the approximations applied to obtain the Lindblad form. Master equations describing
localized particle loss and gain are studied in Secs. 4.2 and 4.3, including a discussion
of the possible experimental realizations and the resulting probability distributions. In
Sec. 4.4 the localized gain and loss terms are combined to formulate a two-mode master
equation with balanced gain and loss.
4.1. Quantum master equations in Lindblad form
In this section an introduction to quantum master equations in Lindblad form is given.
Quantum master equations are used to describe open quantum systems, i.e., systems
which are in contact with an environment, but instead of calculating the full dynamics
of the environment only the impact on the system is taken into account under some
assumptions. The resulting time evolution is in general not unitary as it is the case for
closed systems. A detailed treatment of this topic can be found in The theory of open
quantum systems by Breuer and Petruccione [43]. The discussion in this section is loosely
based on this book.
The combination of the system and its environment is described by a Hermitian
Hamiltonian of the form
Hˆ = HˆS ⊗ 1E + 1S ⊗ HˆE + HˆI, (4.1)
where HˆS is the Hamiltonian of the system, HˆE is the Hamiltonian of the environment
and HˆI describes the interaction between system and environment. It is often difficult
to take the full dynamics of the environment into account since it may be very large.
Furthermore one is often only interested in observables that exclusively act on the Hilbert
space of the system, Aˆ⊗ 1E. The expectation value of such observables is given by
〈Aˆ⊗ 1E〉 = tr
(
(Aˆ⊗ 1E)ρˆ
)
= trS
(
Aˆ trE ρˆ
)
= trS
(
AˆρˆS
)
, (4.2)
where trS and trE are the partial traces over the Hilbert spaces of the system and the
environment, respectively. In the last step the reduced density matrix of the system was
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defined as
ρˆS = trE ρˆ. (4.3)
By taking the partial trace trE over the von Neumann equation of the complete system,
one obtains the equation of motion for the reduced system
d
dt ρˆS = −
i
~
trE
[
Hˆ, ρˆ
]
. (4.4)
This equation is vastly simplified by applying the following approximations:
• At t = 0 the system and the environment are uncorrelated. This means the complete
system can be described by the product state
ρˆ(0) = ρˆS(0)⊗ ρˆE. (4.5)
• A weak coupling between the system and the environment is assumed. As a
result the dynamics in the system will barely influence the environment. Thus,
the temporal evolution of the environment can be neglected and the system and
environment stay separable,
ρˆ(t) ≈ ρˆS(t)⊗ ρˆE. (4.6)
This is also known as the Born approximation.
• The Markov approximation demands that the memory of the environment is short-
lived, i.e., all correlations in the environment must decay on a time scale much
smaller than the time scale of the dynamics in the system,
τE  τS. (4.7)
As a result, the system dynamics cannot resolve any excitations in the environment.
• After the above mentioned approximations are applied, one obtains an equation of
motion for ρˆS, in which the term exp(i(ω′−ω)t) occurs in a sum over the frequencies
ω and ω′. If the typical time scale of such an oscillation |ω′ − ω|−1 is much smaller
than the time scale of the dynamics in the system τS,
|ω′ − ω|−1  τS, (4.8)
these terms oscillate rapidly during τS. Thus, all terms with ω′ 6= ω can be neglected.
This so-called secular approximation is similar to the rotating wave approximation
used in quantum optics and ensures the Lindblad form of the master equation.
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Using these approximations one obtains a master equation in Lindblad form, which is
the most general completely positive and trace-preserving description for the dynamics
of the reduced density matrix [43, 94, 95],
d
dt ρˆS = −
i
~
[
Hˆ, ρˆS
]
−∑
j
γj
2
(
Cˆ†j Cˆj ρˆS + ρˆSCˆ
†
j Cˆj − 2Cˆj ρˆSCˆ†j
)
. (4.9)
The first term describes the coherent dynamics of the system governed by the Hamiltonian
Hˆ. The remainder of the equation arises due to the coupling with the environment,
which is defined by the Lindblad operators Cˆj and the respective rates γj . The Lindblad
operator characterizes the type of interaction with the environment, while the rate
specifies its strength. In literature the Lindblad superoperators L are often used to
shorten the notation
L(Cˆ)ρˆS = −12
(
Cˆ†CˆρˆS + ρˆSCˆ†Cˆ − 2CˆρˆSCˆ†
)
. (4.10)
In this work the Bose-Hubbard Hamiltonian introduced in Sec. 2.4.1 is used for the
coherent dynamics. Possible Lindblad operators are for example Cˆj = aˆ†j aˆj to describe
phase noise [34, 44] or Cˆj = aˆj aˆj aˆj for three-body recombinations [96]. In the next
sections Lindblad operators describing localized single-particle loss and gain are presented.
They are combined afterwards to describe a Bose-Einstein condensate in a double well
with balanced gain and loss.
4.2. Localized particle loss
While particle losses are always present in a Bose-Einstein condensate, it is a challenge
to implement localized controllable particle losses. Yet, it was demonstrated that using
a focused electron beam it is possible to remove atoms from single sites of an optical
lattice [97–99]. The focused electron beam has a full-width-at-half-maximum diameter of
100–150 nm and is produced by a commercial electron microscope. If an incident electron
collides with an atom, the atom is ionized or excited and escapes the trapping potential.
Additionally there are secondary collisions which lead to further atom losses. It was
shown that there is almost no heating due to the electron beam and it can be seen as an
almost pure dissipative effect, thus motivating the use of a Markovian master equation.
The appropriate Lindblad operator is a single annihilation operator [99]. For a Bose-
Hubbard chain, loss at the jth lattice is described by Cˆj = aˆj [34, 36, 44, 47, 100].
To get an intuitive understanding of the loss process described by this master equation
the most simple system is studied first, i.e., a single lattice site (and thus a single mode)
with loss,
d
dt ρˆ = −
γ
2
(
aˆ†aˆρˆ+ ρˆaˆ†aˆ− 2aˆρˆaˆ†
)
. (4.11)
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The ansatz for the density matrix is
ρˆ =
∞∑
j=0
pj|j〉〈j|, (4.12)
with the Fock states |j〉 and∑j pj = 1. Since a quantum mechanical superposition of states
with different particle numbers is forbidden for massive particles by the superselection
rule [62, 63] this is the most general ansatz. Using this ansatz in the master equation (4.11)
yields
∞∑
j=0
p˙j|j〉〈j| = γ
∞∑
j=0
[(j + 1)pj+1 − jpj]|j〉〈j|, (4.13)
and since the Fock states are orthonormal,
p˙j = γ[(j + 1)pj+1 − jpj]. (4.14)
This means that the probability of finding j particles in the system increases by a term
proportional to the probability of having j + 1 particles and decreases proportional to its
own probability.
The solution of this equation can be physically motivated. Assume that the initial
state is a pure state with N0 particles, ρˆ = |N0〉〈N0|. After some time t let P (t) be the
probability that a specific particle has not been removed. Furthermore the probability
is the same for every particle in the condensate and is independent of the number of
particles already removed. Then the probability of finding j < N0 particles in the system,
i.e., N0−j particles are removed and j particles are not removed, is given by the binomial
distribution
pj(t) =
(
N0
j
)
P (t)j(1− P (t))N0−j. (4.15)
Inserting this into Eq. (4.14) yields
P˙
P
[(
N0
j
)
jP j(1− P )N0−j −
(
N0
j
)
(N0 − j)P j+1(1− P )N0−j−1
]
= −γ
[(
N0
j
)
jP j(1− P )N0−j −
(
N0
j + 1
)
︸ ︷︷ ︸
(N0j )N0−jj+1
(j + 1)P j+1(1− P )N0−j−1
]
, (4.16)
which shows that the equation is fulfilled for P˙ = −γP . Thus, the time dependency of
the probability reads
P (t) = e−γt. (4.17)
The probability distribution Eq. (4.15) is visualized in Fig. 4.1 for N0 = 100 at different
times.
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Figure 4.1.: The probability distribution Eq. (4.15) for an initially pure state, ρˆ =
|N0〉〈N0| with N0 = 100 at four different times.
If the initial state is not pure, but a statistical mixture of different particle numbers,
the probability of finding j particles is given by the sum over all possible loss channels
since all states with n ≥ j particles contribute to this probability,
pj(t) =
∞∑
n=j
pn(0)
(
n
j
)
P (t)j(1− P (t))n−j, P (t) = e−γt. (4.18)
A short calculation shows that this is indeed a solution of Eq. (4.14). Furthermore it
yields the correct initial probability distribution,
pj(0) =
∞∑
n=j
pn(0)
(
n
j
)
δnj = pj(0), (4.19)
and is normalized,
∞∑
j=0
pj(t) =
∞∑
j=0
∞∑
n=j
pn(0)
(
n
j
)
P (t)j(1− P (t))n−j
=
∞∑
n=0
pn(0)
n∑
j=0
(
n
j
)
P (t)j(1− P (t))n−j
︸ ︷︷ ︸
(P+(1−P ))n=1
= 1. (4.20)
An observable that is of special interest in systems with gain and loss is the expectation
value of the particle number,
〈nˆ〉 = n =
∞∑
j=0
pjj. (4.21)
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Its time derivative is determined by Eq. (4.14)
n˙ =
∞∑
j=0
p˙jj =
∞∑
j=0
γ
[
j(j + 1)pj+1 − j2pj
]
=
∞∑
j=0
γ
[
(j − 1)jpj − j2pj
]
= −γn. (4.22)
Thus, the expectation value of the particle number decays exponentially,
n(t) = n(0)e−γt. (4.23)
Exactly the same time evolution is obtained using the discrete Schrödinger equation with
a negative imaginary potential of strength γ/2 (cf. Eq. (3.23) for one lattice site),
i ddtc = −i
γ
2 c, (4.24)
⇒ n(t) = n(0)|c(t)|2 = n(0)e−γt. (4.25)
This is a first sign that the use of imaginary potentials in the mean field can be justified
by formulating an appropriate many-particle description.
4.3. Localized particle gain
A continuous and coherent incoupling of atoms into a Bose-Einstein condensate was
experimentally realized by feeding from a second condensate [101]. In this setup the
second condensate acts as a source of particles and is located above the first condensate.
Both condensates are in magnetic traps but the atoms are in different states. By applying
a continuous radiofrequency field, atoms in the source condensate make a transition from
an mF = 2 state to a mF = 0 state. As a result they are no longer trapped and begin to
fall under the action of gravity towards the lower condensate. An upward propagating
light beam causes a transition of the falling atoms into a state from which they are
stimulated to emit into the state of the lower condensate. A subsequent study indicated
that the pumping occurs in a Raman superradiance-like process [102–104].
The equivalent of the master equation describing loss presented in the previous section
is obtained for particle gain using the Lindblad operator Cˆj = aˆ†j. A master equation
containing such a single-particle gain has been studied for example in [105]. To understand
the incoupling of particles described by this Lindblad operator again a single lattice site
is considered,
d
dt ρˆ = −
γ
2
(
aˆaˆ†ρˆ+ ρˆaˆaˆ† − 2aˆ†ρˆaˆ
)
. (4.26)
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Figure 4.2.: The probability distribution Eq. (4.28) for an initially pure state, ρˆ =
|N0〉〈N0| with N0 = 50, for four different times.
The general ansatz to solve this equation is, as before, given by Eq. (4.12), which results
in the following system of differential equations for the probabilities,
p˙j = γ[jpj−1 − (j + 1)pj]. (4.27)
This shows that the probability of finding j particles again decreases by a term propor-
tional to itself but increases proportional to the probability of finding j − 1 particles.
If the initial state is a Fock state with N0 particles, ρˆ = |N0〉〈N0|, the following
probability of finding j > N0 particles in the system is a solution of Eq. (4.27),
pj(t) =
N0 + 1
j + 1
(
j + 1
j −N0
)
P (t)N0+1(1− P (t))j−N0 , P (t) = e−γt. (4.28)
This probability distribution is shown in Fig. 4.2 for different times. The interpretation
of pj(t) is not as clear as for the particle loss. It has the form of a binomial distribution
but with an additional factor (N0 + 1)/(j + 1). The binomial distribution suggests to
interpret P (t) as the probability that an existing particle has not yet stimulated the
addition of a further particle. Then the binomial term is the probability that j − N0
particles have stimulated an additional particle out of j + 1 tries. There are j + 1 instead
of j tries due to the spontaneous emission into the system. The additional factor could
be interpreted as the normalization of the probability distribution.
This result can be generalized to initial statistical mixtures of different particle numbers
by applying a sum over all contributions from n < j and using n+1
j+1
(
j+1
j−n
)
=
(
j
j−n
)
,
pj(t) =
j∑
n=0
pn(0)
(
j
j − n
)
P (t)n+1(1− P (t))j−n, P (t) = e−γt, (4.29)
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which yields the correct initial probability distribution pj(0) and fulfills the normalization
condition ∑j pj(t) = ∑j pj(0) = 1.
To calculate the expectation value of the particle number (4.21) for the localized gain
Eq. (4.27) is used,
n˙ =
∞∑
j=0
p˙jj =
∞∑
j=0
γ
[
j2pj−1 − j(j + 1)pj
]
=
∞∑
j=0
γ
[
(j + 1)2pj − j(j + 1)pj
]
= γ(n+ 1). (4.30)
In contrast to the differential equation for particle loss (4.22), this equation is inhomoge-
neous since there is also an influx of particles into an empty system with n = 0, whereas
the outflux must vanish in this case. The solution of this equation reads,
n(t) = (n(0) + 1)eγt − 1. (4.31)
However, using the Schrödinger equation with a positive imaginary potential to describe
particle gain yields a simple exponential growth,
i ddtc = i
γ
2 c, (4.32)
⇒ n(t) = n(0)|c(t)|2 = n(0)eγt. (4.33)
Nevertheless, this is not inconsistent since imaginary potentials are only used in the
mean-field limit to describe the gain and loss of particles in Bose-Einstein condensates.
In this limit large particle numbers are assumed and Eq. (4.31) also yields n(t) ≈ n(0)eγt.
4.4. Two-mode master equation with balanced gain and
loss
The particle gain and loss presented in the previous sections are now combined to describe
a system with two lattice sites, where particles are removed at site 1 and injected at site
2. The master equation of this system is given by
d
dt ρˆ = −i[Hˆ, ρˆ] + γlossL(aˆ1)ρˆ+ γgainL(aˆ
†
2)ρˆ, (4.34)
where the Planck constant is set to one, ~ = 1, since this equation will be studied
numerically in the following chapters. The coherent dynamics is governed by the Bose-
Hubbard Hamiltonian introduced in Sec. 2.4.1 for two sites,
Hˆ = −J
(
aˆ†1aˆ2 + aˆ†2aˆ1
)
+ U2
(
aˆ†1aˆ
†
1aˆ1aˆ1 + aˆ†2aˆ†2aˆ2aˆ2
)
, (4.35)
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Figure 4.3.: Scheme of the two-mode model with loss at site 1 and gain at site 2. The
strength of the gain and loss contributions are given by the parameters γloss
and γgain. Tunneling between the two lattice sites is allowed and tuned by
the parameter J .
where the interaction U is equal at both sites and the on-site energy contributions j
are set to zero. Inserting the definition of the Lindblad superoperator (4.10) yields the
localized particle gain and loss,
L(aˆ1)ρˆ = −12
(
aˆ†1aˆ1ρˆ+ ρˆaˆ†1aˆ1 − 2aˆ1ρˆaˆ†1
)
, (4.36)
L(aˆ†2)ρˆ = −
1
2
(
aˆ2aˆ
†
2ρˆ+ ρˆaˆ2aˆ†2 − 2aˆ†2ρˆaˆ2
)
. (4.37)
A scheme of this model is shown in Fig. 4.3.
To obtain the two-mode Bose-Hubbard Hamiltonian (4.35), it is not necessary to follow
the approach shown in Sec. 2.4.1 using Wannier states. Instead one can use the Hilbert
space spanned by the ground and excited states of a double-well potential. The operators
annihilating states localized in the first and second well are then given by a superposition
of the operators for the ground aˆg and the excited state aˆe, and read aˆ1 = (aˆg + aˆe)/
√
2
and aˆ2 = (aˆg − aˆe)/
√
2 [106]. Since for the derivation of the Bose-Hubbard model it
is only important that the overlap of the corresponding wave functions is small, this
ansatz also yields the Hamiltonian (4.35). This two-mode Bose-Hubbard Hamiltonian is
well-established in literature [34, 106–108]. In particular, it was shown in [109] that this
approach agrees with experimental results in a double-well potential consisting of a 3D
harmonic trap with a 1D barrier.
For all results shown in this work the tunneling parameter is set to J = 1. This is
no limitation since J only affects the time scale if the scaled parameters U ′ = U/J ,
γ′loss = γloss/J and γ′gain = γgain/J are introduced.
Up to now Eq. (4.34) describes a Bose-Einstein condensate with gain and loss but the
in- and outcoupling is not yet balanced. To achieve this, the two rates γgain and γloss have
to be chosen in an appropriate manner. The first idea might be choosing the two rates
equal, but the time evolution of the particle number n(t) in the previous sections has
shown that there is an asymmetry between the particle gain and loss.
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To determine the appropriate rates, balanced gain and loss is defined as follows. If the
particles are equally distributed, 〈aˆ†1aˆ1〉 = 〈aˆ†2aˆ2〉, then the time derivative of the total
particle number must vanish, n˙ = 0. The time derivative of the total particle number is
given by
n˙ = ddt〈aˆ
†
1aˆ1 + aˆ†2aˆ2〉 = tr
[(
aˆ†1aˆ1 + aˆ†2aˆ2
) d
dt ρˆ
]
. (4.38)
Inserting the master equation (4.34) yields1
n˙ = −γloss − γgain2 n+
γloss + γgain
2
(
〈aˆ†2aˆ2〉 − 〈aˆ†1aˆ1〉
)
+ γgain. (4.39)
For equally distributed particles the second term vanishes. Demanding n˙ = 0 then
dictates the relation
γloss
γgain
= n+ 2
n
. (4.40)
Since the rates are only chosen in the beginning and then held constant, n has to be
replaced by the initial total particle number N0,
γloss =
N0 + 2
N0
γgain ≡ γ. (4.41)
This shows that γgain has to be chosen slightly smaller than γloss. Only in the limit
N0 →∞ the two rates can be chosen equal. In the following the abbreviation γloss ≡ γ
is used to define the strength of the in- and outcoupling and γgain is always chosen such
that it fulfills this relation.
Note that Eq. (4.41) can also be obtained using the time evolution of the particle number
for particle loss nloss(t) and gain ngain(t) given by Eqs. (4.23) and (4.31), respectively.
This is achieved by demanding that if N0/2 particles are at both the gain and the loss
site, then, at least for short times, the in- and outflux should cancel each other. This
means nloss(t) = N0e−γlosst/2 and ngain(t) = (N0/2 + 1)eγgaint − 1 are expanded up to the
first order in t and inserted into the condition nloss(t) + ngain(t) = N0.
1 Obtaining this equation is straightforward but longish. Since this equation is, amongst others,
necessary for the Bogoliubov backreaction method, see Sec. 5.2 for the derivation.
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This chapter deals with the numerical treatment of quantum master equations. In this
work two different approaches are used. The first approach is the quantum jump method
presented in Sec. 5.1. In this method various so-called quantum trajectories are calculated,
each representing a single experimental realization of the system. The density matrix is
obtained by averaging over all trajectories. In the limit of infinitely many trajectories
this is equivalent to directly calculating the dynamics of the master equation.
The second approach is the Bogoliubov backreaction method discussed in Sec. 5.2. The
numerical costs of this method are much smaller and, in particular, do not depend on the
amount of particles in the system. Instead of calculating the dynamics of a many-particle
state, in this method only the time evolution of the first- and second-order expectation
values are considered by neglecting the coupling to higher orders. The equations of
motion are derived for an arbitrary Bose-Hubbard chain with gain and loss in Sec. 5.2.1
and afterwards formulated for the two-mode system with balanced gain and loss in
Sec. 5.2.2. Finally, in Sec. 5.2.3 the values of the first- and second-order moments are
calculated for a pure condensate described by a product state.
5.1. Quantum jump method
In principle it is possible to calculate the dynamics of the density matrix by defining
its initial value and then integrating the master equation with a standard integration
technique such as one of the Runge-Kutta methods [110]. However, for actual cases the
density matrix is very large and this approach is often not feasible. For example, if one
allows 0 to N − 1 particles at each of the M lattice sites of a Bose-Hubbard chain, a
state vector has the dimension NM and that of the density matrix is N2M . For closed
systems this dimension can be reduced since the particle number is conserved and as a
result only states with precisely N0 particles are necessary. This does not work for an
open quantum system since due to the particle loss all states with n < N0 particles must
be taken into account. With particle gain the situation is even worse since additionally
states with n > N0 particles can be reached, and thus, one has to define an upper limit
that is not reached within the time span considered.
For the quantum jump method [111–113] it is only necessary to keep a state vector in
the computer’s memory instead of the complete density matrix, thus, only the square
root of the amount of components is required. The underlying idea is to calculate the
time evolution of a single trajectory that represents a single experimental realization.
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Therefore, the system is characterized both in the beginning and in the end by a state
vector. However, due to the coupling to the environment the time evolution is not
deterministic and for the same initial state different final states are obtained. Averaging
over many trajectories then yields the density matrix.
Since the quantum jump method is a popular approach for calculating the dynamics
of master equations, ready-to-use implementations of the algorithm exist, e.g., the open-
source framework QuTiP [114, 115]. In literature the quantum jump method is also
known as Monte Carlo wave-function method, quantum trajectory method and stochastic
wave-function method.
In the following it will be shown how the non-deterministic time evolution of a single
trajectory is calculated and that averaging over these trajectories is equivalent to directly
integrating the master equation in Lindblad form introduced in Sec. 4.1,
d
dt ρˆ = −
i
~
[
Hˆ, ρˆ
]
−∑
j
γj
2
(
Cˆ†j Cˆj ρˆ+ ρˆCˆ
†
j Cˆj − 2Cˆj ρˆCˆ†j
)
. (5.1)
Let |ψ(t)〉 be the state vector describing the system at time t. The state |ψ′(t+ δt)〉
is obtained by calculating the time evolution of |ψ〉 with the non-Hermitian effective
Hamiltonian
Hˆeff = Hˆ − i~2
∑
j
γjCˆ
†
j Cˆj. (5.2)
For small δt this state is in good approximation given by
|ψ′(t+ δt)〉 =
(
1− i
~
Hˆeffδt
)
|ψ(t)〉. (5.3)
This state is not normalized since Hˆeff is non-Hermitian and its squared norm reads after
neglecting terms with δt2
〈ψ′(t+ δt)|ψ′(t+ δt)〉 = 1− δp, (5.4)
with
δp = δt
∑
j
γj〈ψ(t)|Cˆ†j Cˆj|ψ(t)〉 ≡
∑
j
δpj. (5.5)
The time span δt must be chosen small enough such that neglecting higher orders of δt
is justified and such that δp 1.
The value of δp is the probability that a so-called quantum jump occurs. Therefore,
with probability 1− δp no quantum jump occurs and in this case the state at time t+ δt
is obtained by normalizing |ψ′(t+ δt)〉,
|ψ(t+ δt)〉 = 1√1− δp |ψ
′(t+ δt)〉. (5.6)
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If a quantum jump occurs, one of the Lindblad operators is chosen and the probability
to choose the operator Cˆj is given by δpj/δp. The state at t + δt is then obtained by
applying the chosen Lindblad operator and normalizing the resulting state,
|ψ(t+ δt)〉 =
√√√√ δt
δpj
√
γjCˆj|ψ(t)〉. (5.7)
In the case of the localized particle loss and gain discussed in Sec. 4.4, a quantum jump
either removes or injects a single particle by applying the operators aˆ1 or aˆ†2. By using
this procedure subsequently a single trajectory is obtained, i.e., the time evolution of an
initial state |ψ(0)〉 to some final state |ψ(T )〉.
The ensemble average is obtained by calculating many trajectories in this manner. If
the system is initially pure, the initial states are always identical, but if it is a statistical
mixture they must be chosen according to the probabilities with which they occur in the
density matrix. Let |ψk(t)〉 be the kth trajectory, then the density matrix at time t is
obtained by averaging over all K trajectories,
ρˆ(t) = 1
K
K∑
k=1
|ψk(t)〉〈ψk(t)| = 1
K
K∑
k=1
ρˆk(t). (5.8)
It can now be shown that for K → ∞ this is equivalent to the master equation (5.1).
This can be seen by considering a certain trajectory at time t, |ψk(t)〉. Then the density
matrix at time t+ δt is given by
ρˆk(t+ δt) = (1− δp) |ψ
′
k(t+ δt)〉〈ψ′k(t+ δt)|
1− δp +
∑
j
δpj
γjCˆj|ψk(t)〉〈ψk(t)|Cˆ†j
δpj/δt
(5.9)
since the state without a quantum jump (5.6) occurs with probability (1− δp) and the
states with a quantum jump (5.7) with probability δpj. Note that for a finite amount of
trajectories these are only approximately the probabilities obtained. Inserting Eq. (5.3)
into Eq. (5.9) yields
ρˆk(t+ δt)− ρˆk(t)
δt
= −i[Hˆ, ρˆk]−
∑
j
γj
2
(
Cˆ†j Cˆj ρˆk + ρˆkCˆ
†
j Cˆj − 2Cˆj ρˆkCˆ†j
)
. (5.10)
Averaging this equation over all trajectories k and using the difference quotient gives
exactly the master equation (5.1), thus showing the equivalence.
For an actual calculation one has to choose a certain amount of trajectories that
represents a reasonable compromise between accuracy and computing time. The time
evolution of the total particle number averaged over different amounts of trajectories is
shown in Fig. 5.1 for a sample calculation using the master equation with balanced gain
and loss (4.34). The amount of trajectories should be chosen such that the time evolution
has converged, i.e., it should hardly change if more trajectories are used. Obviously the
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Figure 5.1.: Sample calculation of the master equation with balanced gain and loss to
show the convergence of the time evolution of the total particle number n(t)
as the amount of trajectories is increased. The initial state is prepared such
that all N0 = 100 particles are at site 1. The remaining parameters are
U = 1, γ = 0.5.
amount of necessary trajectories depends on the time span considered. For longer times
the fluctuations of the trajectories become stronger and consequently more trajectories
are necessary. For most calculations presented in this work 500 trajectories yield a good
approximation.
The initial amount of particles in this sample calculation is N0 = 100. As discussed
in the beginning of this section, the dimension of the basis vectors, i.e., the maximum
amount of particles at each site, should be chosen larger than N0 due to the incoupling.
Here a dimension of 400 is chosen such that up to 399 particles are allowed at each site.
Note that in this case the averaged total particle number does not even exceed n = 150,
but single trajectories might reach much larger particle numbers. To check that the
upper limit suffices, one has to verify that the single trajectories do not reach the limit.
The required limit for the basis vectors at each site heavily depends on the initial states
since they can result in weak or strong oscillations. Using the dimension 4N0 for the
basis vectors suffices for most calculations shown in this work.
5.2. Bogoliubov backreaction method
Although the quantum jump method discussed in the previous section provides a signifi-
cant improvement in comparison with a direct integration of the master equation, it is
nevertheless not suitable for large particle numbers. To make this regime numerically
accessible approximations such as the Bogoliubov backreaction method are necessary.
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This method yields a set of coupled equations of motion for the elements of the single-
particle density matrix and the covariances which are integrated with the Runge-Kutta
Dormand-Prince 5 [116] method with an adaptive step-size control. The crucial advantage
is that the numerical costs are independent of the particle number.
5.2.1. Bose-Hubbard chain with gain and loss
The Bogoliubov backreaction method was developed by Anglin and Vardi for a closed
two-mode Bose-Hubbard system [76, 117] and was later extended to a Bose-Hubbard
chain [118] and to systems with dissipation [38, 119]. In the following the equations are
derived for a Bose-Hubbard chain with localized particle gain and loss described by the
dimensionless master equation
d
dt ρˆ = −i[Hˆ, ρˆ] +
M∑
j=1
γloss,jL(aˆj)ρˆ+
M∑
j=1
γgain,jL(aˆ†j)ρˆ, (5.11)
with
Hˆ = −
M−1∑
j=1
Jj
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+ 12
M∑
j=1
Uj aˆ
†
j aˆ
†
j aˆj aˆj +
M∑
j=1
j aˆ
†
j aˆj. (5.12)
Instead of calculating the dynamics of the complete density matrix, consider the time
evolution of the elements of the single-particle density matrix σjk = 〈aˆ†j aˆk〉,1
d
dtσjk =
d
dt tr
(
aˆ†j aˆkρˆ
)
= tr
(
aˆ†j aˆk
d
dt ρˆ
)
. (5.13)
Inserting Eq. (5.11) yields after a longish calculation shown in Appendix A.1
d
dtσjk = i(−Jjσj+1 k − Jj−1σj−1 k + Jkσj k+1 + Jk−1σj k−1)
+ i(j − k − Uj + Uk)σjk
+ i
(
Uj〈aˆ†j aˆj aˆ†j aˆk〉 − Uk〈aˆ†j aˆkaˆ†kaˆk〉
)
− 12(γloss,j + γloss,k)σjk
+ 12(γgain,j + γgain,k)(σjk + δjk). (5.14)
However, this is not a closed set of differential equations because the first-order moments
σjk couple to the second-order moments 〈aˆ†j aˆkaˆ†l aˆm〉 consisting of two pairs of creation
1 The definition σjk = 〈aˆ†j aˆk〉 emphasizes the order of the operators in the expectation value and,
therefore, is the complex conjugate of the definition of the single-particle density matrix σ1,jk =
〈aˆ†kaˆj〉 = σ∗jk used in Sec. 2.2. Both matrices have the same eigenvalues and, thus, yield the same
purity but their eigenvectors differ by a complex conjugation.
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and annihilation operators. Note that this coupling to higher orders only occurs in the
interaction term, thus, in the limit Uj = 0 already the first-order moments form a closed
set of equations.
Calculating the time derivative of the second-order moments shows that they couple
to expectation values of three pairs of creation and annihilation operators. This can be
generalized to show that the mth-order moments couple to the (m+ 1)th order, which is
known as the BBGKY (Bogoliubov–Born–Green–Kirkwood–Yvon) hierarchy [76].
A closed set of differential equations is only obtained by truncating this hierarchy at
some level. To truncate at the mth level, it is necessary to approximate the (m+ 1)th
order-moments with lower-order moments. As a first step only the first-order moments
are taken into account. Afterwards the second-order moments are included to obtain the
Bogoliubov backreaction method.
Truncation after the first-order moments
Since the creation and annihilation operators always occur in pairs the abbreviation
Aˆj = aˆ†kaˆl (5.15)
is used with some one-to-one correspondence between the indices j and (k, l). Let |φi〉
be the basis for which the single-particle density matrix is diagonal,
σˆ =
∑
i
λi|φi〉〈φi|, (5.16)
and the basis vectors are ordered by the magnitude of the corresponding eigenvalues,
λ1 > λ2 > . . . , with λ1 being the largest eigenvalue. For a non-fragmented Bose-Einstein
condensate there is one eigenvalue of the order of the total particle number n. Introducing
f as the fragment of particles not in the condensed mode, the largest eigenvalue can be
written as λ1 = n(1−f) and there is an upper limit for all other eigenvalues λj ≤ nf . The
operators creating or annihilating one particle in the diagonal basis of the single-particle
density matrix are called bˆ†j and bˆj with bˆ
†
j|0〉 = |φj〉. Expressing the operator Aˆj in this
basis yields,
Aˆj =
∑
r,s
ajrsbˆ
†
rbˆs, (5.17)
with coefficients ajrs, whose detailed form is not important for the following discussion.
If most particles are in the condensate the parameter f is small, f  1, and the action
of the operators bˆ†1 and bˆ1 on a Fock state with (1− f)n particles in the condensed mode
can be written as
bˆ†1|(1− f)n, . . .〉 =
√
(1− f)n+ 1|(1− f)n+ 1, . . .〉 ≈ √n|(1− f)n+ 1, . . .〉, (5.18a)
bˆ1|(1− f)n, . . .〉 =
√
(1− f)n|(1− f)n− 1, . . .〉 ≈ √n|(1− f)n− 1, . . .〉. (5.18b)
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Also removing or injecting one particle in a highly occupied state does not change the
physics of the system, i.e., all expectation values remain approximately unchanged. Thus,
the operator properties of bˆ†1 and bˆ1 can be neglected and the operators are replaced by
the c number
√
n,2
bˆ†1 →
√
n, bˆ1 →
√
n. (5.19)
Using this approximation, Eq. (5.17) is divided into a number of order O(n) and the
operator δˆAj,
Aˆj = aj11n+
∑
r,s6=1,1
ajrsbˆ
†
rbˆs ≡ Aj + δˆAj. (5.20)
The largest contributions in the sum of δˆAj are those containing either bˆ†1 or bˆ1. Since all
other states are at most occupied by fn particles, the corresponding operators yield terms
with magnitude smaller than
√
fn. As a result, the leading order of δˆAj is O(n
√
f).
To obtain a closed set of differential equations, the second-order moments must be
written as a function of first order moments,
〈AˆjAˆk〉 ≈ g(〈Aˆj〉, 〈Aˆk〉). (5.21)
With Eq. (5.20) the left-hand side of the equations becomes
〈AˆjAˆk〉 = AjAk + Aj〈δˆAk〉+ Ak〈δˆAj〉+ 〈δˆAj δˆAk〉. (5.22)
There is only one possible way to produce the first three terms using only first-order
moments,
g(〈Aˆj〉, 〈Aˆk〉) = 〈Aˆj〉〈Aˆk〉 = AjAk + Aj〈δˆAk〉+ Ak〈δˆAj〉+ 〈δˆAj〉〈δˆAk〉. (5.23)
Since this approximation is correct, except terms containing a product of two δˆAj, the
neglected terms are of order O(n2f), which is smaller by a factor f than the complete
term,
〈AˆjAˆk〉 = 〈Aˆj〉〈Aˆk〉+O(n2f) ≈ 〈Aˆj〉〈Aˆk〉. (5.24)
This is equivalent to neglecting the covariances defined as
∆jk = 〈AˆjAˆk〉 − 〈Aˆj〉〈Aˆk〉, (5.25)
which can also be expressed using the creation and annihilation operators,
∆jklm = 〈aˆ†j aˆkaˆ†l aˆm〉 − 〈aˆ†j aˆk〉〈aˆ†l aˆm〉. (5.26)
The final result for the closed set of differential equations for the first-order moments
is obtained by applying the approximation Eq. (5.24) in Eq. (5.14), i.e., by neglecting
2 This is the same approximation used for the derivation of the Gross-Pitaevskii equation in Sec. 2.4.2.
47
5. Numerical treatment
the covariances,
d
dtσjk = i(−Jjσj+1 k − Jj−1σj−1 k + Jkσj k+1 + Jk−1σj k−1)
+ i(j − k − Uj + Uk)σjk
+ i(Ujσjjσjk − Ukσjkσkk)
− 12(γloss,j + γloss,k)σjk
+ 12(γgain,j + γgain,k)(σjk + δjk). (5.27)
Truncation after the second-order moments
Truncating the set of equations of motion after the second-order moments is known as
the Bogoliubov backreaction method since it includes the backreaction on the first-order
moments. As discussed above, the equations of motion for the second-order moments
couple to third-order moments due to the interaction term. Thus, to obtain a closed set
of equations, the third-order moments must be approximated by a function of first- and
second-order moments. Using again the abbreviation Aˆj introduced in Eq. (5.15) for a
pair of creation and annihilation operators, this can be written as
〈AˆjAˆkAˆl〉 ≈ g(〈AˆaAˆb〉, 〈Aˆc〉), (5.28)
with a, b, c ∈ {j, k, l}.
With Eq. (5.20) the left-hand side of the equation yields
〈AˆjAˆkAˆl〉 = Aj〈δˆAkδˆAl〉+ Ak〈δˆAj δˆAl〉+ Al〈δˆAj δˆAk〉
+ AjAk〈δˆAl〉+ AjAl〈δˆAk〉+ AkAl〈δˆAj〉
+ AjAkAl
+ 〈δˆAj δˆAkδˆAl〉. (5.29)
The goal is to find a function g that produces all terms except the last summand since
this has the smallest magnitude. To achieve this, the following ansatz is used
g(〈AˆaAˆb〉, 〈Aˆc〉) = 〈Aˆj〉〈AˆkAˆl〉+ 〈Aˆk〉〈AˆjAˆl〉+ 〈Aˆl〉〈AˆjAˆk〉+ η〈Aˆj〉〈Aˆk〉〈Aˆl〉. (5.30)
The first three terms are required to produce the first three terms in Eq. (5.29). Also no
other terms with second-order moments must occur since they would produce further
summands containing expectation values of two operators. Thus, the only additional
term that can occur and produce a product of three A values is 〈Aˆj〉〈Aˆk〉〈Aˆl〉, however,
with a yet unknown factor η. The factor is obtained by inserting Eq. (5.20) into the
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ansatz,
g(〈AˆaAˆb〉, 〈Aˆc〉) = Aj〈δˆAkδˆAl〉+ Ak〈δˆAj δˆAl〉+ Al〈δˆAj δˆAk〉
+
(
AjAk〈δˆAl〉+ AjAl〈δˆAk〉+ AkAl〈δˆAj〉
)
(3 + η)
+
(
Aj〈δˆAk〉〈δˆAl〉+ Ak〈δˆAj〉〈δˆAl〉+ Al〈δˆAj〉〈δˆAk〉
)
(2 + η)
+ AjAkAl(3 + η)
+ 〈δˆAj〉〈δˆAkδˆAl〉+ 〈δˆAk〉〈δˆAj δˆAl〉+ 〈δˆAl〉〈δˆAj δˆAk〉
+ η〈δˆAj〉〈δˆAk〉〈δˆAl〉. (5.31)
This shows that for η = −2 all terms except those containing a product of three δˆA
are reproduced by the function g. Since, as shown before, the leading order of δˆAj is
O(n√f), the approximation
〈AˆjAˆkAˆl〉 = 〈Aˆj〉〈AˆkAˆl〉+ 〈Aˆk〉〈AˆjAˆl〉+ 〈Aˆl〉〈AˆjAˆk〉 − 2〈Aˆj〉〈Aˆk〉〈Aˆl〉+O(n3f 3/2)
≈ 〈Aˆj〉〈AˆkAˆl〉+ 〈Aˆk〉〈AˆjAˆl〉+ 〈Aˆl〉〈AˆjAˆk〉 − 2〈Aˆj〉〈Aˆk〉〈Aˆl〉 (5.32)
neglects terms which are smaller by a factor f 3/2. This approximation is better by a
factor f 1/2 as compared with the truncation after the first-order moments (cf. Eq. (5.24)).
With the approximation Eq. (5.32) a closed set of differential equations is obtained for
the first-order and second-order moments. The equations of motion for the first-order
moments are given by Eq. (5.14) and the differential equations for the second-order
moments are calculated with
d
dt〈aˆ
†
j aˆkaˆ
†
l aˆm〉 =
d
dt tr
(
aˆ†j aˆkaˆ
†
l aˆmρˆ
)
= tr
(
aˆ†j aˆkaˆ
†
l aˆm
d
dt ρˆ
)
(5.33)
and the master equation Eq. (5.1). It is common to use the covariances defined in
Eq. (5.26) instead of directly formulating the equations of motions for the second-order
moments. The resulting set of equations reads
d
dtσjk = i(−Jjσj+1 k − Jj−1σj−1 k + Jkσj k+1 + Jk−1σj k−1)
+ i(j − k − Uj + Uk)σjk
+ i[Uj(∆jjjk + σjjσjk)− Uk(∆jkkk + σjkσkk)]
− 12(γloss,j + γloss,k)σjk
+ 12(γgain,j + γgain,k)(σjk + δjk) (5.34)
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and
d
dt∆jklm = i(−Jj∆j+1 klm − Jj−1∆j−1 klm + Jk∆j k+1 lm + Jk−1∆j k−1 lm
− Jl∆jk l+1m − Jl−1∆jk l−1m + Jm∆jklm+1 + Jm−1∆jklm−1)
+ i(j − k + l − m − Uj + Uk − Ul + Um)∆jklm
+ i[∆jklm(Ujσjj − Ukσkk + Ulσll − Umσmm)
+ Uj∆jjlmσjk − Uk∆kklmσjk + Ul∆jkllσlm − Um∆jkmmσlm]
− 12(γloss,j + γloss,k + γloss,l + γloss,m)∆jklm + δklγloss,kσjm
+ 12(γgain,j + γgain,k + γgain,l + γgain,m)∆jklm + δjmγgain,j(σlk + δkl). (5.35)
Details of the calculation are shown in Appendix A.2.
For M lattice sites Eq. (5.34) yields M2 complex equations and Eq. (5.35) M4 complex
equations. However, not all equations are independent. The elements of the single-particle
density matrix fulfill the relation
σjk = 〈aˆ†j aˆk〉 = 〈aˆ†kaˆj〉∗ = σ∗kj. (5.36)
Thus, all elements of the single-particle density matrix are either real (the diagonal
entries) or have a complex conjugate partner. The total amount of independent real
entries therefore is M2.
The covariances have two symmetries which reduce the amount of independent values.
The first symmetry is
∆jklm = 〈aˆ†j aˆkaˆ†l aˆm〉 − 〈aˆ†j aˆk〉〈aˆ†l aˆm〉
= 〈aˆ†l aˆmaˆ†j aˆk〉 − δjm〈aˆ†l aˆk〉+ δkl〈aˆ†j aˆm〉 − 〈aˆ†l aˆm〉〈aˆ†j aˆk〉
= ∆lmjk − δjmσlk + δklσjm. (5.37)
For j = l and k = m this symmetry trivially reads ∆jkjk = ∆jkjk, which does not
reduce the amount of independent covariances, but all other covariances have one
dependent partner. Since there are M2 covariances with j = l and k = m, half of
the remaining M4 −M2 covariances are redundant. Thus, the amount of independent
complex covariances after using this symmetry is M4 − 12(M4 −M2) = 12(M4 + M2).
The second symmetry,
∆jklm = 〈aˆ†j aˆkaˆ†l aˆm〉 − 〈aˆ†j aˆk〉〈aˆ†l aˆm〉 = 〈aˆ†maˆlaˆ†kaˆj〉∗ − 〈aˆ†maˆl〉∗〈aˆ†kaˆj〉∗ = ∆∗mlkj, (5.38)
shows that every remaining equation is either real or has one dependent complex partner.
As a result, the amount of independent real covariances is 12(M
4 +M2).
When choosing the independent covariances, one has to keep in mind that commu-
tation relations for the indices of the covariances do not necessarily hold for their time
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derivatives given by Eq. (5.35) as a result of the approximation (5.32). In particular, the
symmetry (5.37) does not hold for the equations of motion, but is only approximately
fulfilled,
d
dt∆jklm ≈
d
dt∆lmjk − δjm
d
dtσlk + δkl
d
dtσjm. (5.39)
A minimal set of first-order and second-order moments for M lattice sites is obtained
by using the expectation value of the Hermitian generators of the special unitary group
SU(M) and the covariances of these generators [118]. Using Hermitian operators has the
advantage that only real values occur, whereas in the representation discussed so far both
real and complex quantities are used. This is done in the following for the two-mode
system using the SU(2) generators, i.e., the Pauli matrices. However, this approach is
cumbersome for an arbitrary amount of lattice sites since one has to keep track of the
structure constants of the generators. Therefore a similar approach with a minimal set of
Hermitian operators without complicated structure constants might be appropriate [120].
5.2.2. Two-mode system with balanced gain and loss
To formulate the Bogoliubov backreaction method for the two-mode system, the Bloch
representation [76] is used. Therefore the four Hermitian operators
Lˆx =
1
2(aˆ
†
1aˆ2 + aˆ†2aˆ1), (5.40a)
Lˆy =
i
2(aˆ
†
1aˆ2 − aˆ†2aˆ1), (5.40b)
Lˆz =
1
2(aˆ
†
2aˆ2 − aˆ†1aˆ1), (5.40c)
nˆ = aˆ†1aˆ1 + aˆ†2aˆ2, (5.40d)
are defined. The operators Lˆx, Lˆy and Lˆz are the angular momentum operators fulfilling
the commutation relation [Lˆj, Lˆk] = i
∑
l jklLˆl with the total antisymmetric Levi-Civita
symbol jkl.
The two-mode Bose-Hubbard Hamiltonian (4.35) can be expressed using these opera-
tors,
Hˆ = −J
(
aˆ†1aˆ2 + aˆ†2aˆ1
)
+ U2
[
aˆ†1aˆ1(aˆ†1aˆ1 − 1) + aˆ†2aˆ2(aˆ†2aˆ2 − 1)
]
= −2JLˆx + U2
[1
2(aˆ
†
1aˆ1 − aˆ†2aˆ2)2 +
1
2(aˆ
†
1aˆ1 + aˆ†2aˆ2)− aˆ†1aˆ1 − aˆ†2aˆ2
]
= −2JLˆx + ULˆ2z +
U
4 nˆ
2 − U2 nˆ. (5.41)
The last two terms containing the total particle number nˆ can be omitted since they do
not contribute to the dynamics of the system. It is obvious that this can be done for
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a closed system whose dynamics is solely governed by the Bose-Hubbard Hamiltonian,
which commutes with the operator nˆ. In this case the total particle number is conserved
and the operator nˆ can be replaced by a constant scalar N0. For the open system
studied in this work the total particle number is not conserved due to the gain and loss
contributions. However, the master equation does not produce a quantum mechanical
superposition of states with different particle numbers, instead such states only appear
with classical probabilities in the density matrix3. Thus, each state in the density matrix
is an eigenstate of the total particle number operator,
ρˆ =
∑
i
pi|ψi〉〈ψi|, with nˆ|ψi〉 = ni|ψi〉, (5.42)
and consequently every power of nˆ commutes with ρˆ,[
nˆj, ρˆ
]
=
∑
i
pi
[
nˆj, |ψi〉〈ψi|
]
=
∑
i
pi
(
nji |ψi〉〈ψi| − |ψi〉〈ψi|nji
)
= 0. (5.43)
Since the Hamiltonian enters the master equation only via the commutator [Hˆ, ρˆ], the
terms containing nˆ have no influence on the dynamics of the system and the Hamiltonian
can be simplified to
Hˆ = −2JLˆx + ULˆ2z. (5.44)
The equations of motion for σkl and ∆klmn for the two-mode system with balanced
gain and loss (4.34) are obtained by setting Ji = J , i = 0 and Ui = U in Eqs. (5.34)
and (5.35). Furthermore there is only loss at site 1, γloss,i = δ1iγloss and gain at site 2,
γgain,i = δ2iγgain. Instead of directly using the coefficients σkl to formulate the equations of
the Bogoliubov backreaction method, the real expectation values of the operators (5.40)
are used,
sj = 2〈Lˆj〉, n = 〈nˆ〉. (5.45)
These M2 = 4 real quantities are a minimal set for the first-order moments. The
expectation values sz and n are easily interpreted as the imbalance of the particles and
the total particle number. Using Eq. (5.34) to calculate the evolution of the expectation
value of the particle number at the two sites,
σ˙11 = +iJ(σ12 − σ21)− γlossσ11, (5.46a)
σ˙22 = −iJ(σ12 − σ21) + γgain(σ22 + 1), (5.46b)
shows that sy is proportional to the tunneling current from site 2 to site 1: j2→1 =
iJ(σ12 − σ21) = Jsy.
The corresponding covariances are defined as,
∆jk = 〈AˆjAˆk + AˆkAˆj〉 − 2〈Aˆj〉〈Aˆk〉, (5.47)
3 As mentioned before a quantum mechanical superposition of states with different particle number is
forbidden for massive particles due to a superselection rule [62, 63].
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where Aˆj ∈ {Lˆx, Lˆy, Lˆz, nˆ}. This definition is symmetric, ∆jk = ∆kj, and by taking only
the unique covariances a minimal set with 12(M
4 +M2) = 10 real quantities is obtained.
The resulting equations of motion for the first-order moments in the Bloch representa-
tion read
s˙x = −U(sysz + 2∆yz)− γ−sx, (5.48a)
s˙y = 2Jsz + U(sxsz + 2∆xz)− γ−sy, (5.48b)
s˙z = −2Jsy + γ+n− γ−sz + γgain, (5.48c)
n˙ = −γ−n+ γ+sz + γgain, (5.48d)
and for the covariances
∆˙xx = −2U(sz∆xy + sy∆xz)− γ−(2∆xx − sz2 ) + γ+
n
2 +
γgain
2 , (5.49a)
∆˙yy = 4J∆yz + 2U(sz∆xy + sx∆yz)− γ−(2∆yy − sz2 ) + γ+
n
2 +
γgain
2 , (5.49b)
∆˙zz = −4J∆yz − γ−(2∆zz + sz2 ) + γ+(∆zn +
n
2 ) +
γgain
2 , (5.49c)
∆˙xy = 2J∆xz + U(sx∆xz + sz∆xx − sz∆yy − sy∆yz)− 2γ−∆xy, (5.49d)
∆˙xz = −2J∆xy − U(sy∆zz + sz∆yz)− γ−(2∆xz + sx2 ) + γ+
∆xn
2 , (5.49e)
∆˙yz = 2J(∆zz −∆yy) + U(sx∆zz + sz∆xz)− γ−(2∆yz + sy2 ) + γ+
∆yn
2 , (5.49f)
∆˙xn = −U(sz∆yn + sy∆zn)− 2γ−∆xn + γ+(2∆xz + sx), (5.49g)
∆˙yn = 2J∆zn + U(sx∆zn + sz∆xn)− 2γ−∆yn + γ+(2∆yz + sy), (5.49h)
∆˙zn = −2J∆yn − γ−(2∆zn + n) + γ+(2∆zz + ∆nn2 + sz) + γgain, (5.49i)
∆˙nn = −γ−(2∆nn + 2sz) + γ+(4∆zn + 2n) + 2γgain, (5.49j)
where γ− = (γloss−γgain)/2 and γ+ = (γloss+γgain)/2 were used. The differential equations
of the first-order moments (5.48) and the second-order moments (5.49) are coupled via
the nonlinear interaction term, i.e., terms containing the parameter U . Furthermore the
differential equation of n (5.48d) and the covariances of n (5.49g)–(5.49j) are coupled to
the remaining equations only by terms containing γ, which is not surprising since these
terms arise due to the gain and loss of particles, and without them the particle number
is conserved. The inhomogeneities of all differential equations contain only γgain, thus,
they solely arise due to the particle gain.
The purity of a condensate was generally defined in Sec. 2.3. Using the Bloch rep-
resentation the purity, scaled to the interval [0, 1], takes a particularly simple form,
P = 2tr(σˆ
2)
tr(σˆ)2 − 1 = 2
σ211 + σ222 + 2|σ12|2
(σ11 + σ22)2
− 1 = s
2
x + s2y + s2z
n2
. (5.50)
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5.2.3. First- and second-order moments of pure states
In the following the first- and second-order moments of pure states are derived. This is
necessary to choose the appropriate initial values for the Bogoliubov backreaction method
if the condensate is initially pure. As discussed before, a pure state of a D-dimensional
Bose-Hubbard chain is defined by the D mean-field coefficients c = (c1, . . . , cD)T and
the total particle number N0. To calculate the first- and second-order moments the
relation (2.46),
aˆj|c, N0〉 =
√
N0cj|c, N0 − 1〉, (5.51)
is used.
The first-order moments of a pure state read
σjk = 〈c, N0|aˆ†j aˆk|c, N0〉 = N0c∗jck〈c, N0 − 1|c, N0 − 1〉 = N0c∗jck, (5.52)
and the second-order moments are given by
〈c, N0|aˆ†j aˆkaˆ†l aˆm|c, N0〉 = 〈c, N0|aˆ†j(aˆ†l aˆk + δlk)aˆm|c, N0〉
= N0c∗jcm〈c, N0 − 1|aˆ†l aˆk|c, N0 − 1〉+N0δlkc∗jcm
= N0(N0 − 1)c∗jckc∗l cm +N0δlkc∗jcm. (5.53)
Note that the term proportional to N20 vanishes for the covariances of pure states,
∆jklm = 〈c, N0|aˆ†j aˆkaˆ†l aˆm|c, N0〉 − 〈c, N0|aˆ†j aˆk|c, N0〉〈c, N0|aˆ†l aˆm|c, N0〉
= N0(δlkc∗jcm − c∗jckc∗l cm), (5.54)
which again shows that for pure states and large particle numbers the covariances can
be neglected in the equations of motion for σkl since they occur in a sum with a term
proportional to N20 .
Using the Bloch representation for the two-mode system introduced in Sec. 5.2.2, the
first-order moments of pure states read
sx = 2N0 Re(c1c∗2), (5.55a)
sy = 2N0 Im(c1c∗2), (5.55b)
sz = N0(|c2|2 − |c1|2), (5.55c)
n = N0, (5.55d)
and the covariances defined in Eq. (5.47) are given by
∆jk = δjk
N0
2 −
sjsk
2N0
(5.56)
for j, k ∈ {x, y, z}, whereas all covariances containing the operator nˆ vanish,
∆xn = ∆yn = ∆zn = ∆nn = 0. (5.57)
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limit
In this chapter the master equation with balanced gain and loss introduced in Sec. 4.4
is compared with its mean-field limit. In Sec. 6.1 the mean-field limit of the master
equation is calculated obtaining the discrete PT -symmetric Gross-Pitaevskii equation.
Section 6.2 compares the dynamical behavior of the master equation with the mean-field
approach and it is found that the characteristic properties of PT -symmetric systems,
such as the existence of stationary states and the phase shift of pulses between the two
wells, are also found in the many-particle description. Visualizing the dynamics on a
Bloch sphere in Sec. 6.3 makes it possible to compare the complete dynamics of the
master equation with that of the PT -symmetric Gross-Pitaevskii equation.
The comparisons show that even for a relatively small number of particles the dynamics
are in excellent agreement and the master equation with balanced gain and loss is indeed
an appropriate many-particle description of a PT -symmetric Bose-Einstein condensate.
6.1. Mean-field limit of the master equation with
balanced gain and loss
The mean-field approximation of Eq. (4.34) is obtained in the limit N0 →∞ but with
constant macroscopic interaction strength g = U(N0 − 1) ≈ UN0. To calculate the
mean-field limit the procedure described in [38] is followed. There, the mean-field limit
is derived for a similar system with loss but without gain. Starting point is the time
derivative of the single-particle density matrix (5.48),
s˙x = − g
N0
(sysz + 2∆yz)− γ−sx, (6.1a)
s˙y = 2Jsz +
g
N0
(sxsz + 2∆xz)− γ−sy, (6.1b)
s˙z = −2Jsy + γ+n− γ−sz + γgain, (6.1c)
n˙ = −γ−n+ γ+sz + γgain. (6.1d)
In Sec. 5.2 it was shown that for approximately pure condensates, i.e. f  1, the
covariances ∆ij are of the order O(N20 f), whereas the expectation values si behave as
O(N0). Consequently, in the mean-field limit N0 →∞ the covariances in Eqs. (6.1a) and
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(6.1b) can be neglected. Furthermore using Eq. (4.41) it follows that γ− = γloss/(N0+2) ≈
γloss/N0 and γ+ = γloss(N0 + 1)/N0 ≈ γloss. Thus, all terms with the parameter γ− and
the inhomogeneity γgain are neglected, since they scale as O(1), whereas the other terms
are of order the O(N0).
The resulting set of equations reads
s˙x = − g
N0
sysz, (6.2a)
s˙y = 2Jsz +
g
N0
sxsz, (6.2b)
s˙z = −2Jsy + γlossn, (6.2c)
n˙ = γlosssz. (6.2d)
Since for N0 →∞ the gain and loss parameters become equal the notation γgain ≈ γloss ≡
γ is used. By introducing the reduced quantities sˆx,y,z ≡ sx,y,z/N0 and nˆ ≡ n/N0 the
differential equations are simplified further,
˙ˆsx = −gsˆysˆz, (6.3a)
˙ˆsy = 2Jsˆz + gsˆxsˆz, (6.3b)
˙ˆsz = −2Jsˆy + γnˆ, (6.3c)
˙ˆn = γsˆz. (6.3d)
Note that these equations were derived under the assumption that the condensate is
approximately pure. In the next step this is justified by showing that an initially pure
condensate, whose dynamics is governed by Eqs. (6.3), will stay pure for all times.
This is done by expanding the purity (5.50) in a Taylor series
P (t) = P (0)︸ ︷︷ ︸
=1
+
∞∑
j=1
1
j!
d(j)P
dt(j)
∣∣∣∣
t=0
tj. (6.4)
Using the abbreviation sˆ2 = sˆ2x + sˆ2y + sˆ2z the first derivative is given by
d
dtP =
d
dt
sˆ2
nˆ2
=
dsˆ2
dt nˆ
2 − 2nˆ ˙ˆnsˆ2
nˆ4
. (6.5)
With
dsˆ2
dt = 2(sˆx
˙ˆsx + sˆy ˙ˆsy + sˆz ˙ˆsz)
= 2(−gsˆxsˆysˆz + 2Jsˆysˆz + gsˆxsˆysˆz − 2Jsˆysˆz + γnˆsˆz)
= 2γnˆsˆz (6.6)
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one obtains
d
dtP =
2γnˆ3sˆz − 2γnˆsˆ2sˆz
nˆ4
= 2γsˆz
nˆ3
(nˆ2 − sˆ2) ≡ f(t)(nˆ2 − sˆ2). (6.7)
The condensate is initially pure, i.e. sˆ2 = nˆ2, thus, the first derivative vanishes at t = 0.
In the last step of Eq. (6.7) the time-dependent function f(t) was defined.
Since the time derivative of (nˆ2 − sˆ2) vanishes,
d
dt(nˆ
2 − sˆ2) = (2nˆ ˙ˆn− dsˆ
2
dt ) = (2nˆγsˆz − 2γnˆsˆz) = 0, (6.8)
the jth derivative is given by
d(j)P
dt(j) =
d(j−1)f
dt(j−1) (nˆ
2 − sˆ2), (6.9)
which again vanishes at t = 0 for initially pure condensates,
d(j)P
dt(j)
∣∣∣∣
t=0
= 0. (6.10)
Inserting this result in Eq. (6.4) yields P (t) = 1. Thus, it was shown that in the limit
N0 →∞ an initially pure condensate stays pure for all times.
For the next step it is easier to start with the differential equation of an arbitrary
element of the single particle density matrix instead of the Bloch representation. By
setting Ji = J , i = 0 and Uk = U in Eq. (5.34) one obtains,
iσ˙jk =− J(−σj+1 k − σj−1 k + σj k+1 + σj k−1)
+ U(σkkσjk − σjjσjk + ∆jkkk −∆jjjk)
− iγloss,j + γloss,k2 σjk
+ iγgain,j + γgain,k2 (σjk + δjk). (6.11)
The limit N0 →∞ is obtained in the same way as for the Bloch representation and the
equivalent of Eqs. (6.3) reads
i ˙ˆσjk = − J(−σˆj+1 k − σˆj−1 k + σˆj k+1 + σˆj k−1)
+ g(σˆkkσˆjk − σˆjjσˆjk)
− iγloss,j + γloss,k2 σˆjk
+ iγgain,j + γgain,k2 σˆjk, (6.12)
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where the notation σˆjk = σjk/N0 was used. Equation (5.52) shows that for a pure
condensate described by a product state, the first-order moments can be written as
σˆjk = c∗jck. Inserting this relation into Eq. (6.12) yields
ic˙∗jck + ic∗j c˙k =− J(c∗jck+1 + c∗jck−1 − c∗j+1ck − c∗j−1ck)
+ g(|ck|2ckc∗j − |cj|2c∗jck)
− iγloss,j + γloss,k2 c
∗
jck
+ iγgain,j + γgain,k2 c
∗
jck, (6.13)
and by rearranging the terms one obtains
ck
[
ic˙∗j − J(c∗j+1 + c∗j−1) + g|cj|2c∗j + i
γloss,j
2 c
∗
j − i
γgain,j
2 c
∗
j
]
= c∗j
[
−ic˙k − J(ck+1 + ck−1) + g|ck|2ck − iγloss,k2 ck + i
γgain,k
2 ck
]
. (6.14)
This equation is solved for arbitrary functions ci if both squared brackets vanish. Since
the first squared bracket is the complex conjugate of the second one for a different index,
the result is the discrete non-Hermitian Gross-Pitaevskii equation
ic˙j = −J(cj+1 + cj−1) + g|cj|2cj − iγloss,j2 cj + i
γgain,j
2 cj. (6.15)
This shows that the gain and loss processes introduced by the Lindblad superopera-
tors (4.36) and (4.37) are in the mean-field limit described by imaginary potentials with
negative and positive sign, respectively.
For the two-mode system with balanced gain and loss there is only loss at site 1
and gain at site 2, i.e., γloss,j = γδ1j and γgain,j = γδ2j. Thus, Eq. (6.15) yields the
PT -symmetric Gross-Pitaevskii equation
i ddt
c1
c2
 =
g|c1|2 − iγ2 −J
−J g|c2|2 + iγ2
c1
c2
, (6.16)
which has been discussed in Sec. 3.3.
By obtaining the PT -symmetric Gross-Pitaevskii equation as the mean-field limit, it
was shown that the master equation with balanced gain and loss introduced in Sec 4.4 is a
valid many-particle description of a PT -symmetric Bose-Einstein condensate. Obviously
this does not mean that the master equation with balanced gain and loss is the only
many-particle description leading to this mean-field limit. To further motivate that
the master equation used in this work is a suitable many-particle description of a PT -
symmetric Bose-Einstein condensate, the remainder of this chapter will compare the
dynamics of the two approaches.
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Figure 6.1.: The stationary solutions of the Gross-Pitaevskii equation (3.23) are trans-
formed to many particle states and the time evolution is calculated using
the master equation (4.34) for (a) the ground state and (b) the excited state.
The expectation value of the particle number at the loss site n1 and at the
gain site n2 stay approximately constant. The parameters g = 0.5, γ = 0.5
and N0 = 200 were used and it was averaged over 2000 trajectories.
6.2. Dynamical behavior
As a first step it is checked whether one of the most fundamental properties of PT -
symmetric systems, the fact that it supports stationary solutions, is also present in the
master equation with balanced gain and loss. Therefore, the stationary ground state
and excited state of the PT -symmetric discrete Gross-Pitaevskii equation (3.23) are
transformed into a many-particle state using Eq. (2.44) and the time evolution of this
state is calculated with the master equation (4.34). The result is shown in Fig. 6.1 for
both the stationary ground state and the excited state. This shows that the stationary
solutions of the PT -symmetric Gross-Pitaevskii equation can be transfered to the master
equation with balanced gain and loss, and again behave stationary in the sense that
the expectation values of the particle number in both potential wells are constant.
Thus, this fundamental property of PT -symmetric systems is also present in the master
equation. Note that these are not steady states which satisfy ddt ρˆ = 0 but nevertheless
the expectation values of the particle numbers are approximately constant.
As a next step not only stationary solutions but also oscillations between the two sites
are investigated. Fig. 6.2 shows the time evolution of the expectation value of the particle
number at the gain site, the loss site and the total particle number for different values of
the gain-loss parameter γ. The initial wave functions are superpositions,
|ψ〉 = cos θ|ψg〉+ sin θ|ψe〉, (6.17)
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Figure 6.2.: The expectation value of the particle number at the loss site n1, the gain site
n2, and at both sites is shown for an initial particle number N0 = 100 and
(a) γ = 0, (b) γ = 0.5, (c) γ = 1 and (d) γ = 1.5. The initial wave functions
are superpositions of the stationary states (6.17) with θ = 0.2. The strength
of the on-site interaction is g = 0.5 and it was averaged over 500 trajectories.
The oscillations at the two sites become more and more in phase as γ is
increased. The calculations using the master equation (solid lines) are in
excellent agreement with the results of the PT -symmetric Gross-Pitaevskii
equation (dashed lines). The dashed lines lie almost exactly on top of the
solid lines in (a) and (b). Small deviations can only be seen in (c) and (d)
for large times.
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Figure 6.3.: The expectation value of the particle number for two different initial wave
functions. The initial wave functions are superpositions of the stationary
states (6.17) with (a) θ = 1.4 and (b) θ = 0.2. The parameters g = 1,
γ = 1, N0 = 100 are used and the expectation values were averaged over 500
trajectories. Depending on the initial superposition the number of particles
(a) diverges or (b) oscillates. Again the results of the master equation
(solid lines) and the Gross-Pitaevskii equation (dashed lines) are in excellent
agreement. In (b) the dashed lines are barely visible since they lie almost
exactly on top of the solid lines.
of the stationary ground state |ψg〉 and excited state |ψe〉 which fulfill exact PT symmetry,
PT |ψg/e〉 = |ψg/e〉.
For γ = 0 the dynamics is coherent and, thus, the total amount of particles in the
system stays constant. The oscillations at the two sites have a phase difference of pi, thus
the maxima and minima coincide. If gain and loss are introduced into the system, the
dynamics is no longer coherent and as a result the total amount of particles oscillates.
The oscillation of the total amount of particles becomes stronger for greater values of γ.
As discussed in Sec. 3.3 the reason for this behavior is that the oscillations at the two
sites become more and more in phase as γ increases and the exceptional point at γ = 2
is approached. This behavior is characteristic of PT -symmetric systems and has already
been discussed for Bose-Einstein condensates in a spatially extended potential [25, 27],
and was experimentally confirmed in optical systems [9, 11].
Since the Gross-Pitaevskii equation is nonlinear, it is possible that for the same system
parameters one superposition of the ground and excited states shows stable oscillations
while another superposition is unstable. Unstable trajectories in PT -symmetric systems
have a diverging particle number which occurs due to the incoupling of particles. Such
an explosion of the condensate’s number of particles has been discussed in [26, 27] for
an extended potential and a double-δ potential, respectively. The same behavior is also
61
6. Comparison with the mean-field limit
found using the master equation with balanced gain and loss as shown in Fig. 6.3.
Both Fig. 6.2 and Fig. 6.3 show the mean-field dynamics of the Gross-Pitaevskii
equation in comparison with the many-particle dynamics of the master equation. The
dynamics are in excellent agreement and only for strong values of the gain-loss parameter
γ or long times deviations are observable.
6.3. Dynamics on the Bloch sphere
The previous calculations showed that fundamental properties of PT -symmetric systems
are also found in the many-particle system described by the master equation with
balanced gain and loss. However, the time evolution was only discussed for a few wave
packets as initial wave functions. To gain a complete picture of the dynamical behavior,
the visualization on a Bloch sphere has already proved to be useful for PT -symmetric
systems [29, 41]. To map the dynamics onto the Bloch sphere, the operator Σˆα is defined
as
Σˆα =
N∑
j=1
σˆα,j, α = x, y, z, (6.18)
with the Pauli matrices σˆα,j acting on the jth particle. The Bloch vector b is defined by
the expectation value of this operator,
bα = 〈Σˆα〉, (6.19)
and is plotted using the coordinate system shown in Fig. 6.4. In second quantization
Eq. (6.18) reads
Σˆα =
2∑
i,j=1
〈i|σˆα|j〉aˆ†i aˆj, α = x, y, z, (6.20)
where |i〉 ∈ {|1〉, |2〉} are the one-particle states describing a particle in the potential well
1 or 2, respectively.
The Pauli matrices are defined in the basis of the Bloch sphere {|e1〉, |e2〉}
σˆx = |e1〉〈e2|+ |e2〉〈e1|, (6.21a)
σˆy = −i|e1〉〈e2|+ i|e2〉〈e1|, (6.21b)
σˆz = |e1〉〈e1| − |e2〉〈e2|. (6.21c)
The first basis vector of the Bloch sphere points to the north pole and is chosen to be
the stationary excited state of the system,
|e1〉 = |ψe〉 = c1|1〉+ c2|2〉, (6.22)
where the coefficients c1/2 are given by Eq. (3.29). The second basis vector pointing to
the south pole of the Bloch sphere is orthogonal to the first basis vector
|e2〉 = i(−c∗2|1〉+ c∗1|2〉), (6.23)
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x
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z
1Figure 6.4.: The coordinate system used for the Bloch vector bα = 〈Σˆα〉, α = x, y, z. The
north pole corresponds to the stationary excited state |ψe〉 of the system in
the mean-field limit and the south pole is the state orthogonal to |ψe〉 in the
two-dimensional space spanned by |ψe〉 and the stationary ground state. In
the Hermitian case the south pole represents exactly the ground state. All
initial states reside on the great circle in the xz-plane.
and the phase is chosen such that it is exactly PT symmetric. Note that only in the
Hermitian case |e2〉 is equal to the stationary ground state.
Using the Eqs. (6.21)–(6.23) allows us to calculate the coefficients of the operator in
Eq. (6.20),
σˆx =
(−2 Im(c1c2) −i(c21 + (c∗2)2)
i((c∗1)2 + c22) 2 Im(c1c2)
)
, (6.24a)
σˆy =
(
2 Re(c1c2) −c21 + (c∗2)2
−(c∗1)2 + c22 −2 Re(c1c2)
)
, (6.24b)
σˆz =
(|c1|2 − |c2|2 2c1c∗2
2c∗1c2 |c2|2 − |c1|2
)
. (6.24c)
Due to the coupling to the environment and the interaction between the particles,
initially pure states become less pure. For pure states the norm of the Bloch vector
is equal to the amount of particles in the system. If this is not the case the norm of
the Bloch vector is smaller than the amount of particles in the system and, as a result,
such states reside in the interior of the Bloch sphere. Since the number of particles
is not constant, both effects, the in- and outflux of particles and the purity, lead to a
63
6. Comparison with the mean-field limit
change in the norm of the Bloch vector. To separate these effects, the Bloch vector is
always normalized to the expectation value of the particle number. This allows a direct
comparison of the many-particle dynamics with that of the mean-field description given
by the PT -symmetric Gross-Pitaevskii equation which only can cover pure states.
The dynamics on the Bloch sphere is shown in Fig. 6.5. The calculations using the
master equation with balanced gain and loss (left panels) are compared with the dynamics
of the PT -symmetric Gross-Pitaevskii equation (right panels). All initial states are
normalized pure states and are chosen such that they start on a great circle of the Bloch
sphere through the north pole, the south pole and the ground state of the system (see
Fig. 6.4). These initial states are PT symmetric since all states in the xz-plane fulfill
this symmetry [29].
Fig. 6.5(a) shows the dynamics for γ = 0.1. There are two elliptic fixed points, the
excited state on the north pole and the ground state which is almost at the south pole.
Only for γ = 0 the ground state resides on the south pole because in this case the two
stationary states are orthogonal. Due to the coupling to the environment, the particle
number is not conserved and, thus, the trajectories do not run on the surface of the Bloch
sphere. The sum of the trajectories defines two distinct closed surfaces, one inside the
Bloch sphere (thick blue lines) and one outside (red lines), thus, describing oscillations
to fewer or more particles than the original amount, respectively. These closed surfaces
cannot be penetrated by other trajectories. Increasing the gain-loss parameter to γ = 0.7
leads to the dynamics shown in Fig. 6.5(c). As γ is increased the ground state wanders
towards the north pole on the front side of a great circle through the two poles. Due to the
stronger coupling to the environment, more particles are exchanged and the trajectories
depart further off the Bloch sphere. Again one can recognize the two distinct closed
surfaces inside and outside of the sphere. The Bloch sphere for γ = 1.3 in Fig. 6.5(e)
shows an additional type of trajectories (green lines). The trajectories outside the sphere
no longer define a closed surface. Some of the trajectories are still periodic (red lines)
while other trajectories diverge to higher radii (green lines). The diverging trajectories
are guided by the PT -broken eigenstates of the system as discussed in [29].
The three panels on the right side of Fig. 6.5 show the dynamics described by the
PT -symmetric Gross-Pitaevskii equation for comparison. For γ = 0.1 and γ = 0.7 the
mean-field dynamics and the many-particle dynamics are in excellent agreement. For
γ = 1.3 the agreement is again very good, solely the trajectories at large radii are cut
off in the many-particle calculations. The reason for this behavior is that the maximum
amount of particles in the system is limited by the choice of the Fock basis.
The comparison shows that although a relatively small particle number of 50–100 was
used for the many-particle calculations an excellent agreement with the PT -symmetric
Gross-Pitaevskii equation is found.
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Figure 6.5.: Dynamics on a Bloch sphere described by the master equation with balanced
gain and loss (left panels) and the PT -symmetric Gross-Pitaevskii equation
(right panels), respectively. In all graphs the coordinate system introduced
in Fig. 6.4 was used and all spheres are aligned appropriately. The gain-loss
parameter is γ = 0.1 in the upper panels, γ = 0.7 in the middle panels
and γ = 1.3 in the lower panels. The parameters g = 0.5, N0 = 50 (a,b),
N0 = 100 (c) were used and it was averaged over 500 trajectories. The
elliptic fixed point on the north pole is the excited state of the system. The
ground state of the system is the second fixed point which for γ = 0 resides
on the south pole and wanders towards the north pole as γ increases. The
many-particle and the mean-field calculations are in excellent agreement.
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7. Beyond mean-field theory
In this chapter a new generic feature of PT -symmetric Bose-Einstein condensates is
presented. It is shown that oscillations of the purity are a characteristic feature of
Bose-Einstein condensates subject to balanced gain and loss of particles. This is an effect
that cannot be covered by the mean-field approximation, in which a completely pure
condensate is assumed. Furthermore it is shown that the strength of the purity revivals
is almost exclusively determined by the strength of the gain and loss and is independent
of the amount of particles in the system and the interaction strength. For larger particle
numbers, however, strong revivals are shifted towards longer times, but by increasing the
interaction strength these strong revivals again occur earlier.
After a short introduction to the representation of initial states using spherical coordi-
nates in Sec. 7.1, the purity oscillations are studied in Sec. 7.2 using the master equation
with balanced gain and loss. The oscillations have a direct impact on the average contrast
measured in interference experiments as is shown in Sec. 7.3.
In Sec. 7.4 analytic solutions for the time evolution of the single-particle density
matrix are presented in the non-interacting limit. This makes it possible to understand
many effects also present with interaction. Furthermore the parameter regime in which
purity oscillations occur is identified and the envelope functions of the oscillations are
determined.
To deepen the discussion of the purity oscillations in the presence of particle interaction,
the Bogoliubov backreaction method is applied. Therefore, in Sec. 7.5 the accuracy and
the limitations of this method are discussed by comparison with the results of the master
equation. It is shown that for a limited time span the Bogoliubov backreaction method is
in excellent agreement with the results of the master equation. This makes it possible to
extend the discussion to parameter regimes that are numerically not accessible using the
master equation. A detailed study of the purity revivals for different initial states and the
influence of the initial particle number and the interaction strength follows in Sec. 7.6.
Finally, calculating the eigenvector to the macroscopic eigenvalue of the single-particle
density matrix in Sec. 7.7 allows a direct comparison with the mean-field state.
7.1. Representation of initial states
Throughout this chapter the dynamics of the master equation with balanced gain and
loss is investigated using initially pure condensates. Since a pure condensate is described
by a product state, it is completely defined by a single-particle state (see Sec. 2.3). This
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means, for the two-mode system only the two complex coefficients c1 and c2 and the initial
amount of particles N0 are necessary to define a state. The corresponding many-particle
state can then be constructed using Eq. (2.44). However, due to the normalization
|c1|2 + |c2|2 = 1 and the choice of a global phase only two real degrees of freedom remain
for c1 and c2.
An alternative representation of pure states is achieved using the Bloch representation
sx,y,z introduced in Sec. 5.2.2. There it was shown that the purity takes the simple form
P =
s2x + s2y + s2z
n2
. (5.50)
This motivates the use of spherical coordinates to define a pure state with N0 particles
by the two angles ϕ and ϑ,
sx = N0 sin(ϑ) cos(ϕ), (7.1a)
sy = N0 sin(ϑ) sin(ϕ), (7.1b)
sz = N0 cos(ϑ). (7.1c)
Since for a pure condensate, the values of sx,y,z can be calculated as a function of c1/2
using Eq. (5.55), a comparison with Eq. (7.1) yields after a short calculation the relations
ϕ = arg(c1c∗2), (7.2a)
ϑ = arccos(1− 2|c1|2), (7.2b)
and after inversion,
c1 =
1√
2
√
1− cosϑeiϕ, (7.3a)
c2 =
1√
2
√
1 + cosϑ. (7.3b)
In Sec. 3.3 the stationary states of the discrete PT -symmetric Gross-Pitaevskii equa-
tion were discussed. Inserting the coefficients of the stationary states (3.29) into the
transformation (7.2) yields the corresponding angles,
ϕ = pi2 ∓ arccos
(
γ
2J
)
, (7.4a)
ϑ = pi2 , (7.4b)
where the upper (lower) sign is for the ground (excited) state.
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Figure 7.1.: (a) Time evolution of the purity P for four different values of the gain-loss
parameter γ. With increasing values of γ the oscillations become stronger
and their frequencies become smaller. The comparison of the purity with
the total particle number n for (b) γ = 0.5 and (c) γ = 1.5 shows the similar
behavior of the two oscillation frequencies. In all calculations the pure initial
state ϕ = ϑ = pi/2 and the parameters g = 0.5 and N0 = 100 were used and
it was averaged over 500 trajectories.
7.2. Purity oscillations
In this section the time evolution of the purity P as introduced in Sec. 2.3 of the two-
mode system with balanced gain and loss is calculated using the quantum jump method.
Figure 7.1(a) shows the time evolution for different values of the gain-loss parameter γ.
The remarkable feature here is that the purity does not simply decay but instead shows
oscillations. The amplitude of these oscillations is heavily influenced by the strength
of the gain-loss parameter γ. Tuning the gain-loss parameters to higher values results
in much stronger oscillations. In the case γ = 1.5, which is still significantly below the
limit γ = 2, where the PT -symmetric states vanish (cf. Sec. 3.3), the purity drops in its
first oscillation from P = 1 to values as small as 0.2 but then is nearly fully restored to
P & 0.9.
In addition to the oscillations there is an overall decay of the purity. Such a decay
of purity also exists without gain and loss, γ = 0. In this case the purity will vanish
but then is also restored due to the elastic atomic interactions. However, this revival
takes place on much longer time scales (for the system studied the first revival occurs at
t > 100). Also this revival process is damped by particle losses [47, 48], which stands
in contrast to the purity oscillations discussed in this work where the coupling to the
environment is the driver behind the oscillations. Only if there is also no interaction
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Figure 7.2.: (a) The purity of the stationary ground and excited state of the PT -
symmetric Gross-Pitaevskii equation does not show oscillations but decays
slowly, and in contrast to an oscillating state with ϕ = ϑ = pi/2 does not
reach small purities. The results were obtained using g = 0.5. (b) Increasing
the nonlinearity parameter g results in a faster overall decay of the purity
but changes only slightly the frequency of the oscillations. The initial state
is pure with ϕ = ϑ = pi/2. In all calculations the parameters γ = 0.5 and
N0 = 100 were used and it was averaged over 500 trajectories.
between the particles, g = 0, the condensate will stay completely pure.
Furthermore, the oscillation frequency of the purity becomes smaller for higher values
of the gain-loss parameter γ. In PT -symmetric double-well systems the oscillation of
the total particle number has a similar behavior as shown in Sec. 3.3. The total particle
number oscillates as a result of the particle number oscillations in each of the two wells.
For γ = 0 the phase between the oscillations in the two wells is pi and the total particle
number is conserved, however, for an increasing gain-loss parameter these oscillations
become more and more in phase leading to the oscillations of the total particle number.
As can be seen in Figs. 7.1(b) and 7.1(c) the frequencies of the purity oscillations are in
fact very similar to those of the oscillations of the total particle number. The minima
and maxima of the two oscillations approximately coincide and, thus, show a similar
dependency on the gain-loss parameter.
As mentioned in Chap. 3 the most prominent feature of PT -symmetric systems is the
existence of stationary solutions despite the in- and outcoupling of particles. Therefore,
it is interesting to study the many-particle dynamics of the stationary states of the
PT -symmetric Gross-Pitaevskii equation (3.23). It was shown in Sec. 6.2 that the
expectation values of the particle numbers of the corresponding many-particle state
also behave approximately stationary when solving the time evolution with the master
equation. Therefore, no oscillations of the purity are expected in this case. This is
confirmed by Fig. 7.2(a) where the purity of the stationary ground and excited state is
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compared with an oscillating state using the same gain-loss parameter γ = 0.5. There
are no oscillations of the purity for the stationary states but instead the purity decays
similar to the overall decay of an oscillating state. As a result the stationary states stay
almost pure, thus justifying the use of the PT -symmetric Gross-Pitaevskii equation to
calculate stationary solutions.
As a next step, the behavior of the purity for different values of the nonlinearity
parameter g is discussed with the starting conditions of an oscillating state. Figure 7.2(b)
shows the time evolution of the purity for different values of g but with an identical
gain-loss parameter γ = 0.5. The increasing nonlinearity parameter g results in a slightly
higher oscillation frequency. This is not surprising since it was already seen that the
oscillations of the purity are similar to those of the total particle number and it is known
from PT -symmetric double-well systems that a greater nonlinearity slightly increases
the pulsing frequency [27]. The main effect of the nonlinear term is that it increases the
strength of the overall decay of the purity. This effect is not exclusive to systems with
balanced gain and loss but also occurs without coupling to the environment in the limit
γ = 0.
7.3. Contrast in interference experiments
The purity oscillations have a direct impact on the spatial coherence between the two
lattice sites, which can be measured by the average contrast in interference experiments.
Such experiments can be realized by turning off the double-well trap whereupon the
condensate expands and interferes [121–123]. Note that the average contrast has to
be understood as an ensemble average, i.e., it is obtained by averaging over various
experiments. The contrast in a single measurement, however, is always high and only
reduced by an imbalance of the particle number [124, 125]. This seems counterintuitive
at first since for an initial Fock state |N0/2, N0/2〉 the relative phase of the particles
in the two lattice sites is indefinite and intuitively one would not expect a pronounced
interference pattern. However, in [125] it was shown that one has to take the measurement
process itself into account, and after k  1 detections the Fock state has evolved into a
state with well-defined phase. Since this phase is unpredictable and will change in every
realization of the experiment, the contrast averaged over various realizations will vanish.
On the contrary, for a spatial coherent state with definite relative phase, the phase does
not fluctuate for different measurements and only then a high average contrast is found.
To derive an expression for the contrast, an approach similar to the derivation in
optics [126, chapter 5] is used. Consider two lattice sites at r1 and r2. The single-particle
states describing one particle at site 1 or 2 are called |φ1/2〉 and the corresponding creation
and annihilation operators are aˆ†1/2 and aˆ1/2. The particle density at time t and at the
position r, e.g., between the two sites, is given by
nˆ(r, t) = ψˆ†(r, t)ψˆ(r, t), (7.5)
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with the field operators ψˆ†(r, t) and ψˆ(r, t). The creation operator can be written as
ψˆ†(r, t) =
2∑
i=1
〈φi|r, t〉aˆ†i =
2∑
i=1
φ∗i (r, t)aˆ
†
i =
2∑
i=1
κ∗iφ
∗
i (ri, ti)aˆ
†
i . (7.6)
In the last step φi(r, t) = κiφi(ri, ti) was used. Here φi(ri, ti) is the wave function
describing a particle at one of the lattice sites ri and ti < t is the time at which the
particle, that will later interfere at (r, t), was at the lattice site ri. The coefficient κi
is a complex geometric factor that depends on the distance |ri − r|. Analogously the
annihilation operator reads
ψˆ(r, t) =
2∑
i=1
κiφi(ri, ti)aˆi. (7.7)
Inserting Eqs. (7.6) and (7.7) into Eq. (7.5) yields
nˆ(r, t) =
2∑
i,j=1
κ∗iκjφ
∗
i (ri, ti)φj(rj, tj)aˆ
†
i aˆj, (7.8)
and by taking the expectation value one obtains
〈nˆ(r, t)〉 =|κ1φ1(r1, t1)|2〈aˆ†1aˆ1〉+ |κ2φ2(r2, t2)|2〈aˆ†2aˆ2〉
+ 2 Re
(
κ∗1κ2φ
∗
1(r1, t1)φ2(r2, t2)〈aˆ†1aˆ2〉
)
. (7.9)
The first two summands describe the particle density at r resulting from the particles at
site 1 or 2 and are therefore written as
|κiφi(ri, ti)|2〈aˆ†i aˆi〉 = |φi(r, t)|2〈aˆ†i aˆi〉 ≡ 〈nˆi〉. (7.10)
The third summand in Eq. (7.8) can be related to the first-order normalized spatial
coherence function defined as
γ(1)(r1, t1; r2, t2) =
〈ψˆ†(r1, t1)ψˆ(r2, t2)〉√
〈nˆ(r1, t1)〉〈nˆ(r2, t2)〉
. (7.11)
In the numerator the approximation
〈ψˆ†(r1, t1)ψˆ(r2, t2)〉 =
2∑
i,j=1
φ∗i (r1, t1)φj(r2, t2)〈aˆ†i aˆj〉
≈ φ∗1(r1, t1)φ2(r2, t2)〈aˆ†1aˆ2〉, (7.12)
can be used since the wave function φi is mainly localized at ri, thus, |φ1(r1, t1)| 
|φ1(r2, t2)| and |φ2(r2, t2)|  |φ2(r1, t1)|. Due to the same argument also the approxima-
tion
〈nˆ(ri, ti)〉 ≈ |φi(ri, ti)|2〈aˆ†i aˆi〉 (7.13)
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holds. With Eqs. (7.12) and (7.13) the coherence function reads
γ(1)(r1, t1; r2, t2) =
φ∗1(r1, t1)φ2(r2, t2)
|φ1(r1, t1)φ2(r2, t2)|
〈aˆ†1aˆ2〉√
〈aˆ†1aˆ1〉〈aˆ†2aˆ2〉
. (7.14)
In this form the coherence function can be inserted into the expectation value of the
particle density (7.9). Together with Eq. (7.10) this yields
〈nˆ(r, t)〉 = 〈nˆ1〉+ 〈nˆ2〉
+ 2 Re
(
κ∗1κ2|φ1(r1, t1)φ2(r2, t2)|
√
〈aˆ†1aˆ1〉〈aˆ†2aˆ2〉γ(1)(r1, t1; r2, t2)
)
= 〈nˆ1〉+ 〈nˆ2〉+ 2 Re
(
κ∗1κ2
|κ1κ2|
√
〈nˆ1〉〈nˆ2〉γ(1)(r1, t1; r2, t2)
)
. (7.15)
With κi = |κi| exp(iαi), γ(1) = |γ(1)| exp(iβ12) and α = α1 − α2 the final formula for the
particle density is obtained,
〈nˆ(r, t)〉 = 〈nˆ1〉+ 〈nˆ2〉+ 2
√
〈nˆ1〉〈nˆ2〉|γ(1)(r1, t1; r2, t2)| cos(β12 − α). (7.16)
The particle density can now be used to calculate a characteristic quantity of interference
experiments, namely the contrast or fringe visibility given by
ν = 〈nˆ〉max − 〈nˆ〉min〈nˆ〉max + 〈nˆ〉min , (7.17)
where 〈nˆ〉max/min are the maximum and minimum value of Eq. (7.16) obtained by setting
the term cos(β12 − α) to ±1,
〈nˆ〉max/min = 〈nˆ1〉+ 〈nˆ2〉 ± 2
√
〈nˆ1〉〈nˆ2〉|γ(1)(r1, t1; r2, t2)|. (7.18)
After a short calculation in which Eqs. (7.10) and (7.14) are inserted, the fringe visibility
is obtained as
ν = 2|〈aˆ
†
1aˆ2〉|∣∣∣φ1(r,t)
φ2(r,t)
∣∣∣〈aˆ†1aˆ1〉+ ∣∣∣φ2(r,t)φ1(r,t) ∣∣∣〈aˆ†2aˆ2〉 . (7.19)
The interference pattern is measured in the middle of the two lattice sites where |φ1(r, t)| ≈
|φ2(r, t)|. This is also the location, at which the contrast is maximum, if the particles are
equally distributed, i.e. 〈aˆ†1aˆ1〉 = 〈aˆ†2aˆ2〉. Thus, the final expression for the contrast is
ν = 2|〈aˆ
†
1aˆ2〉|
〈aˆ†1aˆ1〉+ 〈aˆ†2aˆ2〉
. (7.20)
This is the same formula used in [36, 37] to measure the average contrast. Note that
if the expectation values of the particle number in the two lattice sites are the same,
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〈aˆ†1aˆ1〉 = 〈aˆ†2aˆ2〉, the contrast and the absolute value of the first-order normalized spatial
coherence function (7.14) become equal.
Using the Bloch representation (5.45) the contrast reads
ν =
√
s2x + s2y
n
. (7.21)
Furthermore the squared imbalance of the particle number in the two lattice sites is
defined as
I =
(〈aˆ†1aˆ1〉 − 〈aˆ†2aˆ2〉
〈aˆ†1aˆ1〉+ 〈aˆ†2aˆ2〉
)2
= s
2
z
n2
. (7.22)
Obviously both the average contrast and the imbalance can take values between zero and
one. In the Bloch representation one immediately sees that the squared average contrast
and imbalance are connected to the purity (5.50) by
ν2 = P − I. (7.23)
This shows that the purity is the upper limit for the squared contrast and for equally
distributed particles the two quantities are identical. An imbalance can only reduce the
contrast and, thus, the highest contrast is obtained for equally distributed particles.
Calculating the average contrast in the two-mode system with balanced gain and loss
for different values of the gain-loss parameter γ yields the results shown in Fig 7.3(a).
Since the initial wave function is pure, P = 1, and the particles are evenly distributed,
I = 0, the initial contrast is ν = 1. Just as the purity oscillates, so does the contrast: It
runs through small values but then is nearly fully restored. Every second peak is smaller
and less broad, which can be seen very clearly for γ = 1. For increasing values of γ these
peaks become smaller and can even vanish. This happens for γ = 1.5, where the first
small peak is still visible but the second small peak has vanished.
This behavior can be understood by having a closer look at the components of Eq. (7.23).
For the small value γ = 0.5 the purity, imbalance and squared contrast is shown in
Fig. 7.3(b). The purity is the upper limit of the squared contrast. The contrast is
maximum where the imbalance reaches a minimum and vice versa. Since the oscillations
of the imbalance are stronger than the oscillations of the purity at small values of γ, the
overall behavior of the contrast is dominated by the imbalance.
For the larger value γ = 1.5 the situation changes drastically as can be seen in
Fig. 7.3(c). The purity oscillations are now strong enough to dominate the behavior of
the contrast. Since the oscillations of the purity reach small enough values every second
peak of the contrast is either very small (t ≈ 2.25) or even suppressed (t ≈ 7). The
remaining peaks that coincide with the maxima of the purity become broader.
Note that in both cases the purity is at an extremum whenever the particles are equally
distributed, i.e. I = 0. This is a result of the already discussed observation that the
extrema of the purity coincide with the extrema of the total particle number. Since for
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Figure 7.3.: (a) The contrast ν for three different values of γ shows oscillations. Every
second peak is smaller and narrower. For (b) γ = 0.5 the overall behavior
of the contrast is dominated by the imbalance I and for (c) γ = 1.5 by the
purity P . (d) The contrasts of the stationary ground and excited state of the
PT -symmetric Gross-Pitaevskii equation lie nearly perfectly on top of each
other. They do not oscillate and stay high compared with an oscillating state.
(e) The main effect of the nonlinearity g is that it dampens the oscillations
of the contrast. For all calculations except the stationary states the pure
initial state ϕ = ϑ = pi/2 was used. If not stated otherwise in the legend,
the parameters are γ = 0.5, g = 0.5 and N0 = 100 and it was averaged over
500 trajectories.
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I = 0 the contrast is not reduced by the imbalance, this allows a precise measurement of
the purity’s extrema.
As discussed previously the purity of the stationary ground and excited state of the
PT -symmetric Gross-Pitaevskii equation do not oscillate but only decay slowly. Also
for PT -symmetric states c1 = c∗2 holds, i.e., the particles are equally distributed, I = 0.
Thus, it is expected that the contrast stays high and does not oscillate, which is confirmed
by Fig. 7.3(d). For comparison an oscillating state is shown.
Looking at the contrast for different values of the nonlinearity in Fig. 7.3(e) shows
that the overall behavior of the contrast does barely change. The main effect of the
interaction is that the amplitude of the oscillations become smaller and the oscillation
frequency is slightly increased.
7.4. Non-interacting limit
For vanishing interaction, i.e. U = 0, the differential equations of the first-order mo-
ments (5.48) and the second-order moments (5.49) decouple. Thus, the first-order
moments already yield a closed set of inhomogeneous linear differential equations with
constant coefficients, which can be solved analytically.
In Sec. 7.4.1 the analytic solution is presented for different parameter regimes in which
the behavior is qualitatively different. Afterwards the analytic solutions are used in
Sec. 7.4.2 to gain a deeper understanding of the purity revivals in the oscillatory regime.
In particular the enveloping functions of the purity oscillations are calculated and their
scaling behavior is discussed.
7.4.1. Analytic solution
The equations of motion for the first-order moments in Bloch representation are given by
Eq. (5.48). By setting U = 0 one obtains,
d
dt

sx
sy
sz
n

︸ ︷︷ ︸
χ
=

−γ− 0 0 0
0 −γ− 2J 0
0 −2J −γ− γ+
0 0 γ+ −γ−

︸ ︷︷ ︸
A

sx
sy
sz
n
+

0
0
γgain
γgain
,
︸ ︷︷ ︸
b
(7.24)
where again the abbreviation γ± = (γloss± γgain)/2 was used and the quantities χ, A and
b were defined.
The solutions of the homogeneous differential equation are given by χj = exp(λjt)uj
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with the eigenvalues λj and eigenvectors uj of the matrix A:
λ1 = −γ−, u1 =
(
1 0 0 0
)T
, (7.25a)
λ2 = −γ−, u2 =
(
0 γ+ 0 2J
)T
, (7.25b)
λ3 = −γ− −
√
γ2+ − 4J2, u3 =
(
0 2J −
√
γ2+ − 4J2 γ+
)T
, (7.25c)
λ4 = −γ− +
√
γ2+ − 4J2, u4 =
(
0 2J +
√
γ2+ − 4J2 γ+
)T
. (7.25d)
For γ2+ = 4J2 all eigenvalues become equal, λj = −γ−, but only two distinct eigenvectors
exist. Therefore, the matrix A is not diagonalizable and it is necessary to calculate a
generalized eigenvector of rank 3 and rank 2 to obtain the homogeneous solution. The
eigenvectors uj and the generalized eigenvectors vj of rank j read,
u1 =
(
1 0 0 0
)T
, u2 =
(
0 1 0 1
)T
, (7.26a)
v2 =
(
0 0 1 0
)T
, v3 =
(
0 1 0 0
)T
. (7.26b)
Thus, the fundamental matrices X(t) in the two regimes are given by
X(t) =
(
u1eλ1t u2eλ2t u3eλ3t u4eλ4t
)
, γ2+ 6= 4J2, (7.27a)
X(t) = e−γ−t
(
u1 u2 v2 + γ+u2t v3 − γ+v2t− γ
2
+
2 u2t
2
)
, γ2+ = 4J2. (7.27b)
If all eigenvalues are nonzero a constant particular solutionα exists, which is determined
as the solution of the system of linear equations Aα = −b,
α = γ
2
+ − γ2−
4J2 − γ2+ + γ2−

0
2J
γ−
1
1 + 4J2
γ−(γ++γ−)
, λj 6= 0. (7.28)
Such a constant solution is called the steady state of the system. However, this is no longer
a valid solution if one eigenvalue becomes zero, because in this case the corresponding
homogeneous solutions is also constant. Since the parameter γ− is larger than zero, the
only eigenvalue that can vanish is λ4. It becomes zero for γ2+− γ2− = 4J2 and a particular
solution consists of a constant term and a term linear in t,
α = γ+ − γ−2γ2−γ+

0
−2γ−
√
γ2+ − γ2−
(γ+ − γ−)(γ+ + 2γ−)
0
+ γ
2
+ − γ2−
2γ−

0√
γ2+ − γ2−
γ−
γ+
t, λ4 = 0. (7.29)
The general solution of the system of differential equations Eq. (7.24) is given by
χ(t) = α+X(t)k, (7.30)
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where the initial state is determined by the vector k. Depending on the parameters γ+, γ−
and J one has to insert the appropriate fundamental matrix and inhomogeneous solution.
Furthermore k is in general complex and X(t) has complex elements for 4J2 > γ2+. Yet,
the vector χ is real valued and therefore k has to be chosen such that the realness of
χ is guaranteed. It is therefore instructive to reformulate the general solution for the
different parameter regimes.
First regime γ2+ < 4J2
In this regime the eigenvalues λ3, λ4 and the corresponding eigenvectors u3 and u4
are complex, which leads to an oscillating behavior. Since χ3(t) = χ4(t)∗ holds, a real
representation of the fundamental matrix is obtained in the following way,
X(t) =
(
u1eλ1t u2eλ2t 12(u3e
λ3t + u4eλ4t) i2(u3e
λ3t − u4eλ4t)
)
= e−γ−t

1 0 0 0
0 γ+ 2J cos(ωt) 2J sin(ωt)
0 0 −ω sin(ωt) ω cos(ωt)
0 2J γ+ cos(ωt) γ+ sin(ωt)
, (7.31)
with the oscillation frequency
ω =
√
4J2 − γ2+. (7.32)
For the general solution (7.30) the trigonometric functions can be merged by introducing
new constants, which define the initial state:
κ1 = k1, κ2 = k2, κ3 = k3
√√√√1 + (k4
k3
)2
, κ4 = arctan
(
k4
k3
)
. (7.33)
The resulting general solutions in this regime read
sx(t) = κ1e−γ−t, (7.34a)
sy(t) = α2 + [γ+κ2 + 2Jκ3 cos(ωt− κ4)]e−γ−t, (7.34b)
sz(t) = α3 − ωκ3 sin(ωt− κ4)e−γ−t, (7.34c)
n(t) = α4 + [2Jκ2 + γ+κ3 cos(ωt− κ4)]e−γ−t, (7.34d)
with the inhomogeneous solution α given by Eq. (7.28).
As can be directly seen the steady state is an attractor and every trajectory will
finally reach this state with the decay rate γ−. For balanced gain and loss as defined in
Eq. (4.41) the decay rate is given by γ− = γgain/N0.
The short-term behavior is dominated by oscillations with the characteristic frequency
ω. The frequency is maximum for vanishing gain and loss, γ+ → 0, and decreases to zero
for γ+ → 2J .
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First critical point γ2+ = 4J2
At this parameter value the general solution is given by the fundamental matrix (7.27b)
and the inhomogeneous solution (7.28). Since the fundamental matrix is already real,
the solution for the four components are directly obtained,
sx(t) = k1e−γ−t, (7.35a)
sy(t) = α2 + (k2 + k4 + γ+k3t− γ2+k4t2/2)e−γ−t, (7.35b)
sz(t) = α3 − (k3 − γ+k4t)e−γ−t, (7.35c)
n(t) = α4 + (k2 + γ+k3t− γ2+k4t2/2)e−γ−t. (7.35d)
The crucial difference compared with the first regime is that there are no longer oscillations.
Instead terms linear and quadratic in t occur which are again damped by an exponential
decay with rate γ−. The steady state α is still an attractor that every trajectory will
finally reach.
Second regime 4J2 < γ2+ < 4J2 + γ2−
Since γ− = γgain/N0 for balanced gain and loss, this parameter regime is very small and
even vanishes in the limit N0 →∞. The sign of the radicand in the eigenvalues λ3 and
λ4 has changed compared with the first regime, thus, the time evolution is exponential
instead of oscillating. The general solution is obtained with the fundamental matrix
(7.27a) and the inhomogeneous solution (7.28).
Although all elements of the fundamental matrix are already real, a similar approach
as applied in the first regime is instructive to simplify the equations. However, in this
regime hyperbolic functions are used instead of trigonometric functions. The fundamental
matrix can be written as
X(t) =
(
u1eλ1t u2eλ2t 12(u3e
λ3t + u4eλ4t) 12(u4e
λ4t − u3eλ3t)
)
= e−γ−t

1 0 0 0
0 γ+ 2J cosh(Ωt) 2J sinh(Ωt)
0 0 Ω sinh(Ωt) Ω cosh(Ωt)
0 2J γ+ cosh(Ωt) γ+ sinh(Ωt)
, (7.36)
with
Ω =
√
γ2+ − 4J2. (7.37)
Introducing the constants
κ1 = k1, κ2 = k2, κ3 = k3
√√√√1− (k4
k3
)2
, κ4 = artanh
(
k4
k3
)
, (7.38)
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yields the following form of the general solution in the second regime,
sx(t) = κ1e−γ−t, (7.39a)
sy(t) = α2 + [γ+κ2 + 2Jκ3 cosh(Ωt+ κ4)]e−γ−t, (7.39b)
sz(t) = α3 + Ωκ3 sinh(Ωt+ κ4)e−γ−t, (7.39c)
n(t) = α4 + [2Jκ2 + γ+κ3 cosh(Ωt+ κ4)]e−γ−t. (7.39d)
Since γ− >
√
γ2+ − 4J2 = Ω holds in this parameter regime, the exponential decay with
rate γ− dominates the hyperbolic functions for t→∞. As a result, the steady state α is
still an attractor.
Second critical point γ2+ = 4J2 + γ2−
At the second critical point the inhomogeneous solution is not constant but has an
additional term which is linear in the time as shown in Eq. (7.29). The reason for this
behavior is that λ4 vanishes and the corresponding homogeneous solution is constant.
Consequently, the inhomogeneous solution is no longer a steady state.
With the fundamental matrix (7.27a) and the inhomogeneous solution (7.29), the
general solution at the second critical point reads
sx(t) = k1e−γ−t, (7.40a)
sy(t) = α2(t) + γ+k2e−γ−t +
√
γ2+ − γ2−k3e−2γ−t +
√
γ2+ − γ2−k4, (7.40b)
sz(t) = α3(t)− γ−e−γ−t + γ−k4, (7.40c)
n(t) = α4(t) +
√
γ2+ − γ2−k2e−γ−t + γ+k3e−2γ−t + γ+k4. (7.40d)
For t→∞ the terms containing k2 and k3 vanish due to the exponential decay with γ−
and 2γ−, whereas the terms containing k4 are constant. Nevertheless the system does
not reach a steady state since the inhomogeneous solution is not constant.
Third regime γ2+ > 4J2 + γ2−
In this parameter regime the inhomogeneous solution is again given by Eq. (7.28) since
all eigenvalues are nonzero. Furthermore all eigenvalues are real and consequently the
general solution has the same form as in the second regime, i.e., is given by Eq. (7.39).
The fundamental difference compared with the second parameter regime is that
γ− <
√
γ2+ − 4J2 = Ω. This means the exponential decay with rate γ− is weaker than the
rate Ω of the hyperbolic functions. As a result, no steady state is reached for t→∞ but
instead the components sy(t), sz(t) and n(t) will grow proportional to exp((Ω− γ−)t).
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The behavior for long times is given by
sx(t) = 0, (7.41a)
sy(t) = Jκ3eκ4e(Ω−γ−)t, (7.41b)
sz(t) =
1
2Ωκ3e
κ4e(Ω−γ−)t, (7.41c)
n(t) = 12γ+κ3e
κ4e(Ω−γ−)t. (7.41d)
Choosing the initial state
The initial state is defined by the four parameters κi, which in turn are determined
by ki. For practical purposes it is preferable to define the initial state by χ(0) =
(sx(0), sy(0), sz(0), n(0))T . Therefore, it is necessary to calculate κi or ki as a function
of χ(0).
This is most conveniently achieved by using the fundamental matrices given in Eq. (7.31)
for the first parameter regime and in Eq. (7.36) for the second and third parameter
regimes and by solving the system of linear equations,
X(0)k = χ(0)−α. (7.42)
A short calculation yields,
k1 = sx(0), (7.43a)
k2 =
2J(n(0)− α4)− γ+(sy(0)− α2)
ω2
, (7.43b)
k3 =
2J(sy(0)− α2)− γ+(n(0)− α4)
ω2
, (7.43c)
k4 = (sz(0)− α3)
ω−1, γ2+ < 4J2Ω−1, γ2+ > 4J2 . (7.43d)
The corresponding values of κi are then obtained using the transformations (7.33) or
(7.38).
7.4.2. Purity oscillations in the oscillatory regime
Since the purity oscillations discussed in Sec. 7.2 are driven by the gain and loss of
the system and not by the interaction of the particles, the purity oscillations are also
present in the non-interacting limit, thus, giving access to an analytic discussion of these
oscillations. As shown in Sec. 7.4.1 oscillatory behavior is only observed in the parameter
regime γ2+ < 4J2. Therefore, the following discussion is limited to this regime, where the
dynamics is governed by Eq. (7.34).
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Figure 7.4.: (a) The envelope functions of the purity oscillations (7.45) for three different
initial particle numbers in the non-interacting limit. The time is scaled
by the particle number in such a way that the envelope functions become
similar for large particle numbers. Although the particle number changes
the time scale of the envelope, the period of the actual oscillations stays
approximately the same as can be seen for (b) N0 = 100, (c) N0 = 500 and
(d) N0 = 1000. In all calculations the pure initial state ϕ = ϑ = pi/2 and the
gain-loss parameter γ = 1.5 were used.
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The dynamical behavior of the purity consists of fast oscillations with frequency ω,
which are confined by an envelope function as shown in Figs. 7.4(b)–(d). The time
evolution of the purity is obtained by inserting Eq. (7.34) into the formula of the
purity (5.50),
P =
s2x + s2y + s2z
n2
= κ
2
1 + [α2eγ−t + γ+κ2 + 2Jκ3 cos(ωt− κ4)]2 + [α3eγ−t − ωκ3 sin(ωt− κ4)]2
[α4eγ−t + 2Jκ2 + γ+κ3 cos(ωt− κ4)] . (7.44)
To obtain the envelope functions, the oscillating terms are eliminated by setting κ3 cos(ωt−
κ4) = ∓|κ3| and κ3 sin(ωt− κ4) = 0. This yields the following very precise expression for
the upper and lower envelope functions,
Pl/u =
κ21 + (α2eγ−t + γ+κ2 ∓ 2J |κ3|)2 + α23e2γ−t
(α4eγ−t + 2Jκ2 ∓ γ+|κ3|)2 , (7.45)
whose accuracy is confirmed by Figs. 7.4(b)–(d).
Since the initial particle number N0 is much larger than the system parameters J
and γ, and the initial values for sx,y,z all scale with N0, it is instructive to expand
Eq. (7.45) in powers of N0. This is done for all terms except the time dependent term
eγ−t since t might be large, thus, it cannot be assumed that γ−t is small. The calculation
is performed in Appendix B and shows that the leading order of both the numerator
and the denominator is N20 . By neglecting all other orders, the remaining influence of
N0 is only in the exponential term eγ−t. With the relation for balanced gain and loss,
Eq. (4.41), one can write γ− = γloss/(N0 + 2) ≈ γloss/N0 and thus eγ−t ≈ eγlosst/N0 .
This shows that for N0  1 the initial particle number only changes the time scale
of Pl/u. Multiplying N0 with a factor effectively stretches the time scale by this factor.
Thus, the dynamics of the envelope functions are slower for higher particle numbers.
Since the envelope functions define the strength of the purity revivals it is concluded
that not the strength of the revivals is changed by N0 but only the time at which strong
revivals occur.
This can be checked in Fig. 7.4(a), which shows the envelope functions for three
different initial particle numbers N0. The rescaled time parameter t/N0 is used so that it
is expected that all envelopes become similar for N0  1. In fact the upper envelope
function is virtually identical for all particle numbers. The lower envelope function is
different in the initial area and especially Pl(t = 0) has different values. This difference,
however, vanishes for large particle numbers and consequently the difference between
N0 = 10 000 and N0 = 500 is much smaller than that between N0 = 500 and N0 = 100.
For t/N0 & 0.04 also the lower envelope functions lie almost perfectly on top of each
other.
Note that the frequency of the fast oscillations with ω =
√
4J2 − γ2+ is mostly unaffected
by N0 since γ+ = γloss(N0 + 1)/(N0 + 2) ≈ γloss. This explains the behavior shown in
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Figs. 7.4(b)–(c), which compares the purity oscillations for N0 = 100, N0 = 500 and
N0 = 1000. The oscillation frequency is approximately the same but the time scale of
the envelope functions in (c) is stretched by a factor of 5 and in (d) by a factor of 10
compared with (b). As a result the first purity revivals for N0 = 500 and N0 = 1000
are small and they become only stronger once the difference of the envelope functions
becomes larger, whereas for N0 = 100 already the first purity revival is strong.
7.5. Accuracy of the Bogoliubov backreaction method
With interaction between the particles, the differential equations of first order couple to
the second-order moments and the set of nonlinear differential equations can no longer
be solved analytically. Instead Eqs. (5.48) and (5.49) are integrated numerically. It is
not a priori clear that the Bogoliubov backreaction method yields precise results for this
system since the expansion in higher order expectation values converges in powers of the
smaller eigenvalue of the reduced single-particle density matrix as discussed in Sec. 5.2.
Thus, one can only be sure to obtain accurate results as long as the condensate remains
almost pure, i.e. the matrix has one eigenvalue close to one and the remaining eigenvalue
is close to zero.
To evaluate the accuracy of the Bogoliubov backreaction method, it is compared with
results directly obtained using the master equation (4.34). Figure 7.5(a) compares the
results of the two approaches for different values of the gain-loss parameter with constant
interaction strength g = 0.5. The results obtained with the Bogoliubov backreaction
method (dotted lines) lie nearly perfectly on top of the results obtained with the master
equation (solid lines) for all trajectories shown. Comparing all elements of the single-
particle density matrix and the covariances confirms this excellent agreement. It is
especially remarkable that even for γ = 1.5, where the purity of the condensate drops to
very small values, thus, violating the aforementioned condition, the numerical results
nevertheless show this excellent agreement.
Since the approximation of the Bogoliubov backreaction method is applied to the
nonlinear interaction term, it is expected that the approximation becomes worse for
stronger interactions. Figure 7.5(b) shows the time evolution of the purity for different
values of g but with an identical gain-loss parameter γ = 0.5 and compares the results
of the master equation with those of the Bogoliubov backreaction method. Note that
there is even a small discrepancy for g = 0, where the dynamics of the single-particle
density matrix is exact. This discrepancy stems from the fact that the quantum jump
method is not exact itself but only becomes exact in the limit of infinitely many quantum
trajectories. As expected for stronger nonlinearities, the discrepancy between the two
different approaches becomes slightly larger but is still very good.
There is, however, a fundamental difference between the results of the two approaches
for longer times as illustrated by four sample trajectories in Fig. 7.6. After a few purity
oscillations the Bogoliubov backreaction method shows a behavior similar to a beat
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Figure 7.5.: Time evolution of the purity P for different values of (a) the gain-loss
parameter γ (with g = 0.5) and (b) the interaction strength g (with γ = 0.5).
The results obtained using the Bogoliubov backreaction method (solid lines)
are in excellent agreement with the results obtained using the many-particle
calculations (dotted lines), but for stronger interaction the agreement is
slightly worse. In these calculations the pure initial state ϕ = ϑ = pi/2 and
the particle number N0 = 100 were used. For the master equation it was
averaged over 500 trajectories.
frequency, where the amplitude of the oscillations increases and decreases periodically.
This behavior is not found using the many-particle calculations at all, and this observation
can be used to identify a limit for the reliability of the Bogoliubov backreaction method.
For all trajectories checked it was found that the purity revival from one minimum to
the subsequent maximum increases for the first oscillations, i.e., ∆Pj = Pmax,j − Pmin,j
increases with j. It decreases for the first time when the first node of the beat frequency
is approached. Thus, the last maximum where the revival strength still increases is used
as the limit for the Bogoliubov backreaction method. This limit is visualized in the four
panels of Fig. 7.6 by the vertical black line.
Since within this limit there is a very good agreement between the Bogoliubov back-
reaction method and the many-particle dynamics, one might ask if it is even necessary
to take the covariances into account. As mentioned in Sec. 5.2 a closed set of equations
for the single-particle density matrix is also obtained if the covariances in the equations
of motions for the first-order moments (5.48) are neglected, which is equivalent to the
approximation 〈aˆ†j aˆkaˆ†l aˆm〉 ≈ 〈aˆ†j aˆk〉〈aˆ†l aˆm〉.
The results obtained in this approximation are shown in Fig. 7.7 (solid lines) compared
with the many-particle dynamics (dotted lines) for different values of the macroscopic
interaction g. Using this approximation oscillations of the purity are still found and
also the frequency of the oscillation, which increases for larger values of g, is well
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Figure 7.6.: For longer times the Bogoliubov backreaction method (BBR) shows a be-
havior similar to a beat frequency that is not observed using the master
equation (MEQ). This is used to define the last maximum of the purity
where the revival strength still increases as the limit for the reliability of the
Bogoliubov backreaction method (marked by the black vertical line). The
parameters used are (a) ϕ = ϑ = pi/2, (b) ϕ = 1, ϑ = 2.75, (c) ϕ = 6, ϑ = 2
and (d) ϕ = 2, ϑ = 1. For all calculations the parameters γ = 1, g = 1 and
N0 = 50 were used and for the master equation it was averaged over 3000
trajectories.
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Figure 7.7.: Neglecting the covariances in Eq. (5.48) (solid lines) shows a behavior that
differs substantially from the many-particle calculations (dotted lines). This
shows that the covariances are an important correction that needs to be
taken into account. The parameters used for the comparison are γ = 0.5
and N0 = 100 and it was averaged over 500 trajectories.
captured. However, the actual values of the purity differ substantially. The many-particle
calculations show considerably smaller purities, and the purities become smaller for
increasing values of g. If the covariances are neglected, this influence of the interaction is
not found. Instead the purity stays even closer to unity for stronger interactions.
This shows that to understand the physics of a system with balanced gain and loss it
is necessary to take the covariances into account. The covariances are fluctuations that
are driven by the single-particle density matrix but they also yield a backreaction by the
coupling terms proportional to U . These fluctuations alter the behavior of the system
in an essential manner and are the leading corrections to the dynamics since it is not
necessary to consider higher orders to obtain accurate results.
7.6. Strength of the purity revivals
In this section a detailed analysis of the purity revivals is performed using the Bogoliubov
backreaction method. The main interest is to study how the revivals depend on the
gain-loss parameter γ and the interaction strength g. To characterize the strength of the
purity oscillations, the strongest purity revival ∆P is used, i.e., the greatest increase from
a purity minimum to the subsequent maximum. As discussed in the previous section the
Bogoliubov backreaction method yields accurate results till the revival strength decreases,
so the last purity revival that is within reach of the Bogoliubov backreaction method
can be taken as the strongest revival. This strongest revival, however, does not only
depend on the parameters of the system but also on the choice of the initial state. Since
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the initial state is always pure, it is defined by the two parameters ϕ and ϑ for a given
particle number (see Sec. 7.1).
To get an impression of the purity strength for different initial states the strongest
revival is calculated as a function of ϕ and ϑ. Since the Bogoliubov backreaction method
requires only little numerical effort, this can be done for many initial values. In this case
100 values for both ϕ and ϑ are used, thus, in total 10 000 different initial states for each
parameter set γ and g. Such a calculation would be out of reach using the quantum
jump method to directly calculate the many-particle dynamics of the master equation.
Figure 7.8 shows the strongest revival in the non-interaction limit g = 0 for eight
different values of γ, which all show a similar structure. For most initial states a similar
strength of the revivals is found. As γ is increased so is the strength of the revivals. In
the lowest two panels the gain-loss parameter is γ = 1.5 and γ = 1.7 and it can be seen
that most initial states even lead to revivals which are close to one. In these cases the
purity is completely destroyed but then is nearly fully restored. Furthermore all panels
show two distinct areas where the strength of the revivals drops to zero. In the center
of these two areas lie the two stationary PT -symmetric states of the Gross-Pitaevskii
equation (7.4). The left area can be identified with the ground state of the system and
the right area with the excited state. As discussed in Sec. 6.2 these states do not show
purity oscillations but instead the purity decays continuously which explains why the
strength of the revivals vanishes. In the vicinity of the two stationary states the purity
oscillations are less pronounced and, thus, the strength of the revivals is also reduced
for nearby states. It can also be seen that the two areas with weak revivals approach
each other as γ is increased. This is a result of the fact that the two PT -symmetric
states coalesce in an exceptional point at γ = 2J (here J = 1) as shown in Sec. 3.3. For
γ = 2J both the ground and excited state are then given by c1 = i/
√
2 and c2 = 1/
√
2,
or equivalently ϕ = ϑ = pi/2.
The influence of the particle interaction on the purity revivals is shown in Fig. 7.9.
For small values of the gain-loss parameter γ (upper four panels) the behavior is similar
to the non-interaction limit with the difference that the areas with weak revivals are
larger. In the panel with γ = 1.3 a new type of area arises on the right hand side of
the excited state where no revivals occur. This is the unstable region where the particle
number diverges due to the particle gain. One has to be careful when analyzing the
revivals in this region since a diverging state approaches a pure condensate. This happens
since nearly all particles are in the potential well with gain, which implies sz ≈ n and
thus P ≈ 1. However, only stable revivals are relevant and consequently these unstable
revivals are excluded. For increasing values of the gain-loss parameter γ the unstable
region grows and for γ = 1.7 in the lower right panel only a small region of stable revivals
survives in the vicinity of the ground state. In this parameter region strong oscillations
are only found at ϕ ≈ pi/2.
The observation that an unstable region arises close to the excited state, which expands
for increasing strength of the gain and loss, and finally only a small stable region near the
ground state survives is also found for the PT -symmetric Gross-Pitaevskii equation and
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Figure 7.8.: The strongest purity revivals ∆P for pure initial states defined by the two
parameters ϕ and ϑ for g = 0 and N0 = 100. The gain-loss parameters from
left to right and top to bottom read, γ = 0.3, γ = 0.5, γ = 0.7, γ = 0.9,
γ = 1.1, γ = 1.3, γ = 1.5 and γ = 1.7. There are two distinct areas where
the strength of the revivals is reduced. In the center of these areas lie the
stationary ground (left area) and excited (right area) states (7.4) of the
PT -symmetric Gross-Pitaevskii equation.
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Figure 7.9.: Same as Fig. 7.8 but for the interaction strength g = 0.5 instead of g = 0.
With particle interaction an additional region with ∆P = 0 arises for stronger
values of γ (visible for γ = 1.3, γ = 1.5 and γ = 1.7). This is the unstable
region, in which the particle number diverges and, thus, no stable revivals
occur. For increasing values of γ this region expands and for γ = 1.7 only a
small area of initial states with stable revivals survives.
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was discussed in detail for a spatially extended double-well potential in [29]. Note that in
this reference an attractive interaction was used in contrast to the repulsive interaction
used in this work, which essentially switches the roles of the ground and excited state for
the stability discussion.
While showing the purity revivals for different initial values gives an excellent overview,
it is less suitable to quantitatively discuss the revival strength for different parameter
values. To do so the initial state is searched that, for constant values of the parameters
g, γ and N0, leads to the strongest revival, i.e., the maximum in one of the panels of
Fig. 7.8 and Fig. 7.9. This is implemented using a Powell-hybrid root search [127] which
varies ϕ and ϑ such that
∂∆P
∂ϕ
= ∂∆P
∂ϑ
= 0 (7.46)
is fulfilled. Note that ∆P denotes the maximum revival reached from a specific initial
state which was used in Figs. 7.8 and 7.9 to characterize the revival strength. Now it is
searched for the initial state where ∆P is maximum and this quantity is named ∆Pmax.
The maximum value of ∆P as a function of the gain-loss parameter γ is shown for
different initial particle numbers and constant interaction strength g = 0.5 in Fig. 7.10(a).
Since the revivals are driven by the gain and loss of the system, the strength of the
revivals increases with the gain-loss parameter γ. For γ → 0 the revivals vanish and for
strong gain and loss ∆Pmax is close to one. However, the remarkable property is that
the particle number N0 has almost no influence on ∆Pmax. This seems counterintuitive
at first glance since for N0 → ∞ the system can be described by the PT -symmetric
Gross-Pitaevskii equation where the condensate is completely pure and, thus, no purity
revivals occur. However, from the behavior in the non-interacting limit discussed in
Sec. 7.4.2, it is known that different initial particle numbers change the time scale of the
envelope functions of the purity oscillations. Consequently in this limit the strength of
the strongest revival is approximately the same for different initial particle numbers but
only the time at which these revivals occur changes.
Indeed also with interaction it is found that the maximum revivals occur at later times.
This is shown in Fig. 7.10(b) where the times are shown at which the maximum revivals
∆Pmax of Fig. 7.10(a) occur. There is, however, a crucial difference in the scaling behavior
of the time. In the non-interacting limit the time scales linearly with the particle number
(cf. Fig. 7.4), and thus the maximum revivals of N0 = 10 000 occur at times that are
larger by a factor of 100 compared with the revivals of N0 = 100. With interaction the
difference is much smaller and for the calculation shown a factor smaller than 10 is found.
To investigate the influence of the interaction on the purity revivals in more detail,
∆Pmax is calculated for different values of the interaction strength g for a constant large
particle number N0 = 10 000. Figure 7.10(c) shows that again the actual value of the
maximum purity revivals is mostly unaffected by the interaction strength. Since neither
the particle number N0 nor the interaction strength g has a significant impact on ∆Pmax,
it is concluded that the strength of the maximum revivals is almost entirely determined
by the gain-loss parameter γ.
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Figure 7.10.: (a) The parameter ∆Pmax is obtained by searching for the initial state that
leads to the strongest purity revival ∆P . The value of ∆Pmax is shown
as a function of the gain-loss parameter γ for four different values of the
initial particle number N0 and constant interaction strength g = 0.5. The
revival strength increases with γ but hardly depends on N0. (b) The times
at which the revivals shown in (a) occur. For larger initial particle numbers
the strongest revivals occur at later times, however, the difference is much
smaller compared with the non-interacting limit where the time scales
linearly with the particle number. (c) Same as (a) but for a constant large
particle number N0 = 10 000 and different values of the interaction strength
g. The revival strength is mostly unaffected by the value of g. (d) The
times at which the revivals shown in (c) occur. For stronger interaction the
maximum revivals occur at smaller times.
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The interaction between the particles, however, also has an impact on the times at
which the strongest revivals occur as can be seen in Fig 7.10(d). It is found that for
stronger interactions the maximum revivals occur at shorter times. This is an important
result since the lifetime of a Bose-Einstein condensate in an experiment is limited and
without the on-site interaction significant purity oscillations only occur at very large
times for a realistic number of particles. However, these results show that by adjusting
the interaction strength it is possible to shift these strong purity oscillations towards
shorter times.
7.7. Eigenvectors of the single-particle density matrix
In this section the behavior of the condensed mode is studied. This can be done using the
eigenvalues and eigenvectors of the reduced single-particle density matrix as discussed
in Chap. 2. The two eigenvalues give the fraction of particles in the condensed and the
non-condensed phase. For the two-mode system considered here the eigenvalues contain
the same information as the purity and can be written as λ1/2 = 12(1±
√
P ). Thus, the
eigenvalues show a similar behavior as the purity which can be seen in Fig. 7.11(a) for
the stationary ground state and two oscillating states at different values of the gain-loss
parameter.
The eigenvector to the macroscopic eigenvalue is the single-particle state of the
condensed phase. This makes it possible to directly compare this eigenvector with
the mean-field state of the Gross-Pitaevskii equation. This extends the discussion in
Chap. 6, in which expectation values of the master equation and the PT -symmetric
Gross-Pitaevskii equation were compared.
It is checked whether the condensed mode of the many-particle description behaves
stationary if the stationary states of the PT -symmetric Gross-Pitaevskii equation are
used as initial states. For the ground state this comparison is shown in Fig. 7.11(b)
and a similar result can of course be obtained for the excited state. The comparison
shows that indeed also the state itself stays constant. Note that the underlying density
matrix entering the master equation is not stationary at all but its purity rapidly
decays. Nevertheless the single-particle density matrix stays approximately pure and the
eigenvector to the macroscopic eigenvalue behaves stationary.
Figures 7.11(c) and 7.11(d) show the same comparison for an oscillating state for
γ = 1 and γ = 1.5, respectively. In the case γ = 1 the normalized expectation values
of the particle number at the jth sites |cj| = 〈nj〉/N0 of the many-particle calculations
(solid lines) is in very good agreement with the mean-field calculations (dotted lines).
The relative phase arg(c1c∗2), however, shows significant deviations at precisely the times
where the purity of the single-particle density matrix has a dip. Consequently the relative
phase agrees with the mean-field limit at times where the purity is restored. For γ = 1.5
an equivalent behavior is found but the discrepancy to the mean-field limit is greater
especially for the relative phase.
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Figure 7.11.: (a) The two eigenvalues of the reduced single-particle density matrix using
the ground state of the PT -symmetric Gross-Pitaevskii equation and the
oscillating state ϕ = ϑ = pi/2 for different values of the gain-loss parameter
γ as initial states. The expectation values of the particle number in the
two lattice sites |cj| = 〈nj〉/N0 and the relative phase arg(c1c∗2) of the
eigenvector to the greater eigenvalue are shown for (b) the ground state at
γ = 0.5 and for the oscillating state at (c) γ = 1.0 and (d) γ = 1.5. The
results of the master equation (solid lines) are compared with those of the
Gross-Pitaevskii equation (dotted lines). They show that the eigenvector
of the ground state behaves indeed stationary when using the master
equation (note that |c1| ≈ |c2|). For the oscillating state the many-particle
calculations deviate from the mean-field calculations at times where the
purity has a dip, and is in good agreement at times where the purity is
restored. In all calculations the parameters g = 0.5 and N0 = 100 were
used and it was averaged over 500 trajectories.
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The most characteristic property of PT -symmetric systems is the possibility of the
existence of an entirely real eigenvalue spectrum and, consequently, the existence of
stationary states despite the Hamiltonian being non-Hermitian. Therefore, it is natural
to ask whether the many-particle system with balanced gain and loss also supports
stationary states and whether these stationary states are connected to the PT -symmetric
stationary states of the mean-field limit.
These questions are answered in this chapter by first discussing the role of the stationary
states of the PT -symmetric Gross-Pitaevskii equation in the many-particle description in
Sec. 8.1. It is shown that the stationary states of the mean-field limit are not stationary
states of the master equation with balanced gain and loss but instead they are close to
non-oscillatory trajectories, whose properties are discussed in Sec. 8.2. Finally in Sec. 8.3
the steady state of the many-particle system, defined as ddt ρˆ = 0, is calculated and its
influence on the dynamics of the system is studied.
8.1. PT -symmetric stationary states
In Chap. 6 it was shown that the stationary PT -symmetric solutions of the Gross-
Pitaevskii equation behave also approximately stationary if their time evolution is
calculated with the master equation with balanced gain and loss. Furthermore the
discussion of the purity in Chap. 7 showed that the purity of these states does not
oscillate but instead decays slowly. In this section the role of the PT -symmetric stationary
solutions as special trajectories of the many-particle system is analyzed further. This is
done by searching for pure states whose particle number does not change for small times
but the purity is allowed to decay.
Starting point are the equations of motion for the first-order moments in Bloch
representation given by Eq. (5.48),
s˙x = −U(sysz + 2∆yz)− γ−sx, (8.1a)
s˙y = 2Jsz + U(sxsz + 2∆xz)− γ−sy, (8.1b)
s˙z = −2Jsy + γ+n− γ−sz + γgain, (8.1c)
n˙ = −γ−n+ γ+sz + γgain, (8.1d)
with γ± = (γloss ± γgain)/2. Since only pure states are searched, the covariances are not
independent but instead can be calculated with Eq. (5.56) as functions of the first order
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moments. Thus, the covariances in the equations of motion can be replaced by
∆xz = −sxsz2N0 , ∆yz = −
sysz
2N0
, (8.2)
and the resulting set of equations is simplified to
s˙x = −U(1− 1/N0)sysz − γ−sx, (8.3a)
s˙y = 2Jsz + U(1− 1/N0)sxsz − γ−sy, (8.3b)
s˙z = −2Jsy + γ+n− γ−sz + γgain, (8.3c)
n˙ = −γ−n+ γ+sz + γgain. (8.3d)
Note that these equations must not be used to calculate the dynamics of a state since
they are only valid for pure states. However, an initially pure state does not stay pure
and as a result the replacement (8.2) is not possible.
Demanding that the total particle number does not change initially leads to the first
condition,
n˙(0) = 0. (8.4)
The purity is allowed to decay in the form P˙ (0) = −2ηP (0), which is achieved by the
following three conditions,
s˙x,y,z(0) = −ηsx,y,z(0). (8.5)
These conditions are now fulfilled by varying the parameters η, sx(0), sy(0) and sz(0)
while the total particle number is fixed n(0) = N0.
With n(0) = N0 and γ− = γgain/N0, which holds for balanced gain and loss defined in
Eq. (4.41), Eq. (8.3d) reads n˙(0) = γ+sz(0). Thus, to fulfill the first condition (8.4) the
particles must be equally distributed,
sz(0) = 0. (8.6)
This vastly simplifies Eqs. (8.3a) and (8.3b) to s˙x,y(0) = −γ−sx,y(0) and a comparison
with condition (8.5) shows η = γ−. The remaining condition s˙z(0) = −ηsz(0) reads
−2Jsy(0) + γ+N0 + γgain = 0, (8.7)
and is used to determine sy(0) by again using Eq. (4.41),
sy(0) =
N0γloss
2J . (8.8)
Since the equations used are only valid for pure states, the last component sx(0) must be
chosen such that the purity is equal to one,
sx(0) = ±
√
N20 − sy(0)2 − sz(0)2 = ±N0
√
1− γ
2
loss
4J2 . (8.9)
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Figure 8.1.: The time evolutions of the first-order moments (a) n, (b) sx, (c) sy and (d)
sz of the ground state of the PT -symmetric Gross-Pitaevskii equation (solid
lines) calculated with the Bogoliubov backreaction method. The dashed
lines have the slope of the conditions (8.4) and (8.5) to show that they are
fulfilled at t = 0. The parameters used are N0 = 100, γ = 1 and g = 0.5. An
equivalent result can be obtained for the excited state.
Pure states can be expressed using the spherical coordinates introduced in Eq. (7.1).
The corresponding angles are given by
ϕ = pi2 ∓ arccos
(
γloss
2J
)
, (8.10a)
ϑ = pi2 . (8.10b)
A comparison with Eq. (7.4) shows that these are exactly the same states as the stationary
PT -symmetric solutions of the Gross-Pitaevskii equation where γ is replaced by γloss.
Thus, the PT -symmetric solutions are uniquely found as special trajectories in the
many-particle description whose time derivative of the total particle number vanishes at
t = 0 and all three components sx,y,z initially decay as s˙x,y,z(0) = −γ−sx,y,z(0).
Figure 8.1 shows the time evolution of the first-order moments for the PT -symmetric
ground state (solid lines) for N0 = 100, γ = 1 and g = 0.5. In addition linear functions are
shown as dashed lines whose slope is given by the conditions (8.4) and (8.5). Clearly the
four conditions are fulfilled at t = 0 but the time evolutions still show weak oscillations1.
1 This does not contradict the conclusion drawn in Chap. 6 that these solutions are approximately
stationary since the oscillations are very small as compared with the total particle number N0 = 100.
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This suggests that although the conditions (8.4) and (8.5) exactly yield the PT -symmetric
stationary states known from the mean field, it is not the correct approach of finding
their equivalent in the many-particle description. This becomes especially clear for the
total particle number n. While it seems intuitive to demand n˙(0) = 0 to obtain the
many-particle equivalent of a stationary state, its time evolution in Fig. 8.1(a) indicates
that this condition is fulfilled by having an extremum at t = 0 and not by the fact that
the state is approximately stationary. Similarly the other three components fulfill the
demanded conditions by the oscillation being at the right phase.
To find the states that take the role of the PT -symmetric states in the many-particle
description a different approach is necessary that does not rely on demanding exact
values of the time derivative at t = 0. Instead states with vanishing or at least minimum
oscillations are searched in the next section.
8.2. Non-oscillatory states
In this section non-oscillatory states of the many-particle dynamics are searched and in-
terpreted as the equivalent of the PT -symmetric stationary states of the Gross-Pitaevskii
equation. To begin with, this is done in the non-interacting limit for which the analytic
solutions derived in Sec. 7.4 are used. Afterwards a numerical method is developed to find
the non-oscillatory states also with particle interaction if the covariances are neglected.
Furthermore it is shown that the non-oscillatory states no longer exist if the covariances
are taken into account.
8.2.1. Non-interacting limit
Starting point are the solutions in the oscillatory regime γ2+ < 4J2 given by Eq. (7.34).
As can directly be seen all oscillatory terms vanish for κ3 = 0 and a non-oscillatory
trajectory is given by
sx(t) = κ1e−γ−t, (8.11a)
sy(t) = α2 + γ+κ2e−γ−t, (8.11b)
sz(t) = α3, (8.11c)
n(t) = α4 + 2Jκ2e−γ−t, (8.11d)
where the only remaining time dependence is the exponential decay towards the steady
state α.
It will be shown in the following that there are two pure states for a specific initial
particle number N0 which fulfill κ3 = 0, thus, leading to the non-oscillating dynamical
behavior. The pure initial states are expressed using the angles ϕ and ϑ of the spherical
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coordinates (7.1), which are obtained by solving the set of equations
sx(0) = κ1 = N0 sinϑ cosϕ, (8.12a)
sy(0) = α2 + γ+κ2 = N0 sinϑ sinϕ, (8.12b)
sz(0) = α3 = N0 cosϑ, (8.12c)
n(0) = α4 + 2Jκ2 = N0. (8.12d)
The angle ϑ is directly obtained from the third equation,
ϑ = arccos
(
α3
N0
)
= arccos
 1N0+2γ2loss
4J2 − N0
N0+2γ
2
loss
, (8.13)
where the steady state (7.28) and the relation for balanced gain and loss (4.41) were
used.
Before calculating the remaining angle ϕ, the two parameters κ1 and κ2 must be
determined. Equation (8.12d) yields the value of the parameter κ2,
κ2 =
1
2J (N0 − α4), (8.14)
whereas two values for κ1 follow from the requirement that the initial state must be pure,
κ1 = sx(0) = ±
√
N20 − sy(0)2 − sz(0)2. (8.15)
Since a short calculation shows that sy(0) > 0 in the parameter regime considered,
and the two values for sx(0) only differ in their sign, the angle ϕ takes the following two
values,
ϕ∓ =
pi
2 ∓ arccos
(
sy(0)
N0| sinϑ|
)
= pi2 ∓ arccos
 α2 + γ+κ2
N0
√
1−
(
α3
N0
)2
. (8.16)
Inserting Eq. (8.14) for the parameter κ2 and again using the relations for the steady
state (7.28) and balanced gain and loss (4.41) yields
ϕ∓ =
pi
2 ∓ arccos
γloss2J 4J
2 −
(
N0+1
N0+2
)2
γ2loss
(4J2 − N0+1
N0+2γ
2
loss)1/2(4J2 − N0−1N0+2γ2loss)1/2
. (8.17)
To interpret the non-oscillatory states as the many-particle equivalent of the stationary
PT -symmetric states, it is necessary that they become equal in the limit N0 →∞. In
this limit the argument of the arccosine function in Eq. (8.13) vanishes, and thus
lim
N0→∞
ϑ = pi2 . (8.18)
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Figure 8.2.: The difference of the spherical coordinates (a) ∆ϕ = ϕ − ϕpt and (b)
∆ϑ = ϑ−ϑpt between the non-oscillatory states (8.16) and the PT -symmetric
states (8.19). The absolute value of ∆ϑ is greater than that of ∆ϕ∓ by a
factor of approximately 100. For large values of the initial particle number
N0 the difference vanishes. Fig. (c) shows the non-oscillatory solutions (solid
lines) and the stationary PT -symmetric solutions (dotted lines) as a function
of the gain-loss parameter γ for N0 = 100. The non-oscillatory states coalesce
and vanish slightly before the PT -symmetric solutions. Both types of states
vanish before the critical point γ+ = 2J indicated by the vertical black line,
at which the oscillatory regime ends.
In Eq. (8.17) the second fraction becomes equal to one,
lim
N0→∞
ϕ∓ =
pi
2 ∓ arccos
(
γloss
2J
)
. (8.19)
This shows that for N0 → ∞ indeed the non-oscillatory states become equal to the
PT -symmetric states given by Eq. (7.4). To be more precise, the state (ϕ−, ϑ) becomes
the ground state and (ϕ+, ϑ) the excited state of the mean-field system.
The difference between the angles of the non-oscillatory states and the PT -symmetric
states as a function of the total particle number N0 is shown in Fig. 8.2(a) and (b) for
γ = 1.5. Clearly the difference approaches zero for larger particle numbers. Furthermore
it can be seen that the absolute difference is much larger for the angle ϑ. For the
calculation shown it is larger by a factor of approximately 100.
Plotting the spherical coordinates as a function of γ for a constant particle number
N0 = 100 as done in Fig. 8.2(c) yields the characteristic structure of an exceptional point
of order 2 (cf. Fig. 3.1). The two non-oscillating states (solid lines) coalesce slightly
before the value of γ at which the PT -symmetric ground and excited state (dotted lines)
become equal. The angles ϕ− and ϕ+ of the non-oscillating states become equal if the
arccosine term in Eq. (8.17) vanishes, i.e., if its argument becomes equal to one. At
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this point both states have ϕ = pi/2, which implies sx(0) = 0. Therefore, the relation
sy(0)2 + sz(0)2 = N20 holds since the initial state is pure. For larger values of the gain-loss
parameter γ, Eq. (8.14) still yields a solution for κ2. However, for such parameter values
sy(0)2 + sz(0)2 > N20 , which is forbidden for physical states and consequently no real
solution for κ1 can be obtained with Eq. (8.15). Thus, the non-oscillating states cease to
exist at the point where they coalesce.
Note that both the non-oscillating and the stationary PT -symmetric states coalesce at
values of γ that are slightly smaller than the first critical point γ2+ = 4J2 (see Sec. 7.4.1
for the definition of the different parameter regimes and critical points) at which the
oscillatory regime ends, as indicated by the vertical black line in Fig. 8.2(c). Only in the
mean-field limit N0 →∞, the coalescence of the states and the critical point coincide.
As discussed above the non-oscillatory states and the PT -symmetric states become
equal in this limit and, thus, coalesce at the same parameter value γloss = 2J . Since
γ+ = γloss(N0 + 1)/(N0 + 2)→ γloss, also the oscillatory regime ends at this point.
The special role of the non-oscillating states becomes clearly evident in Fig. 8.3, where
the trajectories of the reduced components,
s′x,y,z(t) =
sx,y,z(t)
n(t) , (8.20)
are shown. In this representation the squared norm of the vector (s′x, s′y, s′z)T is equal
to the purity of the state P = s′2x + s′2y + s′2z .
The left column shows six trajectories in red lines which start on the surface of the
sphere (that means they are initially pure) at ϑ = pi/2 and ϕ equally distributed between
0 and 2pi. Furthermore the two non-oscillatory states are plotted with blue lines. From
top to bottom the gain-loss parameter γ is increased from γ = 0.5 to γ = 1 and γ = 1.5,
while the initial particle number is always N0 = 100. One immediately recognizes that
the dynamics are symmetric with respect to the s′y-s′z plane. This can be understood
by replacing κ1 with −κ1 in the general solution given by Eq. (7.34). Then one obtains
exactly the same trajectory with opposite sign of the component sx(t), which leads to
this symmetry.
Every trajectory has a structure similar to a cone and finally reaches the steady state α
given by Eq. (7.28), which lies approximately on the s′y axis. Since γ− is the exponential
decay rate towards the steady state, the decay is faster for stronger values of γ resulting
in less narrow windings. Within the cones are the trajectories of the non-oscillatory states
which are encircled by all oscillating trajectories. If γ is increased, the non-oscillatory
states on the surface of the sphere are moved towards the s′y axis, i.e., approach ϕ = pi/2.
As can be seen in Fig. 8.2(b) the non-oscillatory states will reach ϕ = pi/2 at a value of
γ slightly smaller than 2 and then vanish.
The panels in the right column of Fig. 8.3 show the inner cone and the non-oscillatory
state with s′x > 0 of the left panels in more detail. Furthermore the trajectory of
the PT -symmetric ground state is added (green line). This trajectory encircles the
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1Figure 8.3.: Time evolution of the reduced quantities (8.20) in the non-interacting limit.
All trajectories encircle the two non-oscillatory states (blue lines), thus,
motivating their interpretation as the many-particle equivalent of the PT -
symmetric solutions (green lines in the right column). The right panels show
a single cone with s′x > 0 in more detail. The initial particle number is
N0 = 100 and the gain-loss parameter used is γ = 0.5 (upper row), γ = 1
(middle row) and γ = 1.5 (lower row).
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non-oscillatory state at a very small distance which becomes slightly larger for stronger
gain-loss contributions γ.
In the mean-field limit an initially pure state will stay pure for all times. Thus, they
will not leave the surface of the sphere and the two PT -symmetric states are elliptic
fixed points, which are encircled by all trajectories. In the many-particle system such
fixed points do not exist, instead a non-oscillatory trajectory exists which is encircled by
all states. Therefore, the non-oscillatory states can be interpreted as the many-particle
equivalent of the PT -symmetric stationary states.
8.2.2. Non-oscillatory states in first order
With interaction between the particles the equations of motion couple to the higher-order
moments, i.e. the covariances. As discussed in Sec. 5.2.1 a closed set of equations can
be obtained by neglecting the covariances. The resulting set of equations is nonlinear
and due to the lack of an analytical solution a numerical treatment is required to find
the non-oscillatory states. Although it is known from the discussion in Sec. 7.5 that
neglecting the covariances does not yield accurate results, this approach is used in the
following to develop an algorithm, which is able to converge towards non-oscillating
trajectories.
If a non-oscillating trajectory exists it is plausible that small perturbations will oscillate
approximately harmonically around this trajectory. The following iterative algorithm,
which is visualized in Figs. 8.4(a) and (b) for the component sz, will then converge
towards a pure non-oscillatory state for a given initial particle number N0.
1. Let sx(0), sy(0) and sz(0) be the current initial state. The initial particle number
N0 is fixed.
2. Calculate the time evolution sx,y,z(t) and n(t) using the equations of motion (5.48)
with neglected covariances and store the first two inflection points of both sy(t)
and sz(t).
3. Draw a straight line through these two inflection points for sy(t) and sz(t). The
values of the lines at t = 0 are taken as the new initial components s˜y(0) and s˜z(0).
The third component is given by s˜x(0) = sx(0)|sx(0)|
√
N20 − s˜y(0)2 − s˜z(0)2.
4. If [sx(0) − s˜x(0)]2 + [sy(0) − s˜y(0)]2 + [sz(0) − s˜z(0)]2 <  accept s˜x,y,z(0) as the
prediction for the non-oscillatory state, else set sx,y,z(0) = s˜x,y,z(0) and restart the
algorithm. The quantity  can be seen as the tolerance of the algorithm and should
be set to a small value, e.g.,  = 10−12 yields good results.
For convergence an initial state that is already close to the non-oscillatory state is
required. Possible choices for the initial states are the stationary PT -symmetric states
or the non-oscillatory states in the non-interacting limit.
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Figure 8.4.: Visualization of the algorithm to find the non-oscillatory trajectory for the
component sz. (a) The first two inflection points of the initial state (j = 0)
are calculated and the value of the line through these two points at t = 0
is taken as the new initial state resulting in a less pronounced oscillation
(j = 1). (b) The time evolution sz(t) after j = 1, 4, 7 and 15 iterations of
the algorithm. Comparison of the (c) PT -symmetric ground state and (d)
excited state with the converged non-oscillatory trajectory for N0 = 100,
g = 0.5 and γ = 1.5.
A comparison of the non-oscillating trajectories obtained with this algorithm and the
time evolution of the PT -symmetric solutions is shown in Figs. 8.4(c) and (d). Similar
to the non-interacting limit the PT -symmetric states show only oscillations with small
amplitude but true non-oscillatory states are found in their vicinity. Here only the purity
is shown but the non-oscillatory behavior is of course found for all first-order moments.
In principle this algorithm can be used to calculate the non-oscillatory states as
a function of the gain-loss parameter γ as it was done in the non-interacting limit
in Fig. 8.2(c). However, as already mentioned the covariances significantly alter the
behavior of the system and, thus, are required to obtain accurate results. Therefore a
detailed study of the behavior using only first-order moments is not constructive and
the above discussion should only show how an algorithm can be developed to obtain the
non-oscillatory trajectories numerically.
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8.2.3. Non-oscillatory states in second order
Including the covariances the dynamics is governed by the coupled equations of motion
for the first-order moments (5.34) and the covariances (5.35). However, for pure states
the covariances are not independent but can be calculated as a function of the first-order
moments using Eqs. (5.55)–(5.57). Therefore, when searching for a pure non-oscillatory
state one does not have more degrees of freedom as compared with the discussion
containing only first-order moments. As a result the algorithm developed in Sec. 8.2.2
can be applied without changes. Unfortunately the algorithm does not converge if the
covariances are included, indicating that a non-oscillating trajectory does not exist. To
confirm this assumption the trajectories in the vicinity of the PT -symmetric states have
to be studied systematically.
This is done in Fig. 8.5, where the left panels show the time evolution of the component
sz if the covariances are neglected, whereas in the right panels the covariances are taken
into account. In principle one could use any first-order moment for this discussion, but
it is best visible for the component sz since it oscillates approximately around sz = 0,
whereas the other components show an overall increase or decrease. Each panel shows 13
trajectories with different ϑ but identical angle ϕ. The angle ϕ is increased from top to
bottom. It can be seen that for a constant value of ϕ there are nodes at which, in very
good approximation, all trajectories have the same value sz. Since all trajectories run
through these nodes, a non-oscillating trajectory can only exist if these nodes are arranged
appropriately. For the following discussion the nodes are numbered consecutively from
left to right starting with 1.
In the left panels, where the covariances are neglected, all nodes with an odd and all
nodes with an even number have approximately the same value sz. From the top panel
to the bottom panel the angle ϕ is increased and it can be seen that the odd nodes move
downwards while the even nodes move upwards. In the third panel, Fig. 8.5(c), both the
odd and the even nodes take approximately the same value of sz and consequently at
this value of ϕ a non-oscillating trajectory can be found (green line).
Including the covariances, as shown in the right panels, all odd nodes still move
downwards and all even nodes upwards as the angle ϕ is increased. However, the nodes
never align in such a way that a non-oscillating trajectory can exist. In Fig. 8.5(h) the
first two nodes have approximately the same value sz and there is a trajectory with weak
oscillations running through these first nodes (green line). However, at larger times the
amplitude of the oscillations of this trajectory becomes even stronger than the alignment
of the nodes would suggest. By performing this kind of analysis for a wide range of initial
states ϕ and ϑ, it can be shown that indeed no non-oscillating trajectory exists.
From this discussion it is concluded that although the PT -symmetric states show only
weakly pronounced oscillations, no clearly distinguished non-oscillating trajectories exist
in their vicinity if particle interaction is present. Therefore, it is not possible to define
a many-particle equivalent of the PT -symmetric states as done in the non-interacting
limit.
105
8. Stationary states
−0.5
0
0.5
1
(a)
−0.5
0
0.5
1
(b)
−0.5
0
0.5
1
(c)
−0.5
0
0.5
1
(d)
−0.5
0
0.5
1
0 2 4 6 8 10
(e)
−0.5
0
0.5
1
(f)
−0.5
0
0.5
1
(g)
−0.5
0
0.5
1
(h)
−0.5
0
0.5
1
( i)
−0.5
0
0.5
1
0 2 4 6 8 10
(j)
s z
s z
s z
s z
s z
t
s z
s z
s z
s z
s z
Figure 8.5.: Time evolution of the component sz in the vicinity of the PT -symmetric
ground state. A similar behavior is found for the excited state. In the left
panels (a)–(e) the covariances are neglected, whereas in the right panels
(f)–(j) they are included. Each panel shows 13 trajectories with different
values for ϑ but constant ϕ. From top to bottom the angle ϕ is increased. If
the covariances are neglected a non-oscillating trajectory is found (green line
in (c)), whereas no such trajectory exists if the covariances are included.
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8.3. Steady state
In this section the steady state of the two-mode system with balanced gain and loss
is studied. The steady state is defined as a constant solution of the master equation,
d
dt ρˆ = 0. Before investigating the steady state numerically, two analytically solvable
limits are discussed. In Sec. 8.3.1 the first-order moments of the steady state in the
non-interacting case are shown and afterwards in Sec. 8.3.2 the complete density matrix
of the steady state is calculated in a simplified system consisting of a single mode with
both gain and loss. Then in Sec. 8.3.3 the influence of the interaction is investigated
numerically in the two-mode system using an iterative approach to directly solve the
matrix equation. For larger particle numbers the Bogoliubov backreaction method is
used to obtain the first- and second-order moments of the steady state by searching for a
constant solution of the equations of motion.
8.3.1. Non-interacting limit
The general solution in the non-interacting limit for the time evolution of the first-order
moments in Bloch representation was calculated in Sec. 7.4.1. It was shown that a
constant solution, i.e. a steady state, exists for γ2+ 6= 4J2 + γ2− which reads
α = γ
2
+ − γ2−
4J2 − γ2+ + γ2−

0
2J
γ−
1
1 + 4J2
γ−(γ++γ−)
. (8.21)
Furthermore it was shown that this solution is an attractor in the parameter regime
γ2+ < 4J2 + γ2− that every trajectory will finally reach. Due to the prefactor all non-
vanishing components diverge for γ2+ → 4J2 + γ2−.
The purity of the steady state is calculated using Eq. (5.50) and one obtains
P = α
2
1 + α22 + α23
α24
= 4J
2 + γ2−(
γ− + 4J
2
γ++γ−
)2 . (8.22)
For every physical state the purity must not exceed one, therefore the steady state is
only a physical state in the parameter regime in which P ≤ 1 is fulfilled:
4J2 + γ2− ≤
(
γ− +
4J2
γ+ + γ−
)2
, (8.23)
4J2(γ+ + γ−)2 ≤ 8J2γ−(γ+ + γ−) + 16J4, (8.24)
γ2+ ≤ 4J2 + γ2−. (8.25)
This result is consistent with the dynamical behavior discussed in Sec. 7.4.1. The steady
state has a purity smaller one, thus being physical, in the parameter regime γ2+ < 4J2+γ2−,
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Figure 8.6.: The purity P of the steady state α as a function of γloss and constant particle
number N0 = 100. The exact purity (solid line) given by Eq. (8.22) is in
excellent agreement with the approximated expression (dotted line) from
Eq. (8.27). The vertical black line shows the critical value γ2+ = 4J2 + γ2−,
at which the steady state reaches P = 1.
in which it acts as an attractor. At the critical point γ2+ = 4J2 + γ2− no constant solution
exists. Although for γ2+ > 4J2 + γ2− the state α is a constant solution of the equations
of motion, it is no longer physical since its purity exceeds one. Such a state must be
dynamically unavailable which is consistent with the fact that α is no longer an attractor.
Using the relation for balanced gain and loss (4.41), the purity of the steady state can
be reformulated,
P = γ
2
loss
4J2
(N0 + 2)2 + γ
2
loss
4J2[
(N0 + 2) + γ
2
loss
4J2
]2 . (8.26)
Since N0  γ2loss/4J2 the purity can be approximated by
P ≈ γ
2
loss
4J2 . (8.27)
This approximation is in excellent agreement with the exact purity given by Eq. (8.22)
as can be seen in Fig. 8.6 for the particle number N0 = 100.
Since γ− = γloss/(N0 + 2) the components α2 and α4 are much larger as compared with
the component α3. This can be clearly seen by looking at the components divided by
the particle number of the steady state α4,
α2
α4
= γloss2J
N0 + 2
(N0 + 2) + γ
2
loss
4J2
, (8.28a)
α3
α4
= γloss2J
γloss
2J
(N0 + 2) + γ
2
loss
4J2
. (8.28b)
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Consequently the purity is almost exclusively determined by α2. As shown in Sec. 5.2.2
the component sy is proportional to the tunneling current from site 2 to site 1, j2→1 = Jsy.
Thus, α2/α4 is the tunneling current of the steady state relative to the total particle
number of this state. The tunneling current is positive describing a flux from site 2,
where particles are injected, to site 1, where particles are removed, and increases with the
strength of the in- and outcoupling γloss. For large particle numbers N0 this increase is
approximately linear. The quantity α3/α4 is the imbalance of the particles in the steady
state relative to the total particle number. For N0  γ2loss/4J2 it is negligible, i.e., the
expectation value of the particle number at the two sites is approximately the same.
Similar to the discussion in Sec. 7.7 the eigenvalues and eigenvectors of the reduced
single-particle density matrix of the steady state are calculated in the following. The
two eigenvalues are determined by the purity, λ1/2 = 12(1±
√
P ), and the corresponding
eigenvectors read
u1/2 =
1√
2

(
1∓ γ−√
4J2+γ2−
)1/2
e±ipi/2(
1± γ−√
4J2+γ2−
)1/2
. (8.29)
The elements of the two eigenvectors are again interpreted as coefficients of a single-
particle state. Of course, the similarity of the two eigenvectors stems from the fact that
they are orthogonal since the single-particle density matrix is Hermitian. For γ− → 0 the
two components of both eigenvectors are equal up to a phase, and for increasing values
they diverge approximately linearly since γ−  1. In the limit of large particle numbers
γ− can be neglected and the eigenvectors are given by
u1/2 ≈ 1√2
(
e±ipi/2
1
)
. (8.30)
Since the tunneling current is given by j2→1 = 2Jr1r2 sin(β1 − β2) as shown in Eq. (3.27)
(with rj exp(iβj) being the jth component of u1/2) the approximated expression for u1
describes a single-particle state with maximum tunneling current from site 2 to site 1
while u2 has a maximum current in the other direction. The exact eigenvectors also have
a relative phase of ∆β = ±pi/2, however, since the absolute values are only similar and
not equal these states are only close to the single-particle states with maximum current.
Due to the incoupling of particles at site 2 and the outcoupling at site 1, a compensating
tunneling current from 2 to 1 is required for the steady state. Because the eigenvalue to
the eigenstate u1, which has a tunneling current from 2 to 1, is larger than the other
eigenvalue, λ1 > λ2, an effective current from site 2 to 1 is achieved. For increasing values
of γloss the eigenvectors remain almost unchanged but the eigenvalue λ1 increases from
1/2 to 1 since the purity P of the steady state increases from 0 to 1 as can be seen in
Fig. 8.6. Consequently λ2 decreases towards 0 since λ2 = 1− λ1. This means a stronger
compensating flux is produced by the change in the purity and not by a change of the
eigenvectors u1/2.
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8.3.2. Gain and loss in a single mode
Before discussing the influence of the interaction in the two-mode model numerically, it
is instructive to study a single site with both gain and loss. For this system it is possible
to obtain an analytic expression for the full density matrix of the steady state. The
master equation of this system consists of the single-particle loss and gain introduced in
Eqs. (4.11) and (4.26),
d
dt ρˆ = −
γloss
2
(
aˆ†aˆρˆ+ ρˆaˆ†aˆ− 2aˆρˆaˆ†
)
− γgain2
(
aˆaˆ†ρˆ+ ρˆaˆaˆ† − 2aˆ†ρˆaˆ
)
. (8.31)
A study of this master equation in the context of quantum optics can be found in [128].
As discussed in Sec. 4.2 and 4.3 the general ansatz for the density matrix of a single
mode reads
ρˆ =
∞∑
j=0
pj|j〉〈j|. (8.32)
Inserting the ansatz into the master equation yields (cf. Eqs. (4.14) and (4.27))
p˙j = γloss[(j + 1)pj+1 − jpj] + γgain[jpj−1 − (j + 1)pj]. (8.33)
Since the steady state is defined as ddt ρˆ = 0, the time derivative of all probabilities must
vanish, ddtpj = 0. Thus, the following condition for the steady state follows,
j(pj − ξpj−1) = (j + 1)(pj+1 − ξpj), (8.34)
where the ratio of the gain and loss contributions was introduced, ξ = γgain/γloss. Since
the right-hand side of this equation is the same as the left-hand side but with j replaced
by j + 1, this equation states that the term j(pj − ξpj−1) must be equal to a constant
for all values of j. Evaluating the condition for j = 0 shows that this constant must
be equal to zero and consequently the probabilities must fulfill the recursive condition
pj = ξpj−1, which is solved by pj = ξjp0. For ξ < 1, i.e., the particle loss is stronger
than the particle gain, the probability distribution can be normalized which determines
p0 = (1− ξ). Thus, the steady state of the system is given by
pj = (1− ξ)ξj, ξ = γgain
γloss
. (8.35)
A short calculation shows that the expectation value of the particle number n of the
steady state is given by
n = tr(nˆρˆ) = (1− ξ)
∞∑
j=0
jξj = (1− ξ)ξ ddξ
∞∑
j=0
ξj = ξ1− ξ . (8.36)
For the parameter range ξ ∈ [0, 1), in which the steady state exists, the expectation value
n is strictly increasing in ξ. This means the mean particle number is larger if the ratio
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between γgain and γloss is closer to one. Solving Eq. (8.36) with respect to ξ shows that
the gain-loss ratio has to be chosen as
ξ = n
n+ 1 (8.37)
to achieve a specific particle number n in the steady state.
8.3.3. Influence of the interaction
Iterative approach
To obtain the steady state of the two-mode system with balanced gain and loss numerically,
one can in principle solve the equation
d
dt ρˆ = −i[Hˆ, ρˆ] + γlossL(aˆ1)ρˆ+ γgainL(aˆ
†
2)ρˆ = 0 (8.38)
directly, e.g., by using a LU decomposition. However, the memory requirements are large
and it is often reasonable to use an iterative method such as GMRES [129], LGMRES [130]
or BICGSTAB [131]. The downside of iterative methods is that they may take many
iterations to convergence or might not converge at all. A comparison of these three
methods showed that LGMRES converged most reliably and was therefore used to obtain
the following results.
Although the iterative method consumes much less memory as compared with a direct
approach, it is nevertheless numerically costly. The decisive parameter is the dimension
of the Fock basis, which is determined by the maximum amount of particles at each site.
To obtain results in a reasonable time span the dimension of the Fock basis of a state
vector at a single site is chosen to be 25, limiting the maximum amount of particles at
each site to 24. It is necessary to ensure that the contributions of states close to this
limit are very small since only then it is a good approximation to truncate the basis. For
the time evolutions shown in the previous chapters this could be achieved by choosing
the initial amount of particles N0 small enough. However, when searching for the steady
state, the particle number is not known in advance but instead is obtained as the result
of the calculation. This means it is determined by the system’s parameters such as the
strength of the gain and loss or the particle interaction.
In Sec. 4.4 it was shown that for the particle in- and outcoupling to be balanced, the
gain and loss contributions must fulfill
γgain =
N0
N0 + 2
γloss ≡ N0
N0 + 2
γ, (8.39)
with N0 being the particle number of an initial state. Thus, by calculating the steady
state with this gain-loss ratio, one answers the following question. What steady state is
reachable in the two-mode system with balanced gain and loss for an arbitrary initial
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Figure 8.7.: (a) The first-order moments of the numerically calculated steady state as a
function of γ forN0 = 5 and g = 0.5. Results obtained by iteratively searching
for the steady state (data points) are compared with results obtained with a
root search of the Bogoliubov backreaction method (solid lines). (b) The
probabilities of finding j particles at site 1, site 2 and at both sites obtained
via the iterative approach (data points) are in very good agreement with the
probabilities of the analytically solvable single-mode approach (solid lines)
given by Eq. (8.35) and Eq. (8.41), respectively. The parameters used are
N0 = 5, g = 0.5 and γ = 0.5.
state with particle number N0 for a specific on-site interaction U = g/(N0 − 1) and
gain-loss strength γ?
Calculating the steady state for N0 = 5, g = 0.5 and various gain-loss parameters γ
yields the first-order moments shown as points in Fig. 8.7(a). The overall behavior is
similar to the non-interacting limit discussed in Sec. 8.3.1. All components sx,y,z vanish
for γ → 0. The particles are approximately equally distributed at the two sites since the
component sz is small. Furthermore since sy is positive, there is an effective particle flux
from site 2 to site 1 which increases for stronger values of γ. It is important to note that
the particle number of the steady state increases with γ, thus, the truncation of the basis
becomes more problematic for strong gain-loss contributions.
To analyze the statistical properties of the steady state in more detail the probability
of finding a certain amount of particles at site 1 and at site 2 is shown in Fig. 8.7(b) for
N0 = 5, g = 0.5 and γ = 0.5. The probabilities at the two sites are almost identical and
can be compared with the behavior found in the case of gain and loss at a single site
derived in Sec. 8.3.2. By inserting the condition for balanced gain and loss (8.39) into
the probability of finding j particles at the single site (8.35), one obtains the solid line in
Fig. 8.7(b), which lies almost perfectly on top of the probabilities found in the two-mode
system.
Furthermore, Fig. 8.7(b) shows the probability of finding a certain amount of particles
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at both sites. This quantity cannot be obtained from the probabilities at the single
sites since they might be correlated. To check if the correlations are important for the
probabilities of finding particles at both sites, a separable state consisting of the steady
state of the single-mode calculation is constructed,
ρˆ = ρˆ(1)single ⊗ ρˆ(2)single =
∞∑
j,k=0
pjpk|j, k〉〈j, k|, (8.40)
with pj given by Eq. (8.35). The probability of finding j particles in the two-mode system
is the expectation value of the operator Xˆj =
∑j
k=0 |k, j − k〉〈k, j − k|, which yields
〈Xˆj〉 =
j∑
k=0
pkpj−k = (1− ξ)2ξj(j + 1). (8.41)
Comparing this probability distribution with the numerically obtained probabilities shows
a very good agreement. Only for small particle numbers less than 5, one obtains a visible
discrepancy between the two approaches, and the probabilities given by Eq. (8.41) are
slightly larger. However, this discrepancy does not arise due to correlations but instead
is mainly a consequence of the slightly larger probabilities at each site.
This shows that for the probability distribution of finding a certain amount of particles
in the system, the steady state of the two-mode system with balanced gain and loss is
very similar to a product of the steady states of the single-mode calculation. However,
when looking at different observables there are fundamental differences. In particular the
mixed state (8.40) does not have any correlations between the two sites and as a result
both sx and sy vanish. This stands in clear contrast to the numerical results shown in
Fig. 8.7(a).
Root search of the Bogoliubov backreaction method
For larger particle numbers the iterative approach to find the steady state is no longer
feasible since it becomes numerically too costly. To overcome this limitation the Bogoli-
ubov backreaction method is used. As shown in Sec. 7.5 this method is a very good
approximation of the actual dynamics for a limited time span. Thus, an approximation
of the first- and second-order moments of the steady state is obtained by a root search of
the equations of motion,
d
dtsx,y,z =
d
dtn =
d
dt∆jk = 0, j, k ∈ {x, y, z, n}, (8.42)
which is again solved numerically using the Powell-hybrid root search [127]. Note that in
general the Bogoliubov backreaction method is not able to produce precise results for
the dynamics of an arbitrary initial state up to the time at which it reaches the steady
state since this exceeds the time span in which this method is reliable. However, it can
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be expected that the steady state obtained via the root search is nevertheless a good
approximation because the short-time behavior of the steady state itself should be well
captured.
To validate this assumption, the results obtained with a root search of the equations
of motion of the Bogoliubov backreaction method are compared in Fig. 8.7(a) with the
results obtained by the direct iterative approach. Both approaches yield similar results
and, thus, are consistent. However, there is a discrepancy which becomes particularly
clear for larger values of γ in the component sx. This discrepancy cannot be seen as the
error made by the Bogoliubov backreaction method since the iterative approach is not
exact either due to the truncation of the dimension of the basis vectors. Because the
particle number of the steady state increases with γ, the iterative approach becomes less
precise. Checking the probability of the particle occupation shows that the truncation
of the basis is indeed problematic for the data points at values of γ & 0.75. Therefore,
the comparison only shows that the results of the Bogoliubov backreaction method are
consistent with the previously obtained results but the comparison cannot be used to
make precise statements about the accuracy of the results.
The Bogoliubov backreaction method is now used to study the steady state for larger
initial particle numbers N0 and different values of the macroscopic interaction strength
g. One has to keep in mind that in this context N0 and g are not the particle number
and the macroscopic interaction strength of the steady state. Instead the steady state is
reachable by an initial state with N0 particles and interaction strength g = U(N0 − 1).
The initial particle number N0 only determines the ratio of γgain and γloss, as given by
Eq. (8.39), and the particle number n of the steady state is obtained as the result of the
root search. Since the particle number of the steady state differs, so does the value of
g = U(n− 1), whereas the interaction strength between two particles U is constant.
The first-order moments in Bloch representation of the steady state for an initial
particle number N0 = 100 are shown in Fig. 8.8 for different values of the interaction
strength g. For comparison the analytically obtained solutions in the non-interacting
limit are plotted. One immediately recognizes that the critical value of γ at which the
steady state ceases to exist becomes considerably smaller for stronger interactions g.
Another difference is that the component sx, which is equal to zero for the steady state
in the non-interacting limit, becomes negative with absolute values that are almost as
large as those of sy. By contrast, the values of sy are nearly independent of the interaction
strength g and are exclusively determined by the strength of the in- and outcoupling
γ. Since sy is the particle flux from site 2 to site 1, which compensates the outcoupling
at site 1 and the incoupling at site 2, this behavior is intuitively understandable. The
component sz of the steady state behaves similarly to the non-interacting limit. It is
close to zero, which means that the steady state is almost balanced, i.e., the particles are
equally distributed at both sites. With interaction the total particle number of the steady
state does not reach as large values as it does in the non-interacting limit. The reason
for this behavior is that large particle numbers imply a large macroscopic interaction
strength g = U(n− 1) and, as already seen, for stronger interactions the steady state
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Figure 8.8.: The first-order moments sx,y,z and n of the steady state for the initial particle
number N0 = 100 and different values of the interaction strength g. The
results are obtained with a root search of the equations of motion of the
Bogoliubov backreaction method. In (d) the uncertainty of the particle
number defined in Eq. (8.43) is shown along with the expectation value.
vanishes. To emphasize that the steady state does not have a definite particle number,
but instead there is a broad probability distribution, the uncertainty of the expectation
value of the total particle number,
∆n =
√
〈nˆ2〉 − 〈nˆ〉2, (8.43)
is plotted. This shows that the uncertainty of the particle number is almost as large as
the expectation value itself.
The purity of the steady state is shown in Fig. 8.9(a) for different interaction strengths.
In the non-interacting limit the steady state is perfectly pure, i.e. P = 1, at the critical
value of γ at which it vanishes. With interaction, however, the steady state disappears
at substantially smaller purities.
To obtain an overview of the parameter values in which the steady state exists, the root
search is repeated for various values of g and γ and the result is plotted in Fig. 8.9(b).
The steady state exists for the parameter values in the colored area below the solid black
line and the color indicates its purity. It can be seen that the critical value of γ at which
the steady state vanishes decreases rapidly for stronger particle interactions g and so
does the purity.
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Figure 8.9.: (a) The purity of the steady state as a function of the gain-loss parameter
for different values of the interaction strength g. (b) For the parameter
values in the colored area a steady state exists. Both the critical value of γ
where the steady state vanishes and its purity decrease rapidly for stronger
interactions g. (c) The absolute values and (d) the phase of the eigenvector
u1 = (u1,1eiϕ1 , u1,2)T to the larger eigenvalue of the reduced single-particle
density matrix. The absolute values of the components stay close to 1/
√
2
both with and without interaction, whereas the phase increases only in the
presence of interaction. For all calculations N0 = 100 was used.
Figures 8.9(c) and (d) show the eigenvector u1 = (u1,1eiϕ1 , u1,2)T to the larger
eigenvalue of the reduced single-particle density matrix. Since the single-particle density
matrix is Hermitian the second eigenvector is orthogonal and, thus, given by u2,1 = u1,2,
u2,2 = u1,1 and ϕ2 = ϕ1 − pi. Similar to the non-interacting limit all absolute values
of the components ui,j stay close to 1/
√
2. A slightly different behavior is found for
the phase ϕ1. In the case g = 0 the phase is a constant, ϕ1 = pi/2, whereas with
interaction the phase increases with the gain-loss parameter γ. This means that the
tunneling current from site 2 to 1, given by j2→1 = 2Ju1,1u1,2 sin(ϕ1), of the single-particle
state u1 decreases. Equally the tunneling current of the second eigenvector u2 in the
other direction decreases. The complete tunneling current sy, which must compensate
the in- and outcoupling of particles, however, increases with γ since the steady state
becomes more pure and the eigenvalues of the single-particle density matrix are given
by λ1,2 = 12(1±
√
P ). Thus, as in the non-interacting case, the increasing compensating
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Figure 8.10.: (a) The purity of the steady state as a function of the gain-loss parameter for
different values of the interaction strength g. The macroscopic interaction
strength is held constant using the replacement (8.44). (b) For the param-
eter values in the colored area a steady state with constant macroscopic
interaction strength g exists. The critical value of γ at which the steady
state vanishes decreases much slower as compared with Fig. 8.9(b) and, as
a result, pure steady states are achieved in the presence of interaction. The
parameter N0 = 100 was used for the gain-loss ratio.
current is generated by the steady state becoming more pure and not by a change in the
eigenvectors of the single-particle density matrix.
Steady state for constant macroscopic interaction
Up to now the steady state that is reachable in the two-mode system with balanced
gain and loss by an initial state with N0 particles and macroscopic interaction strength
g = U(N0 − 1) was calculated. However, the macroscopic interaction of the steady state
is then given by gsteady = g(nsteady − 1)/(N0 − 1) with the particle number of the steady
state nsteady. Since the particle number nsteady can become very large close to the critical
value of γ where the steady state vanishes, this has a heavy influence on the system.
A different approach is to ask whether a steady state exists for a specific macroscopic
interaction g. To achieve this, the parameter U is replaced by
U = g
n− 1 (8.44)
in the equations of motion of the Bogoliubov backreaction method (5.48)–(5.49), with n
being the time-dependent particle number. The steady state is then again found via the
root search defined in Eq. (8.42). Note that for this root search the ratio of the gain and
loss contributions is still given by Eq. (8.39).
The purity obtained in this manner is shown in Fig. 8.10(a) for different values of g.
The crucial difference to the results obtained previously is that the steady state now
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exists for larger values of γ resulting in a purer steady state. In particular, a perfectly
pure steady state is also possible in presence of interaction as can be seen for g = 0.5.
Calculating the steady state for various values of γ and g yields the results shown in
Fig. 8.10(b). The main difference to Fig. 8.9(b) is that the critical value of γ at which the
steady state vanishes decreases much slower for small values of g. Consequently, purities
equal or close to one are achieved in the presence of interaction. For stronger interaction
strengths g the results obtained by the two approaches become similar.
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9. Summary and Outlook
In this work the many-particle description of a Bose-Einstein condensate with balanced
gain and loss was investigated. The underlying system is a double-well potential where
particles are removed from the first well and injected into the second. The gain and loss
contributions are balanced such that the time derivative of the total particle number
vanishes if the particles are equally distributed between the two wells. There exists a large
number of works studying Bose-Einstein condensates with balanced gain and loss in the
mean-field limit. In these works the system is described by the Gross-Pitaevskii equation
and the in- and outcoupling of particles is introduced by a PT -symmetric complex
potential. However, it is not clear whether it is justified to formulate the controlled
gain and loss of particles in the mean-field limit. Thus, it is necessary to formulate a
many-particle description and study its properties.
A short introduction to Bose-Einstein condensation with a focus on the concepts
required in this work was given in Chap. 2. Of particular importance is the single-
particle density matrix, which is defined as σ1,jk = 〈aˆ†kaˆj〉 with the bosonic annihilation
and creation operators aˆj and aˆ†j. This matrix contains all single-particle information of
a system and the existence of a macroscopic eigenvalue, i.e. an eigenvalue of the order
of the total particle number, signals the existence of Bose-Einstein condensation. This
property was used to define the purity of a condensate, which measures how close the
system is to a pure condensate described by a product state.
The properties of PT -symmetric systems were discussed in Chap. 3. It was shown
that the concept of PT symmetry, which is usually formulated for linear systems, can
be extended to Schrödinger equations with a PT -symmetric linear Hamiltonian and an
additional nonlinear part fˆ(ψ) that fulfills two conditions fˆ(eiχψ) = fˆ(ψ), χ ∈ R and
PT fˆ(ψ) = fˆ(PT ψ)PT . Then the usual properties of PT -symmetric systems are found
as long as the eigenvalue spectrum is non-degenerate: The eigenvalues are either real or
occur in complex conjugate pairs. The eigenvalues are real if and only if the eigenstate
itself is PT -symmetric. If ψ is an eigenstate with eigenvalue µ then PT ψ is eigenstate
with µ∗.
These general observations were used to study a Bose-Einstein condensate in a PT -
symmetric double-well potential described by the nonlinear complex Gross-Pitaevskii
equation. The calculations were carried out in a two-mode approximation which contains
most effects also found in a spatially extended double well. There are two PT -symmetric
states with real eigenvalues that vanish in an exceptional point at a certain critical
strength of the in- and outcoupling. This leads to the characteristic pulsing behavior of
119
9. Summary and Outlook
oscillating states in a PT -symmetric double well, i.e., the particle number oscillations
in the two wells become more and more in phase as the strength of the gain and loss
is increased. Furthermore, two PT -broken states with complex conjugate eigenvalues
emerge at the exceptional point if no interaction between the particles is present, but
with interaction these states exist for weaker or even without gain and loss.
In Chap. 4 the many-particle description of a Bose-Einstein condensate in a double-
well potential with balanced gain and loss was formulated. This was achieved using
quantum master equations which are routinely used to investigate open quantum systems.
To obtain a detailed understanding of the in- and outcoupling processes, both localized
particle loss and gain were separately discussed. That made it possible to calculate the
resulting probability distributions analytically. The solution for the case of particle loss
was particularly intuitive since a simple binomial distribution was obtained. Furthermore
the experimental feasibility of the in- and outcoupling was discussed. Particle loss can
be achieved by removing atoms with a focused electron beam, whereas particle gain can
be realized by feeding from a second condensate.
By using the two-mode approximation for the double-well potential and introducing
particle loss at site 1 and gain at site 2, one obtains the master equation
d
dt ρˆ = −i[Hˆ, ρˆ] + γlossL(aˆ1)ρˆ+ γgainL(aˆ
†
2)ρˆ, (9.1)
with the two-mode Bose-Hubbard Hamiltonian
Hˆ = −J
(
aˆ†1aˆ2 + aˆ†2aˆ1
)
+ U2
(
aˆ†1aˆ
†
1aˆ1aˆ1 + aˆ†2aˆ†2aˆ2aˆ2
)
, (9.2)
and the Lindblad superoperators
L(aˆ1)ρˆ = −12
(
aˆ†1aˆ1ρˆ+ ρˆaˆ†1aˆ1 − 2aˆ1ρˆaˆ†1
)
, (9.3)
L(aˆ†2)ρˆ = −
1
2
(
aˆ2aˆ
†
2ρˆ+ ρˆaˆ2aˆ†2 − 2aˆ†2ρˆaˆ2
)
, (9.4)
where ρˆ is the statistical operator, γgain and γloss are the strengths of the gain and loss
contributions, J is the tunneling parameter and U the interaction strength. The particle
gain and loss is balanced by the relation
γloss =
N0 + 2
N0
γgain ≡ γ, (9.5)
with the initial particle number N0, which guarantees that the time derivative of the
total particle number vanishes if the particles are equally distributed.
Chapter 5 presents two approaches to numerically calculate the dynamics of quantum
master equations. The first approach is the quantum jump method, whose basic idea
is to replace the dynamics of the density matrix with many quantum trajectories of
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state vectors each representing a single experimental realization. The coupling to the
environment is taken into account by applying quantum jumps with a certain probability.
In the case of the particle loss and gain described by Eqs. (9.3) and (9.4) the quantum
jumps remove or inject a single particle. In the limit of infinitely many trajectories the
quantum jump method is equivalent to the master equation.
The second approach is the Bogoliubov backreaction method. This is an approximation
method that yields a closed set of equations of motion for the elements of the single-
particle density matrix and the covariances of single-particle operators. The Bogoliubov
backreaction method was extended to a Bose-Hubbard chain with gain and loss at
arbitrary lattice sites and then specialized for the two-mode system using the Bloch
representation. The numerical costs of this method are much lower and in particular they
do not depend on the particle number, which allows to investigate parameter regimes
that would not be accessible using the quantum jump approach.
In Chap. 6 the quantum master equation with balanced gain and loss was compared
with its mean-field limit. The mean-field approximation is obtained in the limit N0 →∞
but with constant macroscopic interaction strength g = U(N0−1). It was shown that the
mean-field limit is the discrete PT -symmetric Gross-Pitaevskii equation introduced in
Chap. 3. This is a necessary requirement for the master equation with balanced gain and
loss to be a valid many-particle description of a PT -symmetric Bose-Einstein condensate.
Comparing the dynamics of the master equation and its mean-field limit numerically
showed that the properties known from nonlinear PT -symmetric systems are also found
in the many-particle dynamics described by the master equation with balanced gain and
loss. In particular it was shown that the stationary solutions of the PT -symmetric Gross-
Pitaevskii equation behave also approximately stationary in the many-particle description.
Furthermore, the master equation supports characteristic dynamical properties of PT -
symmetric systems such as the in-phase pulsing between the wells for strong gain and loss.
To compare not only a few selected wave functions the dynamics was plotted using the
Bloch sphere formalism, which characterizes the whole dynamics of the system including
the stability properties. Since the comparison showed an excellent agreement one can
conclude that the master equation with balanced gain and loss is indeed the adequate
many-particle description of a PT -symmetric Bose-Einstein condensate.
Chapter 7 focused on the many-particle effects of the master equation that cannot
be found in the mean-field description. The essential quantity discussed in this chapter
is the purity of the condensate. It was shown that the purity undergoes oscillations,
i.e., starting with an initially pure state the purity drops to small values but then is
almost completely restored. This behavior is periodically repeated and the oscillations of
the purity were found to be in phase with the oscillations of the total particle number.
Tuning the strength of the gain and loss or the on-site interaction of the atoms strongly
influences both the amplitude and the frequency of the oscillations. Using the stationary
states of the PT -symmetric Gross-Pitaevskii equation as initial states of the master
equation does not yield such oscillations but the condensate’s purity decays only slowly.
The oscillations of the purity have a direct impact on the average contrast in interference
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experiments. Since the purity is minimum or maximum at precisely the times where the
particles are equally distributed, the purity’s extrema can be directly measured via the
contrast.
To deepen the discussion of the purity oscillations, the Bogoliubov backreaction method
was used. In the non-interacting limit this yields an analytically solvable model for the
elements of the single-particle density matrix. Since the purity oscillations are driven by
the gain and loss of the system, they are also found in this limit. It was shown that the
frequency of the purity oscillations is mostly unaffected by the initial amount of particles
in the system. However, the time scale of the envelope functions of the purity has a
linear dependency on the initial particle number. As a result the time at which strong
purity revivals are found is proportional to the particle number and, thus, they are not
observable for realistic condensates if no interaction is present.
With interaction the dynamics described by the Bogoliubov backreaction method is
an approximation and its accuracy has to be checked. This was done using a comparison
with the results obtained with the quantum jump method. Motivated by this comparison
a limit was formulated for the reliability of the Bogoliubov backreaction method. Within
this limit an excellent agreement between the two approaches was found. Since the
Bogoliubov backreaction method takes into account the backreaction of the covariances
on the single-particle density matrix, it was possible to quantify the importance of
the covariances. Neglecting this backreaction yields results that differ substantially
as compared with the full many-particle dynamics. Thus, one can conclude that the
covariances are essential to understand the physics of systems with balanced gain and
loss.
The main benefit of the Bogoliubov backreaction method is that it requires only little
numerical effort. Thus, it was possible to characterize the strength of the purity revivals
for all initial pure states. This showed that apart from an area in the vicinity of the PT -
symmetric stationary states of the Gross-Pitaevskii equation, strong revivals are found
independently of the initial state. For increasing strength of the gain and loss, however,
there is a growing unstable area in which no stable revivals can be found. For gain-loss
contributions close to the exceptional point only the area around the PT -symmetric
ground state of the mean-field limit is stable. Since for the Bogoliubov backreaction
method the particle number is only a parameter that does not change the numerical
costs, it is easy to extend the discussion to larger particle numbers. The calculations
showed that both the particle number and the strength of the interaction have little
impact on the revival strength, which consequently is almost exclusively determined
by the strength of the gain and loss contributions. As in the non-interacting limit, the
times at which the strong revivals occur increases for larger particle numbers. However,
with interaction between the particles this effect is considerably smaller. Increasing the
interaction strength even shifts the strong purity oscillations towards earlier times. This
is an important effect for the experimental observability of the purity oscillations in
systems with balanced gain and loss since the lifetime of a condensate in an experiment
is limited.
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In the last part of this chapter the single-particle state of the condensed phase, i.e., the
eigenvector corresponding to the larger eigenvalue of the single-particle density matrix
was compared with the mean-field state that enters the Gross-Pitaevskii equation. A
very good agreement was found between these states at times where the purity is high,
whereas there is a significant discrepancy, especially for the relative phase, if the purity
has a dip. For the stationary states of the PT -symmetric Gross-Pitaevskii equation
the single-particle state of the condensed phase showed a stationary behavior since the
single-particle density matrix is approximately stationary although the underlying density
matrix ρˆ entering the master equation is not.
The role of the stationary states in the master equation with balanced gain and loss
was discussed in Chap. 8. It was shown that the PT -symmetric states of the Gross-
Pitaevskii equation are also obtained in the many-particle description by searching for
product states for which the time derivative of the total particle number vanishes at
time t = 0, and all other time derivatives of single-particle expectation values si(t) decay
proportional to their initial value, s˙i(0) = −ηsi(0).
However, looking at the time evolution suggests that this is not the correct approach to
find a state that takes the role of the PT -symmetric mean-field states in the many-particle
description. Instead this role is taken by non-oscillatory states. In the non-interacting
limit the non-oscillatory states can be calculated analytically. It was shown that there are
exactly two pure states for a given initial particle number that lead to a non-oscillating
trajectory. The non-oscillatory states lie in the vicinity of the two PT -symmetric
stationary states of the Gross-Pitaevskii equation and for large particle numbers they
become equal to them. By looking at their time evolution using the Bloch sphere
formalism, one immediately recognizes their special role since all other trajectories
encircle one of the two non-oscillating trajectories. The fact that in the mean-field limit
the PT -symmetric stationary states appear as elliptic fixed points which are encircled
by oscillating trajectories motivates the interpretation of the non-oscillatory states as
the many-particle equivalent of the PT -symmetric states. An algorithm was developed
to find non-oscillating trajectories also in the presence of particle interaction, however,
such trajectories could only be found if the covariances were neglected. If covariances
are taken into account, which is required to obtain accurate results with the Bogoliubov
backreaction method, the non-oscillatory states do not exist. Thus, one can conclude
that with interaction there is no distinguished trajectory that can be interpreted as the
many-particle equivalent of the PT -symmetric states. There is merely an area of initial
states in the vicinity of the PT -symmetric states that leads to oscillations with small
amplitude.
In the last section, the steady state of the master equation with balanced gain and loss
was calculated which is defined as the constant solution ddt ρˆ = 0. In the non-interacting
limit the steady state was calculated analytically. The calculation showed that without
coupling to the environment the purity of the steady state is minimum but it increases for
stronger values of the gain-loss parameter and eventually the state becomes completely
pure at a critical value. In this parameter regime the steady state is an attractor that
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every trajectory finally reaches in the limit t→∞. For even larger values of the gain-loss
parameter there is still a constant solution of the master equation but this state is no
longer physical, and thus is dynamically unavailable.
With interaction the full density matrix of the steady state was calculated for small
particle numbers using an iterative algorithm. The resulting steady state of the two-mode
system with balanced gain and loss was compared with a product of the steady states of
a single mode with both gain and loss. The comparison revealed that the probability
distribution to find a certain amount of particles at each site and at both sites is very
similar for the actual two-mode steady state and the product of the two single-mode
steady states.
For larger particle numbers the steady state was calculated via a root search of the
equations of motion of the Bogoliubov backreaction method. The comparison with the
non-interacting limit showed that the steady state now only exists for much smaller
gain-loss contributions and it only reaches substantially smaller purities. The reason for
this behavior is that the particle number of the steady states increases with the gain-loss
parameter, and thus the influence of the interaction becomes very strong. If the root
search is adapted such that the macroscopic interaction strength stays constant, it was
shown that the steady state again exists for stronger gain and loss and a perfectly pure
steady state can also be reached in the presence of interaction.
Calculating the eigenvectors of the single-particle density matrix of the steady state
yields two single-particle states with a tunneling current in opposite directions. The two
currents must not cancel each other since an effective current is required in the steady
state to compensate the gain and loss. Furthermore the effective current must increase
for stronger gain-loss contributions. The calculations showed that the increase of the
effective current is not generated by a change in the eigenvectors but instead by the
steady state becoming more pure, thus, one eigenvector becoming more important than
the other one.
Outlook A central result of this work is the fact that the condensate undergoes purity
oscillations and that they can be measured by the average contrast in an interference
experiment. Therefore, it would be highly interesting to analyze the details for a concrete
experimental realization, i.e., the exact form of the double-well trap, the particle number,
the interaction between the particles and the strength of the in- and outcoupling since
all these parameters have an influence on the observability.
Since the first experimental realization of a PT -symmetric system succeeded in optics,
it is natural to ask whether the effects discussed in this work can also be realized in optical
systems. In fact, the Bose-Hubbard model is also used to describe interacting photon
gases in a lattice, where the interaction is induced by the nonlinearity of the medium [132].
The coupling to the environment can be introduced by Lindblad superoperators of the
same form as used in this work. The lattice is built as an array of coupled optical
cavities, where tunneling occurs due to the overlap of the wave functions of neighboring
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cavities, and the interaction is induced by a Kerr nonlinear media. However, there is
a crucial difference in comparison with the Bose-Hubbard model for ultracold atoms
discussed in this work. An additional term of the form Fi(t)aˆ†i + F ∗i (t)aˆi arises due to
excitations by a pump laser field. Clearly this term does not commute with the total
particle number operator, thus, the particle number is not conserved by this Hamiltonian.
One would have to analyze the influence of this term and check whether it destroys the
properties found in this work. Similar systems have been studied recently. For example
a Bose-Hubbard chain with various lattice sites including the additional pumping term
has been investigated in [133], where the in- and outcoupling was introduced by the
same Lindblad terms as used in this work. Furthermore, the properties of a two-mode
Bose-Hubbard model where loss is modeled by a Lindblad term but gain occurs only due
to the pumping term in the Hamiltonian was studied in [134].
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A. Bose-Hubbard chain with gain and
loss
In Sec. 5.2.1 the Bogoliubov backreaction method was applied to a Bose-Hubbard
chain with gain and loss. The derivation of the equations of motion of the first-order
moments (5.14) and the covariances (5.35) were omitted for the sake of brevity, and thus
are shown in the following.
The full dynamics is given by the master equation
d
dt ρˆ = −i[Hˆ, ρˆ] +
M∑
j=1
γloss,jL(aˆj)ρˆ+
M∑
j=1
γgain,jL(aˆ†j)ρˆ, (A.1)
with the Bose-Hubbard Hamiltonian for M lattice sites
Hˆ = −
M−1∑
j=1
Jj
(
aˆ†j aˆj+1 + aˆ
†
j+1aˆj
)
+ 12
M∑
j=1
Uj aˆ
†
j aˆ
†
j aˆj aˆj +
M∑
j=1
j aˆ
†
j aˆj, (A.2)
and the definition of the Lindblad superoperators
L(Cˆ)ρˆ = −12
(
Cˆ†Cˆρˆ+ ρˆCˆ†Cˆ − 2CˆρˆCˆ†
)
. (A.3)
The goal is to calculate the time derivative of the first-order moments σjk = 〈aˆ†j aˆk〉 and
the covariances ∆jklm = 〈aˆ†j aˆkaˆ†l aˆm〉 − 〈aˆ†j aˆk〉〈aˆ†l aˆm〉.
A.1. Equations of motion of the first-order moments
The time derivative of the first-order moments reads
σ˙jk =
d
dt tr
(
aˆ†j aˆkρˆ
)
= tr
(
aˆ†j aˆk
d
dt ρˆ
)
. (A.4)
With the master equation (A.1) one obtains
σ˙kl = −i tr
(
aˆ†kaˆl[Hˆ, ρˆ]
)
︸ ︷︷ ︸
(I)
+
M∑
j=1
γloss,j tr
(
aˆ†kaˆlL(aˆj)ρˆ
)
︸ ︷︷ ︸
(II)
+
M∑
j=1
γgain,j tr
(
aˆ†kaˆlL(aˆ†j)ρˆ
)
︸ ︷︷ ︸
(III)
. (A.5)
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The first part (I) can be written as
(I) = tr
(
aˆ†kaˆlHˆρˆ− aˆ†kaˆlρˆHˆ
)
= tr
(
aˆ†kaˆlHˆρˆ− Hˆaˆ†kaˆlρˆ
)
= 〈[aˆ†kaˆl, Hˆ]〉. (A.6)
To evaluate the commutator one requires the two relations
[aˆ†j aˆk, aˆ
†
l aˆm] = δklaˆ
†
j aˆm − δjmaˆ†l aˆk, (A.7)
[aˆ†kaˆl, aˆ
†
j aˆ
†
j aˆj aˆj] = 2δlj aˆ
†
k(aˆlaˆ
†
l − 1)aˆl − 2δkj aˆ†k(aˆkaˆ†k − 1)aˆl, (A.8)
and obtains
(I) =− (Jlσk l+1 − Jk−1σk−1 l + Jl−1σk l−1 − Jkσk+1 l)
+ (l − k)σkl + Ul(〈aˆ†kaˆlaˆ†l aˆl〉 − σkl)− Uk(〈aˆ†kaˆkaˆ†kaˆl〉 − σkl). (A.9)
Both (II) and (III) have the same form and can be written as
tr
(
aˆ†kaˆlL(Cˆ)ρˆ
)
= −12 tr
(
aˆ†kaˆl(Cˆ†Cˆρˆ+ ρˆCˆ†Cˆ − 2CˆρˆCˆ†)
)
= −12〈aˆ
†
kaˆlCˆ
†Cˆ + Cˆ†Cˆaˆ†kaˆl − 2Cˆ†aˆ†kaˆlCˆ〉
= 12〈Cˆ
†[aˆ†kaˆl, Cˆ]− [aˆ†kaˆl, Cˆ†]Cˆ〉. (A.10)
By setting Cˆ = aˆj and Cˆ = aˆ†j one obtains
(II) = −δkj + δlj2 σkl, (A.11)
(III) = δkj + δlj2 (σkl + δkl). (A.12)
Thus, the equations of motion of the first-order moments read
σ˙kl = i(−Jkσk+1 l − Jk−1σk−1 l + Jlσk l+1 + Jl−1σk l−1)
+ i(k − l − Uk + Ul)σkl
+ i(Uk〈aˆ†kaˆkaˆ†kaˆl〉 − Ul〈aˆ†kaˆlaˆ†l aˆl〉)
− 12(γloss,k + γloss,l)σkl
+ 12(γgain,k + γgain,l)(σkl + δkl), (A.13)
which is the same as Eq. (5.14). By replacing the expectation values containing two pairs
of creation and annihilation operators with the covariances,
〈aˆ†kaˆkaˆ†kaˆl〉 = ∆kkkl + σkkσkl, (A.14)
〈aˆ†kaˆlaˆ†l aˆl〉 = ∆klll + σklσll, (A.15)
one arrives at the form of the equations of motion used in Eq. (5.34).
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A.2. Equations of motion of the covariances
The equations of motion of the covariances are calculated in an equivalent manner to the
first-order moments. Their time derivatives read
∆˙klmn =
d
dt 〈aˆ
†
kaˆlaˆ
†
maˆn〉︸ ︷︷ ︸
σ
(2)
klmn
−σ˙klσmn − σklσ˙mn, (A.16)
where the abbreviation σ(2)klmn was introduced. The terms σ˙kl and σ˙mn are given by
Eq. (A.13), but σ˙(2)klmn has yet to be calculated,
σ˙
(2)
klmn = −i tr
(
aˆ†kaˆlaˆ
†
maˆn[H, ρˆ]
)
︸ ︷︷ ︸
(I)
+
M∑
j=1
γloss,j tr
(
aˆ†kaˆlaˆ
†
maˆnL(aˆj)ρˆ
)
︸ ︷︷ ︸
(II)
+
M∑
j=1
γgain,j tr
(
aˆ†kaˆlaˆ
†
maˆnL(aˆ†j)ρˆ
)
︸ ︷︷ ︸
(III)
. (A.17)
Analogously to Eq. (A.6) the first part can again be written as the expectation value of
a commutator
(I) = 〈[aˆ†kaˆlaˆ†maˆn, Hˆ]〉, (A.18)
which can be simplified with the relations
[aˆ†j aˆkaˆ
†
l aˆm, aˆ
†
naˆo] = aˆ
†
j aˆk(δmnaˆ
†
l aˆo − δloaˆ†naˆm) + (δknaˆ†j aˆo − δjoaˆ†naˆk)aˆ†l aˆm, (A.19)
[aˆ†kaˆlaˆ†maˆn, aˆ
†
j aˆ
†
j aˆj aˆj] = 2aˆ
†
kaˆl(δnj aˆ†m(aˆnaˆ†n − 1)aˆn − δmj aˆ†m(aˆmaˆ†m − 1)aˆn)
+ 2(δlj aˆ†k(aˆlaˆ
†
l − 1)aˆl − δkj aˆ†k(aˆkaˆ†k − 1)aˆl)aˆ†maˆn. (A.20)
This yields
(I) = −
(
Jnσ
(2)
klmn+1 − Jm−1σ(2)klm−1n + Jlσ(2)k l+1mn − Jk−1σ(2)k−1 lmn
+Jn−1σ(2)klmn−1 − Jmσ(2)klm+1n + Jl−1σ(2)k l−1mn − Jkσ(2)k+1 lmn
)
+ (n − m + l − k)σ(2)klmn
+ Un
(
〈aˆ†kaˆlaˆ†maˆnaˆ†naˆn〉 − σ(2)klmn
)
− Um
(
〈aˆ†kaˆlaˆ†maˆmaˆ†maˆn〉 − σ(2)klmn
)
+ Ul
(
〈aˆ†kaˆlaˆ†l aˆlaˆ†maˆn〉 − σ(2)klmn
)
− Uk
(
〈aˆ†kaˆkaˆ†kaˆlaˆ†maˆn〉 − σ(2)klmn
)
. (A.21)
The terms (II) and (III) have the form
tr
(
aˆ†kaˆlaˆ
†
maˆnL(Cˆ)ρˆ
)
= 12〈Cˆ
†[aˆ†kaˆlaˆ†maˆn, Cˆ]− [aˆ†kaˆlaˆ†maˆn, Cˆ†]Cˆ〉, (A.22)
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thus, one requires the commutators
[aˆ†kaˆlaˆ†maˆn, aˆj] = −δmj aˆ†kaˆlaˆn − δkj aˆlaˆ†maˆn, (A.23)
[aˆ†kaˆlaˆ†maˆn, aˆ
†
j] = δnj aˆ
†
kaˆlaˆ
†
m + δlj aˆ
†
kaˆ
†
maˆn, (A.24)
and obtains after sorting the operators such that only σ(2)klmn occurs
(II) = −12(δkj + δlj + δmj + δnj)σ
(2)
klmn + δmjδlmσkn, (A.25)
(III) = 12(δkj + δlj + δmj + δnj)σ
(2)
klmn
+ δjkδknδlm + δjkδknσml + δjkδklσmn + δjmδmnσkl. (A.26)
The resulting equations of motion for σ(2)jklmn read
σ˙
(2)
jklmn = i
(
−Jkσ(2)k+1 lmn − Jk−1σ(2)k−1 lmn + Jlσ(2)k l+1mn + Jl−1σ(2)k l−1mn
− Jmσ(2)klm+1n − Jm−1σ(2)klm−1n + Jnσ(2)klmn+1 + Jn−1σ(2)klmn−1
)
+ i(k − l + m − n − Uk + Ul − Um + Un)σ(2)klmn
− i
(
Un〈aˆ†kaˆlaˆ†maˆnaˆ†naˆn〉 − Um〈aˆ†kaˆlaˆ†maˆmaˆ†maˆn〉
+ Ul〈aˆ†kaˆlaˆ†l aˆlaˆ†maˆn〉 − Uk〈aˆ†kaˆkaˆ†kaˆlaˆ†maˆn〉
)
− 12(γloss,k + γloss,l + γloss,m + γloss,n)σ
(2)
klmn + γloss,lδlmσkn
+ 12(γgain,k + γgain,l + γgain,m + γgain,n)σ
(2)
klmn
+ γgain,kδknσml + γgain,kδklσmn + γgain,mδmnσkl + γgain,kδknδlm. (A.27)
To obtain a closed set of equations of motion the expectation values containing three
pairs of creation and annihilation operators are replaced by the approximation (5.32)
〈aˆ†i aˆj aˆ†kaˆlaˆ†maˆn〉 = σ(2)ijklσmn + σ(2)ijmnσkl + σ(2)klmnσij − 2σijσklσmn. (A.28)
The equations of motion for the covariances ∆klmn are then obtained by inserting
Eq. (A.27) and Eq. (A.13) into Eq. (A.16) and by replacing
σ
(2)
klmn = ∆klmn + σklσmn. (A.29)
Then one obtains the equations of motion given by Eq. (5.35)
∆˙klmn = i(−Jk∆k+1 lmn − Jk−1∆k−1 lmn + Jl∆k l+1mn + Jl−1∆k l−1mn
− Jm∆klm+1n − Jm−1∆klm−1n + Jn∆klmn+1 + Jn−1∆klmn−1)
+ i(k − l + m − n − Uk + Ul − Um + Un)∆klmn
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+ i[Uk(∆klmnσkk + ∆kkmnσkl)− Ul(∆klmnσll + ∆llmnσkl)
+ Um(∆klmnσmm + ∆klmmσmn)− Un(∆klmnσnn + ∆klnnσmn)]
− 12(γloss,k + γloss,l + γloss,m + γloss,n)∆klmn + γloss,lδlmσkn
+ 12(γgain,k + γgain,l + γgain,m + γgain,n)∆klmn + γgain,kδkn(σml + δlm). (A.30)
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numbers
In Sec. 7.4.2 the purity envelope functions were discussed for large particle numbers but
the details of the derivation were omitted. The following calculations are done in the
oscillatory regime, i.e., γ2+ < 4J2.
Starting point are the envelope functions given by Eq. (7.45),
Pl/u =
κ21 + (α2eγ−t + γ+κ2 ∓ 2J |κ3|)2 + α23e2γ−t
(α4eγ−t + 2Jκ2 ∓ γ+|κ3|)2 . (B.1)
To obtain the behavior for large particle numbers N0, the components of the steady
state α are expanded in a Taylor series around 1/N0 = 0. The steady state is given by
Eq. (7.28) and the expansion yields
α2 =
2Jγloss
4J2 − γ2loss
N0 − 4Jγ
3
loss
(4J2 − γ2loss)2
+O
( 1
N0
)
, (B.2a)
α3 =
γ2loss
4J2 − γ2loss
− 8J
2γ2loss
(4J2 − γ2loss)2
1
N0
+O(1), (B.2b)
α4 =
4J2
4J2 − γ2loss
N0 − γ
2
loss(γ2loss + 4J2)
(4J2 − γ2loss)2
+O
( 1
N0
)
. (B.2c)
Analogously the Taylor expansion of the coefficients κj is required. They are defined
in Eq. (7.33),
κ1 = k1, κ2 = k2, κ3 = k3
√√√√1 + (k4
k3
)2
, κ4 = arctan
(
k4
k4
)
, (B.3)
and the coefficients kj can be calculated for an initial state sx(0), sy(0), sz(0) and
n(0) = N0 using Eq. (7.43),
k1 = sx(0), (B.4a)
k2 =
2J(n(0)− α4)− γ+(sy(0)− α2)
ω2
, (B.4b)
k3 =
2J(sy(0)− α2)− γ+(n(0)− α4)
ω2
, (B.4c)
k4 =
sz(0)− α3
ω
. (B.4d)
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Introducing the normalized quantities sx,y,z = N0sˆx,y,z(0) and using the Taylor expansion
for the steady state (B.2) the following expressions for the coefficients κj are obtained,
κ1 = sˆx(0)
1
N0
, (B.5a)
κ2 = − γlosssˆy(0)4J2 − γ2loss
N0 +
γlosssˆy(0)(4J2 + γ2loss)
(4J2 − γ2loss)2
+O
( 1
N0
)
, (B.5b)
|κ3| =
√
4J2(sˆz(0) + sˆy(0))− 4Jγlosssˆy(0)− γ2losssˆz(0)2 + γ2loss
4J2 − γ2loss
N0 +O(1). (B.5c)
Inserting this result in Eq. (B.1) shows that for both the numerator and denominator
the leading order is N20 . For large particle numbers all other orders are neglected
and the only remaining influence of the particle number is in the exponential terms
eγ−t ≈ eγlosst/N0 .
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Zusammenfassung in deutscher
Sprache
In dieser Arbeit wurde die Vielteilchenbeschreibung eines Bose-Einstein-Kondensats mit
ausgeglichenem Gewinn und Verlust untersucht. Das zugrundeliegende System ist ein
Doppelmuldenpotential, in welchem Teilchen aus der ersten Mulde entfernt und in der
zweiten hinzugefügt werden. Der Teilchengewinn und -verlust ist ausgeglichen, sodass die
Zeitableitung der Gesamtteilchenzahl verschwindet, wenn die Teilchen gleichmäßig auf
die beiden Mulden verteilt sind. Es gibt eine Vielzahl von Arbeiten, die Bose-Einstein-
Kondensate mit ausgeglichenem Gewinn und Verlust im Mean-Field-Grenzfall untersuchen.
In diesen Arbeiten wird das System durch die Gross-Pitaevskii-Gleichung beschrieben
und das Ein- und Auskoppeln von Teilchen wird über ein PT -symmetrisches komplexes
Potential modelliert. Es ist jedoch nicht klar, ob es gerechtfertigt ist, den kontrollierbaren
Gewinn und Verlust von Teilchen in der Mean-Field-Näherung zu beschreiben. Daher ist
es notwendig, eine Vielteilchenbeschreibung zu formulieren und deren Eigenschaften zu
untersuchen.
Eine kurze Einführung zu Bose-Einstein-Kondensaten mit einem Fokus auf die für
diese Arbeit relevanten Konzepte wurde in Kap. 2 gegeben. Von besonderem Interesse ist
die Einteilchendichtematrix, definiert als σ1,jk = 〈aˆ†kaˆj〉 mit den bosonischen Erzeugungs-
und Vernichtungsoperatoren aˆj und aˆ†j . Diese Matrix enthält die vollständige Einteilchen-
information eines Systems und die Existenz eines makroskopischen Eigenwerts, d. h. ein
Eigenwert von der Größenordnung der Gesamtteilchenzahl, signalisiert das Auftreten
einer Bose-Einstein-Kondensation. Diese Eigenschaft wurde benutzt, um die Reinheit
eines Kondensats zu definieren, welche ein Maß dafür ist, wie nahe das System an einem
reinen, durch einen Produktzustand beschriebenen, Kondensat ist.
In Kap. 3 wurden die üblicherweise für lineare Quantensysteme formulierten Ei-
genschaften PT -symmetrischer Systeme auf Schrödingergleichungen mit einem PT -
symmetrischen linearen Hamiltonoperator und einem zusätzlichen nichtlinearen Term
fˆ(ψ), der die Relationen fˆ(eiχψ) = fˆ(ψ), χ ∈ R und PT fˆ(ψ) = fˆ(PT ψ)PT erfüllt,
erweitert. Dann gelten die bekannten Eigenschaften PT -symmetrischer Systeme, solange
das Eigenwertspektrum nicht entartet ist: Die Eigenwerte sind entweder reell oder tauchen
in komplex konjugierten Paaren auf. Die Eigenwerte sind genau dann reell, wenn die
Eigenzustände PT -symmetrisch sind. Falls ψ ein Eigenzustand zu µ ist, dann ist PT ψ
ein Eigenzustand zu µ∗.
Diese allgemeinen Überlegungen wurden verwendet, um ein Bose-Einstein-Kondensat
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in einem PT -symmetrischen Doppelmuldenpotential, beschrieben durch die nichtlinea-
re komplexe Gross-Pitaevskii-Gleichung, zu untersuchen. Die Rechnungen wurden in
einer Zweimodennäherung durchgeführt, welche die meisten Effekte aus dem räumlich
ausgedehnten Doppelmuldenpotential beinhaltet. Es gibt in diesem System zwei PT -
symmetrische Zustände mit reellen Eigenwerten, die bei einer kritischen Stärke der Ein-
und Auskopplung in einem exzeptionellen Punkt verschwinden. Dies führt zu dem cha-
rakteristischen Pulsverhalten von oszillierenden Zuständen in einer PT -symmetrischen
Doppelmulde, d. h. für einen stärkeren Gewinn und Verlust werden die Oszillationen
der Teilchenzahl in den beiden Mulden immer gleichphasiger. Am exzeptionellen Punkt
entstehen außerdem ohne Wechselwirkung zwischen den Teilchen zwei PT -gebrochene
Zustände mit komplex konjugierten Eigenwerten. Mit Wechselwirkung existieren die
PT -gebrochenen Zustände jedoch bereits für schwächeren oder sogar verschwindenden
Teilchengewinn und -verlust.
Die Vielteilchenbeschreibung eines Bose-Einstein-Kondensats in einem Doppelmulden-
potential mit ausgeglichenem Gewinn und Verlust wurde in Kap. 4 formuliert. Hierfür
wurde eine zur Beschreibung offener Quantensysteme übliche Mastergleichung in Lindblad
Form verwendet. Um den lokalisierten Ein- und Auskoppelprozess von Teilchen im Detail
zu verstehen, wurden beide Prozesse zunächst getrennt betrachtet. Dies ermöglichte,
die resultierenden Wahrscheinlichkeitsverteilungen analytisch zu berechnen. Für den
Teilchenverlust ist die Lösung eine Binomialverteilung, deren Auftreten intuitiv ver-
ständlich ist. Des Weiteren wurden mögliche experimentelle Realisierungen für das Ein-
und Auskoppeln von Teilchen diskutiert. Ein Verlust von Teilchen kann durch einen
fokussierten Elektronenstrahl erreicht werden, wohingegen Gewinn durch Zuführen von
Teilchen aus einem zweiten Kondensat realisiert werden kann.
In der Zweimodennäherung des Doppelmuldenpotentials erhält man als Mastergleichung
mit Teilchenverlust am Ort 1 und Gewinn am Ort 2
d
dt ρˆ = −i[Hˆ, ρˆ] + γlossL(aˆ1)ρˆ+ γgainL(aˆ
†
2)ρˆ, (1)
mit dem Bose-Hubbard-Hamiltonoperator für zwei Moden
Hˆ = −J
(
aˆ†1aˆ2 + aˆ†2aˆ1
)
+ U2
(
aˆ†1aˆ
†
1aˆ1aˆ1 + aˆ†2aˆ†2aˆ2aˆ2
)
, (2)
und den Lindblad Superoperatoren
L(aˆ1)ρˆ = −12
(
aˆ†1aˆ1ρˆ+ ρˆaˆ†1aˆ1 − 2aˆ1ρˆaˆ†1
)
, (3)
L(aˆ†2)ρˆ = −
1
2
(
aˆ2aˆ
†
2ρˆ+ ρˆaˆ2aˆ†2 − 2aˆ†2ρˆaˆ2
)
, (4)
wobei ρˆ der statistische Operator ist, γgain und γloss die Stärken der Gewinn- und Verlust-
terme, J der Tunnelparameter und U die Wechselwirkungsstärke. Der Teilchengewinn
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und -verlust ist ausgeglichen durch
γloss =
N0 + 2
N0
γgain ≡ γ, (5)
mit der anfänglichen Teilchenzahl N0. Diese Relation garantiert, dass die Zeitableitung
der Gesamtteilchenzahl verschwindet, wenn der Erwartungswert der Teilchenzahl in
beiden Mulden identisch ist.
Kapitel 5 beschreibt zwei unterschiedliche Verfahren, um die Dynamik von Masterglei-
chungen numerisch zu berechnen. Das erste Verfahren ist die Quantum-Jump-Methode,
deren Grundidee es ist, die Dynamik der Dichtematrix durch viele Quantentrajektorien
von Zustandsvektoren zu ersetzen, die jeweils eine experimentelle Realisierung repräsen-
tieren. Die Kopplung an die Umgebung wird berücksichtigt, indem Jump-Operatoren
mit einer gewissen Wahrscheinlichkeit angewendet werden. Im Falle des Teilchenver-
lusts und -gewinns, beschrieben durch die Gleichungen (3) und (4), vernichten oder
erzeugen die Jump-Operatoren ein einzelnes Teilchen. Im Grenzfall unendlich vieler
Quantentrajektorien ist die Quantum-Jump-Methode äquivalent zur Beschreibung mit
der Mastergleichung.
Das zweite Verfahren ist die Bogoliubov-Backreaction-Methode. Hierbei handelt es sich
um eine Näherungsmethode, die ein geschlossenes System von Bewegungsgleichungen für
die Elemente der Einteilchendichtematrix und die Kovarianzen der Einteilchenoperatoren
liefert. Die Bogoliubov-Backreaction-Methode wurde zunächst für eine Bose-Hubbard-
Kette mit Gewinn und Verlust an beliebigen Gitterplätzen formuliert und anschließend
für das Zweimodensystem unter Verwendung der Blochdarstellung spezifiziert. Der
numerische Aufwand für diese Methode ist wesentlich geringer und hängt insbesondere
nicht von der Teilchenzahl ab. Dies ermöglicht die Untersuchung von Parameterregimen,
die mit der Quantum-Jump-Methode nicht erreichbar sind.
In Kap. 6 wurde die Mastergleichung mit ausgeglichenem Gewinn und Verlust mit
ihrem Mean-Field-Grenzfall verglichen. Die Mean-Field-Näherung erhält man im Grenzfall
N0 →∞ bei einer konstanten makroskopischen Wechselwirkungsstärke g = U(N0 − 1).
Es wurde gezeigt, dass der Mean-Field-Grenzfall die diskrete PT -symmetrische Gross-
Pitaevskii-Gleichung liefert, die in Kap. 3 untersucht wurde. Das ist eine notwendige
Voraussetzung, da die Mastergleichung mit ausgeglichenem Gewinn und Verlust eine
gültige Vielteilchenbeschreibung eines PT -symmetrischen Bose-Einstein-Kondensats sein
soll.
Indem die Dynamik der Mastergleichung und des Mean-Field-Grenzfalls numerisch
verglichen wurde, konnte gezeigt werden, dass die bekannten Eigenschaften von nichtli-
nearen PT -symmetrischen Systemen auch in der Vielteilchenbeschreibung auftreten. Im
Speziellen wurde gezeigt, dass die stationären Lösungen der PT -symmetrischen Gross-
Pitaevskii-Gleichung sich auch in der Vielteilchenbeschreibung näherungsweise stationär
verhalten. Des Weiteren besitzt die Mastergleichung mit ausgeglichenem Gewinn und
Verlust charakteristische dynamische Eigenschaften PT -symmetrischer Systeme wie z. B.
das gleichphasige Pulsieren in den beiden Mulden bei starkem Gewinn und Verlust. Um
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nicht nur wenige ausgewählte Wellenfunktionen zu untersuchen, wurde die Dynamik
mittels des Blochkugel-Formalismus dargestellt, durch welchen die gesamte Dynamik des
Systems, einschließlich der Stabilitätseigenschaften, charakterisiert wird. Der Vergleich
zeigte eine sehr gute Übereinstimmung, woraus folgt, dass die Mastergleichung mit ausge-
glichenem Gewinn und Verlust tatsächlich eine geeignete Vielteilchenbeschreibung eines
PT -symmetrischen Bose-Einstein-Kondensats ist.
Kapitel 7 konzentrierte sich auf die Vielteilcheneffekte der Mastergleichung, die in
der Mean-Field-Beschreibung nicht gefunden werden können. Die zentrale Größe, die in
diesem Kapitel diskutiert wurde, ist die Reinheit des Kondensats. Es wurde gezeigt, dass
die Reinheit Oszillationen durchläuft, d. h. bei einem anfänglich reinem Zustand fällt die
Reinheit auf kleine Werte ab, aber wird dann fast vollständig wiederhergestellt. Dieses
Verhalten wiederholt sich periodisch und ein Vergleich zeigte, dass die Oszillationen der
Reinheit gleichphasig zu den Oszillationen der Gesamtteilchenzahl sind. Die stationären
Zustände der PT -symmetrischen Gross-Pitaevskii-Gleichung zeigen hingegen kein oszilla-
torisches Verhalten, sondern die Reinheit des Kondensats fällt lediglich langsam ab. Die
Oszillationen der Reinheit haben einen direkten Einfluss auf den mittleren Kontrast von
Interferenzexperimenten. Da die Reinheit zu genau den Zeiten minimal oder maximal ist,
an denen die Teilchen gleichmäßig verteilt sind, können die Extrema der Reinheit direkt
über den Kontrast bestimmt werden.
Um die Diskussion der Reinheitsoszillationen zu vertiefen, wurde die Bogoliubov-
Backreaction-Methode angewendet. Ohne Wechselwirkung liefert das ein analytisch
lösbares Modell für die Elemente der Einteilchendichtematrix. Da die Reinheitsoszilla-
tionen durch den Gewinn und Verlust im System hervorgerufen werden, treten sie auch
in diesem Grenzfall auf. Es wurde gezeigt, dass die Frequenz der Reinheitsoszillationen
nahezu unbeeinflusst von der anfänglichen Zahl der Teilchen im System ist. Die Zeitskala
der Einhüllenden der Reinheit hängt jedoch linear von der anfänglichen Teilchenzahl
ab. Dadurch ist der Zeitpunkt, ab dem starke Oszillationen der Reinheit auftreten, im
wechselwirkungsfreien Grenzfall proportional zur Teilchenzahl und folglich sind diese für
realistische Kondensate nicht beobachtbar.
Mit Wechselwirkung ist die Bogoliubov-Backreaction-Methode eine Näherung und
ihre Genauigkeit muss zunächst überprüft werden. Dies gelang durch einen Vergleich
mit Resultaten der Quantum-Jump-Methode. Motiviert durch den Vergleich konnte eine
Grenze formuliert werden, bis zu der die Bogoliubov-Backreaction-Methode verlässliche
Ergebnisse liefert. Innerhalb dieses Bereichs wurde eine sehr gute Übereinstimmung der
beiden Verfahren gefunden. Da die Bogoliubov-Backreaction-Methode die Rückkopplung
der Kovarianzen auf die Einteilchendichtematrix berücksichtigt, ist es möglich, den
Einfluss der Kovarianzen zu bestimmen. Die Vernachlässigung dieser Rückkopplung führt
zu Ergebnissen, die sich wesentlich von der vollen Vielteilchendynamik unterscheiden.
Daraus kann geschlossen werden, dass die Kovarianzen notwendig sind, um die Vorgänge
in Systemen mit ausgeglichenem Gewinn und Verlust zu verstehen.
Der große Vorteil der Bogoliubov-Backreaction-Methode ist der geringe numerische
Aufwand. Daher war es möglich, die Amplitude der Reinheitsoszillationen für alle anfäng-
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lich reinen Zustände zu charakterisieren. Dies zeigte, dass abgesehen von einem Bereich
in der Nähe der PT -symmetrischen stationären Zustände der Gross-Pitaevskii-Gleichung,
unabhängig vom Anfangszustand starke Oszillationen gefunden werden. Für stärkeren
Gewinn und Verlust gibt es jedoch einen größer werdenden Bereich, in dem keine stabilen
Oszillationen existieren. Für Gewinn-Verlust-Parameter in der Nähe des exzeptionellen
Punkts ist lediglich das Gebiet um den PT -symmetrischen Grundzustand der Mean-
Field-Beschreibung stabil. Da bei der Bogoliubov-Backreaction-Methode die Teilchenzahl
nur ein Parameter ist, der den numerischen Aufwand nicht beeinflusst, ist es problemlos
möglich, die Diskussion auf größere Teilchenzahlen zu erweitern. Die Rechnungen zeigten,
dass sowohl die Teilchenzahl als auch die Stärke der Wechselwirkung kaum Einfluss auf
die Amplitude der Reinheitsoszillationen haben und diese folglich nahezu vollständig
durch die Stärke des Gewinns und Verlusts festgelegt wird. Starke Oszillationen treten
jedoch, wie im Falle ohne Wechselwirkung, für größere Teilchenzahlen später auf. Dieser
Effekt ist jedoch mit Wechselwirkung zwischen den Teilchen deutlich kleiner. Eine stärkere
Wechselwirkung verschiebt die starken Oszillationen sogar zu früheren Zeiten. Dies ist ein
wichtiges Resultat für die experimentelle Beobachtbarkeit der Reinheitsoszillationen in
Systemen mit ausgeglichenem Gewinn und Verlust, da die Lebenszeit eines Kondensats
im Experiment beschränkt ist.
Im letzten Teil dieses Kapitels wurde der Einteilchenzustand der kondensierten Phase
untersucht, d. h. der Eigenzustand zum größeren Eigenwert der Einteilchendichtematrix
wurde mit dem Mean-Field-Zustand der Gross-Pitaevskii-Gleichung verglichen. Eine sehr
gute Übereinstimmung zwischen den beiden Zuständen wurde für Zeiten gefunden, zu
denen die Reinheit hoch ist, wohingegen es einen erheblichen Unterschied gibt, insbe-
sondere in der relativen Phase, wenn die Reinheit einen niedrigen Wert annimmt. Für
die stationären Zustände der PT -symmetrischen Gross-Pitaevskii-Gleichung zeigt der
Einteilchenzustand der kondensierten Phase ein stationäres Verhalten, da die Einteilchen-
dichtematrix näherungsweise konstant bleibt, obwohl die zugrundeliegende Dichtematrix
ρˆ der Mastergleichung dies nicht ist.
Die Rolle von stationären Zuständen in der Mastergleichung mit ausgeglichenem
Gewinn und Verlust wurde in Kap. 8 diskutiert. Es wurde gezeigt, dass man die
PT -symmetrischen stationären Zustände der Gross-Pitaevskii-Gleichung auch in der
Vielteilchenbeschreibung erhält, indem man nach Produktzuständen sucht, für die die
Zeitableitung der Gesamtteilchenzahl zum Zeitpunkt t = 0 verschwindet, und für die
alle anderen Zeitableitungen der Einteilchenerwartungswerte si(t) proportional zu ihrem
anfänglichen Wert abfallen, s˙i(0) = −ηsi(0).
Die Zeitentwicklung dieser Zustände legt jedoch nahe, dass dies nicht das korrek-
te Vorgehen ist, um einen Zustand zu finden, der die Rolle der PT -symmetrischen
Mean-Field-Zustände in der Vielteilchendynamik übernimmt. Stattdessen wird diese
Rolle von nichtoszillatorischen Zuständen übernommen. Ohne Wechselwirkung können
nichtoszillatorische Zustände analytisch berechnet werden. Die Rechnung zeigte, dass es
bei einer gegebenen anfänglichen Teilchenzahl genau zwei reine Zustände gibt, die zu
nichtoszillierenden Trajektorien führen. Die nichtoszillatorischen Zustände befinden sich
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in der Nähe der PT -symmetrischen stationären Zustände der Gross-Pitaevskii-Gleichung
und werden für große Teilchenzahlen identisch zu diesen. Die Darstellung der Dynamik
durch den Blochkugel-Formalismus verdeutlicht die spezielle Rolle dieser Zustände, da
alle anderen Trajektorien eine der beiden nichtoszillierenden Trajektorien umkreisen.
Die Tatsache, dass in der Mean-Field-Näherung die PT -symmetrischen Zustände ellip-
tische Fixpunkte sind, die von oszillierenden Trajektorien umkreist werden, motiviert
die Interpretation der nichtoszillatorischen Zustände als das Vielteilchenäquivalent der
PT -symmetrischen Zustände. Im Weiteren wurde eine Algorithmus entwickelt, um die
nichtoszillierenden Trajektorien auch in Anwesenheit einer Wechselwirkung zwischen den
Teilchen zu berechnen, aber diese Trajektorien konnten nur gefunden werden, solange
Kovarianzen vernachlässigt wurden. Bei Berücksichtigung der Kovarianzen, die nötig
sind um mit der Bogoliubov-Backreaction-Methode korrekte Ergebnisse zu erhalten,
existieren keine nichtoszillatorischen Zustände. Daraus lässt sich schließen, dass es mit
Wechselwirkung keine ausgezeichnete Trajektorie gibt, die sich als Vielteilchenäquivalent
der PT -symmetrischen Zustände interpretieren lässt. Es gibt lediglich einen Bereich
von Zuständen in der Nähe der PT -symmetrischen Zustände, der zu Oszillationen mit
geringer Amplitude führt.
Im letzten Abschnitt wurde der stationäre Zustand der Mastergleichung mit ausgegli-
chenem Gewinn und Verlust berechnet, der als die konstante Lösung ddt ρˆ = 0 definiert
ist. Ohne Wechselwirkung konnte der stationäre Zustand analytisch bestimmt werden.
Die Rechnung zeigte, dass die Reinheit des stationären Zustands ohne Kopplung an die
Umgebung minimal ist, aber mit stärkerem Gewinn-Verlust-Parameter ansteigt und der
Zustand schließlich bei einem kritischen Wert vollständig rein wird. In diesem gesamten
Parameterbereich ist der stationäre Zustand ein Attraktor, den jede Trajektorie im
Grenzfall t→∞ erreicht. Für noch größere Werte des Gewinn-Verlust-Parameters gibt
es zwar weiterhin eine konstante Lösung der Mastergleichung, aber dieser Zustand ist
nicht länger physikalisch und daher dynamisch nicht erreichbar.
Mit Wechselwirkung zwischen den Teilchen wurde die komplette Dichtematrix des
stationären Zustands für kleine Teilchenzahlen mit einem iterativen Verfahren berechnet.
Der auf diese Art erhaltene stationäre Zustand des Zweimodensystems mit ausgeglichenem
Gewinn und Verlust wurde mit dem Produkt aus den stationären Zuständen einer
einzelnen Mode mit Gewinn und Verlust verglichen. Der Vergleich zeigte, dass die
Verteilung der Wahrscheinlichkeiten eine bestimmte Zahl an Teilchen in einer der beiden
Mulden oder in beiden Mulden zu finden, sehr ähnlich ist für den tatsächlichen stationären
Zustand des Zweimodensystems und das Produkt aus den beiden stationären Zuständen
der einzelnen Moden.
Für größere Teilchenzahlen wurde der stationäre Zustand durch eine Nullstellensuche
der Bewegungsgleichungen der Bogoliubov-Backreaction-Methode berechnet. Im Vergleich
zum Fall ohne Wechselwirkung existiert der stationäre Zustand nur für wesentlich kleinere
Ein- und Auskoppelstärken und der stationäre Zustand erreicht nur deutlich kleinere
Reinheiten. Der Grund für dieses Verhalten ist, dass die Teilchenzahl des stationären
Zustands mit dem Gewinn-Verlust-Parameter ansteigt und daher wird der Einfluss
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der Wechselwirkung sehr stark. Wenn die Nullstellensuche angepasst wird, sodass die
makroskopische Wechselwirkungsstärke konstant bleibt, existiert der stationäre Zustand
wieder für stärkere Gewinn-Verlust-Parameter und ein vollständig reiner stationärer
Zustand wird auch mit Wechselwirkung erreicht.
Die beiden Eigenvektoren der Einteilchendichtematrix des stationären Zustands sind
Zustände mit Tunnelstrom in entgegengesetzte Richtungen. Die Tunnelströme dürfen sich
nicht aufheben, da ein effektiver Strom im stationären Zustand nötig ist, um den Gewinn
und Verlust im System zu kompensieren. Zusätzlich muss sich der effektive Strom für
stärkere Gewinn-Verlust-Parameter vergrößern. Es wurde gezeigt, dass der Anstieg des
effektiven Stroms nicht durch eine Veränderung der Eigenvektoren geschieht, sondern
durch den reiner werdenden stationären Zustand, wodurch ein Eigenvektor mehr zum
Strom beiträgt als der andere.
Ausblick Ein zentrales Ergebnis dieser Arbeit ist die Beobachtung, dass die Reinheit des
Kondensats Oszillationen durchläuft und diese durch den gemittelten Kontrast in einem
Experiment beobachtet werden können. Es wäre daher hochinteressant die Details für eine
experimentelle Realisierung auszuarbeiten, d. h. die genaue Form der Doppelmulde, die
Teilchenzahl, die Wechselwirkung der Teilchen und die Stärke des Ein- und Auskoppelns,
da all diese Parameter einen Einfluss auf die Beobachtbarkeit haben.
Da die erste Realisierung PT -symmetrischer Systeme in der Optik gelang, ist es nahe-
liegend zu fragen, ob die in dieser Arbeit diskutierten Effekte auch in optischen Systemen
umsetzbar sind. Tatsächlich wird das Bose-Hubbard-Modell auch verwendet, um wechsel-
wirkende Photonengase in einem Gitter zu beschreiben, wobei die Wechselwirkung durch
die Nichtlinearität des Mediums hervorgerufen wird [132]. Die Kopplung an die Umgebung
kann durch Lindblad-Superoperatoren beschrieben werden, die dieselbe Form haben
wie in dieser Arbeit. Das Gitter wird aufgebaut durch das Anordnen von gekoppelten
optischen Resonatoren, wobei Tunneln durch die Überlappung der Wellenfunktionen von
benachbarten Resonatoren ermöglicht wird, und die Wechselwirkung durch den Kerr-
Effekt hervorgerufen wird. Es gibt jedoch einen grundsätzlichen Unterschied im Vergleich
zum Bose-Hubbard-Modell ultrakalter Atome aus dieser Arbeit. Aufgrund von Anregun-
gen durch ein Pumplaserfeld taucht ein zusätzlicher Term der Form Fi(t)aˆ†i +F ∗i (t)aˆi auf.
Offensichtlich vertauscht dieser Term nicht mit dem Gesamtteilchenzahl-Operator und
daher wird die Teilchenzahl durch diesen Hamiltonoperator nicht erhalten. Es ist daher
nötig den Einfluss dieses Terms zu untersuchen, um zu überprüfen, ob dieser die in dieser
Arbeit gefundenen Eigenschaften zerstört. Ähnliche Systeme sind kürzlich untersucht
worden. In [133] wurde eine Bose-Hubbard-Kette mit zahlreichen Gitterplätzen und dem
zusätzlichen Pumpterm betrachtet, wobei das Ein- und Auskoppeln durch dieselben
Lindblad-Terme modelliert wurde, die auch in dieser Arbeit verwendet wurden. Des Wei-
teren wurden die Eigenschaften eines Bose-Hubbard-Modells in der Zweimodennäherung
untersucht, in welchem der Teilchenverlust durch einen Lindblad-Term beschrieben wurde,
aber Teilchengewinn ausschließlich durch den Pumpterm im Hamiltonoperator [134].
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