Multivariate polynomial matrices arise from the treatment of functional linear systems such as systems described by partial differential equations, delay-differential equations or linear multidimensional discrete equations. In this paper we present conditions under which a class of multivariate polynomial matrices is equivalent to a block diagonal form. The conditions correspond to the decomposition of the associated linear systems of functional equations. The constructive method which can be easily implemented on a computer algebra system is illustrated by an example.
Introduction
Over the recent years, the theory of linear functional systems e.g. systems of partial differential or delay-differential equations, has attaracted many researchers. In his pionneering work, Rosenbrock [8] used matrices over R [s] , s ≡ d/dt to represent linear systems of ordinary differential equations. This ring is a principal ideal domain with the Euclidean division property thus allowing the establishment of canonical forms e.g. the Smith normal form which allows the complete decoupling of such systems. In the case of functional systems, the resulting system matrices have their elements in multivariate polynomial rings which are not principal ideal rings and do not have a Euclidean division. Several authors attempted to extend some of the results obtained for matrices from the univariate to the multivariate case. One interesting problem is to reduce a given system into an equivalent simpler one in order to simplify its analysis and synthesis. The problem of reducing linear system of functional equations to a simpler form containing fewer equations and unknowns has been considered by a number of authors, eg. Boudellioua and Quadrat [1] , Cluzeau and Quadrat [4] , etc. In particular, in the case where the reduced system contains only one equation in a single unknown, this corresponds to the reduction of a multivariate polynomial matrix to a particular Smith normal form, see for example Frost and Boudellioua [5] , Lee and Zak [6] and Boudellioua and Quadrat [1] , etc. The latter results mentioned previously correspond to the complete decomposition of a linear functional system which requires quite strong conditions. Cluzeau and Quadrat [3] presented conditions for the reduction of system to a block-triangular or block diaonal form. In this paper we present a constructive method for the reduction by equivalence of system in block-triangular form to a block diagonal form. First we present some definitions which will be used in the paper. 
, the matrices T 1 and T 2 are said to be similar over D.
The transformation of unimodular equivalence has been shown to exhibit fundamental algebraic properties amongst its invariants. In particular, it preserves the zero structure of the original matrix, see for example Pugh et al. [7] .
Reduction by Unimodular Equivalence
The aim of the following result is to present conditions for which a block upper triangular matrix with elements in D is unimodular equivalent to a block diagonal matrix.
Theorem 2.1 Let T ∈ D
p×p be a block upper triangular matrix given by:
in which the ideal |T 11 |, |T 22 | generated by determinants of T 11 and T 22 is equal to 1 , then T is unimodular-equivalent over D to the block diagonal form
Proof. Since the ideal |T 11 |, |T 22 | = 1 then by Bezout's identity, there exist polynomials α, β ∈ D such that α|T 11 | + β|T 22 | = 1. Then considering the unimodular transformation:
where r and s depend on the sizes of T 11 and T 22 respectively, establishes that the matrix T is unimodular-equivalent over D to the matrix T D in (3).
In the case of a similarity transformation, we can state the following result.
Lemma 2.2 Let T ∈ D p×p be a polynomial matrix in block upper triangular form (2). Then a sufficient condition for T to be similar over D to T D in (3) is the existence of a matrix X over D which satisfies the matrix equation:
Proof. The result follows by considering the similarity transformation
Similar results to Theorem 2.1 and Lemma 2.2 can be obtained for matrices that are block lower triangular.
Example 2.3 Consider the following system of delay-differential equations:
where r(t), u(t), v(t), w(t) are unknown functions of t. The system (7) can be written in matrix form T (s, z)ρ(t) = 0, where s = ∂/∂t and z is a backward shift operator i.e. zf (t) = f (t − h) with h ∈ R + . ρ(t) is the vector of the functions r, u, v, w and T is given by:
Writing T in the form (2) yields
Using the Maple package OreModules [2] , we can find α = −1 and β = s 2 z 2 satisfying α|T 11 |+β|T 22 | = 1 and it follows that the unimodular transformation (4) with
where,
i.e., the system in (7) is equivalent to the simplified decomposed system :
where f (t), g
(t), l(t), k(t) are functions in t related to r(t), u(t), v(t), w(t) by f (t) g(t) l(t) k(t) T = r(t) u(t) v(t) w(t)
T (N −1 ) T(18)
Conclusions
We have presented a constructive result for the decomposition of a class of linear functional systems. The result can be easily implemented on modern computer algebra systems such as Maple.
