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Let 0M be a bounded open subset of a homogeneous Riemannian manifold,
and let _k=*1+ } } } +*k be the sum of the first k eigenvalues of the Dirichlet
Laplacian on 0, and similarly _~ k=* 1+ } } } +* k for the Neumann Laplacian. We
give bounds for _k and _~ k generalizing results of LiYau and Kro ger in the case
M=Rn. We prove a ``generic theorem'' which in the case of compact M says _k
p(0) 7(kp(0))_~ k where p(0)= |0|  |M| is the relative volume of 0 and 7(x) is
the eigenvalue sum function for M (interpolated linearly for non integer values).
For noncompact M the statement is _k|0| 7(k |0| ) where 7 is a renormalized
eigenvalue sum function for M (defined using the spectral resolution of 2 on M).
There are also estimates in the other direction of the same form with error terms.
The same generic theorems hold for Laplacian on p-forms, and for subelliptic
Laplacians on subRiemannian manifolds. To give life to such generic theorems it is
necessary to compute the 7 function for a variety of examples. For Euclidean
n-space, 7(x)=(n(n+2)) Cn x1+2n where Cn is the Weyl constant, so our generic
result includes the known results. We discuss the computation of 7 for spheres,
hyperbolic spaces, noncompact symmetric spaces, and the Heisenberg groups.
 1996 Academic Press, Inc.
1. Introduction
Let 0M be a bounded open set in a Riemannian manifold, and let
0<*1*2 } } } and 0=* 1* 2 } } } denote the eigenvalues (repeated
with multiplicity) of the Laplacian on 0 with Dirichlet and Neumann
boundary conditions (in the generalized sense if the boundary of 0 is
irregular). We don't even have to assume that 0 is connected, but for the
Neumann problem we need to assume the number of components is finite;
otherwise zero will be an eigenvalue of infinite multiplicity. Let
_k=kj=1 *j and _~ k=
k
j=1 * j be the eigenvalue sum function. LiYau
[LY] gave lower bounds for _k when M=Rn, and this result was com-
plemented by Kro ger ([K1], [K2]) who gave upper bounds for _k and
both upper and lower bounds for _~ k in this case.
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The purpose of this paper is to explain these results and put them in a
larger context, namely the case when M is homogeneous. This means that
there is a transitive group G of isometries, or equivalently, M=GH for a
subgroup H, and the metric is G invariant. In Section 2 we discuss the case
when M is compact. In that case let 7k denote the eigenvalue sum function
for M, and let 7(x) be the piecewise linear interpolant. We prove _k
p(0) 7(kp(0))_~ k where p(0)=|0|  |M| , and inequalities in the other
directions of the same form with error terms. The lower bound for _k had
been previously observed by Colin de Verdie re and Gallot ([Ga] Proposi-
tion 2.9). These are ``generic'' theorems; they apply to all domains 0 and
involve only the volume of 0 (the error terms involve more information and
require some minimal regularity). They apply equally well to the Laplacian on
p-forms, or to subelliptic Laplacians on subRiemannian manifolds [S1]. In
Section 3 we give the computation of 7 for spheres and some related examples.
When M is noncompact there is no eigenvalue sum function, but there
is something analogous, which we call the renormalized eigenvalue sum
function, and also denote by 7. Let E* denote the spectral resolution of the
Laplacian on M, and E* (x, y) the kernel of the projection operator E* . The
values of M |E* (x, y)| 2 dx and M |{M E* (x, y)| 2 dx are finite and inde-
pendent of y. We define
: \|M |E* (x, y)| 2 dx+=|M |{M E* (x, y)| 2 dx,
and interpolate linearly if E* contains any discrete components. In Sec-
tion 4 we prove the same sorts of estimates as in Section 2 for this function
7, the only change being that p(0) is replaced by |0| (in this case
|M|=). We also show how 7 can be obtained as a rescaled limit of the
eigenvalue sum functions for the Dirichlet Laplacian on a family of
bounded subdomains 0j that fill out M in the limit.
In Section 5 we discuss the computation of 7 for hyperbolic n-space, and
other noncompact symmetric spaces. In Section 6 we compute 7 for the
subelliptic Laplacian on the Heisenberg group. In Section 7 we discuss
analogous results for polynomials of the Laplacian, generalizing results of
LevineProtter [LP].
The proofs of the generic theorems are not new; they are simply adapta-
tions of the proofs in the Euclidean case. Our contribution is merely the
breaking of the proof into two pieces: the easy generic part, and the more
challenging problem of computing the 7 function. This can be difficult even
in cases where we know the eigenvalues explicitly. For the case of torus,
this involves some delicate number theory. Since any bounded domain in
Rn can also be regarded as a domain in any sufficiently large torus, we can
obtain somewhat different estimates depending on which M we choose.
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It is interesting to speculate what can be said about eigenvalue sum func-
tions for 0M if M is not homogeneous. Perhaps the simplest cases to
look at are the flat two-dimensional cones (see [S3], where the harmonic
analysis of these cones is developed).
We assume the reader is familiar with the basic facts about the spectrum
of Laplacians. The books of Chavel [Ch] and Davies [Da] are good
references.
2. The Compact Case
In this section we assume M is a compact homogeneous n-dimensional
Riemannian manifold, and 0M is any open subset. We denote by
0=4142 } } } (2.1)
the eigenvalues of &2 on M counting multiplicity, and 1 , 2 , ... the
corresponding normalized eigenfunctions. (See [L] for some results about
these eigenvalues.) Similarly, we write
0<*1*2 } } } (2.2)
for the Dirichlet eigenvalues for 0 with corresponding eigenfunctions .1 ,
.2 , ..., and
0=* 1* 2 } } } (2.3)
for the Neumann eigenvalues for 0, with corresponding eigenfunctions .~ 1 ,
.~ 2 , ... . These eigenfunctions always exist, without further assumptions on
0, but only satisfy the Dirichlet and Neumann boundary conditions in the
classical sense if the boundary of 0 is reasonable. In particular, we do not
assume that the boundary has zero volume, so when we write |0| we mean
the volume of 0 alone. We write p(0)=|0|  |M| for the relative volume,
or probability, of 0.
We define the eigenvalue sum functions 7k=kj=1 4j , _k=
k
j=1 *j and
_~ k=kj=1 * j for the three eigenvalue sequences.
Definition 2.1. The function 7(x) defined on 1x< is the
piecewise linear interpolation function for 7k , so 7(k)=7k and 7(x) is
linear on kxk+1.
An equivalent way to define 7(x) is to list the eigenvalues 4j in increas-
ing order without repetitions, 0=4$1<4$2<4$3< } } } and let dj denote the
multiplicity of 4$j . Then 7 (mj=1 dj)=
n
j=1 dj 4$j and 7(x) interpolates
linearly these values.
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Theorem 2.2. For M compact and homogeneous and 0M open,
_~ kp(0) 7(kp(0))_k (2.4)
for all k.
Remark. The lower bound for _k was first observed by Colin de Verdie re
and Gallot ([Ga] Proposition 2.9). We include the proof here, since it forms
the model on which we base the proof of subsequent theorems.
Proof. First we prove the lower bound for _k . Let Pk (x, y)=
kj=1 .j (x) .j (y) be the kernel of the spectral projection operator onto the
span of the first k Dirichlet eigenfunction on 0 (define Pk (x, y)=0 if either
x or y is not in 0). Let
Qj (x, y)= :
4m=4$j
m (x) m (y)
be the kernel of the spectral projection operator onto the span of the eigen-
functions on M with eigenvalue 4$j . Fix k, and let
aj=|
M
|
0 } |0 Q j (x, z) Pk (x, y) dx }
2
dy dz. (2.5)
We will establish the following:
:

j=1
aj=k (2.6)
:

j=1
4$j aj=_k (2.7)
0ajp(0)dj . (2.8)
To prove (2.6) we use the basic Parseval identity
:

j=1
|
M } | Q j (x, z) f (x) dx }
2
dz=| | f (x)| 2 dx (2.9)
for any L2 function f on M. Taking f (x)=Pk (x, y) for any fixed y in (2.9)
and then integrating in y we obtain
:

j=1
aj=|
0
|
0
|Pk (x, y)| 2 dx dy
and this integral equals k.
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The proof of (2.7) is similar. Working backwards, we start with the
identity
_k=|
M
|
M
|{x Pk (x, y)| 2 dx dy, (2.10)
which holds because we are dealing with the Dirichlet problem (we are
identifying the distributional derivative {x Pk (x, y) on M_M with the
function {x Pk (x, y) on 0_0 extended to be zero outside 0_0). In place
of (2.9) we use the spectral H1 norm identity
:

j=1
4$j |
M } |M Q j (x, z) f (x) dx }
2
dz=|
M
|{f (x)| 2 dx (2.11)
for any f # H1(M). We apply this to f (x)=Pk (x, y) for each fixed y, and
then integrate with respect to y to obtain (2.7).
To establish (2.8) we use the fact that the spectral projection operator on
0 with kernel Pk (x, y) decreases L2 norms to obtain
aj|
M
|
0
|Q j (y, z)| 2 dy dz. (2.12)
Now M |Q j (y, z)| 2 dx=Q j (y, y) and this is a constant, independent of y,
because M is homogeneous (the projection operator on M onto the 4$j
eigenspace is invariant under isometries). We can easily compute the con-
stant since M Q j (y, y) dy=dj . Thus
|
M
|Q j (y, z)| 2 dz=dj|M| , (2.13)
and substituting this in (2.12) yields (2.8).
We obtain a lower bound for _k out of these three estimates by mini-
mizing j=1 4$j aj over all sequences [aj] satisfying (2.6) and (2.8). Since
4$j is an increasing sequence, the minimum is clearly attained by stuffing the
maximum mass into the lowest coefficients, so aj=p(0) dj for jN,
aN+1=$p(0) dN+1 for 0$<1 and aj=0 for j>N+1, where N is
chosen so that
:
N
j=1
dj+$dN+1=kp(0). (2.14)
The lower bound is thus
_kp(0) \ :
N
j=1
4$j dj+$4$N+1 dN+1+ . (2.15)
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If $=0 then (2.15) is just _kp(0) 7(kp(0)) and the right side of (2.15)
is linear in kp(0) as $ varies in 0$<1 and approaches the correct limit
as $  1. This completes the proof of the lower bound for _k in (2.4).
To prove the upper bound for _~ k we use the variational characterization
of the Neumann eigenvalues, in the form
* k & f &22&{f &22 (2.16)
for any f in H1(0) orthogonal to .~ 1 , ..., .~ k&1. For the test function f we
start with Q j (x, z) (for fixed z) restricted to 0 and subtract off its projec-
tion onto the span of .~ 1 , ..., .~ k&1. That is, we set (for y # 0)
fj, z(y)=Q j (y, z)&|
0
Q j (x, z) P k&1(x, y) dx
where
P k&1(x, y)= :
k&1
m=1
.~ m (x) .~ m (y).
We substitute fj, z in (2.16) and integrate over y to obtain
* k |
M
|
0
| fj, z (y)| 2 dy dz|
M
|
0
|{y fj, z(y)| 2 dy dz. (2.17)
Now we have
|
M
|
0
| fj, z (y)| 2 dy dz=|
M
|
0
|Q j (y, z)| 2 dy dz
&|
M
|
0 } |0 Q j (x, z) P k&1(x, y) dx }
2
dy dz
=dj p(0)& :
k&1
m=1
=m, j
where
=m, j=|
M } |0 Q j (x, z) .~ m (x) dx }
2
dz (2.18)
by (2.13) and the orthogonality of [.~ m].
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To estimate the right side of (2.17) we use the observation that
|
0
{y g(y) } {y .~ m (y) dy=* m |
0
g(y) .~ m (y) dy (2.19)
for any g in H 1(0), which follows from the fact that .~ m is a Neumann
eigenfunction. In particular, the functions {y .~ m are orthogonal on 0. We
find
|
M
|
0
|{y fj, z (y)| 2 dy dz
=|
M
|
0
|{y Q j (y, z)| 2 dy dz
+ :
k&1
m=1
|
M } |0 Q j (x, z) .~ m (x) dx }
2
dz |
0
|{y .~ m (y)| 2 dy
&2 :
k&1
m=1
|
M \|0 {y Q j (y, z) {y .~ m (y) dy |0 Q j (x, z) .~ m (x) dx+ dz
=|
M
|
0
|{y Q j (y, z)| 2 dy dz& :
k&1
m=1
* m =m, j .
To evaluate M 0 |{y Q j (y, z)| 2 dy dz we note that M |{y Q j (y, z)| 2 dz
is a constant, independent of y, by the homogeneity of M, and
M M |{yQ j (y, z)| 2 dy dz=4$j dj . Thus
|
M
|
0
|{yQ j (y, z)| 2 dy dz=p(0) 4$j dj . (2.20)
Putting everything together, we see that (2.17) can be written
* k \dj p(0)& :
k&1
m=1
=m, j+p(0) 4j$dj& :
k&1
m=1
* m =m, j . (2.21)
Now we sum (2.21) for 1 jN and add on a multiple by $(0$<1) for
j=N+1 to obtain
* k \p(0) \ :
N
j=1
dj+$dN+1+& :
k&1
m=1
=m+
p(0) \ :
N
j=1
4j$dj+$4N+1 dN+1+& :
k&1
m=1
* m =m (2.22)
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where
=m= :
N
j=1
=m, j+$=m, N+1. (2.23)
Now from (2.18) we have j=1 =m, j=1 so 0=m1. Since * m* k for
mk&1 we can increase =m to 1 in (2.22) to obtain
* k \p(0) \ :
N
j=1
dj+$dN+1+&(k&1)+
p(0) \ :
N
j=1
4j$dj+$4$N+1 dN+1+& :
k&1
m=1
* m .
We choose N and $ (with 0$<1) so that
:
N
j=1
dj+$dN+1=kp(0)
and we obtain
_~ kp(0) \ :
N
j=1
4j$dj+$4$N+1 dN+1+ ,
which is the desired upper bound. Q.E.D.
Next we consider upper bounds for _k . We define 0= to be the points in
0 whose distance to the boundary 0 is at most =. We let /= denote a cut-
off function which is one on 0"0= and zero outside 0. We take /= to be
a linear function of d(x, 0) in 0= so that /= # H 1(M) and |{/=|=&1. We
let =0 be the radius of 0, so that p(0=)<p(0) for =<=0 .
Theorem 2.3. Under the hypotheses of Theorem 2.2, for any k and any
=<=0 we have
_kp(0) 7(k(p(0)&p(0=)))+=&2kp(0=)(p(0)&p(0=))
+2=&1 \ kp(0)&p(0=) 7 \
k
p(0)&p(0=)++
12
p(0=). (2.24)
Proof. We follow the outline of the proof for the upper bound for _~ k in
Theorem 2.2. Since we have the Dirichlet problem, we must restrict test
functions in (2.16) to H 10(0). Therefore we use
fj, z (y)=/= (y) Q j (y, z)&|
0
/= (x) Q j (x, z) Pk&1(x, y) dx
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where Pk&1(x, y)=k&1m=1 .m (x) .m (y). We then have the analogue of
(2.17), and we find upper bounds for the right side and lower bounds for
the left side. We compute
|
M
|
0
| fj, z(y)| 2 dy dz=|
M
|
0
|/= (y) Q j (y, z)|2 dy dz
&|
M
|
0 } |0 /= (x) Q j (x, z) Pk&1(x, y) dx }
2
dy dz
(p(0)&p(0=)) dj& :
k&1
m=1
=m, j
where
=m, j=|
M } |0 /= (x) Q j (x, z) .m (x) dx }
2
dz
because /= 1 on 0"0= .
For the upper estimate of the right side of (2.17) we use the analogue of
(2.19), which is now only valid for g # H 10(0). This is no problem since we
will be taking g(y)=.m (y) or g(y)=/= (y) Q j (y, z). We obtain
|
M
|
0
|{y fj, z (y)| 2 dy dz=|
M
|
0
|{y (/= (y) Q j (y, z))| 2 dy dz& :
k&1
m=1
*m =m, j
as before. Now
|{y (/= (y) Q j (y, z))| 2
|{y /= (y)|2 |Qj (y, z)| 2+/= (y)2 |{y Q j (y, z)| 2
+2/= (y) |{y /=(y)| |Q j (y, z)| |{y Q j (y, z)|
so we have
|
M
|
0
|{y (/= (y) Q j (y, z))| 2 dy dz
=&2 |
M
|
0=
|Q j (y, z)|2 dy dz
+|
M
|
0
|{y Q j (y, z)| 2 dy dz
+2=&1 \|M |0= |Q j (y, z)| 2 dy dz+
12
\|M |0= |{Q j (y, z)| 2 dy dz+
12
==&2p(0=) dj+p(0) dj 4j$+2=&1dj p(0=)(4j$)12.
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Thus, in place of (2.21), we have
*k \dj (p(0)&p(0=))& :
k&1
m=1
=m, j+p(0) dj 4j$& :
k&1
m=1
*m =m, j+=&2p(0=) dj
+2=&1p(0=) dj (4j$)12. (2.25)
Reasoning as before (with one application of CauchySchwartz) we obtain
*k \(p(0)&p(0=)) \ :
N
j=1
dj+$dN+1++(k&1)+
p(0) \ :
N
j=1
4j$dj+$4$N+1 dN+1+& :
k&1
m=1
*m
+=&2p(0=) \ :
N
j=1
dj+$dN+1+
+2=&1p(0=) \ :
N
j=1
dj+$dN+1+
12
\ :
N
j=1
4j$dj+$4$N+1 dN+1+
12
.
Now we choose N and $ (0$<1) so that
:
N
j=1
dj+$dN+1=k(p(0)&p(0=))
hence
:
N
j=1
4j$dj+$4$N+1 dN+1=7 \ kp(0)&p(0=)+
and (2.24) follows. Q.E.D.
To obtain a useful explicit bound from (2.24) we need to choose =,
depending on k, in an optimal or nearly optimal fashion. It turns out that
the choice
==+k&1np(0)1n (2.26)
seems to be good, at least for large values of k (+ is a parameter that can
be ``fine tuned'' to improve the estimate, if desired, or simply chosen to
make sure =<=0 for small values of k). We reason as follows. From the
Weyl asymptotic formula we know
7(x)t\ nn+2+ Cn |M| &2n x1+2n (2.27)
161EIGENVALUE SUM ESTIMATES
File: 580J 286111 . By:CV . Date:07:07:07 . Time:08:54 LOP8M. V8.0. Page 01:01
Codes: 2291 Signs: 1287 . Length: 45 pic 0 pts, 190 mm
where Cn is the Weyl constant (Cn=(2?)2 (n|n&1)2n, where |n&1 denotes
the volume of Sn&1). It is reasonable to assume that we have an estimate
}7(x)&\ nn+2+ Cn |M| &2n x1+2n }Bx1+1n (2.28)
for some constant B (this is true for all known examples).
We then obtain
_k\ nn+2+ Cn |0|&2n k1+2n+C $
p(0=)
p(0)
k1+2n+C"k1+1n (2.29)
from (2.24) if we choose = according to (2.26). If we assume that the
boundary of 0 is regular we will have an estimate
p(0=)#= (2.30)
so both error terms on the right side of (2.29) are O(k1+1n). We can also
express the result as
_kp(0) 7(kp(0))+Ck1+1n (2.31)
for a suitable constant C.
Even for regions with irregular or fractal boundary, it is reasonalbe to
assume an estimate of the form
p(0=)#=$ for some $1. (2.32)
The consequences of this type of assumption for the asymptotics of the
spectrum have been studied in detail by Lapidus ([La1], [La2]). For
$<1 it follows that the first error term in (2.29) dominates, so we end up
with the estimate
_kp(0) 7(kp(0))+Ck1+(2&$)n. (2.33)
Next we derive lower estimates for _~ k . To do this we need to assume
more regularity. Specifically, we assume that the standard Sobolev
inequalities
& f &qC(& f &p+&{f &p) if
1
p
&
1
q
=
1
n
(2.34)
hold for functions on 0. This follows, for example, if 0 has a Lipschitz
boundary.
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Theorem 2.4. Under the hypotheses of Theorem 2.2, and the assumption
that the Sobolev inequalities (2.34) hold for 0, for any k and =<=0 we have
_~ kp(0)7 \k&C |0=| *
 n2k
p(0) +&2C=&1 |0=| * (n+1)2k &C=&2 |0=| * n2k (2.35)
for a constant C that depends only on n and the constants in (2.34).
Proof. We modify the proof of the lower bound for _k by introducing
a cut-off function into the definition of aj , namely
aj=|
M
|
0 } |0 /= (x) Q j (x, z) P k (x, y) dx }
2
dy dz. (2.36)
We still have (2.8) holding, but we have to modify (2.6) and (2.7). For
example, in place of (2.6) we have
:

j=1
aj=|
0
|
0
|/= (x) P k (x, y)| 2 dx dy
k& :
k
m=1
|
0=
|.~ m (x)| 2 dx
k&e* kt |
0=
ht (x, x) dx (2.37)
where ht (x, y) denotes the heat kernel for 0 with Neumann boundary
conditions. Similarly, we have
:

j=1
4j$ aj=|
0
|
0
|{x (/= (x) P k (x, y)| 2 dx dy
_~ k+2=&1* 12k :
k
m=1
|
0=
|.~ m (x)| 2 dx+=&2 |
0=
|.~ m (x)| 2 dx
_~ k+(2=&1* 12k +=
&2) e* kt ht (x, x) dx. (2.38)
But uniform heat kernel estimates
ht (x, x)Ct&n2 (2.39)
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are known to hold ([Da] Theorem 2.4.4) where the constant depends only
on the Sobolev inequalities in (2.34). We choose t=* &1k to obtain
:

j=1
ajk&C |0=| * n2k (2.40)
and
:

j=1
4j$aj_~ k+(2=&1* 12k +=
&2) C |0=| * n2k . (2.41)
Using (2.40) and (2.41) as substitutes for (2.6) and (2.7) we can repeat the
argument from the proof of Theorem 2.2 to obtain (2.35). Q.E.D.
Again the choice of (2.26) for = seems optimal. Under the hypothesis
(2.28) and (2.30) we find
_~ kp(0) 7(kp(0))&Ck1+1n (2.42)
so the error term is of the same order of magnitude as in (2.31). In this case
it is not likely that an estimate of the form (2.32) with $<1 would be con-
sistent with the Sobolev inequalities (2.34).
3. Spheres
The simplest example where we can compute the 7 function explicitly is
the standard n-sphere Sn of constant curvature +1. (More generally for
constant curvature +}, we simply multiply by }.) In this case the eigen-
functions and eigenvalues are given by the theory of spherical harmonics.
It is somewhat more natural to start the indexing at j=0, so the eigen-
values without repetition are
4j$= j( j+n&1) j=0, 1, 2, ... (3.1)
with multiplicities
dj=\n+ jn +&\
n&2+ j
n + (3.2)
(the second term is zero for j=0 or 1). Thus 7(x) is the linear interpola-
tion function for the data points (Dk , 7k) where
Dk= :
k
j=0
dj and 7k= :
k
j=0
4j$dj .
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Lemma 3.1. We have
Dk=
(n+k&1)! (2k+n)
n!k!
(3.3)
and
7k=
(n+k)! (2k+n)
(n&1)! (k&1)! (n+2)
=\ nn+2+ k(n+k) Dk . (3.4)
Proof. Separating even and odd j's we find telescoping sums for Dk
which yield ( n+kn )+(
n+k&1
n ), and this nis equivalent to (3.3). Next we note
that
4j$dj=
(n+ j&1)(n+ j)!
n!( j&1)!
&
j(n+ j&1)!
n!( j&2)!
so that
7k=
(n+k)! (n&k&1)
n!(k&1)!
+
1
n!
:
k&1
j=1
(n+ j)! (n&2)
( j&1)!
. (3.5)
Using the identity
:
k&2
j=0 \
n+ j+1
n+1 +=\
n+k
n+2+ (3.6)
we can evaluate the sum in (3.5) and the result simplifies to (3.4). Q.E.D.
Theorem 3.2. The function 7(x) for the standard n-sphere is given by
7(x)=(k+1)(n+k)x&\n+kn +
(2k+n)(2k+n+2)
(n+2)
(3.7)
on
\n+k&1n&1 +\
2k+n
n +x\
n+k
n&1+\
2k+n+2
n + (3.8)
for k=0, 1, 2, ... .
Proof. Clearly 7(x) is piecewise linear on each interval of the form
(3.8) (which is just [Dk , Dk+1]). Note that 7(x) has the correct slope
4$k+1 on each interval. It is straightforward to substitute the endpoint
values Dk and Dk+1 into (3.7) and see that we obtain 7k and 7k+1, the
correct values. Q.E.D.
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We consider first the case n=2. There we have
Dk=(k+1)2 and 7k= 12(D
2
k&Dk). (3.9)
Thus we have
7(x)= 12(x
2&x) (3.10)
where x is a perfect square, and of course
7(x) 12(x
2&x) (3.11)
for all x1 by convexity. But (3.11) is not a very good estimate, since we
have
7(x)= 12x
2 if x=k(k+1) (3.12)
and
7(x) 12x
2 for all x1. (3.13)
(These results all follow by elementary calculus from (3.7) and (3.8), which
in this case say
7(x)=(k+1)(k+2)(x& 12(k+1)(k+2)) (3.14)
on (k+1)2x(k+2)2.) Thus 7(x) oscillates between the ``flat'' value
1
2x
2 and the ``reduced'' value 12(x
2&x) where the positive curvature is
``causing a lower order dip''. Theorem 2.2 in this case says
_k
|0|
4?
7 \ 4?|0| k+_~ k (3.15)
for 0/S 2, and we have
2?
|0|
k2
|0|
4?
7 \ 4?|0| k+
2?
|0|
k2&
1
2
k (3.16)
by (3.12). (In the case of constant curvature +} the only change in (3.16)
is to multiply the &12k terms by }.) This should be compared with the
estimates of LiYau [LY] and Kro ger [K1]
_k
2?
|0|
k2_~ k
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for 0/R2. The upper bound for _~ k is always as good and often better for
S2, while the lower bound for _k is never better and often worse. For |0|
fixed, as k varies the value of ( |0|4?) 7(4?|0| )k) will oscillate between
the lower and upper bounds in (3.16) as the values of (4?|0| )k approach
perfect squares and numbers of the form m(m+1) which lie roughly in the
midpoints between perfect squares.
Another closely related example is the real projective 2-space, which is
just S2 modulo the antipodal map. Passing to the quotient manifold simply
eliminates all the spherical harmonics of odd degree, so the eigenvalues
without repetition are 4j$=2 j(2 j+1), j=0, 1, 2, ... with multiplicities
dj=4 j+1. If we denote by 7 (x) the 7 function for the projective 2-space,
then 7 (x) interpolates the data points (D k , 7 k) for D k=(2k+1)(k+1)
and 7 k=D 2k&D k . Thus we have
7 (x)=(2k+2)(2k+3)(x& 12(2k+1)(k+2)) (3.17)
on
(2k+1)(k+1)x(2k+3)(k+2). (3.18)
Since the volume of the projective space is only 2?, Theorem 2.2 in this
case says
_k
|0|
2?
7 \ 2?|0| k+_~ k . (3.19)
Now, if 0S 2 and contains no pair of antipodal points, then we can
equally well consider 0 as an open set in projective 2-space. Thus both
(3.15) and (3.19) hold, and the question arises: when estimate is better?
This amounts to deciding the relative size of 7(x) and 27 (x2) for
x=(4?|0| )k. It turns out that these two functions switch back and forth
infinitely often. They are equal at the values (2m&1)(2m+ 12) and (m+1)
(4m+1) for m=1, 2, ... . On intervals of the form (2m&1)(2m+ 12)<x<
(m+1)(4m+1) we have 27 (x2)>7(x), while on the complementary
intervals of the form (m+1)(4m+1)<x<(2m+1)(2m+ 52) we have the
reverse inequality 7(x)>27 (x2). In fact, on intervals of the form (2m)2
x(2m+1)2 we have 27 (x2)&7(x)=2m(2m+1) so the graphs are
parallel, and the difference is on the order of x. On the other hand, when
x=(2m+1)(2m+2) we have 7(x)&27 (x2)=x exactly.
Of course this discussion concerns the bounds we have been able to
prove. To see that these bounds may be far from optimal we compute the
exact value of _k and _~ k for the one example where this is feasible, namely
the hemisphere. To be specific, suppose we choose x3>0 to define the
north hemisphere for the standard embedding of S 2 in R3. Then the
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Dirichlet (respectively Neumann) eigenfunctions are exactly the restrictions
to the hemisphere of eigenfunctions on S2 that are odd (respectively even)
in the x3 variable. It is straightforward to see that the 2 j+1 dimensional
space of spherical harmonics of degree j splits into spaces of dimensions j
and j+1 of odd and even functions in x3 . Thus the Dirichlet and
Neumann eigenvalues for the hemisphere are the same 4j$= j( j+n&1)
given by (3.1) with multiplicities j and j+1, respectively (of course 4$0 does
not occur in the Dirichlet spectrum). A simple calculation then shows that
_k= 112(3m
4+8m3+9m2+4m)+(m+1)(m+2)(k& 12m(m+1)) (3.20)
and
_~ k= 112(3m
4&2m3+9m2&10m)+(m(m+1)(k& 12m(m+1)) (3.21)
for 12m(m+1)k
1
2(m+1)(m+2).
Observe that _k exceeds the Euclidean value k2 by a term of order k32,
and _~ k falls short of k2 by a term of the same order, which is the maximum
leeway allowed by Theorems 2.3 and 2.4. This indicates that truly sharp
estimates might look like
_kk22p(0)+C1 k32 (3.22)
and
_~ kk22p(0)&C2 k32 (3.23)
for positive constants C1 and C2 .
We return now to a discussion of Sn for n3, and consider the
asymptotic behavior of 7(x) as x  .
Theorem 3.3. On Sn for n3 we have
7(x)=\ nn+2+\
n!
2 +
2n
x1+2n&R(x)x (3.24)
where
lim sup
x  
R(x)=n(2n&1)12 (3.25)
and
lim inf
x  
R(x)=n(n&2)6. (3.26)
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Proof. Let r=k+n2. Then we can rewrite (3.3) as
Dk={
2r2
n!
(r2&12)(r2&22) } } } \r2&\n&22 +
2
+ n even
(3.27)
2r
n! \r2&\
1
2+
2
+\r2&\32+
2
+ } } } \r2&\n&22 +
2
+ n n odd
and (3.4) as
7k=\ nn+2+\r2&\
n
2+
2
+ Dk . (3.28)
If we write y=(n!2) Dk and z=(n!2) 7k then we have
y=rn&bn&2 rn&2+O(rn&4) (3.29)
and
z=
n
n+2
(rn+2&bn rn)+O(rn&2) (3.30)
where
bn=n(n+1)(n+2)24 (3.31)
(bn=12+22+ } } } +(n2)2 for n even and bn=( 12)
2+( 32)
2+ } } } +(n2)2 for
n odd). From (3.24) we deduce
r=y12+
bn&2
n
y&12+O(y&2n) (3.32)
and substituting (3.32) in (3.30) we obtain
z=\ nn+2+ y1+2n&
n(2n&1)
12
y+O(y1&2n). (3.33)
This means that for x=Dk we have (3.24) with
R(x)=
n(2n&1)
12
x+O(x&2n). (3.34)
By the convexity of x1+2n we know that R(x) achieves its local maxima at
points x=Dk , so (3.34) implies (3.25). To estimate R(x) from below we
need to use an elementary calculus fact: if f is a C2 function on [x1 , x2]
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with | f "(x)|M2 and f (x1)= f (x2)=0 then | f (x)|M2(x2&x1)28. We
apply this to the function
f (x)=\ nn+2+\
n!
2 +
2n
x1+2n&g(x)
where g(x) is the secant line on the interval x1=Dk , x2=Dk+1. We obtain
| f (x)|\ nn+2+\
n!
2 +
2n (1+2n) 2n
8
D2n&1k (Dk+1&Dk)
2

n
4 \
2
n!
kn++O(kn&1)
=
n
4
x+o(x).
This shows that the liminf of R(x) differs from n(2n&1)12 by at most n4,
and so we obtain (3.26). Q.E.D.
In contrast to the case n=2, the linear term in (3.24) never disappears
when n3. We expect that there exist positive constants an and An such
that
anR(x)An for all x1, (3.35)
but we have not been able to prove this.
4. The Noncompact Case
In this section we assume M is a noncompact homogeneous
n-dimensional Riemannian manifold. The total volume of M is necessarily
infinite. We want to define an analogue of the eigenvalue sum function 7
in the compact case. We will use the same notation, but it is best to think
of 7 as a renormalized eigenvalue sum function for M. Let [E*] denote the
spectral resolution of the self-adjoint operator &2, and write E* (x, y) for
the kernel of the operator E* . The operator E* is the exact analogue of the
operator whose kernel is 4$j * Q j (x, y) in the compact case. The operator
E* is bounded in L2, and in fact maps L2 into every Sobolev space H m. The
Sobolev embedding theorem, LHm for m>n2, holds (Aubin [A]) and
implies that the kernel E* (x, y) exists as an L2 function of x for each fixed
y. The homogeneity implies that &E* ( } , y)&2 is independent of y. The same
argument shows that &{x E* ( } , y)&2 exists and is independent of y. Observe
that &E* ( } , y)&2   as *   because E*  I as *  . We also note
that &E* ( } , y)&22=E* (y, y) and &{x E* ( } , y)&
2
2=&2x E* (x, y) | x=y .
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Definition 4.1. We define
7(&E* ( } , y)&22)=&{x E* ( } , y)&
2
2 (4.1)
and interpolate 7(x) linearly if there is any discrete spectrum.
To understand why this is the correct analogue of Definition 2.1 we note
that in the compact case E* (x, y)=4$j * Q j (x, y) so
|
M
|E* (x, y)| 2 dx=|M| &1 N(*)
where N(*)=4$j * dj is the number of eigenvalues less than *, and
|
M
|{x E* (x, y)| 2 dx=|M|&1 :
4$j *
dj 4j$ .
Thus
7 \ |M| |M |E* (x, y)| 2 dx+=|M| |M |{x E* (x, y)| 2 dx
according to Definition 2.1, so aside from the factor of |M| , the two defini-
tions agree. This is the ``renormalization'', which turns out to be necessary
in the non-compact case when |M|=. Now suppose we have an increas-
ing sequence [0j] of regular bounded domains in M whose union is M.
Let _j (x) denote the eigenvalue sum operator for the Dirichlet problem on
0j (interpolated linearly). Then we expect
7(t)= lim
j  
|0j | &1 _j ( |0j | t). (4.2)
We will eventually give a proof of this, but for now we just give a heuristic
argument. Let Ej, * (x, y) denote the spectral projection kernel for the
Dirichlet problem on 0j ,
Ej, * (x, y)= :
*j, m*
.j, m (x) .j, m (y)
where [.j, m]m are the normalized Dirichlet eigenfunctions on 0j with
eigenvalues *j, m . Then E* (x, y)=lim j   Ej, * (x, y) in a suitable sense, so
|
M
|E* (x, y)| 2 dxr :
*j, m*
.j, m (y)2 (4.3)
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for large j. Now 0j is not homogeneous, but the right side of (4.3) is
roughly constant on 0j and the integral over 0j is exactly Nj (*), the count-
ing function for 0j , so
|
M
|E* (x, y)| 2 dxrNj (*) |0j | .
Similar reasoning shows
|
M
|{x E* (x, y)| 2 dxr_j (Nj (*)) |0j | .
If we vary * with j so that Nj (*)r |0j | t then we have 7(t)r_j ( |0j| t) |0j |
and we obtain (4.2) in the limit.
Now consider any bounded open set 0 in M. We use the same notation
(2.2) and (2.3) for the Dirichlet and Neumann spectrum on 0 as in
Section 2.
Theorem 4.2. For M noncompact and homogeneous, and 0M
bounded and open,
_~ k|0| 7(k |0| )_k (4.4)
for all k.
Proof. Let G(*)=&E* ( } , y)&22 and
F(*)=|
M
|
0 } |0 E* (x, z) Pk (x, y) dx }
2
dy dz, (4.5)
where Pk=kj=1 .j (x) .j (y) as in the proof of Theorem 2.2. Note that
F(*) is the analogue of 4$j * aj in the proof. The statements analogous to
(2.6), (2.7) and (2.8) are
|

0
dF(*)= lim
*  
F(*)=k (4.6)
|

0
* dF(*)=_k (4.7)
0F(b)&F(a)|0| (G(b)&G(a)) (4.8)
for any a<b.
The proofs are essentially the same, using
& f &22= lim
*   |M } |M E* (x, z) f (x) dx }
2
dz (4.9)
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in place of (2.9) and
&{f &22=|

0
*d \|M } |M E* (x, z) f (x) dx }
2
dz+ (4.10)
in place of (2.11). In the proof of (4.8) we use the orthogonality properties
of the spectral resolution E* twice:
F(b)&F(a)=|
M
|
0 } |0 (Eb (x, z)&Ea (x, z)) Pk (x, y) dx }
2
dy dz
|
M
|
0
|Eb (y, z)&Ea (y, z)| 2 dy dz
=|
0 \|M |Eb (y, z)| 2 dz&|M |Ea (y, z)| 2 dz+ dy
=|0| (G(b)&G(a)).
The proof of the lower bound for _k is similar to the proof of
Theorem 2.2, in that we try to minimize the left side of (4.7) subject to the
constraints (4.6) and (4.8). If the function G is continuous the answer is
obviously to take F(*)=|0| G(*) for *R where |0| G(R)=k and
F(*)=k for *R. This yields _k|0| R0 * dG(*)=|0| 7(k |0| ) since we
have
|
R
0
* dG(*)=&{x E* ( } , y)&22 . (4.11)
The proof in the case that G has jump discontinuities involves linear inter-
polation as in the proof of Theorem 2.2.
The proof of the upper bound for _~ k is similar to the proof of
Theorem 2.2. In place of fj, z we use the test function
f*, z (y)=E*(y, z)&|
0
E* (x, z) P k&1(x, y) dx. (4.12)
(Strictly speaking, this is the analog of 4$j * dj fj, z .) In place of (2.22) we
obtain
* k \G(*) |0|& :
k&1
j=1
=j+|0| |
*
0
s dG(s)& :
k&1
j=1
=j * j (4.13)
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where
=j=| } |0 E* (x, z) .~ j (x) dx }
2
dz1.
Once again we can increase all =j to 1 to obtain
* k (G(*) |0|&(k&1))|0| |
*
0
s dG(s)& :
k&1
j=1
* j . (4.14)
In the case that G is continuous we choose * so that G(*) |0|=k, and
(4.14) gives the desired upper bound. The modification required to handle
jump discontinuities is the same as in the proof of Theorem 2.2. Q.E.D.
Theorem 4.3. Under the hypotheses of Theorem 4.2, for any k and =<=0
we have
_k|0| 7(k( |0|&|0=| ))+=&2k |0=| ( |0|&|0=| )
+2=&1 \ k|0|&|0=| 7 \
k
|0|&|0=| ++
12
|0=| . (4.15)
Theorem 4.4. Under the hypotheses of Theorem 4.2, and the assumption
that the Sobolev inequalities (2.34) hold for 0, for any k and =<=0 we have
_~ k|0| 7 \k&C |0=| *
 n2k
|0| +&2C=&1 |0=| * (n+1)2k &C=&2 |0=| * n2k (4.16)
for a constant C that depends only on n and the constants in (2.34).
We omit the proofs, which are essentially the same as the proofs of
Theorems 2.3 and 2.4. Again the choice
==+k&1n |0| 1n (4.17)
yields good results. If we assume
}7(x)&\ nn+2+ Cn x1+2n }Bx1+1n (4.18)
then we obtain
_k\ nn+2+ Cn |0|&2n k1+2n+C$
|0| =
|0|
k1+2n+C"k1+1n. (4.19)
For a regular boundary satisfying
|0=|#= (4.20)
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this means
_k|0| 7(k |0| )+Ck1+1n (4.21)
and for a fractal boundary satisfying
|0=|#=$ for $<1 (4.22)
we have
_k|0| 7(k |0| )+Ck1+(2&$)n. (4.23)
Similarly, for the Neumann problem, we obtain the lower bound
_~ k|0| 7(k  |0| )&Ck1+1n (4.24)
for a regular boundary satisfying (4.20).
We can now give a proof of the limit relation (4.2). Fix a value of t and
let k vary with j so that k=[t |0j | ]. Then by (4.4) we have
_j ([t |0j |])|0j | 7([t |0j | ])  |0j | . (4.25)
Since |0j |   as j   we obtain
7(t)lim inf
j  
|0j |&1 _j (t |0j | ). (4.26)
For the reverse estimate we use (4.15), keeping = constant as suggested by
(4.17). We obtain
_j ([t |0j | ])|0j | 7 \ [t |0j |]|0j |&|0j, =| ++
=&2 |0j, =| [t |0j |]
|0j |&|0j, =|
+2=&1 \ [t |0j |]|0j |&|0j, =| 7 \
t |0j |
|0j |&|0j, =| ++
12
|0j, =| . (4.27)
The only restriction on the sequence 0j we need is that
lim
j  
|0j, = |  |0j |=0 (4.28)
for fixed =. Dividing (4.27) by |0j | we see that the error terms on the right
go to zero, so
lim sup
j  
|0j | &1 _j (t |0j | )7(t). (4.29)
Thus (4.2) holds as long as we have (4.28).
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5. Hyperbolic Space and Symmetric Spaces
The computation of the 7 function for Euclidean space Rn is simple,
since the spectral projection E* is just restriction to the ball |!|- * on
the Fourier transform side. That is,
E* f (x)=(2?)&n |
|!|- *
f (!)e&ix } ! d!
and
E* (x, y)=(2?)&n |
|!|- *
e&i(x&y) } ! d!.
By the Plancherel formula we have
&E*( } , y)&22=(2?)&n |
|!|- *
d!
=(2?)&n |n&1 |
- *
0
rn&1 dr
=(2?)&n (|n&1 n)*n2
and similarly
&{x E* ( } , y)&22=(2?)
&n |
|!|- *
|!| 2 d!
=(2?)&n |n&1 |
- *
0
rn+1 dr
=(2?)&n (|n&1 (n+2))*1+n2.
This yields
7(x)=
n
n+2
Cn x1+2n (5.1)
where Cn=(2?)2 (|n&1n)&2n is the Weyl constant. This shows that the
results of Section 4 for 0Rn are identical to the results of LiYau [LY]
and Kro ger ([K1] and [K2]). This is not surprising since we have given
essentially the same proofs.
We mention briefly another example of a flat homogeneous space, the
cylinder Ca=R_(RaZ) of circumference a. We will give a simple upper
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bound for 7a (x) as a consequence of Theorem 4.2. Let 0a, b be a slice of
Ca of length b. Then it is easy to see that f (x, y)=sin(?xb) is the lowest
Dirichlet eigenfunction for 0a, b , so _1=?2b2. Since the area of 0a, b is ab,
Theorem 4.2 implies ?2b2ab7a (1ab), which means
7a (x)?2a2x3. (5.2)
In particular, lima  0 7a (x)=0. This is totall different from the Euclidean
case, showing that curvature alone is not the issue. We can also derive an
implicit expression for 7a (x) as follows: if
x=
1
2?2 \*12+2 :
[*12a2?]
m=1
*&\2?ma +
2
+ (5.3)
then
7a (x)=
1
6?2 \*32+ :
[*12a2?]
m=1 \*+2 \
2?m
a +
2
+ *&\2?ma +
2
+ . (5.4)
It is not clear how to derive useful information from this formulation.
We consider next n-dimensional hyperbolic space Hn of constant cur-
vature &1. There is a Fourier transform on Hn that enables us to com-
pute the spectral resolution of the Laplacian. We use the hyperboloid
model that embeds Hn in Minkowski space of signature (n, 1) as follows.
Let x=(x0 , x1 , ..., xn) denote a point in Rn+1 and write [x, x]=
x20&x
2
1& } } } &x
2
n . Then H
n=[x : [x, x]=1 and x0>0]. We write
[x, !(u)]=x0&x1 u1& } } } &xn un for u # S n&1. Let dx denote the Rieman-
nian measure, which in local coordinates (x1 , ..., xn) is just x&10 dx1 } } } dxn .
Let \=(n&1)2. The Fourier transform is defined by
Ff (*, u)=|
Hn
[x, !(u)]&\&i* f (x) dx (5.5)
for *>0 and u # Sn&1. The Fourier inversion formula is
f (x)=|

0
|
Sn&1
Ff (*, u)[x, !(u)]&\+i* du h(*) d* (5.6)
where
h(x)=(2?)&n }1(\+i*)1(i*) }
2
(5.7)
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and the Plancherel formula is
& f &22=|

0
|
Sn&1
|Ff (*, u)| 2 du h(*) d* (5.8)
[S2, T, V]). The eigenvalue of the Laplacian associated with * is \2+*2.
Thus the spectral projection E (\2+r2) is given by
E (\2+r2) f (x)=|
r
0
|
Sn&1
Ff (*, u)[x, !(u)]&\+i* du h(*) d* (5.9)
and by the Plancherel formula
&E(\2+r2)( } , y)&
2
2=|
r
0
|
Sn&1
du h(*) d*=|n&1 |
r
0
h(*) d* (5.10)
and similarly
&{x E(\2+r2)( } , y)&22=|n&1 |
r
0
(\2+*2) h(*) d*. (5.11)
Thus we have
7(x)=|n&1 |
H&1(x|n&1)
0
(\2+*2) h(*) d* (5.12)
where
H(r)=|
r
0
h(*) d*. (5.13)
We can make this fully explicit when n=3, for then \=1 and
h(*)=(2?)&3 *2. (5.14)
A simple computation shows
7(x)= 35(2?)
2 ( 43 ?)
&23 x53+x. (5.15)
Note that the first term is the same as in the Euclidean case, and now the
correction term is positive, and of smaller order of growth than in (4.18).
In other dimensions we can't produce such an explicit formula, but we can
show that 7(x) has similar asymptotic behavior as x   or x  0.
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Theorem 5.1. On Hn we have
7(x)=\ nn+2+ Cn x1+2n+
n(n&1)
6
x+O(x1&2n) as x   (5.16)
and
7(x)=\n&1)2 +
2
x+O(x53) as x  0 (5.17)
where Cn is the Weyl constant.
Proof. By replacing \2+*2 by \2 in (5.12) we obtain the lower bound
7(x)\2x, which is only interesting as x  0. Now (5.7) can be simplified
to give
h(*)=
(2?)&n *2(*2+12) } } } \*2+\n&32 +
2
+ n odd
(5.18)
(2?)&2 * tanh ?* n=2
(2?)&n *(tanh ?*) \*2+12+
2
+\*2+\32+
2
+
} } } \*2+\n&32 +
2
+ n4 even
In particular, for every n3 there exists cn such that
h(*)cn *2 (5.19)
(for n=2 this holds for small *). Thus we have
H&1(x|n&1)c$n x13 for small x,
and by replacing \2+*2 by \2+H&1(x|n&1)2 in (5.12) we obtain 7(x)
\2x+O(x53) for small x, completing the proof of (5.17).
The estimate for large x requires a more careful analysis. Let
r=H&1(x|n&1) and write y=(2?)n x|n&1 and z=(2?)n 7(x)|n&1.
Then (5.12), (5.13) and (5.18) imply
y=
rn
m
+
bn&2 rn&2
n&2
+O(rn&4) (5.20)
z=
rn+2
n+2
+
bn rn
n
+O(rn&2) (5.21)
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where bn=(n&1) n(n+1)24 (bn=12+22+ } } } +((n&1)2)2 when n is
odd, and bn=( 12)
2+( 32)
2+ } } } +((n&1)2)2 when n is even). When n=2
or 3 the second term in (5.20) vanishes.
Now from (5.20) we conclude
r=(ny)12&\bn&2n&2+ (ny)&1n+O(y&2n) (5.22)
and substituting this in (5.21) we have
z=
(ny)1+2n
n+2
+\bn&nbn&2n&2 + y+O(y1&2n). (5.23)
A computation shows bn&(nbn&2)(n&2)=n(n&1)6, and so (5.23)
reduces to (5.16). Q.E.D.
As expected, the asymptotic behavior as x   is similar to the case of
the sphere, with the change in sign of the linear term. When n{3, the
linear terms in (5.16) and (5.17) have different coefficients. We expect that
for all n3 there exist positive constants an and An such that
an x7(x)&\ nn+2+ Cn x1+2nAn x (5.24)
for all x, but we have not been able to prove this (perhaps an=n(n&1)6
and An=(n&1)24 for n4).
Also, note that if we consider the metric on H n with constant curvature
&} rather than &1, then the renormalized eigenvalue sum operator 7} (x)
is related to 7(x) by
7} (x)=}1+n27(}&n2x), (5.25)
so the leading term in (5.15) or (5.16) is unchanged, and the linear term is
simply multiplied by }. If we then allow } to approach zero we recover the
Euclidean 7 function in the limit.
We consider next the case of a general noncompact symmetric space.
(We denote this space by X rather than M, so that we can use M in its
traditional sense in this theory, namely the centralizer of A in K.) We use
the Helgason Fourier transform [He1] to compute the spectral resolution
of the Laplacian. Let X=GK for a semisimple Lie group G with Iwasawa
decomposition G=KAN. Let a* denote the dual of the Lie algebra of A,
with inner product induced by the Killing form, and let l=dim a. Let W
be the Weyl group and w the order of W.
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Let c(*) denote the Harish Chandra c-function. Let \ denote half the
sum of the positive roots. The Fourier transform is defined as
f (*, b)=|
X
f (x) e(&i*+\)(A(x, b)) dx (5.26)
for * # a* and b # KM. The Fourier inversion formula is
f (x)=(2?)&l2 w&1 |
KM
|
a*
f (*, b) e(i*+\)(A(x, b)) |c(*)| &2 d* db (5.27)
where the measure db on KM is normalized to have total mass one, and
the measures on X and a* are the canonical Riemannian measures (we
depart from the notation in [He1] concerning the normalization of the
measure on a*). The Plancherel formula is
& f &22=(2?)
&l2 w&1 |
KM
|
a*
| f (*, b)| 2 |c(*)| &2 d* db. (5.28)
The action of the Laplacian on the Fourier transform side is given by
multiplication by |\| 2+|*| 2, so that
&{f &22=(2?)
&l2 w&1 |
KM
|
a*
| f (*, b)|2 ( |\| 2+|*| 2) c(*)| &2 d* db. (5.29)
We refer the reader to [He1] and [He2] for an explanation of A(x, b) and
any other unexplained notation.
All we need is (5.28) and (5.29) to obtain the analogs of (5.10) and
(5.11), namely
&E( |\|2+r2)( } , y)&22=(2?)
&l2 w&1 |
|*|r
|c(*)|&2 d* (5.30)
and
&{x E( |\|2+r2)( } , y)&
2
2=(2?)
&l2 w&1 |
|*|r
( |\| 2+|*| 2) |c(*)|&2 d*. (5.31)
Thus we have
7(x)=(2?)&l2 w&1 |
|*|H&1(2?)l2 wx)
( |\| 2+|*| 2) |c(*)|&2 d* (5.32)
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where
H(r)=|
|*|r
|c(*)|&2 d*. (5.33)
There are a number of cases, including the case when G has a complex
structure, when |c(*)|&2 is a polynomial, so in principle one could compute
H(r) explicitly. There is an expression for c(*) in terms of gamma functions
that should allow one to find the asymptotic behavior of 7(x) as x   or
x  0 in analogy with Theorem 5.1. We have not attempted to carry out
the details.
6. The Heisenberg Group
Let Heisn denote the Heisenberg group of dimension 2n+1, which is
defined to be Cn_R with group law
(z, t) b (z$, t$)=(z+z$, t+t$& 12Imz } z $) (6.1)
for z # Cn and t # R. (Note that in some references the factor 12 is
replaced by 2, which results in an isomorphic group but somewhat different
formulas.) The left invariant vector fields
Xj=

xj
&
1
2
yj

t
j=1, ..., n
Yj=

yj
+
1
2
xj

t
j=1, ..., n and (6.2)
T=

t
form a basis for the Lie algebra. Then
L= :
n
j=1
(X 2j +Y
2
j ) (6.3)
is a subelliptic Laplacian on Heisn associated to a subRiemannian metric
structure on Heisn[S1]. There is a dilation structure on Heisn , namely
$s (z, t)=(sz, s2t) (6.4)
and L is homogeneous of degree 2 with respect to these automorphisms.
There is no homogeneous elliptic Laplacian on Heisn , and this explains
why the operator L is somewhat easier to study.
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Our first goal is the computation of the 7 funtion for L. It is possible
to give a simple homogeneity argument that 7(x) must be a constant
times x1+1(n+1). Thus the main point of our method is that it yields the
constant. Note that 2n+2 is the homogeneous dimension of Heisn (also
its Hausdorff dimension with respect to the subRiemannian metric), so
1(n+1)=2(2n+2) is analogous to the Euclidean case.
We will use the harmonic analysis on Heisn developed by Geller [G], in
the form presented in [S4]. For ==\1, j=0, 1, 2, ... and *>0 let
.*, j, = (z, t)=(2?)&(n+1)
*n
(n+2j)n+1
exp \& i=*tn+2j+
_exp \& * |z|
2
4(n+2j)+ Ln&1j \
* |z| 2
2(n+2j)+ (6.5)
where Ln&1j denotes the Laguerre polynomial. Then
&L.*, j, = *.*, j, = (6.6)
and the spectral analysis of L is given by
f = :
==\1
:

j=0
|

0
f V .*, j, = d* (6.7)
with Plancherel formula
& f &22=2? :
== \1
:

j=0
(n+2j) |

0
|
Cn
| f V .*, j, = (z, 0)| 2 dz d*. (6.8)
The spectral projection operator Er is given by (6.7) with the *-integration
restricted to *r. It follows that 7(x) is defined implicitly by
7(x)=2? :
== \1
:

j=0
(n+2j) |
r
0
|
Cn
|.*, j, =(z, 0)| 2 dz * d* (6.9)
if
x=2? :
==\1
:

j=0
(n+2j) |
r
0
|
Cn
|.*, j, =(z, 0)| 2 dz d*. (6.10)
Theorem 6.1. For L on Heisn we have
7(x)=\n+1n+2+ C n x1+1(n+1) (6.11)
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for
C n=2? \n+12bn +
1(n+1)
(6.12)
where
bn= :

j=0
(n+2j)&n&1 \ j+n&1n&1 + . (6.13)
Proof. From (6.5) we have
|
Cn
|.*, j, = (z, 0)|2 dz=(2?)&2(n+1) (n+2j)&2(n+1) *2n
_|
Cn
exp \& * |z|
2
2(n+2j)+ Ln&1j \
* |z| 2
2(n+2j)+
2
. (6.14)
But the integral on the right in (6.14) can be evaluated explicitly as
\ j+n&1n&1 + *&n(2?)n (n+2j)n
(see the proof of Theorem 2.6 in [S4]). Thus (6.9) and (6.10) become
x=2(2?)&n&1 bn |
r
0
*n d* (6.15)
and
7(x)=2(2?)&n&1 bn |
r
0
*n+1 d* (6.16)
(the factor 2 comes from the sum over == \1). Solving (6.15) for r gives
r=2?((n+1)x2bn)1(n+1), and substituting this in (6.16) yields (6.11) and
(6.12). We note that the series for bn converges because the terms are
O( j&2). Also, the factor (n+1)(n+2) in (6.11) is the analogue of n(n+2)
in the Euclidean case if we replace n by the homogeneous dimension 2n+2.
Q.E.D.
It is possible to compute bn explicitly, and hence obtain the constants
C n , which are the analogs of the Weyl constants for the Heisenberg group.
(Our results suggest, but do not prove, that *ktC n (k |0| )1(n+1) for
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domains in Heisn .) We give a separate argument for even and odd n. When
n is even we make the change of variable j  j&n2 in the summation to
obtain
bn=2&n&1 :

j=1
j&n&1 \ j+(n2)&1n&1 +
(the terms corresponding to j=1, ..., n2 are all zero). But
\ j+(n2)&1n&1 +=
1
(n&1)!
j ( j 2&12)( j 2&22) } } } \ j 2&\n&22 +
2
+
= :
n&2
l=0
:(n, l) j 2l+1 (6.17)
for certain combinatorial coefficients :(n, l). Thus we have
bn= :
(n&2)2
l=0
2&n&1:(n, l) :

j=1
j 2l&n.
Since n is even we have
:

j=1
j 2l&n=`(n&2l)=
(&1)1+l+n2 (2?)n&2l Bn&2l
2(n&2l)!
where Bn&2l denotes the Bernoulli number. Thus
bn= :
(n&2)2
l=0
(&1)1+l+n2 (2?)n&2l :(n, l)Bn&2l
2n+2(n&2l)!
. (6.18)
When n is odd we make the change of variable j  j&(n&1)2 in the
summation to obtain
bn= :

j=0
(2j+1)&n&1 \ j+(n&1)2n&1 +
(the terms corresponding to j<(n&1)2 are all zero). But
\ j+(n&1)2n&1 +=
1
(n&1)! 2n&1
((2 j+1)2&12)((2 j+1)2&33)
} } } ((2 j+1)2&(n&2)2)
= :
(n&1)2
l=0
:(n, l)(2 j+1)2l (6.19)
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for certain combinatorial coefficients :(n, l). Thus we have
bn= :
(n&1)2
l=0
:(n, l) :

j=0
(2 j+1)2l&n&1.
Since n is odd we have
:

j=0
(2 j+1)2l&n&1=\2
n+1&2l&1
2n+1&2l + `(n+1&2l)
=
(&1) l+(n&1)2 ?n+1&2lBn+1&2l (2n+1&2l&1)
2(n+1&2l)!
and so
bn= :
(n&1)2
l=0
(&1) l+(n&1)2 (2n+1&2l&1) ?n+1&2l:(n, l) Bn+1&2l
2(n+1&2l)!
. (6.20)
In particular, for small values of n, we have
b1=
?2
8
b2=
?2
48
b3=
?2
64
&
?4
768
b4=
?2
1152
&
?4
17280
hence
C 1=4 - 2
C 2=4 } 323?13.
Note. Jingzhi Tie of the University of Toronto has proven that
bn=(2nn!)&1 |

0
(tsinh t)n dt.
Next we discuss briefly what happens if we take an elliptic Laplacian
rather than L. There is no canonical Riemannian structure on Heisn , but
there are many group invariant Riemannian metrics. Suppose
2=L+aT 2 (6.21)
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for some positive parameter a. This is associated to the left invariant metric
which has the form
\I0
0
a&1+
at the origin, so the associated measure is a&12 dx dy dt. The Fourier inver-
sion formula (6.7) also gives the spectral analysis of 2, but now
&2.*, j, = \*+ a*
2
(n+2 j)2+ .*, j, = (6.22)
takes the place of (6.6). To get the spectral resolution Er for 2 we need to
restrict the parameters j and * so that
*+
a*2
(n+2 j)2
r. (6.23)
We define
*j (r)=&
(n+2)2
a
+(n+2 j)
4
4a2
+
(n+2 j)2
a
r (6.24)
so that (6.23) is equivalent to **j (r). Thus
Er f = :
==\1
:

j=0
|
*j (r)
0
f V .*, j, = d* (6.25)
and
&Er ( } , (z, t))&22=a
122(2?)&n&1 :

j=0 \
j+n&1
n&1 + (n+2 j)&n&1
*j (r)n+1
n+1
(6.26)
(the factor a12 arises from the form of the Riemannian measure). From
(6.22) we deduce that
&{Er ( } , (z, t))&22
=a122(2?)&n&1 :

j=0 \
j+n&1
n&1 +
} _(n+2 j)&n&1 *j (r)
n+2
n+2
+a(n+2 j)&n&3
*j (r)n+3
n+3 & . (6.27)
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The 7 function is implicitly defined by (6.26) and (6.27), but there does not
seem to be any way to make this explicit, or to obtain any significant infor-
mation about 7.
7. Higher Order Equations
In this section we consider higher order operators that are polynomials
in the Laplacian, extending results of LevineProtter [LP]. Let
P(t)= :
m
j=0
aj t j (am>0) (7.1)
be a polynomial in one variable that is positive on (_, ), where _ is the
bottom of the spectrum of the Laplacian on M. For compact M, we have
_=0, but for many noncompact examples _>0. For example,
_=(n&1)24 on hyperbolic n-space. Then P(&2) is a positive self-adjoint
elliptic operator on L2(M) associated with a positive quadratic form
P( f, g)=: a2k |
M
2kf (x) 2kg(x) dx+: a2k+1 |
M
{2kf (x) } {2kg(x) dx.
(7.2)
For any bounded domain 0 we obtain a Dirichlet and Neumann quadratic
form on H m0 (0) and H
m(0), respectively, by restricting the integration in
(7.2) to 0. There is a discrete Dirichlet and Neumann spectrum for P(&2)
on 0 with eigenfunctions [.j (x)] and [.~ j (x)]. If the boundary is suf-
ficiently regular then the Dirichlet eigenfunctions have vanishing normal
derivatives of order 0, 1, ..., m&1 on the boundary, and the Neumann
eigenfunction for orders m, m+1, ..., 2m&1. In the general case we have
the same boundary conditions in the following weak sense: .j # H m0 (0), so
that
*j |
0
.j (x) f (x) dx=P(.j , f ) (7.3)
for all f # H m0 (0), and
* j |
0
.~ j (x) f (x) dx=P(.~ j , f ) (7.4)
for all f # Hm(0).
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We define the eigenvalue sums _k and _~ k as before, and similarly 7(x)
for the operator P(&2) on M. If M is noncompact this means
7(&E*( } , y)&22)=P(E* ( } , y), E* ( } , y)). (7.5)
Theorem 7.1. If M is compact then
_kp(0) 7(kp(0))_~ k , (7.6)
while if M is noncompact then
_k|0| 7(k |0| )_~ k . (7.7)
Proof. The proof is essentially the same as the proofs of Theorems 2.2
and 4.2, the only difference being that we use the quadratic form P( f, f )
in place of M |{f (x)|
2 dx. Q.E.D.
The computation of the 7 function is not too much harder than for the
case of the Laplacian, but there is no direct formula relating the two 7
functions. We illustrate this with two examples.
Let M=Rn, and assume in addition that P(t) is increasing. Then the
spectral resolution [E*] of P(&2) is related to the spectral resolution of
[E 0*] of the Laplacian by E*=E
0
P&1(*) . Thus
7(x)=|n&1 |
r
0
P(*2) *n&1 d* (7.8)
for x=|n&1 rnn, hence
7(x)=|n&1 |
(nx|n&1)1n
0
P(*2) *n&1 d*
= :
m
j=0 \
n
n+2 j+ aj C jn x1+2 jn (7.9)
where Cn is the Weyl constant. The resulting lower bound for _k was estab-
lished by LevineProtter [LP] under somewhat stronger hypotheses on
P(t). If we do not assume P(t) is increasing, we still know that for large t
it is increasing, and so (7.9) still holds for large x.
Next consider the case of hyperbolic 3-space. In this case we need to
assume only that P(t) is positive and increasing on (1, ). The computa-
tion is identical to that for R3, except we have to replace P(*2) by P(1+*2)
in (7.8). Thus we obtain
7(x)= :
m
j=0 \
3
3+2 j+\ :
m
l= j \
l
j+ al+ C j3 x1+2j3. (7.10)
189EIGENVALUE SUM ESTIMATES
File: 580J 286139 . By:CV . Date:07:07:07 . Time:08:54 LOP8M. V8.0. Page 01:01
Codes: 3651 Signs: 2875 . Length: 45 pic 0 pts, 190 mm
Acknowledgments
I am grateful to Jose F. Escobar for stimulating my interest in these problems, and to Larry
Payne and Pawel Kro ger for useful discussions.
References
[A] T. Aubin, Espaces de Sobolev sur les varie es Riemannienne, Bull. Sci. Math. 100
(1976), 149173.
[Ch] I. Chavel, ``Eigenvalues in Riemannian Geometry,'' Academic Press, Orlando, FL,
1984.
[Da] E. B. Davies, ``Heat Kernels and Spectral Theory,'' Cambridge University Press,
Cambridge, 1989.
[Ga] S. Gallot, Ine galite s isope rime triques et analytique sur les varie te s Riemanniennes,
Aste risque 163164 (1988), 3191.
[G] D. Geller, Fourier analysis on the Heisenberg group. I. Schwartz space, J. Funct.
Anal. 36 (1980), 205254.
[He1] S. Helgason, A duality for symmetric spaces with applications to group representa-
tions, Adv. in Math. 5 (1970), 1154.
[He2] S. Helgason, ``Groups and Geometric Analysis,'' Academic Press, Orlando, FL, 1984.
[K1] P. Kro ger, Upper bounds for the Neumann eigenvalues on a bounded domain in
Euclidean space, J. Funct. Anal. 106 (1992), 353357.
[K2] P. Kro ger, Estimates for sums of eigenvalues of the Laplacian, J. Funct. Anal. 126
(1994), 217227.
[La1] M. L. Lapidus, Fractal drum, inverse spectral problems for elliptic operators and a
partial resolution of the WeylBerry conjecture, Trans. Amer. Math. Soc. 325 (1991),
465529.
[La2] M. L. Lapidus, Vibrations of fractal drums, the Riemann hypothesis, waves in fractal
media, and the WeylBerry conjecture, Pitman Res. Notes in Math. 289 (1993),
126209.
[LP] H. A. Levine and M. H. Protter, Unrestricted lower bounds for eigenvalues for
classes of elliptic equations and systems of equations with applications to problems in
elastiity, Math. Methods Appl. Sci. 7 (1985), 210222.
[L] P. Li, Eigenvalue estimates on homogeneous manifolds, Comment. Math. Helvetici 55
(1980), 347363.
[LY] P. Li and S.-T. Yau, On the Schro dinger equation and the eigenvalue problem,
Commun. Math. Phys. 88 (1983), 309318.
[S1] R. S. Strichartz, Sub-Riemannian geometry, J. Differential Geom. 24 (1986),
221263; corrections 30 (1989), 595596.
[S2] R. S. Strichartz, Harmonic analysis as spectral theory of Laplacians, J. Funct. Anal.
87 (1989), 51148; corrigendum, 109 (1992), 547460.
[S3] R. S. Strichartz, Harmonic analysis on constant curvature surfaces with point
singularities, J. Funct. Anal. 91 (1990), 37116.
[S4] R. S. Strichartz, Lp harmonic analysis and Radon transforms on the Heisenberg
group, J. Funct. Anal. 96 (1991), 350406.
[T] R. Takahashi, Sur les re pre sentations unitaires des groupes de Lorentz ge ne ralise s,
Bull. Soc. Math. France 91 (1963), 289433.
[V] N. Vilenkin, ``Special Functions and the Theory of Group Representations,'' Transl.
Math. Monographs, Vol. 22, Amer. Math. Soc., Providence, RI, 1968.
190 ROBERT S. STRICHARTZ
