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ABSTRAKT 
Bakalářská práce „Aplikace metod detekce odlehlých hodnot v oblasti objektivní 
analýzy Parkinsonovy nemoci“ se zabývá detekcí odlehlých hodnot v datových 
souborech pacientů s Parkinsonovou nemocí, která je velmi důležitá pro další 
zpracování dat, kde by jinak docházelo ke zkreslení a znehodnocení výsledků. Vybrané 
metody byly nastudovány, implementovány a odzkoušeny v programovém prostředí 
MATLAB, společně s vytvořením grafického rozhraní. 
KLÍČOVÁ SLOVA 
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odlehlá hodnota, Parkinsonova nemoc. 
ABSTRACT 
The bachelor thesis „Application of outliers detection methods in the field of objective 
analysis of Parkinson's disease“ deals with the detection of outliers in the files of 
patients with Parkinson disease, which are essential in further data processing, where 
otherwise distortion and debasement of data could occur. The selected methods were 
studied, implemented and tested in the MATLAB software with creating graphical user 
interface. 
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V dněšní době je potřeba zpracovávat stále větší objemy dat a tím získavat 
důležité informace. Je potřeba, aby tato data byla co nejpřesnější a nevyskytovaly se 
v nich chyby a odchylky, zapříčiněné náhodnými jevy nebo lidským faktorem. V oblasti 
zdravotnictví je na tyto požadavky kladen obzvláště velký důraz, protože by jinak 
mohlo dojít k chybnému, či nepřesnému zpracování dat a tím i ohrození pacienta. Proto 
je nutné prověřit a posoudit kvalitu naměřených dat. 
 Kvalitou naměřených dat, se také myslí detekce odlehlých hodnot, jenž se 
mohou vyskytovat v reálných datových souborech. Nalezená odlehlá pozorování jsou 
důsledkem náhodných chyb, nedodržení zásad měření, rušení okolí nebo lidských chyb. 
Ne vždy, jsou tyhle hodnoty způsobené chybou, ale mohou pocházet z jiného rozdělení 
než normálního, či se může jednat o zásadní extrémní hodnoty pro další analýzu dat. Je 
ale potřeba zdůraznit, že označit hodnotu za odlehlou a případně ji vyřadit ze souboru, 
aby neovlivnila další analýzu, je zapotřebí jistých zkušeností v daném oboru a 
nespoléhat se pouze na výsledky detekčních testů. 
 Tato bakalářská práce slouží k seznámení se s vybranými metodami pro detekci 
odlehlých pozorování a následně se v druhé části bude věnovat implementaci 
v programovém prostředí MATLAB, včetně grafického uživatelského rozhraní, kde 
také proběhne odzkoušení na reálných jednorozměrných datech pacientů 







1 DETEKCE ODLEHLÝCH POZOROVÁNÍ 
Pod pojem odlehlá pozorování ([1], [7], [16]) neboli často používaný anglický 
výraz „outliers“, se rozumí hodnoty, které se nápadně liší od většiny ostatních ze 
zkoumaného souboru a mohou tím ovlivnit výslednou kvalitu příslušných statistických 
analýz. 
Je velmi obtížné definovat pojem „hodnoty, které se nápadně liší“, protože je 
velice složité rozhodnout, zda odlehlé pozorování je chybou nebo pouze extrémní 
hodnotou, nesoucí důležitou informaci, která do zkoumaného souboru dat patří a její 
vyřazení by mohlo ovlivnit pozdější analýzu dat. Naopak ponechání chybné hodnoty 
způsobí kontaminaci datového souboru šumem. Je tedy pouze na analytikovi, jestli 
pozorování označí jako chybné či extrémní a jakou metodu k detekci použije. 
Mimo náhodné chyby dochází k chybám zapříčiněných lidským faktorem, jako 
třeba porušení podmínek, za kterých mělo měření probíhat, nesprávným měřením, 
špatně nastavenými měřidly nebo také selháním měřící techniky 
1.1 Grafiké metody 
V této práci budou požity jednorozměrné metody, jelikož budou aplikovány na 
jednorozměrná data. Tyto metody lze rozdělit na parametrické a neparametrické. 
V případě, že je předem známé statistické rozdělení, využívá se parametrických metod, 
které většinou předpokládají normální neboli Gaussovo rozdělení. 
1.1.1 Pravidlo 3-sigma 
Na začátku je potřeba zmínit histogram, ze kterého se bude často vycházet. 
Histogram, sloupcový graf neboli graf četností (Obr. 1.1), slouží ke grafickému 
znázornění zkoumaných dat. Osa x je rozdělena na několik dělících intervalů (tříd) a osa 
y udává počet neboli četnost hodnot, které do těchto intervalů spadají. Důležité je 
správně určit počet tříd a jejich šířku, jinak by mohlo dojít k vykreslení nic neříkajícího 
grafu. K tomu slouží tzv. Sturgesovo pravidlo: 
k = 1 + 3,3log10(n),     (1.1) 




Obr. 1.1: Histogram s Gaussovou křivkou. 
Při normálním rozdělení se často používá pravidlo 3-sigma (3σ), které udává, že 
ve vzdálenosti 3 směrodatných odchylek od průměru (μ – 3σ, μ + 3σ) se nachází 99,73% 
hodnot ze zkoumaného souboru dat ([15]). Hodnoty ležící za hranicí 3σ mohou být 
považovány za odlehlé hodnoty. Grafické znázornění směrodatných odchylek je 
zobrazeno na Obr. 1.2. 
 
 
Obr. 1.2: Zobrazení pravidla 3-sigma na Gaussově křivce ([9]). 
1.1.2 Box-plot 
Box-plot ([1], [2], [7]), zvaný krabicový diagram (viz Obr. 1.3) zobrazující 
graficky soubor dat pomocí jeho kvartilů. Kvartil je typ kvantilu. Jsou to tři body, 
rozdělující seřazená data podle počtu na čtyři stejně velké části. Střední část box-plotu 
je, jak už název napovídá, složena z „krabice“ nebo chceme-li boxu. Box-plot může být 




Budeme-li uvažovat vertikální zobrazení, tak spodní hranu krabicové části 
nazýváme 1. kvartilem (Q1, x25), což znamená, že 25 % hodnot je nižších, než hodnota 
toho dolního kvartilu a zbylých 75% je větších nebo rovno. Horní hrana krabicové části 
se nazývá 3. kvartil (Q3, x75), který udává, že 75 % hodnot leží pod tímto kvartilem a 
25 % je větších nebo rovno. Samotnou „krabici“ rozděluje 50 % kvartil, který, jak už 
vyplývá z označení, rozděluje setříděná data na dvě poloviny a je nazýván mediánem 
(Q2, x50). 
Co se týče takzvaných vousů vycházejících z konců krabice, je více možností, 
které délka těchto čar představuje. Jednou z možností je označení minimální a 
maximální hodnoty ze souboru dat. Druhou a námi využívanou metodou zobrazení 
vousů u krabicového diagramu bude zobrazení posledního maxima (prvního minima), 
které splňuje vzdálenost maximálně 1,5-násobku IQR neboli mezikvartilového rozpětí 
od krajních kvartilů. IQR má velikost rozdílu 3. a 1. kvartilu (Q3-Q1).  
Délka výše zmíněných vousů tedy bude sahat do maxim, potažmo minim 
splňujících podmínku Q1 – 1,5xIQR a Q3 + 1,5xIQR. Body vykreslené nad těmito 
hradbami, nazývané také jako vnitřní hradby, se považují za námi hledané odlehlé 
hodnoty.  
Někdy se objevují i takzvané vnější hradby, které jsou vzdáleny od 1. a 3. 
kvartilu Q1 –3xIQR a Q3 + 3xIQR. Hodnoty mezi vnitřními a vnějšími hradbami jsou 
odlehlá pozorování a za vnějšími hradbami se prezentují jako extrémní hodnoty. 
 
 
Obr. 1.3: Popis diagramu box-plot 
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1.1.3 Q-Q graf 
Tato grafická metoda neboli kvantil-kvantil graf ([12], [13]), neslouží přímo 
k detekci odlehlých hodnot, nýbrž k ověření, z jakého pravděpodobnostního rozdělení 
data pochází, ale z grafu lze také odhadnout, které naměřené hodnoty lze považovat za 
odlehlá pozorování. Nejjednodušší cesta pro posouzení, z jakého rozdělení data jsou, je 
zajisté histogram, ale u něj je potřeba určit vhodný počet dělících intervalů. Pokud je 
špatně určen počet dělení, nemůžeme zhodnotit výsledek, zda data opravdu patří do 
určitého rozdělení.  
A proto je efektivnější využít grafických metod, které jsou založeny na principu 
porovnávání kvantilů teoretického rozdělení (nejčastěji normálního) s kvantily ze 
zkoumaného datového souboru. Neboli porovnání naměřených hodnot s očekávanými, u 
normálního rozdělení se očekává zobrazení bodů co nejblíže k přímce, jako na Obr 1.4. 
Na Obr. 1.6 je patrné, že data pochází z normálního rozdělení, ale obsahují odlehlá 
pozorování, stejně jako histogram na Obr. 1.5. Z umístění bodů vůči přímce, je možné si 
udělat představu o rozdělení dat. Například z Obr. 1.7 je patrné, že data pochází 
z jiného, než normálního rozdělení. 
 
 




Obr. 1.5: Histogram odpovídající normálnímu rozdělení s odlehlými hodnotami 
 




Obr. 1.7: Q-Q graf neodpovídající normálnímu rozdělení 
1.1.4 Jádrový odhad funkce hustoty pravděpodobnosti 
KDE (kernel density estimation) neboli jádrový odhad hustoty pravděpodobnosti 
(viz Obr. 2.3) ([3], [6], [10]), patří mezi neparametrické metody a je úzce spojen 
s histogramem, ale disponuje vlastnostmi jako hladkost nebo spojitost. Není potřeba 
znát dopředu, z jakého rozdělení se bude hustota dohadovat. Jedná se o klouzavý 
vážený průměr, který je závislý na tvaru zvolené jádrové funkce, a především na šířce 
vyhlazovacího okna h, která určuje hladkost odhadu. Spojitý odhad hustoty pro n prvků 







),     (1.2) 
kde K představuje jádro (kernel) a h je kladné číslo, které značí šířku 
vyhlazovacího okna. Velmi často používaným jádrem K je Gaussovo jádro, které je 
definováno jako ([10]) 






2ℎ2.     (1.3) 
Co se týče vyhlazovacího parametru h, tak si vystačíme s odhadem „pokus-omyl“, 
protože existuje několik metod pro výpočet tohoto parametru, které mohou být 
výpočetně náročné a zároveň je tohle téma natolik obsáhlé a složité, že by přesahovalo 






1.2 Statistické testy 
Po nastudování dané problematiky byly zvolené následující statistické testy, 
které jsou v některých případech velmi úzce spojené s grafickými metodami popsanými 
v předchozích kapitolách, a proto budou jen vzpomenuty. 
1.2.1 Pravidlo 3-sigma 
Pravidlo 3-sigma (viz kapitola 1.1.1) označuje za odlehlé hodnty ty, které jsou 
ve vzdálenosti větší než 3 směrodatných odchylek od průměru.  
1.2.2 Pravidlo kvartilů 
Toto pravidlo je založeno na tom, že ve vzdálenosti větší než 1,5-násobek 
mezikvartilového rozpětí (IQR) od krajních kvartilů, je možné prohlásit hodnoty za 
potencionálně odlehlé (viz kapitola 1.1.2).  
1.2.3 Grubbsův test 
Grubbsův test je určen pro soubory s větším počtem dat ([11], [4]). Tato data je 
potřeba vzestupně seřadit x1≤x2≤…≤xn aby bylo možné odhalit odlehlosti v minimální 
(xmin) nebo maximální (xmax) hodnotě souboru pomocí následujících vztahů. 
 
𝐺𝑚𝑖𝑛 =  
?̅?−𝑥𝑚𝑖𝑛
𝑠
    a    𝐺𝑚𝑎𝑥 =
𝑥𝑚𝑎𝑥−?̅?
𝑠
                                      (1.4) 
 
Kde ?̅? značí aritmetický průměr a s výběrovou směrodatnou odchylku. 
Vypočtené Gmin a Gmax je nutné porovnat s kritickými hodnotami s požadovanou 
hladinou významnosti a pokud je větší, znamená to, že se dají považovat za odlehlé 
hodnoty. .  
1.2.4 GESD 
GESD je upravenou verzí Grubbsova testu a dokáže zamezit takzvanému 
„maskování“, které vzniká v případě, kdy data obsahují více outlierů blízko sebe a tím 
se zvětší směrodatná odchylka, která má za následek snížení hodnot Gmin  (Gmax ), což 
může vést k neoznačení hodnot jako odlehlých ([4]). 
 
 Statistické metody vzpomenuty výše, jsou již implementovány v programovém 







2 PRAKTICKÁ ČÁST 
Praktická realizace vybraných metod pro detekci odlehlých hodnot je 
realizována v programovém prostředí MATLAB ([5], [17]). Tyto metody jsou 
aplikovány na reálná data pacientů s Parkinsonovou nemocí. Výstupem zpracovaných 
dat jsou tabulky, statisticky popisující klinická data (viz kapitola 2.1) a řečová cvičení, 
pro lepší představu o tom, jaká data a v jakém rozsahu se v souboru nachází. Dalším 
výstupem jsou grafy, které umožní graficky odhadnout přítomnost odlehlých hodnot. 
Vše bylo po otestování funkcí a skriptů implementováno do grafického rozhranní (viz 
kapitola 2.3). 
2.1 Databáze 
Reálná data pochází z české řečové databáze pacientů s Parkinsonovou nemocí 
PARCZ (Czech Parkinsonian Speech Database), ([8]). Databáze vznikla ve spolupráci 
s pracovištěm I. Neurologické kliniky Lékařské fakulty Masarykovy univerzity a 
Fakultní nemocnice u sv. Anny v Brně. 
 Databáze obsahuje celkem 91 řečových úloh, které byly absolvovány jak 
pacienty s Parkinsonovou nemocí, tak i věkově vázanými kontrolními řečníky, u 
kterých nebyla diagnostikována žádná neurologická onemocnění či řečové poruchy. 
Tyto úlohy byly zaznamenávány v tiché místnosti, v níž okolní hluk nepřesáhl úroveň 
30 dB (měřeno akustickým analyzátorem NTI Acoustilyzer AL1). Dále jsou v databázi 
informace o klinickém stavu pacientů. Konkrétně: 
- věk pacienta 
- doba trvání PN v letech 
- UPDRS III – unifikovaná škála hodnotící motorické aspekty PN 
- UPDRS IV – unifikovaná škála hodnotící problémy terapie PN 
- FOG-Q – škála hodnotící poruchy chůze 
- NMSS – škála hodnotící nemotorické aspekty PN 
- RBDSQ – škála hodnotící poruchy spánku 
- BDI – škála hodnotící depresi při PN 
- ACE-R – Addenbrookský kognitivní test – revidovaný 




2.2 Testování grafických metod 
Celé testování a odzkoušení na datech z feature_matrix.xlsx, je rozděleno do 
devíti samostatných skriptů, s označením (s01-s09)*.m, dvou samostatných funkcí, 
boxPlot.m a kernel_densityPlot.m, jenž jsou k nahlédnutí v příloze A a B. 
  
Skript s01_prepare_data.m slouží, jak je patrné z názvu, k přípravě dat pro další 
části. Nejprve jsou načtena všechna data z excelu feature_matrix.xlsx a poté jsou data 
roztříděna do proměnných:  
- clinical_labels – klinické informace o pacientech 
- feature_labels – obsahují hodnoty řečových parametrů 
- clinical_data – matice dat popsaných v clinical_labels 
- feature_data – matice řečových cvičení popsaných ve feature_labels 
- feature_data_female – matice řečových cvičení pro ženy 
- feature_data_male – matice řečových cvičení pro muže 
Takhle roztříděná data jsou uložená do *.mat souborů, ale ještě předtím 
proběhne normalizace řečových dat na maximum sloupce, kdy jsou všechny hodnoty ve 
sloupci poděleny maximální hodnotou daného sloupce a standardizace řečových dat 
směrodatnou odchylkou, čímž se převedou na stejné měřítko ([15]). 
V skriptu s02_stats_clinical_features.m jsou z klinických dat vytvořeny 
tabulky popisných statistik viz Tab. 2.1, které se uloží do excelu statistics-
clinical_data.xlsx jak pro obě pohlaví dohromady, tak pro každé zvlášť (obdobně tomu 
bude i u dalších skriptů). Obsahují informace jako minimum, maximum, aritmetický 
průměr, medián, směrodatná odchylka, 1. a 3. kvartil. 
Tab. 2.1: Statistická tabulka klinických dat pro obě pohlaví 
  min Q1 median Q3 max mean std 
Věk pacienta (v letech) 49 63 67 73 86 67,26 8,13 
Délka trvání PN (v letech) 1 4 7 11 21 7,53 4,25 
UPDRS III 3 13 25 33 55 24,01 12,30 
UPDRS IV 0 0 2 5 9 2,91 2,70 
FOG-Q 0 1 5,5 10 20 6,40 5,67 
NMSS 2 18 33 52 94 35,30 20,90 
RBDSQ 0 1 3 5 13 3,66 3,15 
ACE-R 60 83 87 93 99 86,74 8,08 
MMSE 16 28 28,5 29 30 27,90 2,55 





Skript s03_stats_speech_features je stejný jako předchozí skript, s tím 
rozdílem, že se zpracují řečová cvičení a uloží do nového souboru statistics-
feature_data.xlsx.  
 
s04_histogram_clinical_features.m a také s05_histogram_speech_features.m 
slouží k vykreslení histogramů pro klinická data i řečová cvičení. Výsledné histogramy 
jsou uloženy do *.png souborů, stejně jako u ostatních skriptů, viz příloha C. 
Dále, s06_boxplot_clinical_features.m a také s07_boxplot_speech_features.m 
volají funkci boxPlot.m, která společně s již implementovanou funkcí MATLABU 
boxplot.m slouží k vykreslení box-plot grafů. Zmíněná funkce má následující vstupní 
parametry: 
- options.normalize – rozhodnutí o normalizaci (true/false)  
- options.font_type – typ písma 
- options.font_size – velikost písma 
- options.xlabel – popis osy x 
- options.ylabel – popis osy y  
- options.labels – popisky jednotlivých boxplotů v grafu 
- options.title – název grafu 
 
 
s08_kdeplot_clinical_features.m a s09_kdeplot_speech_features.m volají 
funkci kernel_densityPlot.m, která společně s implementovanou funkcí ksdensity.m 
slouží k vykreslení KDE grafů (jádrový odhad hustoty pravděpodobnosti). Vstupní 
parametry této funkce jsou následující: 
- options.normalize – rozhodnutí o normalizaci (true/false) 
- options.plot_values – rozhodnutí o vykreslení aktuálních dat(true/false) 
- options.plot_legend – rozhodnutí o vykreslení legendy(true/false) 
- options.kernel – výběr jádrové funkce 
- options.npoints – počet bodů odhadu jádrové hustoty  
- options.graph_colors – barvy použité pro vykreslení průběhů 
- options.graph_lines – druhy čar pro vykreslení průběhů 
- options.graph_symbols – symboly pro zobrazení do grafu 
- options.legend_loc – umístění legendy 
- options.font_type – typ písma 
- options.font_size – velikost písma 
- options.title – název grafu 
- options.xlabel – popis osy x 
- options.ylabel – popis osy y 





Obr. 2.1: Hlavní okno běžícího programu 
2.3 GUI 
Grafické prostředí bylo realizováno v programovém prosředí Matlab R2017a 
pomocí interaktivního GUIDE (graphical user interface development environment). 
Vycházelo se z funkcí a skriptů popsaných v kapitole 2.2, které byly následně upraveny 
a rozšířeny pro potřebu správné funkčnosti aplikace. 
  
 Samotná aplikace se skládá ze dvou oken. Hlavní okno spuštěné souborem 
GUI.m zobrazuje tabulku popisných statistik vybraných dat, společně s uživatelem 
vybraným typem grafu. Druhé okno spouštěné z prvního, pomocí tlačítka „Statistical 
tests“, slouží k zobrazení samotných zkoumaných dat, ve kterých je za pomocí 
zvolených metod, barevně zvýrazněn potencionální outlier. 
  
 Blížší pochopení funkčnosti je patrné z následujích snímků samotného 
grafického rozhraní, společně s popisem jednotlivých částí. 
 
 
1: Řádek pro výpis cesty k testovanému souboru dat 
2: Tlačítko „Load“ sloužící k výběru a načtení souboru  
3: Panel pro volbu klinických/řečových dat s následným výběrem pohlaví 
4: Tlačítko „Statistical tests“ otevře další okno viz Obr. 2.2 
5: Zadávání počtu tříd histogramu (default 10) s „refresh“ tlačítkem  
6: Tabulka popisných statistik 
7: Rozbalovací seznam pro výběr konkrétních dat k vykreslení zvoleného typu grafu 
8: Panel pro výběr typu grafu (histogram, boxplot, KDE) 
9: Vykreslení zvoleného grafu (u histogramu i se zvýrazněním kvartilů a průměru) 
10: „Save“ tlačítko pro uložení aktuálního grafu (formát PNG) 




Obr. 2.2: Okno se statistickými testy 
1: Panel pro volbu klinických/řečových dat s následným výběrem pohlaví 
2: Panel pro výběr statistické metody pro detekci odlehlých hodnot 
3: Tabulka zvolených dat s vyznačenými možnými odlehlými pozorováními na základě 





























V této Bakalářské práci byly nastudovány metody, běžně používané při 
statistické analýze datového souboru. V oblasti objektivní IT analýzy Parkinsonovy 
nemoci je analýza statistických vlastností dat a detekce odlehlých pozorování před 
samotným zpracováním nutnou součástí následného klinicky validního postupu. 
Metody, které byly v práci nastudovány byly následně implementovány 
v programovém prostředí MATAB R2017a. Mezi tyto metody patří analýza histogramu, 
tzv. „box plot“ (krabicový graf) a také tzv. „kde plot“ (graf jádrového odhadu hustoty 
pravděpodobnosti). Metoda Q-Q grafu byla popsána teoreticky. Její implementace byla 
po dohodě s vedoucím práce zrušena. Dále statistické testy pro detekci odlehlých 
hodnot, mezi které patří pravidlo 3-sigma, metoda kvartilů, Grubbsův test a GESD. 
 Tyto metody byly následně upraveny a zakomponovány do grafického 
uživatelského rozhraní. Tato aplikace byla odzkoušena na datech z databáze PARCZ. 
Do budoucna je možnost rozšíření aplikace o další metody pro detekci outlierů a 
propracovanější nakládání s daty. Například možnost zpětného upravení či odstranění 
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
ACE-R   Addenbrookský kognitivní test – revidovaný 
BDI   škála hodnotící depresi při PN 
FOG-Q   škála hodnotící poruchy chůze 
IQR  mezikvartilové rozpětí 
KDE  jádrový odhad hustoty pravděpodobnosti 
MMSE   test kognitivních funkcí 
NMSS   škála hodnotící nemotorické aspekty PN 
PARCZ  česká řečová databáze pacientů s Parkinsonovou nemocí 
PN (PD)  Parkinsonova nemoc 
Q-Q  kvantil-kvantil 
Qx  kvartil 
RBDSQ   škála hodnotící poruchy spánku 
std (σ)  směrodatná odchylka 
UPDRS III unifikovaná škála hodnotící motorické aspekty PN 
 
𝑓ℎ                        spojitý odhad hustoty pravděpodobnosti 
h   vyhlazovací parametr 
k   počet intervalů 
K   jádro 
n   počet prvků/pozorování 
𝑒    eulerovo číslo 
s   výběrová směrodatná odchylka 
x   bod na ose x 
?̅?    aritmetický průměr 
xmin(max)  minimální (maximální) hodnota seřazených dat  
Gmin(max)  vypočtené testovací kritérium  




A Zdrojový kód funkce box plot 27 
B Zdrojový kód funkce kde plot 28 





A  ZDROJOVÝ KÓD FUNKCE BOX PLOT 
function boxPlot(data, options) 
 
%% Paths and variables 
if ((nargin < 2) || isempty(options))  
    options.normalize = true; 
    options.font_type = 'Times New Roman'; 
    options.font_size = 10; 
    options.xlabel    = 'data [-]'; 
    options.ylabel    = 'data values [-]'; 
    options.title     = ''; 
    options.whisker   = 1.5; 
    num_labels        = 1:size(data, 2); 
    options.labels    = cellstr(num2str(num_labels(:))); 
else 
    if (~isfield(options, 'normalize')) 
        options.normalize = true; 
    end 
    if (~isfield(options, 'font_type')) 
        options.font_type = 'Times New Roman'; 
    end 
    if (~isfield(options, 'font_size')) 
        options.font_size = 10;   
    end 
    if (~isfield(options, 'xlabel')) 
        options.xlabel = 'data [-]'; 
    end 
    if (~isfield(options, 'ylabel')) 
        options.ylabel = 'data values [-]'; 
    end 
    if (~isfield(options, 'title')) 
        options.title = ''; 
    end 
    if (~isfield(options, 'whisker')) 
        options.whisker = 1.5; 
    end 
    if (~isfield(options, 'labels')) 
        num_labels     = 1:size(data, 2); 
        options.labels = cellstr(num2str(num_labels(:))); 
    end 
end 
 
%% Set temporary variables (for: code readability) 
NUM = size(data, 2); 
OPT = options; 
 
%% Normalize feature values 
if (OPT.normalize) 
    for dat = 1:NUM 
        tmp = data(:, dat); 
        data(:, dat) = (tmp - mean(tmp))/std(tmp); 
    end 
end 
 
%% Plot the boxplot 
boxplot(data, 'whisker', OPT.whisker, 'labels', OPT.labels);  
 
%% Set the graph properties 
xlabel(OPT.xlabel, 'FontSize', OPT.font_size, 'FontName', OPT.font_type); 
ylabel(OPT.ylabel, 'FontSize', OPT.font_size, 'FontName', OPT.font_type);  
title(OPT.title, 'FontSize', OPT.font_size, 'FontName', OPT.font_type);  
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B ZDROJOVÝ KÓD FUNKCE KDE PLOT 
function kernel_densityPlot(data, options)  
 
%% Paths and variables 
if ((nargin < 2) || isempty(options))  
    options.normalize      = true; 
    options.plot_values    = true; 
    options.plot_legend    = true; 
    options.kernel         = 'normal'; 
    options.npoints        = 100; 
    options.graph_colors   = {'b'; 'r'; 'c'; 'm'; 'k'; 'y'}; 
    options.graph_lines    = {'-'; '--'; '-.'; ':'; '-'; '--'}; 
    options.graph_symbols  = {'o'; '+'; '*'; 'x'; 's'; 'd'}; 
    options.legend_loc     = 'northeast'; 
    options.font_type      = 'Times New Roman'; 
    options.font_size      = 10; 
    options.title          = ''; 
    options.xlabel         = 'data values [-]'; 
    options.ylabel         = 'probability density function [-]'; 
    options.legend         = []; 
else 
    if (~isfield(options, 'normalize')) 
        options.normalize = true; 
    end 
    if (~isfield(options, 'plot_values')) 
        options.plot_values = true; 
    end 
    if (~isfield(options, 'plot_legend')) 
        options.plot_legend = true; 
    end 
    if (~isfield(options, 'kernel')) 
        options.kernel = 'normal'; 
    end 
    if (~isfield(options, 'npoints')) 
        options.npoints = 100; 
    end 
    if (~isfield(options, 'graph_colors')) 
        options.graph_colors = {'c'; 'm'; 'b'; 'r'; 'k'; 'y'}; 
    end 
    if (~isfield(options, 'graph_lines')) 
        options.graph_lines = {'-'; '--'; '-.'; ':'; '-'; '--'}; 
    end 
    if (~isfield(options, 'graph_symbols')) 
        options.graph_symbols = {'o'; '*'; '+'; 'x'; 's'; 'd'}; 
    end 
    if (~isfield(options, 'legend_loc')) 
        options.legend_loc = 'northeast';  
    end 
    if (~isfield(options, 'font_type')) 
        options.font_type = 'Times New Roman'; 
    end 
    if (~isfield(options, 'font_size')) 
        options.font_size = 10;   
    end 
    if (~isfield(options, 'title')) 
        options.title = '';   
    end 
    if (~isfield(options, 'xlabel')) 
        options.xlabel = 'data values [-]'; 





    if (~isfield(options, 'ylabel')) 
        options.ylabel = 'probability density function [-]'; 
    end 
    if (~isfield(options, 'legend')) 
        options.legend = []; 
    end  
end 
 
%% Check data consistency 
if (size(data, 2) > length(options.graph_colors)) 
    message = ['maximum number of columns exceeded (set to ´´: ' ... 
        num2str(length(options.graph_colors)) ')']; 
    warning(message); 
     
    % Limit the number of columns in data matrix 
    data = data(:, 1:length(options.graph_colors)); 
end 
 
%% Set temporary variables (for: code readability) 
NUM = size(data, 2); 
EST = struct(); 
OPT = options; 
brd = ones(1, NUM); 
F   = []; 
D   = []; 
h   = figure; 
 
%% Process the data (per columns) 
for dat = 1:NUM 
    vec = data(:, dat); 
    vec = cell2mat(vec); 
 
    % Normalize feature values 
    if (OPT.normalize) 
        vec = (vec - mean(vec))/std(vec); 
    end 
     
    % Compute the probability density estimation 
    [EST(dat).f, EST(dat).x] = ksdensity(vec, ... 
        'kernel', OPT.kernel, 'npoints', OPT.npoints); 
    brd(dat) = length(vec); 
    D = [D; vec(:)]; 
    F = [F EST(dat).f]; 
end 
 
%% Plot the probability density function estimation 
for dat = 1:NUM 
    col = [OPT.graph_colors{dat} OPT.graph_lines{dat}]; 
    plot(EST(dat).x, EST(dat).f, col); 
    hold on; 
end 
 
%% Plot the actual data values 
for dat = 1:NUM 
    if (OPT.plot_values) 
        if (dat == 1) 
            low = 1; 
        else 
            low = brd(dat - 1) + 1; 
        end 
         
        high = sum(brd(1:dat)); 
        col  = [OPT.graph_colors{dat} OPT.graph_symbols{dat}]; 
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        plot(D(low:high), ones(length(D(low:high)), 1)*(-0.01), col); 
        hold on; 
    end 
end 
 
%% Set the legend 
if (OPT.plot_legend) 
    if (isempty(OPT.legend)) 
        L = cell(1, size(data, 2)); 
        for dat = 1:NUM 
            L{dat} = ['data ' num2str(dat)]; 
        end 
    else 
        L = OPT.legend; 
    end 
end 
 
%% Set the graph properties 
x_start = min(D(:)) - max(D(:))/2; 
y_start = -(max(max(F(:)))/10); 
x_end   = max(D(:)) + max(D(:))/2; 
y_end   = max(max(F(:))) + max(max(F(:)))/10; 
 
xlim([x_start x_end]);  
ylim([y_start y_end]); 
 
xlabel(OPT.xlabel, 'FontSize', OPT.font_size, 'FontName', OPT.font_type); 
ylabel(OPT.ylabel, 'FontSize', OPT.font_size, 'FontName', OPT.font_type); 
title(OPT.title, 'FontSize', OPT.font_size, 'FontName', OPT.font_type); 
 
if (OPT.plot_legend) 
    legend(L, 'Location', OPT.legend_loc); 
end 
 
p = get(h, 'CurrentAxes'); 






C  PŘÍKLADY ZOBRAZENÍ 
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