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El presente trabajo se enfoca en dos aspectos fundamentales en los cuales se han realizado di-
ferentes aportes.
El primero de ellos consiste en el modelado de los motores de inducción lineal (LIM), en el cual se
han incluido los efectos de borde en su representación en el espacio de estados. Este fenómeno es
altamente no lineal y resultados numéricos preliminares muestran oscilaciones no deseadas. De-
bido a la limitación del recorrido del LIM utilizado en este trabajo (1.5 metros), posteriormente, el
comportamiento del sistema es analizado únicamente a nivel numérico.
Otro aspecto importante desarrollado en la tesis está relacionado con la aplicación de la técnica de
control ZAD-FPIC a sistemas de alto orden. Hasta ahora la técnica anteriormente propuesta sólo
había sido desarrollada, probada y validada en sistemas de segundo orden. En este trabajo se ha
generalizado la técnica ZAD-FPIC, aplicándose a un sistema que consiste en un convertidor con-
mutado para el manejo de diferentes cargas trifásicas, lo cual que constituye un sistema de orden
superior. Las cargas utilizadas en esta investigación son cargas resistivas y cargas inductivas anali-
zadas en el documento, como son el motor de inducción de desplazamiento lineal-LIM y el motor
de inducción rotativo-RIM. Los motores de inducción de desplazamiento lineal se utilizan en sis-
temas de transporte masivo y en aplicaciones especiales en la industria e ingeniería aeroespacial,
y los motores de inducción rotativos son utilizados ampliamente a nivel industrial. ZAD-FPIC es
una estrategia de control conmutado que presenta la ventaja de imponer una frecuencia de con-
mutación fija. Para el análisis del LIM se usó el modelo obtenido en la primera parte de la tesis;
por el contrario, puesto que el modelado del RIM es ampliamente cubierto en la literatura, el con-
trol se diseñó usando el clásico circuito equivalente por fase. En la respuesta de estos sistemas se
presentan comportamientos dinámicos complejos debido a su naturaleza no lineal.
Así pues, como parte de los resultados obtenidos de la fase de modelamiento y control, en este
trabajo también se muestra, a nivel experimental y con solución numérica, la posible presencia de
fenómenos complejos que surgen cuando se alimentan cargas trifásicas con un convertidor conmu-
tado trifásico controlado con la técnica ZAD-FPIC. En el documento se presentan los resultados
experimentales que evidencian la coexistencia de atractores de órbitas periódicas y caóticas como
resultado de las dinámicas no lineales en cada sistema estudiado. La estabilidad del sistema en
lazo cerrado fue analizada usando diagramas de bifurcaciones y se mostró en forma numérica la
importancia de los retardos en la estrategia ZAD-FPIC. Se observó que en un amplio rango de
trabajo la aplicación de la técnica ZAD-FPIC fue exitosa.
El desarrollo experimental consta de: un inversor conmutado trifásico que usa un módulo de IGBTs
integrado, una tarjeta de control para prototipado rápido (RCP) basado en la plataforma dSPACE,
algoritmos de control realizados en MATLAB/SIMULINK y las cargas trifásicas.
Para cada una de las cargas se realizó una descripción del sistema propuesto (arquitectura), se
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diseñaron las estrategias de control y se presentaron los resultados numéricos y experimentales.
Para el caso de los motores de inducción se llevó a cabo la identificación de parámetros, con el
objetivo de realizar las simulaciones correspondientes. Para cada sistema en estudio se obtuvieron
modelos continuos y discretos (mapas iterativos) del sistema convertidor-carga y se diseñaron las
estrategias de control para el cálculo del ciclo útil del DPWM (Digital Pulse Width Modulation).
Debido a que en la práctica no es posible disponer de medidas para las corrientes del rotor en el
RIM, se diseñó un observador al cual se le analizó su convergencia con el método de Lyapunov y
se comprobó su efecto en el desempeño del controlador. En el documento se muestran diagramas
de bifurcaciones en forma numérica y experimental usando Ks, N y frecuencia del voltaje de refe-
rencia como parámetros de bifurcación.
Palabras clave: Control ZAD–FPIC, Convertidor trifásico, Diagramas de bifurcación, Control de
caos, DPWM, LIM, RIM, Regulación de voltaje, Comportamiento complejo.
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Abstract
This paper focuses on two key aspects which have made different contributions.
The first consists in the modeling of the linear induction motor(LIM), which are included the end
effects in the state space representation. This phenomenon is highly nonlinear and preliminary nu-
merical results show undesired oscillations. Due to the limitation of travel of the LIM used in this
work (1.5 meters), then the system behavior is analyzed only at the numerical level.
Another important aspect in the thesis is related to the implementation of the control ZAD-FPIC
technique to higher order systems. So far the technique previously proposed only had been devel-
oped, tested and validated on systems of second order. This paper has generalized the ZAD-FPIC
technique, applied to a system consisting of a switched converter for handling different Three–
phase loads, which constitutes a higher order system. The loads used in this research are resistive
and inductive loads analyzed in the document, such as the induction motor of linear movement -
LIM and rotary induction motor -RIM. The linear displacement induction motors are used in mass
transit systems and special applications in industry and aerospace engineering, and rotary induc-
tion motors are widely used in industry. ZAD-FPIC is a switched control strategy which has the
advantage of imposing a fixed switching frequency. For the LIM analysis, the model obtained in
the first part of the thesis was used. On the contrary, because the modeling of the RIM is widely
covered in the literature, its control was designed using the classical equivalent circuit per phase.
The response of these systems has complex dynamic behavior due to their nonlinear nature.
Thus, as part of the results obtained from the stage of modeling and control, this paper also shows,
on an experimental and numerical solution, the presence of complex phenomena that arise when
feeding three-phase loads with a controlled three-phase switched converter with ZAD-FPIC tech-
nique. The paper presents experimental results that show the coexistence of attractors of periodic
orbits and chaotic as a result of nonlinear dynamics in each system studied. The stability of the
closed loop system was analyzed using bifurcation diagrams and numerically showed the impor-
tance of delays in the ZAD-FPIC strategy. It was noted that a wide range of work the application
of the ZAD-FPIC technique was successful.
The experimental development comprises: a switched Three–phase inverter using IGBTs integrat-
ed module, a control board for rapid control prototyping (RCP) based on the dSPACE platform,
control algorithms performed in MATLAB / SIMULINK and three phase loads.
For each of the loads there was a description of the proposed system (architecture), were designed
control strategies and presented the numerical and experimental results. For the case of induction
motors is carried out to identify parameters in order to perform the corresponding simulations.
For each system under study were obtained continuous and discrete models (iterative maps) for
converter-load system and control strategies were designed to calculate the duty cycle of the DP-
WM (Digital Pulse Width Modulation). Because in practice it is not possible to have measures for
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the rotor currents in the RIM, we designed an observer which is analyzed for convergence with
the Lyapunov method and tested its effect on driver performance. The document show diagrams of
bifurcations numerically and experimentally using Ks, N and frequency of the reference voltage as
bifurcation parameters.
Keywords: Control ZAD–FPIC, Three–phase Converter ,Bifurcation Diagrams, Chaos Control, DP-
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1 Introduction
1.1. Introduction
Basically, there are two kinds of induction motors: the Round-rotor Induction Motor (RIM) and
Linear Induction Motor (LIM). Induction motors are widely used as actuators in industrial appli-
cations because of the simplicity in construction, lack of maintenance and low cost. Even though,
LIM presents an interesting dynamics not always considered for designing devices.
Topics about RIM are quoted broadly in the literature, and a classic technique is the field oriented
control [1], which involves nonlinear state transformations and state feedback for the uncoupled
asymptotic of magnetic flux and rotor velocity, combined with linear control methods as PID.
Nonlinear methods for the RIM control problem have been applied to improve its performance.
An example can be the adaptive control used to deal with uncertainties of parameters in the system
[2,3]. It is important to mention some works in this field as: backstepping [4], input/output adaptive
linearization [2], and sliding modes [3, 5, 6], among others. The RIM control by continuous-time
sliding mode is found in [3] and [5]. However, this literature is precarious in the nonlinear dynamic
analysis since there are few articles with a deep study about nonlinear behavior that can include
limit cycles, bifurcations and chaos [7–9].
This research is based on a discrete-time control of RIM by sliding modes [10]. Its purpose, in
the RIM and LIM, is to achieve that the mover velocity tracks a reference value via controlling
the supply voltage. The current, flux and force equations are given in a state space representation
which describe the linear induction motor performance. The discrete time model is obtained to
develop the control law and describe its performance in a computer system.
The novelty on the modelling of the LIM is that the so called end effects are considered in an space
state representation. This phenomena is highly non linear and preliminary numerical results show
undesirable oscillation. On the other hand, the novelty on the analysis will be use the qualitative
theory of non smooth dynamical systems in the controlled LIM via discrete-time quasi sliding
mode. As far as we know, the approach taking into account non linear components, parameters
variation and topological changes derived from control actions on RIM and LIM has not been
reported in the literature.
The study of variable structure system uses bifurcation theory in order to determine the conditions
in parameters values which generate stability changes, periodicity and chaotic dynamics in the
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system and allow us to define safe and stable operation zones. The knowledge of these operation
ranges lets us avoid the presence of non desired phenomena such as auto-sustained oscillations,
chaos and evolution to other operation regimes, among others.
In this research,the analysis of controlled loads like resistive, RIM and LIM by quasi sliding modes
was made. This analysis includes: To detect bifurcations, to obtain fixed points and limit cycles,
to determine stability and chaos transitions. Moreover, the chaos control algorithms were based on
recent developed technique (ZAD–FPIC [11]) which is being carried out by PCI (Perception and
Intelligent Control) and ABCDynamics (Analysis of Bifurcation and Chaos), the research groups
on nowadays in Universidad Nacional de Colombia-Manizales.
1.2. Setting Problem
Linear induction machines are being actively investigated for use in high-speed ground transporta-
tion. Other applications including liquid metal pumps, magnetohydrodynamic power generation,
conveyors, cranes, baggage handling systems, as well as a variety of consumer applications have
contributed to an upsurge in interest in linear induction machines. Unfortunately, analysis of a lin-
ear induction machine is complicated by the so-called “end effect”. In a conventional round-rotor
induction motor the behavior of the machine need to be calculated only over one pole pitch. The
solution for the remaining pole-pitches can then be simply obtained by symmetry. However, the
symmetry argument cannot be used for a linear induction machine since the electrical conditions
change at the entrance and exit (LIM mover ends). A more detailed analysis is required to ade-
quately describe its behavior [12].
According to LIM applications, it is possible to choose an operation regime according to the de-
veloped task. This operation regime may vary from regulation to tracking. However, the presence
of phenomena such as Magnetic Hysteresis, dead zones (inertia and friction) and saturation (fre-
quency limits and mechanic ends) generates unstable behavior in the induction motors driven by
frequency variators at certain operation conditions, which causes unusual vibrations in the sys-
tems [13].
Many of studies related to RIM and LIM dynamics are restricted to the stability analysis via smooth
differential equations [8, 9, 14, 15], which are uncompleted and do not reflect the real dynamical
system when it becomes a variable structure system. It is necessary to perform a detailed study
of nonlinear dynamic behavior of the non smooth system bifurcations diagrams in order to define
safety and stable operation zones.
The control action required for Three–phase loads, is implemented usually by power electronic
circuit based on switches. For this reason, controlled commuted system with Three–phase load
(Resistive and inductive) becomes a variable structure system defined by non-smooth differential
equations in which a complete theoretical framework does not exist yet that allows its study [16,17]
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since its theoretical and numerical analysis represents a extremely difficult problem [18]. In this
sense, non-smooth transitions occur when a cycle interact with a boundary of discontinuity in the
phase space in a non-generic way, causing periodic additions or sudden chaos transitions [19]. One
of the most relevant aspects in the bifurcation analysis of non-smooth systems is the absence of
the period doubling sequences that are observed in smooth systems [18]. Because of characteristic
behavior of non-smooth systems,in many cases, it is no possible to apply analysis techniques for
smooth systems without modifications or adequate adjustments [16].
Undesired chaotic fluctuations appear in non-linear control systems. Several different strategies
have been proposed to control the chaotic dynamics in nonlinear systems based on disturbing
system parameters. This kind of methods does not adjust for high order systems, since they require
nontrivial computing analysis in each cross of a Poincaré section. In addition, the noise can take
the orbit off the steady state and the controller must remain until the orbit approaches again [20].
The techniques referred before have been applied to nonlinear smooth and non smooth systems
of low order. This proposal searches to show: - The analysis of Three–phase loads controlled by
quasi sliding mode via bifurcation detection when the control parameters and the input source
frequency vary. - The stability analysis and chaos transition - Determine safe operation regions
for the controlled loads. To perform these goals, it is necessary to make a high order discrete-
time model of LIM and RIM where the parameters that vary in the real system are shown. Using
its analytic or numeric solution and the existent theoretical framework for the study of piecewise
smooth systems we can establish the qualitative dynamics of the system.
1.3. Methodology
To achieve the objectives, we used the experimental and computing techniques defined in the chap-
ter 4 of [13], namely:
1. Experimental investigation techniques. Chi K. Tse.
2. Numerical investigation techniques. Soumitro Banerjee - Davic C. Hamill
3. Analytic and computing methods for stability analysis and bifurcation phenomena. Yasuaki
Kuroe.
The designed control strategy was based on quasi sliding mode, then it was necessary to calculate
a piecewise smooth flow. For this purpose direct numeric simulation was used.
An equally important research way of nonlinear phenomena consists of beginning with experi-
mentation. Experimental study plays the dual role of verifying and establishing certain nonlinear
phenomena in physical systems. With the use of oscilloscopes with memory and spectrum analyz-
ers we could do phase portraits to identify chaotic behavior and distinguish periodic behavior by
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the frequency spectrum inspection. Chi K. Tse in [21] described experimental techniques which
were used for calculating Poincaré maps and bifurcation diagrams. These also could be obtained
by Poincaré section method. In the experimental case we used a discrete model as Poincaré map,
using an impact map [22], where the states were observed with constant sample frequency. The
state variables that highlight much more bifurcation phenomena were selected. In [22] a method-
ology to obtain not only bifurcation diagrams but also basins of attraction with multiple attractors
has been presented.
For computing bifurcation diagrams, control parameters and voltage reference were varied. The
numerical analysis was complemented and validated with experiments.
From the pioneering work of E. Ott. C Grebogy and J.A. Yorke (OGY method for chaos con-
trol) [23], many strategies have been presented for the chaotic dynamic control in nonlinear sys-
tems [24, 25]. Some strategies are based on OGY method, where the control is achieved through
small perturbations of accessible parameter. An alternative method called TDAS [26] (Time-
Delayed Auto-synchronization), involves a control signal formed with the difference between cur-
rent state system and delayed state system by a period of the unstable orbit that is necessary to
stabilize. In [22] a TDAS variation named Extended TDAS (ETDAS) uses a linear combination of
system signals delayed by several periods of unstable orbit. Likewise, a method is described for
the bifurcation control of boundary collision using the state feedback technique (Pole placement).
In order to chaos control in the Three–phase loads the ZAD–FPIC control strategies were used in
the development of this thesis.
1.4. Results diffusion
The application of control techniques mentioned and some partial results have been presented in
various journals and academic events such as:
1. F. Hoyos, D. Burbano, F. Angulo, G. Olivar, J. Taborda, N. Toro, Effects of Quantization,
Delay and Internal Resistances in Digitally ZAD-controlled Buck Converter, International
Journal of Bifurcation and Chaos (IJBC), 2011. (Accepted in Sep 22 of 2011). Submission
IJBC-D-11-00151R1.
2. F. Hoyos, N. Toro, F. Angulo, Rapid Control Prototyping of a Permanent Magnet DC Motor
Using Non-linear Sliding Control ZAD and FPIC, 3rd IEEE Latin American Symposium on
Circuits and Systems (LASCAS 2012), Playa del Carmen, México, de Febrero 29 a Marzo
2 de 2012.
3. O. Trujillo, F. Hoyos, N. Toro, Design, Simulation and Experiment of a PID Using Rapid
Control Prototyping Techniques, VI Simposio Internacional sobre Calidad de la Energía
Eléctrica SICEL 2011, Asunción Paraguay, 2, 3 y 4 de Noviembre de 2011.
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4. N. Toro, Y. Garcés, E. Sanchez, F. Hoyos, Parameter estimation of linear induction motor
labvolt 8228-02, Congreso Anual, Asociación de México de Control Automático, Sede: In-
stituto Tecnológico de Saltillo (ITS), Coahuila, México, del 5 al 7 de Octubre de 2011.
5. F. Hoyos, N. Toro, F. Angulo, Adaptive Control for Permanent Magnet DC Motor Using
ZAD-FPIC. In processing for: IEEE Transactions on Power Electronics, 2012.
6. F. Hoyos, F. Angulo, N. Toro, A. Rincón, Adaptive Control for Buck Converter Using ZAD-
FPIC: Bifurcations Analysis. In processing for: IEEE Transactions on Circuits and Systems
I-Regular Papers, 2012.
7. F. Hoyos, F. Angulo, N. Toro, ZAD and FPIC Switching mode control Vs SMC and PID
controllers in a DC-DC buck converter.In processing for: IEEE Transaction on Power Elec-
tronics.
In this paper the sliding mode control(SMC), PID and ZAD (Zero Average Dynamic) strate-
gies are applied to an electronic DC–DC power converter. Time behaviour for each controller
is shown for numerical solution and experimental realization.The results in SMC and PID
are contrasted with a ZAD controller combined with a recent developed strategy named
FPIC (Fixed Point Induction Control). From a practical point of view, ZAD–FPIC technique
has advantages no exhibited by PID and SMC working with sample and hold. These ad-
vantages have been corroborated experimentally. These designs have been tested in a RCP




2.1. Previous results in modeling, control and nonlinear
analysis of RIMs and LIMs
The regulation problem for rotary induction motor (RIM) starts from the pioneering work of
Blaschke [27], the field oriented control (FOC) has become a classical technique for induction
motor control but, more recently, various nonlinear control design approaches have been applied
to induction motors to improve their performance. Among the various approaches, we recall adap-
tive input/output linearization [2], adaptive backstepping [4], sliding modes [3,5,6], just to mention
a few. With respect to the regulation theory, there are few works related to the regulation or sliding
mode regulation of Linear induction motors . All these approaches require full state measurement.
Since secondary (linoric) flux is not usually measurable, some researchers have bypassed the prob-
lem using flux observers [14, 28, 29].
With respect to the sampling of the RIM dynamics, Ortega and Taoutaou [30], in an effort for
implementing a FOC with digital devices and to provide stability analysis, they derive an ex-
act discrete-time representation of a current-fed rotary induction motor model, that is a third or-
der model, using state deffeomorphism. Based on the results presented in [30], Loukianov and
Rivera [10] derived an approximated voltage-fed sampled-data model (fifth-order) where a sliding
mode block control was designed.
There are no works in sampling LIMs dynamics therefore, it is of great significance to investigate
an exact sampled-data representation of the full Linear induction motor dynamics (fifth order mod-
el) and to design exact discrete-time sliding mode controllers.
Rong-Jong Wai and Wei-Kuo Liu in [14] describe a nonlinear control strategy to control a LIM
servo drive for periodic motion based on the concept of the nonlinear state feedback theory and
optimal technique, which is compose of an adaptive optimal control system and sliding-mode flux
observation system. The control and estimation methodologies are derived in the sense of Lya-
punov theorem so that the stability of the control system can be guaranteed. The sliding-mode flux
observation system is implemented using a digital signal processor with a high sampling rate to
make it possible to achieve good dynamics.
Ezio F. Da Silva et al in [31] and [15] present a mathematical model that describes the dynam-
ic behavior of a LIM , divided into two portions. The first part represents the model dynamic of
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conventional induction without the end effects while the second portion describes the attenuation
caused by the end effects on LIM.
In [32] V.H. Benítez et al present a method to control a LIM using dynamic neural networks. They
propose a neural identifier of triangle form and design a reduced order observer in order to estimate
the secondary fluxes. A sliding mode control is devepoed to track velocity and flux magnitude.
In the nonlinear dynamics study area there are some facts that have contributed in its theoretical
and numeric analysis develop. The history of chaotic dynamics can be traced back to the work
of Henri Poincaré on celestial mechanics around 1900. [13]. Chaotic effects in electronic circuits
were first noted by Van der Pol in 1927 [33]. However, the first inkling that chaos might be im-
portant in a real physical system was given in 1963 by Lorenz [34], who discovered the extreme
sesitivity to initial conditions in a simplified computer model of atmospheric convection. At begin-
ning this work was unknown, but later it becomes so important like the born of a new science [35].
Li and Yorke first used the term chaos in their 1975 paper "Period three implies chaos" [36]. Hamil,
Banerjee and Verghese do a complete historical review of nonlinear dynamics and chaos study in
power electronics [13] until 2000 and M. di Bernardo et al. in [16] complete that review and show
the advances in chaotic and bifurcation behavior in piece-wise smooth systems until middle of
2006.
Nonlinear dynamics analysis in Rotary induction motors (RIMs) is in I. Nagy and Z. Sütö, [9]
work. The main objective of their study is to show the most characteristic bifurcation phenomena
in order to prepare the ground for finding ways of locking the trajectory to periodic orbit or in-
ducing chaos under certain conditions.Y. Kuroe [37] do an analysis of stability and bifurcation in
power electronic rotary induction motor drive systems. Finally T. Asakura et al in [7] verify the
existence of chaotic motion in the velocity control of RIM and find the generating conditions of
chaotic motion. In order to prevent the chaos occurrence, a chaos control method is proposed by
using the neural network controller.
Some techniques and methods showed before apply to RIMs and they will extend and adjust for
fitting to chaotic behavior and bifurcations analysis of LIMs.
2.2. Linear Induction Motor Modeling
2.2.1. Construction aspects of Linear Induction Motors
Linear induction machines are being actively investigated for use in high-speed ground transporta-
tion. Other applications including liquid metal pumps, magnetohydrodynamic power generation,
conveyors, cranes, baggage handling systems, as well as a variety of consumer applications have
contributed to an upsurge in interest in linear induction machines. Unfortunately, analysis of a lin-
ear induction machine (LIM) is complicated by the so-called end effect. In a conventional round-
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rotor induction motor the behavior of the machine need be calculated only over one pole pitch. The
solution for the remaining pole-pitches can then be simply obtained by symmetry. However, the
symmetry argument cannot be used for a linear machine since the electrical conditions change at
the entrance and exit. A more detailed analysis is required to adequately describe its behavior [12].
In principle, for each rotary induction motor (RIM) there is a linear motion counter-part. The
imaginary process of cutting and unrolling the rotary machine to obtain the linear induction motor
(LIM) is by now classic (Figure 2.1). The primary may now be shorter or larger than the secondary.
The shorter component will be the mover. In Figure 2.1 the primary is the mover. The primary may
be double sided (Figure 2.1d) or single sided (Figure 2.1 c, e). The secondary material is copper or
Figure 2.1: Cutting and unrolling process to obtain a LIM.
aluminum for the double-sided LIM and it may be aluminum (copper) on solid iron for the single-
sided LIM. Alternatively, a ladder conductor secondary placed in the slots of a laminated core may
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be used, as for cage rotor RIMs (Figure 2.1c). This latter case is typical for short travel (up to a
few meters) and low speed (below 3 m/s) applications.






The number of pole pairs does not influence the ideal no-load linear speed. Incidentally, the pe-
ripheral ideal no-load speed in RIMs has the same formula 2.1 where τ is the pole pitch (the spatial
semiperiod of the travelling field) [38].
2.2.2. LIM Model without end effect and considering attraction force
The dynamic model of the LIM is modified from the traditional model of three-phase, Y-connected
rotatory induction motor in d − q stationary reference frame and can be described, without end












































































where v is the mover linear velocity; λdr and λqr are the d-axis and q-axis secondary flux; ids and









is the leakage coefficient; Kf = 32
πLm
τLr
is the force constant; Rs is the winding resistance per phase; Rr is the secondary resistance per
phase referred primary; Lm is the magnetizing inductance per phase; Lr is the secondary induc-
tance per phase referred primary; Ls is the primary inductance per phase; FL is the external force
disturbance; M is the total mass of the mover; B is the viscous friction and iron-loss coefficient
and τ is the pole pitch.
Changing the notation in order to distinguish a stationary reference frame model we obtain an
"α−β model". We change the index d and q by α and β respectively, and we omit the primary and
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secondary indexes because the voltages and currents are with respect to primary and the fluxes are












































































The discrete time model of LIM is obtained by the continuous time model solution. To over-
come this problem the continuous time model is divided in a current-fed linear induction motor
third-order model, where the current inputs are considered as pseudo-inputs, and a second-order
subsystem that only models the currents of the primary with voltages as inputs. The current-fed
model is exactly discretized by solving the set of differential equations and the other subsystem is
discretized by a first-order Taylor series.






























































































































where x is the mover linear displacement.




































The first equation in 2.7 is in form 2.8
dY (t)
dt
+ αY = αLmX (2.8)




+ αeαtY = αeαtLmX (2.9)
Integrating 2.9 and considering that input X = X(t0) is always constant during the integration
interval time [t0, t] it yields to
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with α = 1
Tr
the first equation in 2.7 solution is
Y (t) = e−
1
Tr



















































Integrating 2.13 and considering that input X = X(t0) is always constant during the integration




























To solve the integral in 2.14, where h is a dummy integration variable, it uses 2.10 with α = B
M




































Solution to bilinear model system 2.7 were found from an initial time t0 to an arbitrary time t.
Y (t) = e−
1
Tr
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In a general form, the initial time is to = kT and states are found in a (k + 1)T time. In discrete
time systems T is sample time.
Defining a common notation
xk ≡ x(kT )
xk+1 ≡ x((k + 1)T )





























































System 2.18 is a discrete-time version of 2.5 transformed (with position mover added), for come-












































































































































To discretize current’s differential equations we use the backward difference method [40] and




















































































































Discrete time model Simulation results are shown in Figure 2.2 refereed to axis α.
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(a) Mover velocity of LIM (b) β-Axis Voltage input
(c) β-axis Continuos and discrete time currents (d) β-axis Continuos and discrete time fluxes
Figure 2.2: Mover velocity, voltage, currents and fluxes resulting from the model simulation using
ODE45 function of Matlabr, in the continuos case, and discrete Time model of LIM
2.20
2.2.3. LIM Model taking into account attraction force and
end-effects
The dynamic model of the linear induction motor is analyzed by using the d − q model of the
equivalent electrical circuit with end effects included [15, 29]. The q-axis equivalent circuit of the
LIM is identical to the q-axis equivalent circuit of the induction motor (RIM), i.e. the parameters
do not vary with the end effects. However, the d-axis entry linoric currents affect the air gap flux
by decreasing λdr. Therefore, the d-axis equivalent circuit of the RIM cannot be used in the LIM
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analysis when the end effects are considered [29].
Figure 2.3: Linor currents at the entry and exit ends for given velocity.
The end effects are not very noticeable in conventional induction motors. On the other hand, in
LIM, these effects become increasingly relevant with the increase in the relative velocity between
the primary and the linor. Therefore, the end effects will be analyzed as a function of the LIM’s
velocity [41]. The end effects behave differently at the entry and exit ends of the LIM. The currents
induced in the linor at the entry end decay more slowly than at the exit end, due to its larger time
constant.
Equivalent Circuit for LIM
Figure 2.4(a) shows a conceptual construccion of LIM. When the primary moves, the linor is con-
tinuously replaced by a new linoric region. This new linoric region tends to oppose to the sudden
increase in the penetration of the magnetization flux allowing a gradual accumulation of the mag-
netization field density in the air gap. The arising of a new linoric region and its influence in the
magnetic field modifies the LIM performance when compared to the traditional rotary induction
motor (RIM) [29]. Such flux variation along the motor length is illustrated in Figure 2.4(c)
As the primary coil set of the LIM moves, a new field penetrates into the reaction rail in the entry
area, whereas the existing field disappears at the exit area of the primary core. Both generation and
disappearance of the fields create the eddy current in the reaction rail. The eddy current in the entry
grows very rapidly to mirror the primary current, nullifying the primary MMF and reducing the
flux to nearly zero at entry [42]. On the other hand, the eddy current at the exit generates a kind of
wake field, dragging the moving motion of the primary core. The rise and decay of the secondary
eddy current are controlled by the sheet leakage time constant Tlr = Llr/Rr and total secondary
time constant Tr = Lr/Rr respectively [42]. Since Tlr is small compared with Tr the eddy current
at the entry grows very rapidly to the primary current level, and then decay slowly (see Fig.2.4(b)).
Hereafter, we consider the problem of incorporating the end effects into an equivalent circuit mod-
el. Note from the previous argument that, the secondary eddy current generated by the end effect
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Figure 2.4: (a) Eddy current generation at the entry and exit of the air gap when the primary coil
moves with velocity v. (b) Polarity and decaying profile of the entry and exit eddy
currents. (c) Air gap flux profile. Taken from [29]
is in phase opposition to the primary current.
Since we align the reference frame with the reaction linor flux and call it d axis, it results in λqr = 0.
It should be noted that as far as λqr = 0 and λdr does not change, the end effect does not play any
role in equivalent circuit. Since iqε = −iqs the entry q axis eddy current keeps λqr = 0 within small
error bound. Hence, the q axis equivalent circuit is identical to the case of the RIM. However, the d
axis air gap flux is affected much by the eddy current since d axis entry eddy current, idε, reduces
λdr. Therefore, the d axis dynamic model of the RIM is not appropriate to that of the LIM.
Magnetizing Inductance Reflecting the End Effects
As the primary moves, the primary MMF seen by the rail will be reduced at the entry and be
reflected in the exit rail to maintain the air gap flux (continuity of flux). Specifically, the polarity of
the entry eddy current is opposite to that of the exit eddy current, since they are, in nature, opposing
to the generation and disappearance of the fields, respectively. Note that the entry eddy current has
a longer decaying time constant than the exit eddy current, since inductance is larger in the air gap
than in the open air. The profile of the eddy currents are plotted in Fig. 2.5 based on the normalized
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time scale [42].
Figure 2.5: (a) Effective air gap MMF and (b) eddy current profile in normalized time scale
Noting that the d axis entry eddy current decays with the time constant Tr, the average value of the







where Tv = D/v, and D, v are the motor length and velocity, respectively. Note that Tv = D/v
is the time taken for the motor to traverse a point. Since the travel distance over the period Tr is








Note that Q is dimensionless but represents the motor length on the normalized time scale. On this
basis, the motor length is clearly dependent on the motor velocity so that at zero velocity, the motor
length is infinitely long. As the velocity rises, the motor length will effectively shrink. Using 2.22,
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Therefore, the effective magnetizing current is reduced such that







However, the reduction in the magnetizing current due to the eddy current can be accounted by
modifying the magnetizing inductance such that





/Q [42]. As velocity tends to zero, L′m converges to Lm i.e., the LIM
dynamics becomes equivalent to the RIM dynamics as the end effect disappears. Fig. 2.5 shows
the effective air gap MMF and the eddy current profile in normalized time scale.
Equivalent Series Resistor Reflecting Rail Eddy Current Losses
When the entry and exit eddy currents circulate in the rail, ohmic loss will be produced by Rr.
























Following the method in [42], we also evaluate the losses due to the exit eddy current by the time
rate of change of the magnetic energy as it leaves the motor air gap. Note from 2.23 that the total
eddy current in the air gap is equal to ids(1 − e−Q). This current must be vanished at the exit rail
during Tv to satisfy the steady state condition in air gap flux. Hence, the loss due to the exit eddy
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Summing 2.27 and 2.28, the total ohmic losses due to eddy current in the rail is given by This
power loss can be represented as a serially connected resistor Rrf(Q) in the magnetizing current
branch. Fig. 2.6 shows the final proposed equivalent Duncan’s circuits in which the end effects of
the LIM are considered.
Figure 2.6: The LIM equivalent circuits taking into account the end effects.
Duncan´s circuit has been developed considering velocity and power loss. It supposes uniform
winding and materials, symmetric impedances per phase and equal mutual inductances. It´s based
on traditional model of three-phase, Y-connected rotatory induction motor whit linear magnetic
circuit in a synchronous reference system (superscript “ e ”) aligned with the linor flux. Also only
longitudinal end effects have been considered.
Duncan´s model has been adopted in order to obtain a space state representation both continuous-
time and discrete-time. Several techniques have been developed for non linear dynamics analysis
in the state space.
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Parameter Q, function f(Q), Magnetizing Inductance Reflecting the End Effects and Equivalent
Series Resistor Reflecting Rail Eddy Current Losses have been derived from circuit theory.
The Q factor is associated with the length of the primary, and to a certain degree, quantifies the





Note that the Q factor is inversely dependent on the velocity, i.e., for a zero velocity the Q factor
may be considered infinite, and the end effects may be ignored. As the velocity increases the end
effects increases , which causes a reduction of the LIM’s magnetization current. This effect may
be quantified in terms of the magnetization inductance with the equation:
L
′





The resistance in series with the inductance (L′m) in the magnetization branch of the equivalent
electrical circuit of the d-axis (Figure 2.6(a)), is determined in relation to the increase in losses oc-
curring with the increase of the currents induced at the entry and exit ends of the linor. These losses
may be represented as the product of the linor resistance Rr by the factor f(Q), ie, Rrf(Q). [31]
From the d− q equivalent circuit of the LIM (Figure 2.6), the primary and linor voltage equations
in a stationary reference system aligned with the linor flux are given by:
uds = Rsids +Rrf(Q)(ids + idr) +
dλds
dt
uqs = Rsiqs +
dλqs
dt














Due to the short-circuited secondary their voltages are zero, that is, udr = uqr = 0.
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The linkage fluxes are given by the following equations:
λds = Lsids + Lmidr − Lmf(Q)(ids + idr)
λqs = Lsiqs + Lmiqr
λdr = Lridr + Lmids − Lmf(Q)(ids + idr)
λqr = Lriqr + Lmiqs
(2.31)
To develop a state space LIM model from 2.30 and 2.31 is necessary to combine both equations.
Because q-axis equivalent circuit of the LIM is identical to the q-axis equivalent circuit of the






































The RIM electrical torque in an arbitrary reference frame is giving by [43], and modifying it with






[ω(λdsiqs − λqsids) + (ω − ωr)(λdriqr − λqridr)]






[λqridr − λdriqr] (2.32)
isolating idr from λdr in 2.31
idr =
λdr − Lm(1− f(Q))ids
Lr − Lmf(Q)
(2.33)
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Considering short-circuited linor circuit (udr = 0) and solving for dλdrdt gets
dλdr
dt
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substituting dλdr
dt













































[Rs +Rrf(Q)][Lr − Lmf(Q)]2 − Lm(Lr − Lm)2 df(Q)dt +RrLm[1− f(Q)][Lm − Lrf(Q)]
[LsLr − LsLmf(Q)− LrLmf(Q)− L2m + 2L2mf(Q)][Lmf(Q)− Lr]
ids
+
Lm(Lm − Lr)df(Q)dt −RrLm[1− f
2(Q)]










LsLr − LsLmf(Q)− LrLmf(Q)− L2m + 2L2mf(Q)
uds
(2.39)
Grouping the state equations and changing the index d and q by α and β respectively, and omitting
the primary and secondary (linor) indexes because the voltages and currents are with respect to
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[Rs +Rrf(Q)][Lr − Lmf(Q)]2 − Lm(Lr − Lm)2 df(Q)dt +RrLm[1− f(Q)][Lm − Lrf(Q)]
[LsLr − LsLmf(Q)− LrLmf(Q)− L2m + 2L2mf(Q)][Lmf(Q)− Lr]
iα
+
Lm(Lm − Lr)df(Q)dt −RrLm[1− f
2(Q)]



























































where v is the mover linear velocity; λα and λβ are the d-axis an q-axis secondary flux; iα and









is the leakage coefficient; Kf = 32
πLm
τLr
is the force constant; Rs is the winding resistance per phase; Rr is the secondary resistance per
phase referred primary; Lm is the magnetizing inductance per phase; Lr is the secondary induc-
tance per phase referred primary; Ls is the primary inductance per phase; FL is the external force
disturbance; M is the total mass of the mover; B is the viscous friction and iron-loss coefficient;
τ is the pole pitch; D is the primary length in meters; Q = DRr
Lrv
is a factor related to the primary




related to the losses in the magnetization branch.
To discretize the state LIM model with end effects we use the backward difference method [40] and
finally we obtain an approximate discrete time version of the LIM model 2.43 taking into account
end effects.


























[Rs +Rrf(Q)][Lr − Lmf(Q)]2 − Lm(Lr − Lm)2 ∆f(Q)T +RrLm[1− f(Q)][Lm − Lrf(Q)]
[LsLr − LsLmf(Q)− LrLmf(Q)− L2m + 2L2mf(Q)][Lmf(Q)− Lr]
Tiαk
+
Lm(Lm − Lr)∆f(Q)T −RrLm[1− f
2(Q)]





































































xk+1 =xk + vkT
(2.41)
where vk = v(kT ) is the mover linear velocity; λαk = λα(kT ) and λ
β
k = λβ(kT ) are the d-axis
an q-axis secondary flux; iαk = iα(kT ) and i
β
k = iβ(kT ) are the d-axis and q-axis primary current;
uαk = uα(kT ) and u
β









is the leakage coefficient; Kf = 32
πLm
τLr
is the force constant;
Rs is the winding resistance per phase; Rr is the secondary resistance per phase referred primary;
Lm is the magnetizing inductance per phase; Lr is the secondary inductance per phase referred
primary; Ls is the primary inductance per phase; FL is the external force disturbance; M is the
total mass of the mover; B is the viscous friction and iron-loss coefficient; τ is the pole pitch; D is
the primary length in meters; Q = DRr
Lrvk
is a factor related to the primary length, which quantifies
the end effects as a function of the speed; f(Q) = 1−e
−Q
Q
is the factor related to the losses in the





Figure 2.7 shows the end effects on mover velocity, fluxes and currents.
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(a) Mover velocity of LIM with and without end-
efeccts
(b) Velocity difference Vs mover velocity without
end-effects
(c) β-axis With and without end-effects currents (d) β-axis With and without end-effects fluxes
Figure 2.7: Mover velocity, velocity differences, currents and fluxes resulting from the model
simulation using ODE45 function of Matlab, taking into account end effects in model
of LIM 2.40 and without end-effects model 2.3.
2.2.4. LIM behavior
Figures 2.8, 2.9 and 2.10 show the system 2.40 behavior when the frequency of input voltage vary.
The steady state velocity is a periodic wave in all cases, but when the fed frequency is lower, higher
output frequency components appear. Phase portraits in Subfigures (b) and (c) of Figures 2.8,2.9
and 2.10 with attractive limit cycles are shown.
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(a) Mover velocity of LIM with
end-effects
(b) Phase portrait of mover ve-
locity Vs iα
(c) Phase portrait of λα Vs iα
Figure 2.8: LIM behavior with 30 Hz input frequency. Mover velocity and phase portraits of some
state variables.
(a) Mover velocity of LIM with
end-effects
(b) Phase portrait of mover ve-
locity Vs iα
(c) Phase portrait of λα Vs iα
Figure 2.9: LIM behavior with 60 Hz input frequency. Mover velocity and phase portraits of some
state variables.
2.3. Analysis of Stability and Bifurcation in Power
Electronic LIM Drive System
Adjustable speed control of LIM with the use of variable-frequency power source using PWM
inverters will be used in the analysis of stability and chaotic behavior in LIM dynamics. We will
use the computer–aided methods which explained in subsection 1.3. First we will derive the math-
ematical model of the system and we will investigate the stability properties of their nominal
steady-states solutions. Next the Poincaré map will be defined in terms of the periodicity of the
solutions and their stability will be investigated from the point of view of bifurcation phenome-
na. Bifurcations occur in the system depending on the driver and load conditions and bifurcations
values will be determined by method described in Section 4.5.6 of [13].
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(a) Mover velocity of LIM with
end-effects
(b) Phase portrait of mover ve-
locity Vs iα
(c) Phase portrait of λα Vs iα
Figure 2.10: LIM behavior with 120 Hz input frequency. Mover velocity and phase portraits of
some state variables.
2.3.1. Model of Power Electronic LIM Drive System
Figure 2.11 shows a schematic diagram of the power electronic LIM Drive System that we will
study. The system comprises a rectifier with filter, an inverter, a three phase LIM, and mechanical
load. The induction motor is supplied power through three symmetrical a, b, c primary windings.
The secondary windings are short circuited and only two phases, α and β, are shown for conve-
nience.
Figure 2.11: Power electronic LIM drive system
Model of LIM
The discrete time LIM model (2.42) is obtained by the continuous time LIM Model solution,
without end effects. For discrete time LIM modeling taking into account end effects we will use
Runge-Kutta method [44] (because an analytic solution is not possible). In both cases the model is
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[Rs +Rrf(Q)][Lr − Lmf(Q)]2 − Lm(Lr − Lm)2 ∆f(Q)T +RrLm[1− f(Q)][Lm − Lrf(Q)]
[LsLr − LsLmf(Q)− LrLmf(Q)− L2m + 2L2mf(Q)][Lmf(Q)− Lr]
Tiαk
+
Lm(Lm − Lr)∆f(Q)T −RrLm[1− f
2(Q)]





































































xk+1 =xk + vkT
(2.43)
32 2 Theoretical Framework
Model of Inverter
We assume that the inverter in Figure 2.11 is the voltage-controlled type and lossless. Such inverter






where vDC is the voltage across the capacitor CF of the filter. The functions sa(t), sb(t) and sc(t)
represent the characteristics of inverters. They are usually given to be balanced and periodic with
period Te = 2π/we, and are given by















sa(t) + sb(t) + sc(t) = 0
where fe = 1/Te corresponds to the drive frequency of the inverter.
























and its inverse is
C−1 =




π) −sin(θe + 23π) 1
 (2.47)
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Line to line voltages are (see Figure 2.11):
Vab = VDC(S1 − S2)
Vbc = VDC(S2 − S3)
Vca = VDC(S3 − S1)
(2.48)
with
S4 = 1− S1
S5 = 1− S2
S6 = 1− S3
and
Si ∈ {0, 1}
for i = 1 . . . 6
Motor phase voltages can be calculated by:
va(t) = −(1/3)(Vca − Vab)
vb(t) = −(1/3)(Vab − Vbc)
vc(t) = −(1/3)(Vbc − Vca)
(2.49)
Substituting 2.48 in 2.49 we obtain:
va(t) = −(1/3)VDC(−2S1 + S2 + S3)
vb(t) = −(1/3)VDC(S1 − 2S2 + S3)



































Substituting 2.51 and 2.46 in 2.45, when axis α is aligned with axis a (θe = 0), LIM primary






































We will use a pulse-width-modulated inverter. In this inverter, the dc input voltage is essentially
constant in magnitude (VDC), therefore the inverter must control the magnitude and frequency of
the ac output voltages. This is achieved by PWM of the inverter switches [45].
There are various schemes to pulse-width modulate the inverter switches in order to shape the out-
put ac voltages to be as close to a sine wave as possible. We will use a SVPWM (Space Vector
Pulse-Width Modulation) scheme.
Table 2.1: Space Vector Modulation Inverter States
Step S3 S2 S1 Vab Vbc Vca Va Vb Vc Vd Vq Vector
- 0 0 0 0 0 0 0 0 0 0 0 U(000)
1 0 0 1 VDC 0 −VDC 2VDC/3 −VDC/3 −VDC/3 2VDC/3 0 U0
2 0 1 1 0 VDC −VDC VDC/3 VDC/3 −2VDC/3 VDC/3 VDC/
√
3 U60
3 0 1 0 −VDC VDC 0 −VDC/3 2VDC/3 −VDC/3 −VDC/3 VDC/
√
3 U120
4 1 1 0 −VDC 0 VDC −2VDC/3 VDC/3 VDC/3 −2VDC/3 0 U180
5 1 0 0 0 −VDC VDC −VDC/3 −VDC/3 2VDC/3 −VDC/3 −VDC/
√
3 U240
6 1 0 1 VDC −VDC 0 VDC/3 −2VDC/3 VDC/3 VDC/3 −VDC/
√
3 U300
- 1 1 1 0 0 0 VDC VDC VDC 0 0 U(111)
Each one of the three inverter outputs can be in one of two states. The inverter output can be either
connected to the + bus rail or the – bus rail, which allows for 23 = 8 possible states that the output
can be in (see Table 2,1). The two states where all three outputs are connected to either the + bus
or the – bus are considered null states because there is no line-to-line voltage across any of the
phases. These are plotted at the origin of the SVM Star (Figure 2.12). The remaining six states are
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represented as vectors with 60 degree rotation between each state, as shown in Figure 2.12
.
Figure 2.12: Space Vector Modulation (SVM)
To generate a balanced sinusoidal set of three-phase motor voltages the logical sequence step1...step6
is cycling. The logical sequence may be started in any step.
Figure 2.13: Logical sequence step1...step6
The process of SVPWM allows the representation of any resultant vector by the sum of the com-
ponents of two adjacent vectors. In Figure 2.14 UOUT is the desired resultant. It lies in the sector
between U60 and U0. If during a given PWM period T U0 is the output for T1/T and U60 is output
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for T2/T, the average for the period will be UOUT
.
Figure 2.14: Average Space Vector Modulation
Since T1 + T2 < T (if there is not over modulation), during the remaining time the null vectors are
output (See Figure 2.15).
Figure 2.15: PWM for period T
The PWM device will be configured for center aligned PWM. Which forces symmetry about the
center of the period. This configuration produces two pulses line-to-line during each period. The ef-
fective switching frequency is doubled, reducing the ripple current while not increasing the switch-
ing losses in the power device. The Figure 2.16 shows the effect described before.
The values for T1 and T2 can be extracted with no extra calculations by using a modified inverse
Clarke transformation, where vd and vq are swaped compared to the normal inverse Clarke.
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(a) PWM1 and PWM3 pulses
(b) Line to line pulses


















By reversing vd and vq, a reference axis is generated that is shifted by 30 degrees from the SVM
star. As a result, for each of the six segments one axis is exactly opposite to that segment and the
other two axis symmetrically bound the segment (Figure 2.17(a)). The values of the vector com-
ponents along those two bounding axis are equal T1 and T2. [46]
SVM sectors can be determinate by the Vr1, Vr2 and Vr3 values. Then dPWM1, dPWM2 and
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(a) SVM star and Vr1, Vr2 and Vr3
Vectors
(b) Vr1, Vr2 and Vr3 Signals
Figure 2.17: Modified Inverse Clarke Transform.
dPWM3 duty cycles can be calculated for each sector. In table 2.2 T0 = (T − T1 − T2)/2,
Tb = T0 + T2 and Ta = Tb + T1.
Table 2.2: PWMs duty cycle
Sector Vr Values T1 T2 dPWM1 dPWM2 dPWM3
00 − 600 Vr1 ≥ 0 and Vr2 ≥ 0 Vr2T Vr1T Ta Tb T0
600 − 1200 Vr2 < 0 and Vr3 < 0 −Vr2T −Vr3T Tb Ta T0
1200 − 1800 Vr1 ≥ 0 and Vr3 ≥ 0 Vr1T Vr3T T0 Ta Tb
1800 − 2400 Vr1 < 0 and Vr2 < 0 −Vr1 −Vr2 T0 Tb Ta
2400 − 3000 Vr2 ≥ 0 and Vr3 ≥ 0 Vr3 Vr2 Tb T0 Ta
3000 − 00 Vr1 < 0 and Vr3 < 0 −Vr3 −Vr1 Ta T0 Tb
Let the state variable x be defined






k , vk, xk]
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(a) Sector 1 (0◦ to 60◦) (b) Sector 2 (60◦ to 120◦)
(c) Sector 3 (120◦ to 180◦) (d) Sector 4 (180◦ to 240◦)
(e) Sector 5 (240◦ to 300◦) (f) Sector 6 (300◦ to 360◦)
Figure 2.18: PWM periods for the sectors of SVM.
then the LIM drive system can be written in the following nonlinear non autonomous form:
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for discrete time model without end effects.



































































































for discrete time model taking into account end-effects.
2.3.2. Stability Analysis
Due to the periodicity of the functions sd(t) and sq(t), and considering load force FL constant the
system 2.55 has an periodic solution. As stated above, the stability of a periodic solution can be
investigated by introducing The Poincaré map appropriately and evaluating the eigenvalues of its
Jacobian matrix. This is denoted as DP (x∗0). The periodic solution x
∗(kT ) is asymptotically sta-
ble if all the eigenvalues of the Jacobian matrix DP (x∗0) are inside the unit circle on the complex
plane. The Jacobian matrix could be obtained by the use of the Newton-Raphson method (subsec-
tion 5.2.2).
2.4. ZAD and FPIC Control Strategies
The controller designed in the present work combines Zero Average Dynamics (ZAD) and Fixed
Point Inducting Controller (FPIC) strategies, which have been reported in [47–54].
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2.4.1. Zero Average Dynamic ZAD
ZAD control strategy: The application of Centered Pulse Width Modulation (CPWM) generates a
piecewise smooth surface.




s1 + (t− kT )ṡ+ if kT ≤ t ≤ t1
s2 + (t− kT + dk2 )ṡ− if t1 < t < t2
s3 + (t− kT + T + dk2 )ṡ+ if t2 ≤ (k + 1)T
(2.61)
The surface per phase can be approximated as a piecewise-linear function given by 2.61, where:
ṡ+ = ((ẋ− ẋref ) + ks1(ẍ− ẍref )) + ks2(
...
x − ...x ref )) + ks3(
....
x − ....x ref ))
∣∣∣
x=x(kT ),u=1
ṡ− = ((ẋ− ẋref ) + ks1(ẍ− ẍref )) + ks2(
...
x − ...x ref )) + ks3(
....
x − ....x ref )))
∣∣∣
x=x(kT ),u=−1
s1 = ((x− xref ) + ks1(ẋ− ẋref )) + ks2((ẋ− ẋref ) + ks3(
...







s3 = s1 + (T − dk)ṡ−
t1 = kT +
dk
2
t2 = kT + (T − dk2 )
t3 = (k + 1)T
(2.62)
with ks1 = KS
√
LC, ks2 = KS1LC, ks3 = KS2LC
√
LC are positive constants. Therefore, the
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zero average condition is
(k+1)T∫
kT
spwl(t)dt = 0 (2.63)
To find dk and satisfying zero average requirement, we solve equation (2.63) and obtain
Dk =
2s1(x(kT )) + T ṡ−(x(kT ))
ṡ−(x(kT ))− ṡ+(x(kT ))
(2.64)
The duty cycle is given by.
dk =

1 if Dk > T
Dk/T if 0 ≤ Dk ≤ T
0 if Dk < 0
(2.65)
We have experimentally measured and noticed that there is a period delay in the control action. In
this case, the control action is taken from the data acquired in the past sampling time, and then we
compute the duty cycle as:
dk =
2s1(x(k − 1)T ) + T ṡ−(x(k − 1)T )
ṡ−(x(k − 1)T )− ṡ+(x(k − 1)T )
(2.66)
2.4.2. Control of chaos with FPIC
Control of chaos, meaning suppression of the chaotic regime in a system by means of a small,
time-dependent parameter or input perturbation, has been subject of extensive investigation [55].
A method of control chaos was developed in [50]. It is named Fixed Point Induction Control
(FPIC). This technique showed great results with systems operating with time-delayed signals.
The method starts on previous knowledge of fixed point and based on it the control strategy is
designed. This control technique was first presented in [50] then tested numerically in [50,51], and
the first experimental results are shown in [54, 56].
FPIC Theorem Let a system described by a set of differential equations:
x (k + 1) = f (x (k)) (2.67)
Where x(t) ∈ <n and f : <n → <n. Suppose that there is a fixed point x∗, which is unstable
and corresponds to the orbit to be controlled, ie, x∗ = f (x∗). Let J = ∂f
∂x
the Jacobian of the
system evaluated at the fixed point, then as the system is unstable there is at least one i, such
that |λi (J)| > 1, where λ corresponds to the eigenvalues of the linearized system. Under these
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conditions, the equation:
x (k + 1) =
f (x (k)) +Nx∗
N + 1
(2.68)
Ensures stabilization of the fixed point for some N positive real.
Proof Initially it is worth to note that the equation (2.68) does not change the fixed point of





Where Jc is the Jacobian of the controlled system and J is the Jacobian of the uncontrolled sys-
tem. Therefore, a proper selection of N ensures stabilization of the equilibrium, since the values
of the controlled system will be the values of the original system, divided by the factor N + 1. A
straightforward way to compute N is through the Jury criterion.
Taking into account the strategies FPIC and ZAD, the new duty cycle is calculated as follow:
dk−FPIC =
dk(k) +N · d∗
N + 1
(2.70)
Where dk(k) is calculated as (2.66) and d∗ is duty cycle calculate in steady state (x1(kT ) = x1ref ).
The control chaos method described before is applied to Three–phase converter driven Three–
phase loads under study in this thesis.
3 Parameter Estimation of Induction
Motors
3.1. Introduction
In LIM, the air gap is very large compared with the RIMs. Further, the secondary part normally
does not have slotted structure. It is just made of aluminum and steel plates. Therefore, the effec-
tive air gap is larger than the physical air gap. High air gap makes a larger leakage inductance. It
leads to lower efficiency and lower power factor [57].
The Lab-Volt Model 8228-02 is a Single Side Linear Induction Motor (SLIM). The stator is com-
posed of a three-legged laminated iron core upon which are mounted three identical coils A, B, C.
Each coil has 500 turns of No. 21 AWG copper wire, with a tap at 300 turns.
The coils produce in each leg and corresponding salient pole, fluxes that are labeled φa, φb and
φc. These fluxes are created by the currents ia, ib and ic that flow in the respective windings; con-
sequently, the fluxes are 120o out of phase. This phase shift means that the fluxes attain their
maximum value at different times, separated by intervals of 1
3f
where f is the frequency of the
source. If the phase sequence is A-B-C, flux φb will attain its maximum value 13f seconds after φa.
Similarly, φc will reach its maximum value 13f s after φb. Then, the flux continually shifts from left
to right across the face of the salient poles. If two of the supply lines are interchanged, the phase
sequence will reverse, and the flux will shift from right to left across the poles.
Knowing the distance d between the center of the poles, we can calculate the speed at which the
flux moves. This is called the synchronous speed vs because it is directly related to the frequency
of the power supply. The synchronous speed is given by
vs = 3df (3.1)
in which,
vs = synchronous speed [m/s]
d = distance between poles [m]
f = frequency [Hz]
in the Model 8228, d = 0,061m.
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Figure 3.1: Experiment for LIM parameter identification.
3.2. Parameter Estimation of Linear Induction Motor
LabVolt 8228-02
The experiment is shown in Figure 3.1, where a DC motor is coupled to the LIM under test. DC
resistance test will be done to determine the value of Rs. The primary Inductance Ls will be cal-
culated by running the LIM at synchronous speed. The secondary parameters i.e. Llr and R′r will
be calculated by blocked-mover test.
There are five major components of the DSP-based electric-drives system, which will be used to
perform the experiment. They are as follows: 1) Motor coupling system, 2) Power Electronics
Drive Board, 3) Adjustable speed driver (ASD), 4) DSP based DS1104 R&D controller card and
CP 1104 I/O board and 5) MATLAB Simulink and Control-desk.
1. Motor coupling system: This system contains the LIM that needs to be characterized. The
system has a mechanical coupling arrangement to couple LIM and DC motors. The system
also has a linear encoder mounted which is used to measure the position and the speed of
the LIM. The motors demand controlled pulse-width-modulated (PWM) voltages to run at
controlled speed. The PWM voltages are generated by Power Electronics Drive Board and
Adjustable speed driver (briefed next); the voltage sources thus generated are connected to
the motor coupling system as shown in Figure 3.1.
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2. Power Electronics Drive Board: This board has the capability to generate two independent
PWM voltage sources (A1B1C1 and A2B2C2) from a constant DC voltage source. Hence
two machines can be controlled independently for independent control variables, at the same
time. This board also provides the motor phase currents, dc-bus voltage etc. In this experi-
ment we will use only one PWM voltage source (A2B2C2) to control the DC motor speed.
To generate the controlled PWM voltage source, this board requires various digital control
signals. These control signals dictates the magnitude of the PWM voltage source. They are
generated by the DS1104 R&D Controller board inside the computer.
3. Adjustable Speed Driver (ASD): This board has the capability to generate PWM voltage
source (UVW) from a 3-phase voltage source. Hence LIM can be controlled independently
for independent control variables. This board also provides the motor phase currents, dc-
bus voltage etc. To generate the controlled PWM voltage source, this board requires various
digital control signals. These control signals dictates the magnitude and phase of the PWM
voltage source. They are generated by the DS1104 R&D Controller board inside the com-
puter.
4. DS1104 R&D controller Board and CP 1104 I/O board: In each discrete-time-step, the
DS1104 controller board takes some action to generate the digital control signals. The type
of action is governed by what we have programmed in this board with the help of MATLAB-
Simulink real-time interface. This board monitors the input (i.e. motor current, speed, voltage
etc) with the help of CP1104 I/O board in each discrete-time step. Based on the inputs and the
variables that need to be controlled; it takes the programmed action to generate the controlled
digital signals. The CP1104 I/O board is an input-output interface board among the Power
Electronics Drive Board, Adjustable Speed Driver and DS1104 controller board. It takes the
motor current, dc-voltage etc. from the Power Electronics Drive Board and Adjustable Speed
Driver also, speed signal (from linear encoder) from motor coupling system, to the DS1104
controller board. In turn, the controlled digital signals supplied by DS1104 controller board
are taken to the Power Electronics Drive Board and Adjustable Speed Driver by CP1104.
5. MATLAB Simulink and Control-desk (Programming DS1104 and control in realtime):
Simulink is a software program with which one can do model-based design such as designing
a control system for a DC motor speed-control. The I/O ports of CP 1104 are accessible from
inside the Simulink library browser. Creating a program in Simulink and procedure to use
the I/O port of CP 1104 will be detailed in this experiment. When you build the Simulink
control-system (CTRL+B) by using real-time option, it implements the whole system inside
the DSP of DS1104 board, i.e. the controlsystem that is in software (Simulink) gets converted
into a real-time system on hardware (DS1104). Simulink generates a *.sdf file when you
build (CTRL+B) the control-system. This file gives access to the variables of controlsystem
(like reference speed, gain, tuning the controller etc) to separate software called Control-
desk. In this software a control panel (see Figure 3.9) can be created that can change the
variables of control-system in real time to communicate with DS1104 and hence change the
reference quantities such as the DC motor speed, LIM frequency, V/f ratio and LIM stroke
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limit (tope) by sliders or numeric entries.
3.2.1. Experiment Design
The system for the speed of a DC motor and velocity and position of the LIM is shown in Figure
3.1. The encoder signal (speed and position of LIM motor) is fed back to the DS1104 board via
CP 1104. The iv phase-current and dA duty cycle quantities are required to estimation of the LIM
parameters.
The real-time Simulink model is shown in Figure 3.2.
Figure 3.2: Simulink block-set for characterization of a LIM.
In this experiment, a Simulink model (*.mdl) of a two pole DC switch-mode power converter will
be built to control the voltage of the DC motor in real-time.
The two-pole switch-mode DC converter voltage is the difference between the individual pole-
voltages of the two switching power-poles (Figure 3.3). The average output voltage vab can range
from to + VDC and -VDC depending on the individual average pole voltages.
To achieve both positive and negative values of vab, a common-mode voltage equal in magnitude
to VDC/2 is injected in the individual pole-voltages. The pole-voltages are then given by:
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The above equations were implemented in Simulink. dA governs the duty cycle of the S1 switch
PWM and dB governs the duty cycle of the S2 switch PWM. Like was made earlier the PWM
device was configured for center aligned PWM which forces symmetry about the center of the pe-
riod. This configuration produces two pulses line-to-line during each period. The effective switch-
ing frequency is doubled, reducing the ripple current while not increasing the switching losses in
the Power Electronics Drive Board.
A three-phase balanced voltage source of variable-magnitude and frequency is required, to run the
linear induction motor at synchronous frequency. The duty ratios for the three poles A, B and C to



























; vm,C(t) = Vmcos(ωt− 4π/3)
(3.2)
Equations 3.3 are modified forms of equations 3.2 given in [1] which are suitable for real-time
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Figure 3.4: Variable magnitude DC voltage source.
implementation.
da(t) = 0,5 +
1
2




db(t) = 0,5 +
1
2
u[1]cos(u[2]− 2π/3); s→ Laplace Operator
dc(t) = 0,5 +
1
2
u[1]cos(u[2]− 4π/3); u[1] = Vm
Vdlim
(3.3)
There are various aspects to take into account in the experiment realization. One difficulty associat-
ed with the LIM is that due to the limit in the LIM stroke, is not easy to make a high speed no-load
condition which is needed for primary winding inductance estimation. To avoid such difficulty, we
are considering to apply a lower frequency than the nominal frequency, and move the LIM in back
and forth by DC motor at corresponding synchronous speed controlling its direction via the LIM
position. The function in Figure 3.6 allows the LIM movement between 0 cm and tope cm only.
To avoid sudden changes of reference speed in the motor a first order filter has been added (Figure
3.7). Sudden changes can cause high current peaks.
In order to measure the LIM position and velocity the speedmeasuredc2 simulink block was
made. The linear encoder has a resolution of 20µm per channel thus the linear position may be in
millimeters dividing the encoder counter value by 50. It has a two quadrature channels, thus the
accuracy is 5µm.
The control-desk panel for run the experiment is shown in Figure 3.9. The control-desk panel allow
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Figure 3.5: Three-phase variable magnitude and variable frequency source.
Figure 3.6: Sign Control of the LIM mover velocity via its position.
us to set the DC motor speed, LIM position limits and LIM frequency and monitors the duty cycles
and LIM velocity in real-time.
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Figure 3.7: first order filter to avoid sudden changes of reference speed in the motor.
Figure 3.8: LIM position and velocity measurement.
To achieve no-load condition the LIM is feed with a lower frequency than rather frequency and via
DC motor the system is moved at corresponding synchronous velocity.
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Figure 3.9: Control Desk Panel.
Since the secondary part of the LIM does not have slotted structure, the secondary leakage in-
ductance is much smaller than the primary leakage inductance. Because of this, many parameter
estimation methods of the RIM are not applicable to the LIM [58].
The mutual inductance Lm will be calculated by solving a third order polynomial which will be
derived from the total equivalent inductance [58]. Such method of obtaining Lm directly allow
us to calculate the leakage inductances of the primary and secondary windings separately and the
secondary resistance.
3.2.2. Primary Inductance and Resistance Estimation under
no-load test.
Primary resistance was estimated by DC current test. Applying constant line-line voltages Vuv,
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Primary resistance is the average of Rs1, Rs2 and Rs3
Rs = 1,6875Ω
In estimating the primary inductance Ls, the secondary circuit should be seen as little as possible.
To isolate the effects of the secondary circuit it is necessary to minimize the slip moving the LIM
at synchronous speed by the DC motor. Then the LIM load is reduced.
To reduce end effect, frequency f = ωe/2π needs to be selected less than 18 Hz, since end effect
is negligibly small for f < 18 Hz [59], [60].
Under no load or a low slip condition, we can obtain from the Figure 3.15 an approximate equation
such that
Vs = Rsis + jωeLsis


















S = P + jQ
where Ls = Lls + Lm, ωe is the electric angular frequency, P is the active power and Q is the
reactive power.
The experiment was made increasing the reference frequency for the linear induction machine (by
ref-Vel-LIM/Value slider in the Control-Desk panel) to 3 Hz, corresponding frequency of
the synchronous velocity, and slowly increasing the DC motor speed up-to LIM mechanical syn-
chronous velocity dictated by (3.1) (by ref-Vel-DC/Value slider in the Control-Desk panel),
we obtained the LIM performance depicted in Figure 3.10. The V/F ratio and LIM stroke limit was
settled in 300V/20Hz and 100cm respectively.
Taking the waveforms for dA and iv on the oscilloscope (Figure 3.11) we obtain the readings for the







360o = θ = 37,8o
The scaling factor for dA and iv are 10 and 0.125 respectively. Actual rms values of the phase
‘v’ voltage, phase ‘v’ current and the per phase reactive power drawn by the three-phase linear
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Figure 3.10: LIM mover velocity with no-load condition and Vs = 0,549m/s.
induction motor can be calculated as follows:








Q = vv,rmsiv,rmssinθ = 41,7852V AR
P = vv,rmsiv,rmscosθ = 53,8692V A
where cosθ is the displacement power factor, and d̃A,rms and ĩv,rms are measured on the scope.
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Figure 3.11: va and ia (Voltage and current) wave forms with no-load condition.
Then
Ls = 120,7256mH
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3.2.3. Estimation of Req and Leq
For obtaining the mutual Lm and secondary inductances Lr, a large current must flow through the
secondary circuit, i.e., current path through the secondary circuit must be dominant. To provide a
large current flow through the secondary circuit, the mover-locked test is used.
Figure 3.12: Equivalent circuit of a LIM at stanstill.
Since at standstill vx = 0 (mover velocity), the LIM equivalent circuit shown in Fig 3.12 can be
represented as a series – circuit, such that
Zeq = Req + jωeLeq (3.4)
where






















Req and Leq denote the total resistance and the total inductance and need to be estimated to obtain
the estimates of the secondary parameters.
The vs(t) voltage is obtained in the steady state, such that
vs(t) = Reqis(t) + jωeLeqis(t) (3.7)
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S = P + jQ
where ωe is the exiting angular frequency, P is the active power and Q is the reactive power.
The experiment was made increasing the reference frequency for the linear induction machine (by
ref-Vel-LIM/Value slider in the Control-Desk panel) to 30 Hz with the LIM mover locked.
The V/F ratio and LIM stroke limit was settled in 300V/60Hz and 100cm respectively. In the Figure






360o = θ = 64,8o
The vv,rms and iv,rms values are:








d̃A,rms and ĩv,rms are measured on the scope.
The active power is P = Reqi2srms = vsrmsisrmscosθ = 53V A, and the reactive power Q =
ωeLeqi
2
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Figure 3.13: va and ia (Voltage and current) wave forms in blocked-mover test.
3.2.4. Estimation of Lm, Lr and Rr from a Third-Order Polynomial
Utilizing the estimated values, we define δL = L̂s − Leq. We let β = Lm/Lr, which is unknown.
Choosing ωe high enough so that R2r  ω2eL2r , one can approximate (3.5) and (3.4) such that
Req ≈ Rs +
L2m
L2r
Rr = Rs + β
2Rr (3.10)
Leq ≈ Lls +
Lm
Lr
Llr = Lls + βLlr (3.11)
Since Ls = Lm + Lls, Lr = Lm + Llr and Leq ≈ Lls + βLlr, it follows that
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Lr =







Note that Lm is the only unknown value in the above definitions. Substituting (3.12), (3.13), (3.14),
and (3,15) into (3.6), we obtain a third-order polynomial for Lm, such that
L3m + AL
2
m +BLm + C = 0 (3.16)
where A = −(1 + β)δL/β − δL/(1 + β), B = 2δ2L/β, C = −δ3L/β(1 + β)− βδLR2r/ω2e(1 + β).
Note again that the coefficients A, B, and C are available with the methods suggested above. The
numerical solution of (3.16) is found by the solve function of MATLAB R©.
Once Lm is found, the estimates Lls, Llr, Lr, and Rr are obtained directly from (3.12)–(3.15),
respectively. Rr is an intermediate estimate needed for deriving polynomial (3.16). Based on the
estimates Lm and Lr, we have a more accurate estimation method for Rr than (3.15). Rearranging





(ωeLm)4 − (2ωeLr(Req −Rs))2
2(Req −Rs)
(3.17)
MATLAB R© code to solve the third order equation and recalculates Rr:
%Parameter estimation of LIM Lavolt 8228-02
%by Nicolás Toro García - Universidad Nacional










% Polynomial for Lm




















Rr, adj = 3,9444Ω
3.2.5. Estimation of Lm, Lr, and Rr from the equation system
Knowing that Ls = Lls + Lm, Lr = Llr + Lm and, substituting Lls and Llr into 3.6, the follow
equation system is obtained:





























Since Lm and Lr are unknown, β is also not known, it is around 0.95 in rotary induction motors,
and 0.9 in linear induction motors. Giving a value to β, between 0.9 and 0.95, the unknown vari-
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ables are Lm, Rr and Lr.
























































Lm is obtained putting Rr value in 3.21. Then we can get Lr from the third equation of 3.18 Then










Rr, adj = 9,1455Ω
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3.2.6. Estimation of Lm, Lr, Ls and Rr taking into account end
effects
The per-phase equivalent circuit of a three-phase Linear Induction Motor taking into account end
effects is shown in the Figure 3.14.
Figure 3.14: Per-phase equivalent circuit of a three-phase LIM with end effects.




= 2,93372Ω = Rcal
and
Lls + Lm(1− f(Q)) = 0,12072H = Lcal
From the locked mover and and no-load condition test and replacing Q = DRr
Lrv
and f(Q) = 1−e
−Q
Q
the system 3.23 is obtained.




































with Rs = 1,6875Ω, Req = 9,6200Ω, Leq = 0,1084721H , ωe = 2π30, D = 0,061m and
v = 0,549m/s.

























where a = Req −Rs, b = Leq − Lcal, c = Rcal −Rs. The unknown variables are Lm, Rr, and Lr.
To solution above equation the fminsearch Mtalb function was used. fminsearch finds the minimum
of a scalar function of several variables, starting at an initial estimate. This is generally referred to
as unconstrained nonlinear optimization. The Euclidian norm was used like error criterion. fmin-
search uses the Nelder-Mead simplex direct search method of [61]. This is a direct search method
that does not use numerical or analytic gradients.
Code for implicit function.
function y=impl2(x)
w = 30*2*3.141592; a = 7.9325; b = 0.1084721; c =1.246221;
d = 0.1207256; k = 0.061/(0.549);
y1=a-w^2*x(1)^2*x(2)/(x(2)^2+w^2*x(3)^2);




Commands to solution the implicit function.
fx=’impl’
x0=[10 10 10];







The current x satisfies the termination criteria using OPTIONS. TolX of 1.000000e-004 and




Value exitflag (EF) describes the exit condition. which means fminsearch converges to a solution x.
Errors of y1, y2 and y3.
[y1 y2 y3]=
1.0e-008*[0.044271431 0.519205586 -0.1001111416]
LIM paramters are Lm=, x(1), Rr= x(2) , and Lr=x(3). Ls can be obtained either second or
fourth equations of 3.23.
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3.3. Parameter Estimation of Induction Motor LEESON
model C4T34FB5B
Figure 3.15: Per-phase equivalent circuit of a three-phase induction motor.
In order to construct a simulation model in this section a three-phase RIM will be characterized to
determine the various parameters used in its per-phase equivalent circuit (Figure 3.15) by a DSP-
based electric-drives system.
The identification of rotary induction motor parameters will be performed via blocked rotor and
no load condition tests. The stator winding resistance will be determined by direct current test.
3.3.1. Determination of Rs:
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3.3.2. Determination of Ls:





where Ls = Lls + Lm, ωe is the electric angular frequency and Q is the reactive power.












































Figure 3.16: va and ia (Voltage and current) wave forms with no-load condition.
Taking the waveforms for vs(t) and is(t) (Figure 3.16) we obtain the readings for the rms values
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3.3.3. Determination of Lm, Lr and Rr:
For obtaining the magnetizing Lm and rotor Lr inductances and Rr rotor resistance, a large current
must flow through the rotor circuit, i.e., current path through the rotor circuit must be dominant.
To provide a large current flow through the secondary circuit, the rotor-blocked test is used.
Figure 3.17: Equivalent circuit of a RIM at standstill.
Since at standstill wmec = 0 (rotor velocity), the RIM equivalent circuit shown in Fig 3.17 can be
represented as a series – circuit, such that
Zeq = Req + jωeLeq (3.25)
where






















Req and Leq denote the total resistance and the total inductance and need to be estimated to obtain
the estimates of the rotor parameters.
For is(t) = Isin(ωet), the vs(t) voltage is obtained in the steady state, such that
vs(t) = Reqis(t) + jωeLeqis(t) (3.28)
Taking the waveforms for vs(t) and is(t) (Figure 3.18) we obtain the readings for the rms values
of these variables. Also we measure the phase difference between the two waveforms.
3.3 Parameter Estimation of Induction Motor LEESON model C4T34FB5B 69












































360o = θ = 47,52o
ωe = 377rad/s






S = P + jQ
P = vsrmsisrmscosθ = Reqi
2
srms
Q = vsrmsisrmssinθ = ωeLeqi
2
srms




Knowing that Ls = Lls + Lm, Lr = Llr + Lm and, substituting Lls and Llr into (3.27), the follow
equation system is obtained:
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β is not known, it is around 0.95 in rotary induction motors, and 0.9 in linear induction motors.
Giving a value to β = 0,95, the unknown variables are Lm, Rr and Lr.
























































Lm is obtained putting Rr value in (3.32). Then we can get Lr from the third equation of (3.29).
3.3.4. Determination of mechanical parameters:





= Tem −Bw − TL
The inertia J = 5,4783e − 0,04Kgm2 is given by the motor manufacturer. Without load TL = 0





The Figure 3.19 shows the experimental behaviour and simulated with w(0) = 3500rpm and
B
J
= 1/3,2. B is the friction coefficient.
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Figure 3.19: Rotor speed for free running of induction motor.










J = 0,00054783Kg −m2
B = 0,000171418N −m− s
A simulation model has been implemented in order to validate the identification process(Figure
3.20). In this simulation no load condition and standstill test were executed and the results obtained
are shown in Figure 3.21.




























































































Figure 3.20: Equivalent circuit model per-phase for simulation.














No load condition test experimental results














No load condition test simulated results
















Rotor blocked test experimental results
















Rotor blocked test simulated results
Figure 3.21: Stator currents of induction motor.




This chapter shows the behavior of a Three–phase power converter with resistive load, Rotary in-
duction motor (RIM) load and Linear Induction motor (LIM) load using a quasi-sliding control
technique for output voltage regulation and a novel control technique to control chaos. The con-
troller is designed using Zero Average Dynamic (ZAD) and Fixed Point Inducting Control (FPIC)
techniques. The designs have been tested in a Rapid Control Prototyping (RCP) system based on
Digital Signal Processing (DSP) for dSPACE platform. The results show that the phase voltage in
the load has sinusoidal performance when it is controlled with these techniques. The robustness
of the system is shown by bifurcation diagrams varying a control parameter. Experimental and
simulations results agree only when delay effects are considered in simulations. After this consid-
eration, numerical and experimental bifurcations diagrams agree both in stable zone as well as in
transition to chaos.
The converters use power electronics for efficient transformation and rational use of electricity
from generation sources to industrial and commercial use. It has been estimated that 90 % of elec-
trical energy is processed through power converters before the final use [62]. The power converters
must provide a certain level of output voltage, either in tasks regulation or tracking, and be able to
reject changes in load and primary supply voltage level. A complete and detailed analysis of the
operation and configuration of the different power converters can be found in [63], [45]. One of the
most desirable qualities in these devices is their efficiency in the performance by using switching
devices generating the desired output with low power consumption.
The use of the Digital Pulse–Width Modulation (DPWM) to control electronic power convert-
ers has increased, because of a number of potential advantages. Some of them are: low power
consumption, immunity to analog component variations, potentially faster design process, lower
sensitivity to parameter variations, programmability, reduction or elimination of external passive
components, calibration or protection algorithms, ability to interface with digital systems, possibil-
ity of implementing nonlinear control techniques and are much easier to implement the advanced
control algorithms such as estimation of parameters as mentioned in [64–66]. DPWM has also
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enabled practical applications of high frequency digital controllers for DC–DC converters [67].
Nevertheless, DPWM exhibits the following disadvantages: i). Quantization effects in state vari-
ables and in duty cycle can cause undesirable limit-cycle oscillations [68,69] or chaos [70]. Quan-
tization is due to Analog–to–Digital (AD) converter. In [68] the presence of steady-state limit
cycles in DPWM controlled converters are discussed and conditions on the control law and on the
quantization resolution for avoiding these oscillations are imposed. In [64] an approach to improve
dynamic responses of digitally controlled DC–DC converters using nonuniform quantization is
presented; ii). Delays in the controller produce instabilities. Indeed, digital controllers generally
present a poor processing speed and processing delays in the feedback loop, due to sampling fre-
quency, calculation time and the real time performance of the controller [71].
Liu et al [65] provides the minimum requirement of digital controller parameters: sampling time
and quantization resolution dimensions.
Parameter estimation is useful to estimate unknown varying parameters of converters [72–74]. Few
ZAD based controllers have used parameter estimation, e.g. [66, 75].
The controller designed in the present work combines Zero Average Dynamics (ZAD) and Fixed
Point Inducting Controller (FPIC) strategies, which have been reported in [47–54]. The design
corresponds to a three phase low power inverter (1500 W) with three phase resistive load using
a dSPACE platform. Numerical and experimental bifurcations are obtained for the ZAD-FPIC-
controller, by changing the parameter values. Numerical and experimentally obtained bifurcation
diagrams match. On the other hand, the development and application of the FPIC control tech-
nique are presented in [50, 52–54]. This technique allows the stabilization of unstable orbits in a
simple way. Recent advances in real-time implementation of ZAD-FPIC control techniques with
Recursive Least Square (RLS) estimator are reported in this work.
4.2. Three–phase Power Converter With Resistive Load
This section is organized as follows. Subsection 4.2.1 describes the proposed system. Subsection
4.2.2 describes the mathematical model of the system. Subsection 4.2.3 describes the control tech-
niques. Subsection 4.2.4 presents the obtained results, and finally, subsection 4.2.5 presents the
conclusion.
4.2.1. Proposed system
Figure 4.1 shows the block diagram of the system under study. This system is divided into two ma-
jor subgroups: hardware and software. Hardware includes electrical circuits and electronic devices,
and software includes signals acquisition and implementation of control techniques. Software is
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implemented on a dSPACE platform.
Figure 4.1: Block diagram of the proposed system
The hardware is composed of a Three–phase power converter with resistive load with rated power
1500 Watts, rated Volts 600 VDC, rated Amps 20 ADC. In the measure of variables υc (capacitor
voltage) series resistance were used and for measurement of iL (inductor currents) HX10P/SP2
current sensors were used. The converter switches were driven by PWM outputs of the controller
card,these signals are coupled via fast optocouplers (6N137).
The digital part is developed in the control and development card dSPACE DS1104, where ZAD
and FPIC control techniques are implemented. This card is programmed from Matlab/Simulink
platform and it has a graphical display interface called ControlDesk. The controllers are imple-
mented in Simulink and they are downloaded to the DSP. The sampling rate for all variables is set
to 6 kHz. The state variables υc, and iL are 12 bits; the duty cycle (d) is 10 bits. Parameters of buck
converter (C, L, rs, rL) and ZAD-FPIC–controller (KS , N , Fs, R) are entered to the control block
by the user, as constant parameters. KS is the bifurcation parameter. At each sampling time the
controller calculates in real time the duty cycle and the equivalent PWM signal to control switch.
4.2.2. Mathematical model
Figure 4.2 shows a basic diagram of the system. The buck power converter is used to feed the
resistive load. Equation (4.1) is obtained for the system model.
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S4 = 1− S1
S5 = 1− S2
S6 = 1− S3
4.2 Three–phase Power Converter With Resistive Load 77
and
Si ∈ {0, 1}
for i = 1 . . . 6
This equation can be expressed in a compact form as:
ẋ = Ax+BU (4.2)
Where the state variables are: vca := x1, iLa := x2, vcb := x3, iLb := x4, vcc := x5, and iLc := x6.
A is a block diagonal matrix, so that the system consists of three uncoupled subsystems that may
be treated independently. Figure 4.3 shows the equivalent circuit per phase.
Figure 4.3: Electrical circuit for the buck converter (equivalent circuit per phase )
Derivation of the discrete time iterative map of the converter
The inherent piecewise switched operation converters implies a multi-topological mode in which
one particular circuit topology describes the system for a particular interval of time. The first step
in the analysis of multi-topological circuit is to write down the state equations which describe
the individual switched circuits. For converters operating in continuous conduction mode, two
switched circuits can be identified. When the switch is ON, it is described by equation (4.3); when
















































The state variables are the capacitor voltage (υc) and the inductor current (iL). These equations
can be expressed in a compact from as ẋ = Ax + Bu with x1 = υc and x2 = iL. The converter
power supply is denoted by E and depending on the control pulse voltage E or −E is injected to
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Figure 4.4: Centered PWM.
the system through PWM signal.
Only considering continuous conduction mode (CCM) and according to centered PWM (Figure
4.4), the control signal is defined as follows:
u =

1 si kT ≤ t ≤ kT + dT/2
−1 si kT + dT/2 < t < kT + T − dT/2
1 si kT + T − dT/2 < t < kT + T
(4.5)
The solution of the system (4.3) for kT < t < (kT + dT/2) is given by
x(t) = eA(t−kT )x(kT )− A−1[I − eA(t−kT )]B
The solution of the system (4.4) for (kT + dT/2) < t < (kT + T − dT/2) is given by
x(t) = eA(t−(kT+dT/2))x(kT + dT/2) + A−1[I − eA(t−(kT+dT/2))]B
where
x(kT + dT/2) = eA(dT/2)x(kT )− A−1[I − eA(dT/2)]B.
The solution of the system (4.3) for (kT + T − dT/2) < t < (kT + T ) is given by
x(t) = eA(t−(kT+T−dT/2))x(kT + T − dT/2)− A−1[I − eA(t−(kT+T−dT/2))]B
where
x(kT + T − dT/2) = eA(T−dT )x(kT + dT/2) + A−1[I − eA(T−dT )]B.
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The general solution of the system for kT < t < (kT + T ) is given by
x((k + 1)T ) = eATx(kT ) + [2eA(dT/2) − 2eA(T−dT/2) + eAT − I]A−1B (4.6)
where k represents the k-th iteration, T is the sampling period and d is the duty cycle.
Equation (4.6) is the discrete-time state equation for the buck converter. In much of the literature,
the terms iterative map, iterative function and Poincaré map have been used synonymically with
discrete-time state equation.
In that follows, the computation of the duty cycle is presented.
4.2.3. Control strategies
The control strategies presented in this section are developed for the per phase equivalent circuit.
So for the three phase system the control must be applied for each phase independently taking
into account that the reference voltage will be phase shifted according to the corresponding circuit
phase.
ZAD control strategy
As reported in [48,50,51], one of the possibilities for computing the duty cycle is to define a surface




s1 + (t− kT )ṡ+ if kT ≤ t ≤ t1
s2 + (t− kT + dk2 )ṡ− if t1 < t < t2
s3 + (t− kT + T + dk2 )ṡ+ if t2 ≤ (k + 1)T
(4.7)
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where
ṡ+ = ((ẋ1 − ẋref ) + ks(ẍ1 − ẍref ))
∣∣∣
x=x(kT ),u=1
ṡ− = ((ẋ1 − ẋref ) + ks(ẍ1 − ẍref ))
∣∣∣
x=x(kT ),u=−1







s3 = s1 + (T − dk)ṡ2
t1 = kT +
dk
2
t2 = kT + (T − dk2 )
t3 = (k + 1)T
(4.8)
with ks = Ks ∗
√
LC a positive constant.
The dk satisfying zero average requirement is:
Dk =
2s1(x(kT )) + T ṡ−(x(kT ))
ṡ−(x(kT ))− ṡ+(x(kT ))
(4.9)
From (4.3), (4.4) and (4.8) we obtain
s1(kT ) = (1 + aks)x1(kT ) + bksx2(kT )− x1ref − ksẋ1ref
ṡ+(kT ) = (a+ a
2ks + bcks)x1(kT ) + (b+ abks + bdks)x2(kT ) + bks
E
L
− ẋ1ref − ksẍ1ref
ṡ−(kT ) = (a+ a
2ks + bcks)x1(kT ) + (b+ abks + bdks)x2(kT )− bks EL − ẋ1ref − ksẍ1ref
(4.10)
with a = − 1
RC
, b = 1
C
, c = − 1
L
, d = − (rs+rL )
L
.
The duty cycle is given by.
dk =

1 if Dk > T
Dk/T if 0 ≤ Dk ≤ T
0 if Dk < 0
(4.11)
We have experimentally measured and noticed that there is a period delay in the control action. In
this case, the control action is taken from the data acquired in the past sampling time, and then we
compute the duty cycle as:
dk =
2s1(x(k − 1)T ) + T ṡ−(x(k − 1)T )
ṡ−(x(k − 1)T )− ṡ+(x(k − 1)T )
(4.12)
To apply this technique we need to measure the states at the beginning of each sampling time. For
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Table 4.1: Parameters for simulation and experiment
Parameter Value
rs: Internal resistance of the source 4 Ω
E: Input voltage 40 V
L: Inductance 1,6 mH
rL: Internal resistance of the inductor 0,9 Ω
C: Capacitance 368 µF
N : FPIC control parameter 7
Fc: Switching frequency 4 kHz
Fs: Sampling frequency 4 kHz
1T_p: 1 Delay time 0,25 ms
KS: Control parameters 5
doing this, we carry out a synchronization between the measured signals and the start of the PWM.
This synchronization is performed using a trigger signal obtained from the PWM, which gives the
command to ADC converter for reading υc and iL. On the other hand, we need to know the values
of the parameters L, C, rs, rL . In this case, we suppose that these parameters will be constant and
measurable. The load R may be unknown and in this case must be estimated.
Taking into account the strategies FPIC and ZAD, the new duty cycle is calculated as follow:
dk−FPIC =
dk(k) +N · d∗
N + 1
(4.13)














+ (rs + rL)C)ẋ1ref + LCẍ1ref ]
2E
(4.14)
4.2.4. Numerical and experimental results
In this section numerical and experimental results are shown using KS and N as bifurcation pa-
rameters, in addition the system behaviour under frequency and voltage amplitude variations are
illustrated graphically. Parameter values used in simulations and experiments are listed in table
4.1, initially the reference voltage has a peak of 32V and 40Hz of frequency. For the simulation in
SIMULINK model the fixed step size (fundamental sample time) in configuration parameter was
setting in 1/(4Fs).
Figures 4.5 and 4.6 show the experimental behaviour for the Three–phase power converter using
same parameters and controller but different initial conditions. References Voltages for phases a,
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b, c (red signals); phase voltages (va, vb, vc) and phase currents (ia, ib)(blue signals) are shown in
these Figures.
In Figure 4.5 the system exhibits a periodic solution and in Figure 4.6 a chaotic solution. This fact
shows the coexistence of attractors or solutions in the system. When the solution is periodic the
controlled voltage follows the voltage reference by the control action unlike the chaotic solution
where the output voltage is lower than reference and it has a irregular fashion, in this regime the
phase currents have a higher peak. Some times the system toggles between two solutions while it
is running, this happens when the solution is near of the border of two regions of attraction.
Figure 4.5: Periodic Solution for the Three–phase converter with resistive load.
The results obtained in simulation and experiment for periodic solution are shown in Figure 4.7.
The simulation was executed taking into account a 3T (0,75ms) delay in the duty cycle applica-
tion. Under this condition simulation and experimental results match. Controlled voltage vc follows
reference voltage for all phases with a maximum error of 2v.
Figure 4.8 shows the bifurcation diagrams for the output error and duty cycle of controlled sys-
tem with KS and N like bifurcation parameters, obtained via model simulation using simulink of
Matlabr. ForKS = 1,5 withN = 2 andN = 1,5 withKS = 3 the system presents a qualitatively
behaviour change. Before KS = 1,5 and N = 1,5 the system is chaotic regime and after is stable
regime. For constructing these diagrams, the simulation was running for 3 periods of reference
voltage and last 15 samples of output error are taken with initial conditions equal zero and a delay
in duty cycle application of 3T.
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Figure 4.6: Chaotic Solution for the Three–phase converter with resistive load.
Figure 4.7: Experimental and simulation results for Three–phase converter with resistive load.
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(a) Bifurcation Diagram with
N = 2
(b) Bifurcation Diagram with
Ks = 3
(c) Bifurcation Diagram with
N = 2
Figure 4.8: Error in voltage, with ks and N like bifurcation parameters, and error in duty cycle for
phase a resulting from the model simulation using simulink of Matlabr of Three–
phase converter with resistive load.
In next the results of experiments are shown for buck power converter behaviour when the voltage
reference and voltage level vary.
(a) vc Bifurcation Diagram (b) ia Bifurcation Diagram (c) Duty cycle Bifurcation Di-
agram
Figure 4.9: vc voltage, ia current and duty cycle experimental bifurcation diagrams with ks like
bifurcation parameter of three phasic converter with resistive load.
Figure 4.9 shows the bifurcation diagrams for the output error and duty cycle of controlled system
with KS and N like bifurcation parameters, obtained experimentally. For KS3 the system presents
a qualitatively behaviour change. Before KS = 3 the system is chaotic regime and after is stable
regime. For constructing these diagrams, the experiment was running for 2 seconds for each value
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of Ks and samples were acquired every 50 milliseconds.
(a) va Bifurcation Diagram (b) ia Bifurcation Diagram (c) Duty cycle Bifurcation Di-
agram
Figure 4.10: vc voltage, ia current and duty cycle experimental bifurcation diagrams with f like
bifurcation parameter of three phasic converter with resistive load.
Figure 4.10 shows the bifurcation diagrams for the ia current, va voltage and duty cycle of con-
trolled system with f (frequency of voltage reference) like bifurcation parameter, obtained ex-
perimentally. For f = about 27 Hz the system presents a qualitatively behaviour change. After
f = 27Hz the system is chaotic regime and before is stable regime. For constructing these dia-
grams, the experiment was running for 2 seconds for each value of f and samples were acquired
every 50 milliseconds. The phenomenon shown in Figure 4.10 is caused by saturation of the induc-
tor core in the LC filter, because the core saturation and magnetic hysteresis not were simulated
these phenomena are not present in simulations.
Figure 4.11(a) shows the bifurcation diagram of duty cycle and Figure 4.11(b) shows bifurcation
diagram of va for the Poincare map 4.6, both of which are numerical. Bifurcation diagrams were
constructed taking last 30 samples, each one every period of reference voltage for phase a from
the model 4.6 simulation using Matlabr, while the system was running during 35 periods. The
simulation was executed taking into account a 1T (0,25ms) delay in the duty cycle application.
In these Figures various regimes of operation can be appreciated: periodic windows, Chaos and
periodic solutions.
The Figure 4.12 shows the bifurcation diagram when a 3T delay is considered. Bifurcation dia-
grams are quite different for different delay.
Before analysis shows the effects of the delay time in the signal control applied to the power con-
verter. Many complex phenomena arise like shown in Figures 4.12(e) and 4.12(f) some of these
are non smooth bifurcations, doubling period bifurcations, chaos and 1-periodic orbits.
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(a) Bifurcation Diagram of duty cycle for the
Poincare map 4.6
(b) Bifurcation Diagram of va error for the Poincare
map 4.6
Figure 4.11: Bifurcation Diagram with ks like bifurcation parameters, taking one sample each
period of the reference voltage for phase a during 30 periods considering a T delay.
In order to analyze the effect of the variation of frequency and voltage level in the reference volt-
age, a simulation was carried out.
The results obtained varying the frequency of reference voltage are shown in Figure 4.13. The
Figures 4.13(a), 4.13(b), 4.13(c) show the behaviour of duty cycle, peak voltage and peak current
in C and L respectively when the frequency voltage reference is varied in the Poincare map simu-
lation. The amplitude of the output voltage does not undergo significant changes with the variation
of frequency but current peak has a linear growth with frequency shown a predominant capacitive
effect. In this case the delay has not significative impact.
4.2.5. Conclusion
The control strategy ZAD-FPIC was designed and applied to three phase buck converter with resis-
tive load. For this system, simulations and experiments were performed. The stability of the closed
loop system was analyzed using bifurcation diagrams, and stable and transitions to chaos were
observed. It was demonstrated in an experimental way, that the delay effects have high importance
in ZAD strategy. Simulations and experiments agreed when delay effects were included.
4.3. Three–phase Power Converter With Rotary
Induction Motor Load
This section is organized as follows. Subsection 4.3.1 describes the proposed system. Subsection
4.3.2 describes the mathematical model of the system. Subsection 4.3.3 describes the control tech-
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(a) Bifurcation Diagram of duty cycle. (b) Bifurcation Diagram of va
(c) Bifurcation Diagram of duty cycle. (d) Bifurcation Diagram of va.
(e) Bifurcation Diagram of duty cycle. (f) Bifurcation Diagram of va
Figure 4.12: Bifurcation Diagram with ks like bifurcation parameters, Taking a sample each 30
periods of the reference voltage for phase a considering a 3T delay, for the Poincare
map 4.6.
niques. Subsection 4.3.4 presents the obtained results, and finally, subsection 4.3.5 presents the
conclusion.
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(a) duty cycle. (b) va peak. (c) ia peak.
Figure 4.13: Results for Poincare map 4.6 simulation, Taking a sample on each one of last 10
periods of the reference voltage for phase a and ia considering a3T delay,varying
frequency in the reference voltage
4.3.1. Proposed system
Figure 4.14: Block diagram of the proposed system
Figure 4.14 shows the block diagram of the system under study. This system is divided into two
major subgroups: hardware and software. The hardware is composed of a Three Phase power con-
verter rated power 1500 Watts with RIM load rated power 1/3 HP, voltage 220V and current 1.4 A.
The controllers are implemented in Simulink and they are downloaded to the DSP. Parameters of
converter (C, L, rs, rL) and ZAD-FPIC–controller (KS , N , Fs, RIM parameters) are entered to
the control block by the user, as constant parameters. KS is the bifurcation parameter. At each
sampling time the controller calculates in real time the duty cycle and the equivalent PWM signal
to control the bridge switches.
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4.3.2. Mathematical model
A schematic of switched power converter and RIM coupled system is shown in the Figure 4.15,
the power converter is used to feed the rotary induction motor. Any time domain analysis of such
system normally assumes that the magnetic saturation, hysteresis and eddy current effects are all
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Before equation can be expressed in a compact form as:
ẋ = A(x)x+BU +D (4.16)
The system consists of three subsystems where each phase may be treated independently. The
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Figure 4.15: Electrical circuit for the converter-motor system
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With Uc = {−1, 1} according to switches control.
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s = (ws − wm)/ws
s is the motor slip, wm is the rotor speed and ws is the synchronous speed.

















The control strategies presented in this section are developed for the per phase equivalent circuit.
So for the three phase system the control must be applied for each phase independently taking
into account that the reference voltage will be phase shifted according to the corresponding circuit
phase. Because the mechanical dynamic is very slow compared with the electrical dynamic, the
rotor speed is considered constant in each period of sample.
ZAD–FPIC control strategy
The surface per phase is defined as a piecewise-linear function given by 2.61, where:

































s3 = s1 + (T − dk)ṡ−
t1 = kT +
dk
2
t2 = kT + (T − dk2 )
t3 = (k + 1)T
(4.19)
Taking into account the strategies FPIC and ZAD, the new duty cycle is calculated as follow:
dk−FPIC =
dk(k) +N · d∗
N + 1
(4.20)








To apply this technique we need to measure the states at the beginning of each sampling time. For
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doing this, we carry out a synchronization between the measured signals and the start of the PWM.
This synchronization is performed using a trigger signal obtained from the PWM, which gives the
command to ADC converter for reading υc, iL and is, per phase. On the other hand, we need to
know the values of the parameters L, C, rs, rL . In this case, we suppose that these parameters will
be constant and measurable.
Rotor current observer
In order to make an experiment for to apply the ZAD–FPIC control strategies, it is necessary obtain
the rotor current in the equivalent circuit per phase model. The original rotor current equation can
be used directly as the observer equation. The implementation of such current observer is the on-
line simulation of controlled rotary induction motor. This observer is stable in the large with the










where s = (ws − wm)/ws and îr is the estimate of the per phase rotor current. Defining the
estimation error as ĩr = îr − ir result in the following error dynamic:
d̃ir
dt
= − (Lm + Lls)Rr
s(LmLls + LlrLm + LlrLls)
ĩr (4.23)




ĩ2r > 0 (4.24)
and calculate the time derivative of V along the solution of (4.31) to yield
V̇ = − (Lm + Lls)Rr
s(LmLls + LlrLm + LlrLls)
ĩ2r < 0 (4.25)
This means that if we simply integrate equation 4.22, the mismatch between the real and estimated
rotor current tends to zero asymptotically. The rate of convergence may be improved if properly
designed observer gain is introduced.
Figure 4.16 shows the simulation results of the currents rotor observer (4.22). To show the con-
vergence process, select as initial conditions the observed currents ir̂a = îrb = îrc = 2A, and the
real rotor currents ira = irb = irc = 0A. Since the observer is just on-line simulation of the motor
model, no observer gain is to be adjusted.
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Figure 4.16: Responses of the current rotor observer.
4.3.4. Numerical and experimental results
In this section numerical and experimental results are shown. Initially the converter-motor system
behavior in open loop is illustrated, then the behavior of controlled system is shown via varying
the parameters of the controller using bifurcation diagrams. KS is used as bifurcation parameter.
KS1 and KS2 are fixed to zero.
Figure 4.17 shows the behavior of the current of phase a in the induction motor, the voltage of
phase a and the current in phase a of the LC filter when the reference voltage frequency varies in
the converter. The red graphs show the values of currents and voltages taken each period of the
reference signal feed, beginning at the first peak value of each and varying the frequency from 10
to 45 HZ.
In Figure 4.17, the blue graphs show the values for the variables mentioned above when the fre-
quency is varied from 45 to 10 Hz. By raising the frequency, motor voltage shows a stable behavior
up to the 37 Hz (bifurcation point) and drops abruptly to a chaotic regime. Motor current at the
same frequency point, shows an increase in magnitude as a qualitative change in behavior. When
the frequency varies from 45Hz to 10 Hz, the bifurcation point is close to 24 Hz. We observe a
coexistence of attractors (periodic and chaotic solution) ranging from 24 to 37 Hz.
In the Figure 4.18 the coexistence of attractors can also be observed. When the frequency is in-
creasing speed there is a stable periodic solution, up to 37 Hz where the bifurcation occurs. When
the voltage and motor current entering chaotic regime, the motor speed drops to zero. The blue plot
shows that the rotor speed is fully recovered when frequency lows below 24 Hz. In what follows
we will analyze the system behavior in stable , chaotic and coexistence areas.
In the Figure 4.19 are given the phase diagrams for variables iL versus vC in the converter and ia
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(a) Current ib in the adjustable
speed driver.
(b) Phase b motor voltage vb. (c) Current ib in the RIM.
Figure 4.17: Experimental bifurcation diagrams with f like bifurcation parameter in converter–
rotary motor system
Figure 4.18: Rotor speed Vs Frequency.
Versus va in the motor obtained experimentally in the Buck–motor system in open loop. The blue
graphs were obtained by applying a three-phase sinusoidal voltage of 20 Hz (stable area) and red
graphics with a frequency in the supply voltage of 40 Hz (zone of chaos).
In both Figures the voltage go down and the current go up with the frequency change from 20Hz
to 40 Hz. In 20 Hz the phase portraits show a periodic solution unlike of 40 Hz where a chaotic
solution is shown.
The Figure 4.20 shows the behavior of the system under study for the coexistence area of solutions.
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(a) Phase portrait for Voltage motor and con-
verter current.
(b) Phase a motor voltage va Vs Phase a mo-
tor current ia.
Figure 4.19: Results for converter–motor system for 20HZ and 40 Hz of the supply voltage
(a) Voltage motor and converter
current of phase a.
(b) Phase a converter current. (c) Phase a motor voltage va.
Figure 4.20: Experimental results for coexistence in buck–rotary motor system
Again the blue lines illustrate the periodic solution and red lines show the chaotic solution.
For the illustration of numerical results a simulation of the rotary motor drive controlled by ZAD–
FPIC control strategies was made. The motor model used in simulation was the per phase equiva-
lent circuit.
Figure 4.21 shows the bifurcation diagrams for duty cycle, capacitor voltage vc error , vc and
inductor current iL, in phase a when the bifurcation parameter Ks varies from 0 to 1. In this
simulation no delay in signal control is considered and N (FPIC parameter) is zero.
Figure 4.22(a) shows the time behaviour when the bifurcation parameterKs is 0.02. The controlled
voltage has chaotic behaviour and has quite difference respect to the reference voltage for phase a.
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(a) Duty cycle of phase a. (b) capacitor voltage vc error for phase a.
(c) capacitor voltage vc in phase a. (d) inductor current iL in phase a.
Figure 4.21: Bifurcation diagrams for duty cycle, converter voltage and converter current of phase
a.
In Figure 4.22(b) the tracking error of controlled voltage respect to the reference voltage is more
low, in this case the KS value is 0.7.
Phase portrait for ia and va variables shows a one-periodic solution for Ks = 0,7. When Ks =
0,05 the qualitative behaviour is quite different (Figure 4.23). In this case the ZAD control was
used, the effect of the control FPIC was eliminated using N=0.
In the Figure 4.24 the bifurcations diagrams were obtained taking into account a time delay equal
to 2T. With the time delay in the signal control, the bifurcation point has suffered a shift from about
0.3 to about 0.9 and the variables variation range have been increased.
The Figure 4.25 shows the time behaviour when the signal control has been delayed two sample
periods. Unlike of the system without delay in signal control the system delayed has the bifurca-
tion point shifted. Figure 4.25(a) shows the time behaviour when the bifurcation parameter Ks is
0.2. The controlled voltage has oscillatory behaviour around of voltage reference then it has quite
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(a) Time behaviour with KS=0.02. (b) Time behaviour with KS=0.7.
Figure 4.22: Time behaviour for Voltage motor (controlled voltage) of phase a without delay.
Figure 4.23: Phase portrait for ia and va variables.
difference respect to the reference voltage for phase a. In Figure 4.25(b) the tracking error of con-
trolled voltage respect to reference voltage is smaller because the oscillations amplitude are small,
in this case the KS value is 2.
Phase portrait for ia and va variables shows a quasi–periodic solution for Ks = 2 (blue graphic)
and Ks = 0,2 (red graphic)(Figure(4.26)).
The effect of time delay was illustrated in simulation. In the experiment the delay is caused by
acquisition system and time process on the computer. In the simulation without delay the bifurca-
tion parameter KS was varied form 0 to 1, taking into account 2T of time delay. The variation of
Ks was from 0 to 2 in order to appreciate the bifurcation point and the effects of the delay on the
system behaviour.
Before simulations were made without rotor current observer. Figure 4.27 shows the simulation
results taking estimated rotor currents like real currents in the controller. Difference between output
98 4 Three–Phase Power Converter Controlled With ZAD–FPIC Techniques
(a) Duty cycle of phase a. (b) capacitor voltage vc error for phase a
(c) capacitor voltage vc in phase a. (d) inductor current iL in phase a.
Figure 4.24: Bifurcation diagrams for duty cycle, Voltage motor and converter current of phase a
for a time delay of 2T.
(a) Time behavior with Ks = 0,2. (b) Time behavior with Ks = 2.
Figure 4.25: Time behaviour for Voltage motor (controlled voltage) of phase a with a time delay
of 2T.
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Figure 4.26: Phase portrait for ia and va variables with 2T delay in signal control.
voltages is so difficult to see when in the controller is considered the observer and when it is not
considered.
Figure 4.27: Response of the controller with and without rotor currents observer.
Figure 4.28: Error in output controlled voltages of the controller with and without rotor currents
observer.
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Figure 4.28 shows the effect of the observer on the controller. The error between output controlled
voltages when the currents observer is and is not considered is less than 1.5 %.The response of the
system, when the controller parameters are varied, is practically the same that the case when the
observer is not included.
The experimental results of controlled system using ZAD and FPIC strategies, including rotor cur-
rents observer, are shown in the next Figures. The system behaviour shows coexistence of solutions
for different initial conditions maintaining the control parameters and operation frequencies.
(a) Voltage motor and converter
current of phase a.
(b) Phase a converter current. (c) Phase a motor voltage va.
Figure 4.29: Experimental results for coexistence in buck–rotary motor controlled system
Converter inductors were changed to L = 160µH in this experiment in order to reduce the hys-
teresis effects.
The time behaviour of voltage controlled for two considered solutions are illustrated in Figure
4.30. The Output voltage follows the reference voltage with a time delay (Figure 4.30(a)).
In Figure 4.30(b) the motor voltage can not follow the reference voltage. This phenomenon is pre-
sented in Figure 4.31 where the phase portrait presents the stator voltage and current for phase a
motor.
In order to do a more complete analysis, graphics bifurcations were made. Figure 4.32 shows the
bifurcations diagrams for duty cycle, output converter current (IL) on phase c, and phase c motor
voltage Vc; using Ks1 like bifurcation parameter. In Figure 4.38 the bifurcations diagrams were
made with the FPIC parameter (N ) like bifurcation parameter. The voltage reference for this ex-
periment had a voltage peak of 40V and its frequency was settled in 20Hz. When the bifurcation
parameter Ks1 was used, the FPIC parameter N was fixed in 1. When the bifurcation parameter
N was used, the ZAD parameter Ks1 was fixed in 0.5; in this way the control chaos with FPIC
technique was illustrated.
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(a) Time behaviour with no chaos. (b) Time behaviour with chaos.
Figure 4.30: Time behaviour for Voltage motor (controlled voltage) of phase a for different initial
conditions.
Figure 4.31: Phase portrait for motor voltage and current of phase a.
Experimental bifurcation results for converter–rotary motor controlled system when Ks1 varies
show three zones where the system behaviour is qualitatively different. For 0 < Ks1 < 0,4
the regime is chaotic, Ks1 between 0,4 and 0,7 the dynamic regime exhibits a chaotic and peri-
odic solutions (a 1T periodic solutions for vc and 2T periodic solution for ILc), and finally for
0,7 < Ks1 < 1 there is a 1T periodic solution.
For Ks1 = 0,3 the system has chaotic behaviour. Figure 4.33 shows the experimental behaviour
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(a) Bifurcation diagram for duty
cycle of phase c.
(b) Bifurcation diagram for
phase c converter current.
(c) Bifurcation diagram for
phase c motor voltage vc.
Figure 4.32: Experimental bifurcation results for converter–rotary motor controlled system
Figure 4.33: Chaotic Solution for the Three–phase converter with rotary motor load.
for three phase power converter with rotary motor load. The variables phase voltages ( signals red,
green and blue on the left bottom side), duty cycles ( signals red, green and blue on the left up
side), inductor converter currents, and motor currents (middle and lower signal on right side re-
spectively) have a chaotic pattern.
For Ks1 = 0,5 the system presents both chaotic and periodic behaviour that correspond to the sec-
ond zone described before for Figure 4.32. Figures 4.35 and 4.36 show the experimental behaviour
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Figure 4.34: Coexistence of Solutions for the Three–phase converter with rotary motor load.
for three phase power converter with rotary motor load when coexistence of solutions is present.
The variables phase voltages ( signals red, green and blue on the left bottom side), duty cycles (
signals red, green and blue on the left up side), inductor converter currents, and motor currents
(middle and lower signal on right side respectively) have a periodic solution in Figure 4.35 while
in Figure 4.36 these signals have a chaotic pattern at same control parameters.
In the zone for 0,7 < Ks1 < 1 where the converter–rotary motor system has stable response the
solution is 1T periodic. This fact is illustrated in Figure 4.37. The voltages, currents, and duty cy-
cles signals are periodic and the controlled voltages can follow their respective references.
When the FPIC parameter N vary, arise three zones again. The first one corresponds to 0 < N <
0,6 interval, the second one corresponds to 0,6 < N < 1,6 interval and the last one corresponds to
1,6 < N < 2,0 interval. The system behaviour is similar to the case analyzed before.
Figures 4.39 and 4.40 show the signals system behavior for chaotic and periodic regimes. The co-
existence case considered for the second zone is for N = 1 and Ks1 = 0,5 was described before
in Figures 4.34, 4.35 and 4.36.
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Figure 4.35: Periodic Solution for the Three–phase converter with rotary motor load.
Figure 4.36: Chaotic Solution for the Three–phase converter with rotary motor load.
4.3 Three–phase Power Converter With Rotary Induction Motor Load 105
Figure 4.37: Chaotic Solution for the Three–phase converter with rotary motor load.
(a) Bifurcation diagram for duty
cycle of phase c.
(b) Bifurcation diagram for
phase c converter current.
(c) Bifurcation diagram for
phase c motor voltage vc.
Figure 4.38: Experimental results for coexistence in buck–rotary motor controlled system
4.3.5. Conclusion
The control strategy ZAD-FPIC was designed and applied to three phasic converter with rotary
induction motor load. Because is not possible to measure the rotor currents, a rotor current observ-
er was included in the system. For this system, simulations and experiments were performed. The
stability of the closed loop system was analyzed using bifurcation diagrams, and stable and transi-
tions to chaos were observed. In an experimental way the coexistence of attractors were illustrated
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Figure 4.39: Periodic Solution for the Three–phase converter with rotary motor load.
Figure 4.40: Chaotic Solution for the Three–phase converter with rotary motor load.
in open loop system, the presence of this phenomenon was caused by the magnetic saturation in the
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core of the converter inductor. When the converter inductors were replaced for other with better
cores this phenomenon disappeared under 80 Hz. It was demonstrated in a simulation way, that
the delay effects have high importance in ZAD–FPIC control strategy, with no delay the system
has chaotic behaviour in some range of parameter values and with delay in the control signal the
system has quasi–periodic solution. Experiments with controller and rotor current observer were
executed and the coexistence phenomenon was present. Evidence of a time delay was found in the
experiment realization.
4.4. Three–phase Power Converter With Linear
Induction Motor Load
For the system power converter with linear induction motor load were considered its model and its
numerical solution in the nonlinear analysis behavior. Parameters identification for modeling were
determined in an experimental way. This section is composed by: Subsection 4.4.1 describes the
proposed system, Subsection 4.4.2 describes the mathematical model of the system, Subsection
4.4.3 describes the control techniques, Subsection 4.4.4 presents the obtained results, and finally,
subsection 4.4.5 presents the conclusion.
4.4.1. Proposed System
Figure 4.41 shows the system under study. The system is composed for two major parts. The first
one consists in hardware devices: voltage and current sensors, three phase power converter, Lab-
Volt 8228-02 linear induction motor and the DSpace based rapid control prototyping. The second
one is the software that include ZAD–FPIC controller and the acquisition data drives for the digital
signal processing. A more complete description of the LIM motor drive is shown in Figure 3.1.
Figure 4.41: Block diagram of the proposed system for LIM-Drive system
The hardware is composed of a Three–phase power converter with LIM motor load with rated pow-
er 1500 Watts, rated Volts 600 VDC, rated Amps 20 ADC. In the measure of variables υc (capaci-
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tor voltage) series resistance were used and for measurement of iL (inductor currents) HX10P/SP2
current sensors were used. The converter switches were driven by PWM outputs of the controller
card,these signals are coupled via fast optocouplers (6N137).
The digital part is developed in the control and development card dSPACE DS1104, where ZAD
and FPIC control techniques are implemented. This card is programmed from Matlab/Simulink
platform and it has a graphical display interface called ControlDesk.
The controllers are implemented in Simulink and they are downloaded to the DSP. The sampling
rate for all variables is set to 6 kHz. The state variables υc, and iL per phase are 12 bits; the duty
cycle (d) is 10 bits. Parameters of buck converter (C, L, rs, rL) and ZAD-FPIC–controller (KS ,
N , Fs, LIM parameters) are entered to the control block by the user, as constant parameters. KS
is the bifurcation parameter. At each sampling time the controller calculates the duty cycle and the
equivalent PWM signal to control the bridge switches.
4.4.2. Mathematical Model
A schematic of switched power converter and LIM coupled system taken into account end effects
is shown in the Figure 4.42, the power converter is used to feed the linear induction motor. Any
time domain analysis of such system normally assumes that the magnetic saturation, hysteresis and
eddy current effects are all negligible. Equation 4.26 is obtained for the system model.
Figure 4.42: Electric circuit for the converter-motor system


















a11a a12a 0 0 0 0 0 0 0 0 0 0 0
a21a 0 a23a 0 0 0 0 0 0 0 0 0 0
0 a32a a33a a34a 0 0 0 0 0 0 0 0 0
0 a42a a43a a44a 0 0 0 0 0 0 0 0 0
0 0 0 0 a11b a12b 0 0 0 0 0 0 0
0 0 0 0 a21b 0 a23b 0 0 0 0 0 0
0 0 0 0 0 a32b a33b a34b 0 0 0 0 0
0 0 0 0 0 a42b a43b a44b 0 0 0 0 0
0 0 0 0 0 0 0 0 a11c a12c 0 0 0
0 0 0 0 0 0 0 0 a21c 0 a23c 0 0
0 0 0 0 0 0 0 0 0 a32c a33c a34c 0
0 0 0 0 0 0 0 0 0 a42c a43c a44c 0
























































Before equation can be expressed in a compact form as:
ẋ = A(x)x+BU +D (4.27)
The system consists of three subsystems where each phase may be treated independently. The
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a21 0 a23 0
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With Uc = {−1, 1} according to switches control.
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Lm(1− f(Q)) + Llr
LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
a33 = −
Rs(Lm(1− f(Q)) + Llr) +Rrf(Q)Llr
LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
a34 = −
RrLm(1− f(Q)) + sLlrRrf(Q)
s(LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls)
a42 =
Lm(1− f(Q))
LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
a43 = −
RsLm(1− f(Q)) +Rrf(Q)Lls
LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
a44 = −
Rr(Lm(1− f(Q)) + Lls + sf(Q)Lls)
s(LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls)
s = (vs − vm)/vs
s is the motor slip, vm is the mover speed and vs is the synchronous speed.
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4.4.3. Control strategies
The control strategies presented in this section are developed for the per phase equivalent circuit for
the LIM. So for the three phase system the control must be applied for each phase independently
taking into account that the reference voltage will be phase shifted according to the corresponding
circuit phase. Because the mechanical dynamic is very slow compared with the electrical dynamic,
the mover velocity is considered constant in each period of sample.
ZAD–FPIC control strategy
The surface per phase, the duty cycle dk and the duty cycle in steady state were calculated in
similar way of the rotary induction motor load system.
Secondary current observer
In order to make an experiment for to apply the ZAD–FPIC control strategies, it is necessary
obtain the secondary current in the equivalent circuit per phase model (current flowing through
Llr in Figures 3.14 and 4.42). The original secondary current equation can be used directly as
the observer equation. The implementation of such current observer is the on-line simulation of
controlled Linear induction motor. This observer is stable in the large with the rate of convergence





LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
vc
− RsLm(1− f(Q)) +Rrf(Q)Lls
LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls
is
− Rr(Lm(1− f(Q)) + Lls + sf(Q)Lls)
s(LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls)
îr
(4.30)
where s = (vs − vm)/vs and îr is the estimate of the per phase secondary current. Defining the
estimation error as ĩr = îr − ir results in the following error dynamic:
d̃ir
dt
= − Rr(Lm(1− f(Q)) + Lls + sf(Q)Lls)
s(LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls)
ĩr (4.31)




ĩ2r > 0 (4.32)
and calculate the time derivative of V along the solution of (4.31) to yield
V̇ = − Rr(Lm(1− f(Q)) + Lls + sf(Q)Lls)
s(LlsLm(1− f(Q)) + LlrLm(1− f(Q)) + LlrLls)
ĩ2r < 0 (4.33)
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This means that if we simply integrate equation 4.30, the mismatch between the real and estimated
secondary current tends to zero asymptotically. The rate of convergence may be improved if prop-
erly designed observer gain is introduced.
4.4.4. Numerical Results
Figure 4.43: Response of the secondary current observer.
Figure 4.43 shows the simulation results of the secondary currents observer (4.30). To show the
convergence process, select as initial conditions the observed currents ir̂a = îrb = îrc = 3A, and
the real secondary currents ira = irb = irc = 0A. Since the observer is just on-line simulation
of the LIM model, no observer gain is to be adjusted. The controlled LIM behavior with observed
secondary currents was very close to behavior of controlled system feeding with the real secondary
currents in numerical simulation.
For the illustration of numerical results a simulation of the linear induction motor drive controlled
by ZAD–FPIC control strategies was made. The motor model used in simulation was the per phase
equivalent circuit (Figure 4.44).
Figure 4.45 shows the bifurcation diagrams for duty cycle, capacitor voltage vc error , vc and
inductor current iL, in phase a when the bifurcation parameter Ks varies from 0 to 0,5. In this
simulation a 1T delay in signal control was considered and N(FPIC parameter) was 2.
Figure 4.46(a) shows the time behaviour when the bifurcation parameterKs is 0.25. The controlled
voltage has chaotic behaviour and has quite difference respect to the reference voltage for phase a.
In Figure 4.46(b) the tracking error of controlled voltage respect to the reference voltage is more









































































Figure 4.44: Equivalent circuit model per-phase for simulation.
low, in this case the Ks value is 0.5.
Phase portrait for ia and va variables shows a one-periodic solution for Ks = 0,5. When Ks =
0,25 the qualitative behaviour is quite different (Figure 4.47).
Figure 4.48 shows the bifurcation diagrams for duty cycle, capacitor voltage vc error , vc and induc-
tor current iL, in phase a when the bifurcation parameter N varies from 0 to 3. In this simulation a
1T delay in signal control was considered and Ks (ZAD parameter) was settled in 0.35.
Figure 4.49(a) shows the time behaviour when the bifurcation parameter N is 0.1. The controlled
voltage has chaotic behaviour and has quite difference respect to the reference voltage for phase a.
In Figure 4.22(b) the tracking error of controlled voltage respect to the reference voltage is more
low, in this case the N value is 3.0.
Phase portrait for ia and va variables shows a chaotic solution for Ks = 0,35 and N = 0,1. When
N = 3,0 the qualitative behaviour is quite different (Figure 4.50). In this case the ZAD control
was used keeping Ks constant, the effect of the control FPIC was illustrated changing N = 0,1 to
N = 3,0.
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(a) Duty cycle of phase a. (b) capacitor voltage vc error for phase a.
(c) capacitor voltage vc in phase a. (d) inductor current iL in phase a.
Figure 4.45: Bifurcation diagrams for duty cycle, converter voltage and converter current of phase
a in the converter with LIM load.
4.4.5. Conclusion
The control strategy ZAD-FPIC was designed and applied to three phasic converter with linear in-
duction motor load. Because is not possible to measure the secondary currents, a secondary current
observer was included in the system. For this system, simulations were performed. The stability
of the closed loop system was analyzed using bifurcation diagrams, and stable and transitions
to chaos were observed. Due to limitation in the mover path (1.5 meters), experiments with the
control system were not made. The bifurcation diagrams like a technique for to adjust controller
parameters in ZAD–FPIC controllers were shown in this section.
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(a) Time behaviour with KS=0.25.



















(b) Time behaviour with KS=0.5.
Figure 4.46: Time behaviour for Voltage motor (controlled voltage) of phase a.
















Figure 4.47: Phase portrait for ia and va variables.
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(a) Duty cycle of phase a. (b) capacitor voltage vc error for phase a.
(c) capacitor voltage vc in phase a. (d) inductor current iL in phase a.
Figure 4.48: Bifurcation diagrams for duty cycle, converter voltage and converter current of phase
a in the converter with LIM load.
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(a) Time behaviour with N = 0,1.




















(b) Time behaviour with N = 3,0.
Figure 4.49: Time behaviour for Voltage motor (controlled voltage) of phase a without delay.
















Figure 4.50: Phase portrait for ia and va variables.
5 Main Contributions and Future Work
This chapter presents the different contributions and future work that can be derived from this
research.
5.1. The main contributions of this work are:
The first consists in obtain the continuous and discrete model of the linear induction mo-
tor(LIM), which include the end effects in the state space representation. This phenomenon
is highly nonlinear.
Another important aspect in the thesis is related to the implementation of the control ZAD-
FPIC technique to higher order systems. So far the technique previously proposed only had
been developed, tested and validated on systems of second order. This paper has generalized
the ZAD-FPIC technique, applied to a system consisting of a switched converter for handling
different Three–phase loads, which constitutes a higher order system.
Control algorithms with ZAC-FPIC in a RCP system for controlling the tension on resistive
loads and induction motor drive. This system is divided into two major subgroups: hardware
and software. The hardware is composed of a Three Phase power converter rated power 1500
Watts,which was designed and implemented in the power electronics laboratory, with RIM
load rated power 1/3 HP, voltage 220V and current 1.4 A.
The digital part was developed in the control and development card dSPACE DS1104, where
ZAD and FPIC control techniques were implemented. This card is programmed from Mat-
lab/Simulink platform and it has a graphical display interface called ControlDesk. The con-
trollers are implemented in Simulink and they are downloaded to the DSP.
It was made diagrams of experimental and numerical bifurcation for a switched Three–phase
inverter with different loads. Because is not possible to measure the rotor currents, a rotor
current observer was included in the system. For this system, simulations and experiments
were performed.
In an experimental way the coexistence of attractors were illustrated in open loop system,
the presence of this phenomenon was caused by the magnetic saturation in the core of the
converter inductor.
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It was demonstrated in a simulation way, that the delay effects have high importance in
ZAD–FPIC control strategy, with no delay the system has chaotic behaviour in some range of
parameter values and with delay in the control signal the system has quasi–periodic solution.
Analysis of complex behavior for a Three–phase switched inverter, with different loads,
controlled with ZAD-FPIC was reported.
5.2. Future Work
The research presented leaves no completely closed issues in the analysis of complex behavior in
multiphasic switched systems. On the contrary leaves open possibilities for future research mas-
ter’s or doctoral degree, being many directions in which this work could continue. This section
briefly describes the future work that may result from this research.
In this sense there are some researches of nonlinear phenomena analysis in discrete-time nonlin-
ear systems that could be accomplished on Three–phase commuted system. Among them can be
named the next: Stability Analysis of Equilibrium points and Periodic Solutions, Computer Method
to Analyze Bifurcation Phenomena, and Chaotic Behavior Detection.
5.2.1. To adjust the models with appropriate time delay, parameters
and no modeled dynamics.
In order to get a better concordance between experimental and numerical results it is necessary to
adjust the system parameters and to model dynamics like core´s saturation in inductors.
5.2.2. Stability Analysis of Equilibrium points and Periodic
Solutions
The procedure to check the equilibrium points stability consists in: (I) obtain the equilibrium
points (x0); (II) compute the Jacobian matrix Df(x0) of vector field f(x0) in each equilibrium
point x = x0 and finally; (III) evaluate the eigenvalues of Df(x0). The equilibrium point x0 is
obtained by solving the nonlinear equation
xk+1 = f(xk) = xk = x0 x0 − f(x0) = 0 (5.1)




0 − [I −Df(xi0)]−1[xi0 − f(xi0)]
Where the superscripts denote the iteration index.
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Note that the Jacobian Matrix Df(x0) in (II) is equal to that in the before iteration when it con-
verges (xi0 → x0). This means that the equilibrium point and the Jacobian matrix are obtained at
same time by using the Newton-Raphson method.
In order to numerically check the stability of periodic solutions of non autonomous and au-
tonomous systems we could use the before procedure. We should compute and test the stability
of equilibrium points obtaining the periodic solution ϕ(t), computing the Jacobian matrixDP (ϕ0)
of the Poincaré map at the periodic solution and evaluating the eigenvalues of DP (ϕ0).
The eigenvalues of the m ∗m Jacobian matrix evaluated at x0, Df(x0), will determine the stability
of the equilibrium points and period-k orbits. There are many theorems for stability determination
in [37] [44] [76] [77] [18]
5.2.3. Computer Algorithms for Analysis Bifurcation Phenomena.
For computing bifurcation diagrams using Monte Carlo method, the initial conditions for each pa-
rameter value will be made through a random number generator, in a uniform domain. In this way
the situation of missing attractors with small basins of attraction will be avoided. This is a direct
simulation method.
The direct simulation has two disadvantages: the bifurcation points can not be calculated with
enough accuracy always, and it only calculates stable invariant sets (attractors). To precise the bi-
furcation point localization it will be necessary to calculate unstable invariant sets. Therefore, the
direct methods should be complemented with continuation methods. Continuation methods have
been a natural way for detection of discontinuity induced bifurcations (when a smooth flow hits
one surface or discontinuity boundary) [17]. The main idea behind numerical continuation appeals
to the application of the implicit Function Theorem to compute sequences of points in small inter-
vals along the solution curve x(µ) ≈ (xi, µi), i = 0...N .
Classification of Bifurcations: Consider a nonlinear dynamical system described by a discrete-
time model depending on a parameter vector µ:
x(k + 1) = fµ(x(k)) (5.2)
with a fixed point x∗,so
x∗ = fµ(x
∗) (5.3)
Note also that the fixed points x∗ of 5,2 depend on the parameter µ. There are several kinds of
bifurcations in nonlinear dynamical systems. They are generally classified into three types, de-
pending on the conditions that hold at the point of bifurcation.
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Let Dfµ(x) be the Jacobian matrix of fµ with respect to x. A bifurcation is said to occur in the
system described by 5.2 at µ = µ∗ if one of the eigenvalues λ of Dfµ(x∗) satisfies one of the
following conditions as µ is varied:
1. Type 1: The eigenvalue λ is real and passes through the point (+1,0) in the complex plane at
µ = µ∗.
2. Type 2: The eigenvalue λ is real and passes through the point (-1,0) in the complex plane at
µ = µ∗.
3. Type 3: The eigenvalue λ is complex and, together with its conjugate λ̄, passes throug the
unit circle at points other than (+1,0) and (-1,0) at µ = µ∗.
A type 1 bifurcation corresponds to a saddle-node bifurcation, a transcritical bifurcation or a
pitchfork bifurcation, these being differentiated from each other by additional condition. A type
2 bifurcation is called a period-doubling or subharmonic bifurcation, in which the stability of x∗
changes at µ = µ∗ and a new orbit which is not a fixed point of fµ bat has period-2 (x∗ 6= fµ(x∗)
but x∗ = fµfµ(x∗)) appears. The bifurcation of type 3 is called the Neimark bifurcation, where the
stability of x∗ changes and limit cycle surrounding the equilibrium point x∗ emerges.
Method to Determine Bifurcation Values: We now discuss a computer method to determine
values of system parameters at which bifurcations occur for fixed point or periodic solutions of the
system (satisfies 5.3). From the above conditions, bifurcations of types 1, 2, and 3 occur at x = x∗
and µ = µ∗ if a pair (x∗, µ) satisfies the following equations:
det[I −Dfµ(x∗)] = 0 (5.4)
for type 1
det[−I −Dfµ(x∗)] = 0 (5.5)
for type 2
det[ejβI −Dfµ(x∗)] = 0 (5.6)
for type 3
where β is the angle around the unit circle at which the eigenvalue λ crosses the unit circle. The
problem of determining bifurcation values of the system parameters is now reduced to determin-
ing pair (x∗, µ) that satisfy both the fixed point condition and the appropriate bifurcation condition.
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5.2.4. Chaotic Behavior Detection
Chaos is aperiodic long-term behavior in a deterministic system that exhibits sensitive dependence
on initial conditions. This means that two trajectories starting very close together will rapidly di-
verge from each other, and thereafter have totally different futures. Sensitive dependence can be
quantified by Liapunov exponents λ [78].
Let f be a smooth map on Rm, let Jn = Dfn(v0), and for k = 1, ...,m, let rnk be the length
of the kth longest orthogonal axis of the ellipsoid JnN for an orbit with initial point v0. Then rnk
measures the contraction or expansion near the orbit of v0 during the first n iterations. The kth





if this limit exists. The kth Lyapunov exponent of v0 is hk = lnLk. If N is the unit sphere in Rm
and A is an m ∗ m matrix, then the orthogonal axes of the ellipsoid AN can be computed in a
straightforward way, as it showed in Theorem 2.24 of Chapter 2 of [44]. The lengths of the axes
are the square roots of the m eigenvalues of the matrix AAT , and the axis directions are given
by the m corresponding orthonormal eigenvectors. For a map on Rm, each orbit has m Lyapunov
numbers, which measure the rates of separation from the current orbit point along m orthogonal
directions. These directions are determined by the dynamics of the map [44].The natural logarithm
of each Lyapunov number is a Lyapunov exponent.
For the chaotic behavior detection we shall analyze the evolution of the probability density func-
tion using Frobenius-Perron operator associated to the system map [79].
Using time series we might reconstruct attractors by Takens embedding theorem and we shall
detect chaos through Lyapunov exponents. In [22] and [7] procedures to calculate the Lyapunov
exponent maximum and quantify the sensibility to initial condition are shown.Numerical calcula-
tions of Lyapunov exponents and Lyapunov dimensions dimension are in [44] [77]
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