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1. Introduction
In many machine learning problems, there are hundred even more features, it makes the machine learning algo-
rithms consume large calculation. And there are many irrelevant or redundant features among the dataset, it makes
the accuracy of the model unsatisfactory. One important way to is the feature selection[1] which delete the irrelevant
and redundancy features. After feature selection, the important features are preserved and the redundant features are
deleted, which will help to reduce the calculation consumption and increase the accuracy.
Generally, there are two ways to do the feature selection in classiﬁcation problems. One way is algorithm-
independent, such as F-score. F-score is a simple and eﬀective criterion which measures the discrimination of two
sets of real numbers [2]. A known deﬁciency of F-score is that it can not reveal mutual information among features
[2]. Another way is algorithm-dependent [3], such as SVM-RFE. In linear SVM, there is a weight vector w ∈ Rn,
where n is the number of the features, the larger the |wj|( j = 1, · · ·, n) is, the jth feature plays a more important role
in the decision function [4]. Then the weight vector w can be used to decide the relevance of each feature [5-6]. One
main SVM feature selection algorithm based on this observation is SVM-RFE, the process is (1) Train the classiﬁer;
(2) Compute the ranking criterion for all features; (3) Remove the feature with smallest ranking criterion [7]. So we
can do the feature selection by using the single weight vector.
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By promoting the parallel hyperplanes to non-parallel ones in SVM, twin support vector machines (TWSVM) has
been attracted wildly attention. However, the SVM feature selection algorithm (such as SVM-RFE) cannot be used
to TWSVM directly. In this paper, we propose two TWSVM feature selection algorithms for classiﬁcation problems.
Firstly, by analyzing the weights in classiﬁcation, we merge the two weights of the non-parallel hyperplanes in linear
TWSVM into one, and propose the sort-TWSVM feature selection by sorting the merged weight; Secondly, inspire
by SVM-RFE, we propose the TWSVM-RFE feature selection in a similar way with SVM-RFE by using the merged
weight. Preliminary experiments on several benchmark datasets show the feasible and eﬀective of our sort-TWSVM
and TWSVM-RFE on feature selection.
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Recently, Jayadeva et.al proposed the twin support vector machines (TWSVM) [8]. Diﬀerent from SVM, TWSVM
seeks a pair of nonparallel hyperplanes such that each hyperplane is proximal to the data points of one class and far
from the data points of the other class [9-11]. It has been shown that in many cases TWSVM is superiority than SVM
[12-15]. Diﬀerent from SVM, in TWSVM [16-23], there are two weight vectors in decision function. Compared with
the SVM, the features of the minimum score corresponding to w1 may be diﬀerent from w2. Thus, we cannot do the
feature selection the same as SVM-RFE directly.
In this paper, motivated by SVM-RFE, we propose two TWSVM feature selection algorithms. In TWSVM, the
two weight vectors play an important role in decision function, the larger the |wi j|(i = 1, 2; j = 1, · · ·, n) is, the jth
feature in decision function is more important. Based on the above observation, ﬁrstly, we propose a feature selection
algorithm based on linear TWSVM, called sort-TWSVM. sort-TWSVM merges the two weight vectors into one
vector, then the new weight vector is used to delete the redundant features in a similar way to F-score. sort-TWSVM
deletes multiple features disposablely, it is simple with less computational complexity, but the same with the F-score,
it does not reveal the mutual information among features. Secondly, we propose another feature selection algorithm
based on linear TWSVM, called TWSVM-RFE. TWSVM-RFE also merges the two weight vectors into one, then do
feature selection in a similar way with SVM-RFE. Preliminary experiments on several benchmark datasets show the
feasible and eﬀective of our sort-TWSVM and TWSVM-RFE on feature selection.
The paper is organized as follows: Section 2 brieﬂy introduces the F-score and SVM-RFE; Section 3 introduces
our sort-TWSVM and TWSVM-RFE; Section 4 deals with experimental results; Finally, we oﬀer our conclusions in
section 5.
2. F-score and linear SVM for feature selection method
2.1. F-score
F-score is a kind of simple and eﬀective algorithm that measure the diﬀerence between two real number sets to
feature selection [2]. Given training vector xk(k = 1, ..., l), and let the number of positive class and negative class is
n+ and n− respectively. Then the i-th feature’s F-value is given by the following formula:
F(i) ≡ (x
+
i − xi)2 + (x−i − xi)2
1
n+−1
n+∑
k=1
(x+k,i − x+i )2 + 1n−−1
n−∑
k=1
(x−k,i − x−i )2
(1)
where xi, x+i , x
−
i is the i-th feature’s average value of all data points, positive points and negative points respectively,
x+k,i stands for the i-th feature’s value of the k-th positive points; similarly, x
−
k,i is the negative one.
The F-value exactly is the diﬀerence between the two points, the larger the value is, the feature is more classiﬁ-
cation. The advantage of F-score is that it just uses the guidance of positive and negative labels to get each features’
F-value without any classiﬁcation algorithm. It is simple and consumes small computational complexity. But this
algorithm can not reveal mutual information between features.
2.2. SVM-RFE
For classiﬁcation, the training data T = {(x1, y1), ..., (xl, yl)}, xi ∈ Rn, yi = {+1,−1}, i = 1, ..., l. Linear SVM seeks a
hyperplane:
f (x) = wx + b = 0 (2)
where w ∈ Rn, b ∈ R. To measure the empirical risk, the soft margin loss function ∑li=1 max(0, 1 − yi(w · x) + b) is
used. By introducing the regularization term 1/2‖w‖2 and the slack variable ξ = (ξ1, ξ2, ..., ξl), the primal problem of
SVM can be expressed as
min
w,b,ξ
Φ(w) =
1
2
ww +C
l∑
i=1
ξi (3)
s.t. yi(wxi + b) ≥ 1 − ξi, ξi ≥ 0 i = 1, ..., l (4)
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Table 1: Algorithm 1. sort-TWSVM
Input :
Input training data set (X, Y) (X ∈ Rl×n, Y ∈ Rn×1)
Process :
Select the optimal parameters of linear TWSVM by using k-fold cross validation
Compute the weight vector w1 and w2 by training the linear TWSVM with the optimal parameters
Normalise w1 and w2:
w,1 =
|w1 |
‖w1‖2 and w
,
2 =
|w2 |
‖w2‖2 ( |wi| = ( |wi1|, |wi2|, · · ·, |win| ), (i = 1, 2), ‖ · ‖2 is the 2-norm)
Merge the w,1 and w
,
2:
w = w,1 + w
,
2
Sort the w from large to small:
sort(w) = ( w∗1,w
∗
2, · · ·,w∗n )
For i = 1 to n
if
∑
w∗i
ew ≥ α (α is the threshold) break
Output :
Output the X which is been feature selected (X ∈ Rl×n is the data set which has been feature selected, n ≤ n)
where C is the punish parameter. Solving this optimization problem, we can get the weight vector w and the constant
b, the decision function follows:
f (x) = sgn(wx + b) (5)
Every component of the weight vector is the weight value of the corresponding feature. The larger |wj| is, the j-th
feature plays a more important role in the decision function [4]. The process of SVM-RFE is (1) Train the classiﬁer;
(2) Compute the ranking criterion for all features; (3) Remove the feature with smallest ranking criterion [7].
Experimental results show that the SVM-RFE can output the results steadily. Though SVM-RFE consumes large
calculation because it delete one feature at one time, it reveals the mutual information among features.
3. Feature selection based on linear TWSVM
Suppose that all of the input in class +1 are denoted A ∈ Rl1×n. Similarly, the matrix B ∈ Rl2×n represents the input
of class −1. Diﬀerent from SVM, TWSVM seeks a pair of nonparallel hyperplanes[8]:
f1(x) = w1 x + b1 and f2(x) = w

2 x + b2, (6)
such that each hyperplane is proximal to the data points of one class and far from the data points of the other class,
where w1,w2 ∈ Rn, b1, b2 ∈ R. The optimal problems of TWSVM [9] expressed as
min
w1,b1,ξ,ξ∗
1
2
c3(‖w1‖2 + b21) +
1
2
ξ∗ξ∗ + c1e2 ξ (7)
s.t. Aw1 + e1b1 = ξ∗ (8)
−(Bw1 + e2b1) + ξ ≥ e2, ξ ≥ 0 (9)
and
min
w2,b2,η,η∗
1
2
c4(‖w2‖2 + b22) +
1
2
η∗η∗ + c2e1 η (10)
s.t. Bw2 + e2b2 = η∗ (11)
(Aw2 + e1b2) + η ≥ e1, η ≥ 0 (12)
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Table 2: Algorithm 2. TWSVM-RFE
Input :
Input training data set (X,Y)
Process :
Repeat
Select the optimal parameters of linear TWSVM by using k-fold cross validation
Compute the weight vector w1 and w2 by training the linear TWSVM with the potimal parameters
Normalise w1 and w2:
w,1 =
|w1 |
‖w1‖2 and w
,
2 =
|w2 |
‖w2‖2 ( |wi| = ( |wi1|, |wi2|, · · ·, |win| ), (i = 1, 2), ‖ · ‖2 is the 2-norm)
Merge the w,1 and w
,
2:
w = w,1 + w
,
2
Sort the w from small to large:
sort(w) = ( w∗1,w
∗
2, · · ·,w∗n )
if w
∗
1
ew ≤ β ( β is the threshold)
Delete the feature which the w∗1 corresponding to and update the input X
else break
Output :
Output the X which is feature selected (X ∈ Rl×n is the data set which has been feature selected, n ≤ n)
where c1, c2, c3 and c4 are positive parameters, ξ, ξ∗, η and η∗ are slack variables.
By solving the above two problems, we can get two weight vectors w1, w2 and two constants b1, b2. From this we
construct two hyperplanes f1(x) = w1 x + b1 and f2(x) = w

2 x + b2. The decision function of the TWSVM is
Class i = arg min
k=1,2
|wk x + bk |
‖wk‖ (13)
In the decision function, |wk x + bk | = |wk1 · xi1 +wk2 · xi2 · · · +wkn · xin + bk |(k = 1, 2; i = 1, · · ·, l). The reason why we
can not use SVM-RFE[7] directly is that, w1 j and w2 j( j = 1, · · ·, n) may be not large or small at the same time, we can
not use only one of them to do feature selection. But every component of the weight vector is the weight value of each
features. The larger |wk j|(k = 1, 2; j = 1, · · ·, n) is, the jth feature plays a more important role in the decision function
[4,8]. Based on the above observation, we propose the sort-TWSVM algorithm in Table.1. sort-TWSVM mergers the
two weight vectors into one, the new weight vector is used to delete the redundant features in a similar way to F-score.
This algorithm is convergence and play the role of feature selection. However, we can not control the number of the
features selected in sort-TWSVM. According to SVM-RFE [7], we strictly extend the sort-TWSVM to another feature
selection algorithm, called TWSVM-RFE, and we present the second algorithm in Table 2. Our TWSVM-RFE cuts
out the feature with minimum score similar to SVM-RFE. Compare to sort-TWSVM, this algorithm consumes more
computational complexity. But this algorithm reveals the mutual information among features.
4. Experiments
In this section, some experiments are made to demonstrate the performance of our feature selection algorithms.
All algorithms are implemented by using MATLAB 7.0 [19] on a PC with an Intel Core i3-2350M processor (2.3
GHz) with 4 GB RAM. Classiﬁcation accuracy of each algorithm is measured by the standard tenfold cross-validation
methodology [20]. And we pick up the optimal parameters c1, c2, c3 and c4 of each data in the range 2−8 to 27. Once
the parameters are selected, the tuning set is returned to learn the ﬁnal classiﬁer.
In order to compare the behavior of our two feature selection algorithms, we choose the datasets which are from
the UCI [21] machine learning repository. The results of numerical experiments are summarized in Table 3. Here,
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Table 3: The accuracy (%) on UCI data sets for linear classiﬁers
Datasets TWSVM F-score+TWSVM sort-TWSVM TWSVM-RFE
Accuracy(%) Accuracy(%) Accuracy(%) Accuracy(%)
Feature Feature Feature Feature
(c1 = c2)/(c3 = c4) (c1 = c2)/(c3 = c4) (c1 = c2)/(c3 = c4) (c1 = c2)/(c3 = c4)
Australian 86.78 ± 1.90 75.22 ± 3.50 86.62 ± 2.29 86.38 ± 3.69
(690 × 14) 14 4 11 5
4/128 2/0.25 0.125/0.125 0.0156/1
CMC 77.39 ± 4.61 77.93 ± 1.37 77.38 ± 4.20 77.32 ± 3.52
(1473 × 9) 9 6 7 6
0.5/0.0039 0.5/0.0039 0.5/64 0.5/16
Echocardiogram 90.99 ± 6.21 89.39 ± 2.52 90.00 ± 1.10 90.99 ± 2.33
(131 × 10) 10 9 9 7
8/128 0.25/0.25 0.0039/2 0.0625/0.5
German 76.63 ± 3.16 69.96 ± 3.21 76.13 ± 4.02 76.80 ± 2.55
(1000 × 20) 20 9 15 11
0.5/0.0156 1/128 0.5/0.0078 0.5/32
Haberman 74.67 ± 1.15 26.47 ± 0 74.62 ± 1.56 74.66 ± 1.25
(306 × 3) 3 1 3 3
0.0039/8 0.0039/0.0039 0.0039/8 0.0039/8
Monks3 66.62 ± 2.83 66.67 ± 1.37 67.29 ± 1.95 66.67 ± 1.37
(432 × 6) 6 1 4 1
0.0078/0.0078 0.0039/0.0039 0.0625/1 0.0039/0.0039
Sonar 78.63 ± 5.54 75.34 ± 2.69 79.62 ± 1.09 80.77 ± 1.22
(208 × 60) 60 37 49 8
64/256 0.25/0.0078 64/0.0313 4/0.0156
hepatitis 81.29 ± 7.03 83.74 ± 3.51 83.10 ± 1.28 88.52 ± 3.03
(155 × 19) 19 9 15 8
32/0.0078 0.0078/8 2/0.0625 0.125/0.25
WPBC 84.14 ± 3.33 75.61 ± 3.99 82.93 ± 2.54 77.93 ± 1.53
(198 × 34) 34 24 26 11
0.0156/0.0039 0.5/8 2/0.0313 0.25/0.125
the classiﬁcation accuracy, feature number and the optimal parameters (c1 = c2 and c3 = c4) are listed, and the best
accuracy is shown by bold ﬁgures. From the Table 3, it is easy to see that the our two feature selection algorithms
delete the redundant features and obtain better classiﬁcation results, for example, for Sonar data, the number of
the selected features by TWSVM-RFE is 8, while the accuracy is 80.77%, while TWSVM obtains 78.63% with 60
features. That is to say, both sort-TWSVM and TWSVM-RFE can do feature selection well, while sort-TWSVM with
a fast speed and TWSVM-RFE with a better feature selection capability.
In order to study the behavior of our two feature selection algorithms further, the two-dimensional scatter plots
were used in [10, 18]. The corresponding scatter plots are shown in Fig. 1 for two UCI datasets (hepatitis and Sonar
datasets) with about 20 percent of data points. The plots are obtained by plotting points with coordinates (d+i , d
−
i ),
where d±i are the respective distances of a test point xi from the two projections. From Fig. 1, generally speaking,
the distances between the most test points and the corresponding projection is small for both TWSVM-RFE and our
TWSVM, but only for our TWSVM-RFE the distances between the most test points and the opposite projection are
rather large while for TWSVM are also small.
At last, we analysis the relationship between the accuracy and the threshold α in sort-TWSVM and TWSVM-RFE.
Fig. 2 shows the relationship between the accuracy and the threshold α on the Australian and Madelon data sets. From
the Fig. 2 (a) and (b), we obtain that for Australian data, the results of two feature selection algorithms are similar in
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Fig. 1: The experimental results on hepatitis(155×19) and Sonar(208×60) datasets. Figure(a) and (c) are the results of TWSVM, Figure(b) and (d)
are the results of TWSVM-RFE, where the abscissa axis stands for the distance between a point and hyperplane f1, we denote it as d1. Similarly,
the ordinate axis stands for the distance between a point and hyperplane f2, we denote it as d2. The diagonal in each ﬁgure means the points which
d1 = d2. We mark the points of class -1 as red “x”, and mark the points of class +1 as blue “o”. Thus, the blue points which above the diagonal is
wrong predicted points, similarly, the red points which beneath the diagonal is wrong predicted.
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Fig. 2: The experimental results on the Australian(690 × 14) and Madelon(2000 × 500) datasets. Figure(a) and (c) show the relationship between
accuracy and the threshold α by sort-TWSVM. Figure(b) and (d) show the relationship between accuracy and the number of deleted features by
TWSVM-RFE.
this dataset, where most features play a positive rule in classiﬁcation. From the Fig. 2 (c) and (d), we obtain that for
Madelon data, there are a lot of redundancy features, we can see that the larger the number of deleted features is, the
less the accuracy is. That is to say, by using these features will reduce classiﬁcation accuracy, and both sort-TWSVM
and TWSVM-RFE can exploit this characteristic.
5. Conclusion
In this paper, we have proposed two feature selection algorithms (sort-TWSVM and TWSVM-RFE). By merging
the two weight vectors into ones, sort-TWSVM deletes the smaller weight components disposable, while TWSVM-
RFE just deletes the smallest weight component at a time, and do feature selection in a similar way with SVM-RFE
by using the merged weight. Experimental results on several benchmark datasets show the feasible and eﬀective of
our sort-TWSVM and TWSVM-RFE on feature selection. In the future, we will study the diﬀerence between the
two feature selection algorithms, such as whether the deleted features are same to a dataset or how many features are
same. Then, we will pick up the optimal thresholds α and β to control the number of features and to get the optimal
accuracy. At last, we can research our two feature selection algorithms by using L1-norm TWSVM.
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