KI7 is a program written in Fortran77 for the simulation of powder patterns. It performs, by numerical techniques, the spherical averaging of the intensity function relative to a certain structural model. The program is principally applicable to the simulation of powder patterns of ill-ordered materials. The programmed algorithm allows, if a vectorialFortran compiler is available, a considerable improvement in the CPU time with respect to a scalar execution. A version of KI7 exists that is designed for parallel execution on multiprocessor IBM systems.
I. Introduction
The simulation of a powder diffraction pattern involves the calculation of the spherical average of the intensity function relative to a certain structure model:
I(s, p) = (4tO -1 ~ I(s, p) d(cos O) d~o.
(1) f2 s is the radius vector in the reciprocal space, (0, q~) are a pair of polar angles that scan the spherical surface of radius equal to I sl and p is the set of parameters peculiar to the model. The evaluation of the integral on the right-hand side of (1) can, at least in principle, be easily performed as long as the intensity function of any diffracting domain can be expressed by I(P) = Z f/fJ exp (2rcis .rij),
i,j where the sum is extended to all the pairs (i, j) of atoms of scattering factors f/ and f~, respectively. The spherical averaging of (2) is performed by elementary integration and yields
I(s) = ~ fif ~jo(2rcsr,j).
i,j jo(x) = (sin x)/x is the zeroth-order spherical Bessel function. However, (3) may involve the calculation of a very large number of terms, which makes it unsuitable even for not very large domains; the computation of the powder pattern from (3) was simplified, in the case of ideally periodic small crystals, by exploitation of the related symmetry properties (Minami & Ino, 1979) . For larger (and still ideally periodic) crystals, the powder intensity is more conveniently expressed by a reciprocal-lattice series; this procedure was followed, to our knowledge, only for spherical crystals (Warren, 1978) . A realistic structural model for a powder sample involves the averages over dimensions of the crystallites and over displacements of the atoms from their ideal positions; the related scattering intensity could be simulated, in principle, by summing up weighted individual contributions as in (3) but the number of terms to be evaluated would become prohibitively large.
As a consequence, the best approach involves: (i) the definition, in a compact mathematical form, of the function I(s, p), corresponding to the average diffracting domain of the powder; (ii) its subsequent spherical averaging. Allegra, Bassi & Meille (1978) and Allegra & Ronca (1978 calculated the intensity profile of a powder of parallelepipedal crystallites characterized by different kinds of size distribution: the spherical surface was replaced, in the neighbourhood of a reciprocal-space node, by the plane tangent to it and the integral on the right-hand side of (1), with the simplified definition of the surface element, was calculated by analytical procedures. Similarly, Warren (1941) and Wilson (1949) succeeded in calculating the intensity profiles of monodimensionally disordered structures by the tangent-cylinder approximation. The effectivenesses of the above-quoted approaches depend on the behaviour of the integrand, which must drop to zero in the domains where the tangent plane and tangent cylinder, respectively, are still good approximations of the spherical surface.
Notwithstanding the simplification relative to the surface element, it may be that the features of the integrand do not in any case allow the spherical averaging to be carried out by analytical techniques. With regard to this possibility, Brindley & Mrring (1951) proposed an algorithm, based on the tangent-cylinder approximation, that involves the numerical quadrature of the function defined by the analytical integration of I(s, p) over the cylinder generatrices; if the definite integral of l(s, p) along these straight lines cannot be calculated by analytical procedures, it is necessary to resort to fully numerical methods.
KI7 was developed (Martorana, Deganello, Duca, Benedetti & Fagherazzi, 1992) in its preliminary form to meet just this possibility; it was conceived to simulate the powder pattern relative to structural models of ordered and, most of all, ill-ordered materials and therefore makes reference to an underlying Bravais lattice. It is now presented in an advanced version that takes advantage of the vectorial-Fortran facility set up at the Centro Universitario di Calcolo dell'Universitfi di Palermo, Italy.
KI7 runs on an IBM 3090 200J VF; however, the program is written in standard Fortran77 so it could easily be adapted to other computers. The memory requirement is moderate but the CPU times demand implementation on a powerful machine.
KI7 also exists in a version designed for parallel (and vectorial) processing on IBM multiprocessor systems. The intensity values relative to different diffraction-angle subsets are calculated by parallel tasks running on the different processors of the system; each task maintains the structure of the vectorized version, which will be described in the course of this paper, but, obviously, the code for the scheduling of the different tasks is not written in standard Fortran77.
It is worth stressing that KI7 does not provide solutions to particular structural problems: it is the user's task to formulate a structural model and the related intensity function I(s, p); KI7 just calculates the spherical average of I(s, p).
II. The algorithm
KI7 is essentially an integrator in two variables. The integration formulae for the spherical surface are not exploited because they involve sampling over the whole spherical surface, thus requiring too many points to converge. Alternatively, the integration is bound to the intersection domain between the spherical surface of radius I sl and the reciprocalspace domains ('spots') that mainly contribute to I(s,p). This approach involves two problems: (i) defining the integration boundary; (ii) constructing an integration formula.
In this paper, the program variables are designated by capital letters and the subprograms by italic capital letters. The scheme of the calling sequence to the subprograms is shown in Fig. 1. 
The integration boundary
The first task to be carried out by KI7 is the definition of the integration domain, that is, the determination, for a given spot and a given value of Is I, of the (0, q~) set over which the integration must be performed.
Subroutine SPOT defines the hindrance of the spot in reciprocal space: the user must supply, by input, the name (NAME) of the file where the simulated powder intensity relative to the spot will be written, the reciprocal-space point (HOX, KOX, LOX) defining the spot (the Miller indices for an ordered structure, but also any set of three real numbers, in units of the three reciprocal axes, for a disordered one) and the multiplicity MULT. Moreover, two points belonging to the spot, (H1X, K1X, L1X) and (H2X, K2X, L2X), which are, roughly, the nearest and farthest, respectively, from the origin of reciprocal space (see Fig. 2 for further explanation), are requested and can be provided by input or by coding; it is implicitly assumed that the spot is convex-shaped (a not very restrictive condition) so that the straight line from (H1X, K1X, L1X) to (H2X, K2X, L2X) belongs entirely to it. The starting point of the search for the integration limits lies at the intersection between the integration sphere and this straight line. Of course, it is more straightforward to deal with orthonormal, rather than crystallographic, coordinates: therefore, SPOT expresses (HOX, KOX, LOX), (H1X, K1X, L1X) and (H2X, K2X, L2X) in the orthonormal reference frame having e 3 parallel to c* and ez in the b'e* plane. The transformed coordinates, (H0, K0, L0), (H1, K1, L1) and (H2, K2, L2), expressed in A-x, allow an easy calculation of DMAX, which is equal to half the distance from (H1, K1, L1) to (H2, K2, L2) and is therefore related to the maximum hindrance of the spot in reciprocal space. Whereas the search of the integration limits needs DMAX for the definition of the starting increment, its convergence is controlled by DMIN, to be defined in SPOT by the user, which is a measure of the minimum half-width (in /~-~) of I(s, p) along the different reciprocal-space directions.
For every I sl valu~e-(R0 in the program), subroutine ORTO calculates the intersection point [(H, K, L) in the program] of the straight line from (H1, K1, L1) to (H2, K2, L2) with the spherical surface of radius R0 and rotates the orthonormal reference frame so that (H, K, L) lie on the new e a axis; in this way, (H, K, L) transforms to (0, 0, R0). The transformation matrices from the rotated orthonormal reference frame to the nonrotated orthonormal reference frame and to the original crystallographic one are also calculated by ORTO.
The polar coordinates (r, 0, q~) = (R0, re~2, 0) are attributed to the (0, 0, RO) point; in this way, the spots are all sampled for integration at the equator of a specific spherical-polar system. The limits of the polar angle 0 are calculated by iterated calls to the functions EXPH and EXPH, according to the route outlined in Fig. 3 . The working scheme of EXPH (the , where 0z is the midpoint between 01o,, and 01 and q)2 ~ q)l, the new qhow and ~Oup are determined. (b) and (c) are iterated until the difference between two successive 01ow' S is less than a given d0mi.. The qh's and 0~'s are stored in an array. In the course of the integration procedure, the starting point ~oi. of the search of the q~ bounds corresponding to a given 0 value is determined by qh. = (P~-x + (~o~ -q0~_ 1)(0 -0~_ 0/(0~ -0~_ 1) with 0j_ 1 -< 0 _< 0~.
procedure is similar for EXPH) is shown in Fig. 4 . The starting increment for the EXPH procedure, corresponding to a fixed 0o value, is given by DMAX/ (R0 x sin 0o), while convergence is achieved when the difference between ~0in and ~0out (see Fig. 4 ) is less than TRC1 x DMIN/(R0 x sin 0o), where TRC1 is input as a positive number less than one (a value of 0.01 is recommended). Finally, the outlined procedure requires a criterion of a reciprocal-space point belonging to the spot; this is supplied by the logical-type function IN, which assumes the value '.true.' if the criterion is fulfilled and the value '.false.' otherwise. The coding of the function IN is remitted to the user, since the shape and the size of the spot, which is required to include most of the intensity around a local reciprocal-space maximum, is peculiar to the model I(s, p) is related to.
The coordinates of the above-described characteristic points of the spot are available in 'common/spot/' and the transformation matrices defined in ORTO are stored in-'common/run/'. Furthermore, 'common/ cntrl/' allocates up to fifty parameters that can be coded in SPOT to allow the definition of the criterion of belonging to the spot, while 'common/mdl/' stores the parameters of the model defined in subroutine MODPAR.
II.2. The integration formula
KI7 performs the cubature in the right-hand side of (1) by a product formula, according to which the integral over q~ of I(s, p), calculated by BEF2, becomes the integrand over 0, to be handled by BEF1. The integral relative to each of the two variables is performed according to the Romberg extrapolation scheme, which is classified (Davis & Rabinowitz, 1975 , EXPH procedure is q~in which, as explained in the text and in the legend to Fig. 3 , is safely within the (~olow, ~Oup) interval; EXPH searches for an external point ~Oou, by incrementing (Pin by a quantity Aq~. If qh, + Aq~ belongs to the (qhow, q~up) interval, Aq) is duplicated until q~ou, is found. (b) The midpoint between qhn and ~oou, is determined: if it is within (qhow, q~np), it becomes the new q~i,; otherwise it becomes the new ~oout. The procedure is iterated until the distance between ~oi. and q~ou, becomes less than a given Aq~mi,. The last ~oi. is the approximation of ~O~o, to within A q~m~.. ch. 6) as an iterative [successive approximations to the integral are computed until the input tolerance (EPSIN in the program) is achieved-] nonadaptive scheme (the sampling points are determined a priori and are not adapted to the features of the integrand in the course of the integration process) for automatic integration. The behaviour of the integrand is roughly taken into account in that each integration interval is divided into subintervals whose amplitude is controlled by TRCI x DMIN, where TRCI is an input positive number < 1 (1 could be a sound choice) and DMIN, as already specified, is an approximated estimate of the narrowest half-width of I(s, p). The global integration error is calculated as the integral over 0 of the integration errors over ~o plus the error affecting the integral over 0 (Davis & Rabinowitz, 1975, p. 273) . A vectorized code allows the simultaneous processing of several operands inside a 'do loop', so ensuring a higher flow of worked-out data with respect to the usual scalar execution and, therefore, shorter CPU times. However, the vectorization is inhibited by, among other things, the transfer of control outside the 'do loop' owing to an 'if' or 'go to' statement or to the call to an external routine. These are just the typical features of the working cycle of an iterative automatic-integration scheme, which calls a subprogram to get the integrand values and is interrupted when the given tolerance is achieved; any effort to get a thorough vectorization of the integration procedure of KI7 is therefore hopeless. On the other hand, most of the CPU time is spent by KI7 in the calculation of l(s, p), which it is therefore highly desirable to vectorize. To this aim, the values of the integrand function, corresponding to different ~p values, are evaluated by the subroutine FUNPH in a single 'do loop' and are then employed in the integration procedure over ~o; I(s, p) is evaluated, for a fixed 0 value, in a starting set of NXPH = NLI x NTAB abscissae, where NLI is the number of integration subintervals and NTAB is the number of starting ~o values sampled in each subinterval according to the Romberg scheme. NTAB is determined by the relation NUP NTAB= ~2 -~+3. j=l NUP is an input variable; the set of initial abscissae is calculated, in the (0, 1) interval, in subroutine TAB. It may happen that the integral over some subinterval of q~, as determined by BEF2, does not converge within the given tolerance EPSIN. In such a case, further ~o points are supplied amidst the previous ones, according to the Romberg sampling scheme; the integrand is evaluated for all the updated points by a single call to FUNFH.
NUP should be large enough to allow the convergence over q~ without resorting to updates of the initial table (the vectorial execution becomes competitive with respect to the scalar one when the number of cycles of the 'do loop' is high enough to overcome its start-up time) but not too large, to avoid too many unnecessary calculations of the integrand. If a vectorial Fortran facility is not available, a value of NUP = 1 guarantees that unnecessary calculations will not be performed; in any case, at least on our installation, the reduction of control transfers caused by the gathering together of several integrand calculations turned out to improve the execution times even for scalar processing.
A dimension of 1024 is declared for the array into which the l(s, p) values are stored so that up to nine cycles are permitted for the convergence of the integration procedure by successive updates of the initial set of abscissae, whereas a value of NUP = 5, for example, corresponding to NTAB = 65, allows up to NLI = 15 subintervals. In many tests of vectorial execution, NUP = 3 proved to be a sound choice.
A final summary about the user intervention required to run KI7 involves the following items:
(i) l(s, p) is coded in subroutine FUNPH within a 'do loop' consisting of NXPH cycles.
(ii) The parameters p are defined in subroutine MODEL;
(iii) Subroutine SPOT has the following structure: NAME, (HOX, KOX, LOX) and MULT are supplied by input; (HIX, K1X, L1X) and (H2X, K2X, L2X) must be coded (or given by input) according to the size and shape of the particular spot dealt with; the change to orthonormal coordinates and the definition of DMAX are completely general and therefore do not require the user's intervention; DMIN and any other variable useful for the definition of the criterion of belonging to the spot must be coded according to the particular problem dealt with;
(iv) The criterion of belonging to a spot is coded in the logical function IN. The requirements concerning the definition of the spot are not compelling at all: the spot should be convex shaped and sufficiently large to include most of the intensity relative to a certain reciprocal zone; (H1X, K1X, L1X) and (H2X, K2X, L2X) must belong to the spot and must be, respectively, one of the nearest and one of the farthest points of the spot from the origin of reciprocal space. DMIN should be a measure of the narrowness of I(s, p) within a given spot.
III. A simple example
The pattern of a Bernoullian powder sample (Allegra, Bassi & Meille, 1978) is simulated. The triclinic unit cell contains just one point atom of unit scattering power, so that the model depends on only three parameters, c~, /~ and y (CSI, ETA, ZET in the program), giving the (Bernoullian) edge-length distribution along the three axes.
Subroutine MODPAR reads in the three parameters and subroutine SPOT the Miller indices (h, k,/) [(HOX, KOX, LOX) in the program] of the peak to be simulated. The relative spot is assumed to be centred on (h, k,/) and to be spherically shaped with a radius Sli m (SLIM) given by Sli m = 2lc~a* + 3b* + yc* I;
The nearest and farthest points of the spot, (hi, kl, 11) and (h2, k2,/2) , respectively (see Fig. 2a Finally, equation (3') of the paper by Allegra et aL (1978) gives the function I(s, p) to be programmed in FUNPH.
,, The powder pattern relative to the Bernoullian powder sample has been calculated by the above-cited authors by analytical techniques so that a check of the numerical pi'ocedure is available: equation (19) of their paper multiplied by the polarization factor and by 1/4rcs 2 gives the analytical powder intensity. The results of the two calculations are shown in Fig. 5 .
The exploitation of the vectorial facility involves, for the above-reported simple model, an improvement of about 15% (and an execution time of about 0.12 s per simulated intensity) with respect to the CPU time of a scalar execution; for more complex calculations an improvement of up to 30% was achieved.
IV. A more-complex calculation
A further example of a calculation with KI7 is related to the simulation of the intensity diffracted by a powder of bidimensional lattices (layers), which exhibit a well defined periodicity along two crystallographic directions (a and b, say), but with completely random mutual phase relations. The intensity is bound to rods centred in the (hk) nodes and parallel to c* (which is assumed perpendicular to a* and b*); it is modulated along the rods only by the square of the structure factor, while its cross variation depends mainly on the shape and size of the layers. The powder intensity shows a steep rise on the low-angle side and, after having reached the maximum, a smooth descent. The analytical calculation has been performed, for various layer shapes, by Wilson (1949) with the approximation that the structure factor can be considered as a slowly varying function. Under this hypothesis, the calculation consists basically of the spherical averaging of the squared modulus of the Fourier transform of the layer-shape function centred in the different (hk) reciprocal nodes. For disc-shaped layers, the coding of KI7 has been developed as follows.
MODPAR reads in the radius r of the discs (RADIUS, in the program); the electron density is assumed to be uniformly spread throughout the disc and equal to one. Owing to their highly anistropic shape (see Fig. 6 for further explanation), each rod is considered as the union of two spots: the first, having multiplicity 1, is characterized by for coding reasons, the value of l 2 is finite, although the rod actually extends to infinity. The multiplicity takes into account the symmetry of the intensity function. The 'IN' criterion, for both, is
SiR is the projection of the reciprocal-space vector s onto the a'b* plane.
The integrand function, coded in FUNPH, is given by the square of the Fourier transform of a circle of radius r:
~So 2' Fig. 6 . A reciprocal-space rod. The region included between So -sum and So + sum constitutes the first spot, the region above the circle of radius So + S~im constitutes the second one. The zone below the larger circle is taken into account by the multiplicity factor MULT=2. The points (H1X, K1X, L1X) and (H2X, K2X, L2X), labelled as 1' and 2' in the drawing, are shown for the first spot. The corresponding point 1" of the second spot is also marked but the point 2" lies on the dashed line above 1" out of the bounds of the drawing. This calculation takes about 0.12 s of CPU time per angular abscissa.
The analytical approach involves the summation of the series reported in equation (77) The results of the numerical and the analytical calculations are reported in Fig. 7 for a rod centred on the (10) reciprocal node of a graphite network and for a disc radius of 30/~. The agreement between the two approaches is noticeable. The slightly lower numerical intensity compared with the analytical intensity, found also for the previous example, is probably because the tails of the integrand are cut off in the numerical procedure.
