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Abstract
In recent years, a substantial increase has been witnessed in the use of online learning resources by learn-
ers. However, owing to an information overload, many find it difficult to retrieve appropriate learning
resources for meeting learning requirements. Most of the existing systems for e-learning make use of
a “one-size-fits-all” approach, thus providing all learners with the same content. Whilst recommender
systems have scored notable success in the e-commerce domain, they still suffer from drawbacks in terms
of making the right recommendations for learning resources. This can be attributed to the differences
among learners’ preferences such as varying learning styles, knowledge levels and sequential learning
patterns. Hence, to identify the needs of an individual student, e-learning systems that can build profiles
of student preferences are required. In addition, changing students’ preferences and multidimensional
attributes of the course content are not fully considered simultaneously. It is by failing to review these
issues that existing recommendation algorithms often give inaccurate recommendations.
This thesis focuses on student learning styles, with the aim of dynamically tailoring the learning process
and course content to meet individual needs. The proposed Ubiquitous LEARNing (ULEARN) system
is an adaptive e-learning recommender system geared towards providing a personalised learning environ-
ment, which ensures that course learning objects are in line with the learner’s adaptive profile. This thesis
delivers four main contributions: First, an innovative algorithm which dynamically reduces the number of
questions in the Felder-Silverman Learning Styles (FSLSM) questionnaire for the purpose of initialising
student profiles has been proposed.
The second contribution comprises examining the accuracy of various similarity metrics so as to select
the most suitable similarity measurements for learning objects recommendation algorithm.
The third contribution includes an Enhanced Collaboration Filtering (ECF) algorithm and an Enhanced
Content-Based Filtering (ECBF) algorithm, which solves the issues of cold-start and data sparsity in-
herent to the traditional Collaborative Filtering (CF) and the traditional Content-based Filtering (CBF),
respectively.
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Moreover, these two new algorithms have been combined to create a new Enhanced Hybrid Filtering
(EHF) algorithm that recommends highly accurate personalised learning objects on the basis of the stu-
dents’ learning styles.
The fourth contribution is a new algorithm that tracks patterns of student learning behaviours and dynam-
ically adapts the student learning style accordingly.
The ULEARN recommendation system was implemented with Visual Studio in C++ and Windows Pre-
sentation Foundation (WPF) for the development of the Graphical User Interface (GUI). The experimental
results revealed that the proposed algorithms have achieved significant improvements in student’s profile
adaptation and learning objects recommendation in contrast with strong benchmark models. Further find-
ings from experiments indicated that ULEARN can provide relevant learning object recommendations
based on students’ learning styles with the overall students’ satisfaction at almost 90%. Furthermore, the
results showed that the proposed system is capable of mitigating the problems data sparsity and cold-start,
thereby improving the accuracy and reliability of recommendation of the learning object. All in all, the
ULEARN system is competent enough to support educational institutions in recommending personalised
course content, improving students’ performance as well as promoting student engagement.
Keywords: Adaptive learning, Algorithms, Behaviour patterns, Collaborative Filtering, Content-Based
Filtering, E-learning, Felder-Silverman Learning Style Model, Hybrid Filtering, k-means clustering,
Learning object profile, Learning style, Questionnaire, Rating prediction, Recommendation system, Sim-
ilarity metric, Student profile.
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Chapter 1
Introduction
1.1 Motivation
The World Wide Web has substantially grown in the past few decades to become a prominent platform
for information and learning. Nevertheless, this massive volume of knowledge available from the Internet
has resulted in an information overload making it difficult for users to navigate through and find relevant
information. To overcome this issue, personalisation is a broadly used concept which promotes a tailored
support system that supports learners to learn [8–10].
However, learners do not have adequate time to manage enormous recommendations, which may
sometimes result in lower student satisfaction. As a result, since e-learning systems are not considered
useful by students, many of them have moved away from making use of these systems [11–14]. The
reason for not finding e-learning frameworks useful is linked to the fact that these learning environments
aren’t usually able to interact with students including through traditional face-to-face interactions. An-
other cause is linked to the freedom of learners, where learners are in charge of making few choices for
themselves including ‘how to learn’, ‘with whom to learn’, and ’which learning route to follow’ among
others.
Furthermore, in e-learning recommendation systems, adaptability and flexibility of recommendations
are crucial due to reasons linked to the ever-changing needs and preferences of students in addition to
the continuing change in the functionality of certain learning resources for active students. The Student
Profile (SP) is important for building an efficient personalised learning environment [15]. If SPs contain
only static information, this will eventually restrict the process of personalisation and suggest irrelevant
1
course content over time. The SP model includes the characteristics of the learner, such as knowledge
level and learning styles, both of which are essential in terms of the adaptation mechanism [5, 16, 17].
An adaptive learning environment’s critical problem is to discover an appropriate way to dynamically
model student preferences and track their changes. Personalisation in e-learning requires changing con-
tent and delivering it in line with individual student preferences such as Learning Styles. However, limita-
tions of present e-learning recommendation systems, such as CS383 [10], eTeacher [18] and LSAS [19],
do not detect changes in learner preferences due to their respective behaviour patterns. Furthermore, these
systems permit the creation of student profiles just once in the beginning without the possibility of future
updates [20].
Learning Style (LS) is one of the most significant parameters that consider individual differences
while designing personalised learning environments [21, 22]. Several studies have shown that person-
alised e-learning environments based on particular LSs generate higher rates of student satisfaction, de-
creased learning times and an increased sense of academic achievement in addition to being more pro-
ductive [2,19,21,23,24]. It is also argued that students who exhibit strong preferences for a particular LS,
experience learning difficulties when the learning environment fails to support their respective learning
style [19, 25, 26].
Recommender Systems (RSs) offer a promising approach to information filtering by helping users
to find the most suitable product that matches with their preferences [27–30]. The task of providing
personalised content is often described as a recommendation process where users are offered different
items and services in line with their needs and preferences [31].
RSs have been used to provide recommendations in diverse industries ranging from e-commerce
[9,32,33] to news [34–36], movies [37] and music [37]. Content-Based Filtering (CBF) and Collaborative
Filtering (CF) techniques constitute the most popular recommendation systems among others. The CF
approach is known to work on the basis of recommending items to a user in line with items which have
already been of interest to like-minded users. On the other hand, the CBF approach recommends items
similar to those which the target user previously liked. The two above-described approaches expect users
to provide a large amount of rating data to show how much users like the items they previously owned
before the system provides them with new personal recommendations.
An e-learning recommendation system is responsible for the recommendation of relevant learning
materials for various learners in order to assist with improving their performance and achievements [38].
Recommender systems in the field of e-learning constitute a branch of information retrieval where the
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processing, filtering and recommendation of learning resources to relevant learners takes place in a per-
sonalised manner [39]. More specifically, for various reasons, the development of an effective system of
e-learning recommendations differs from recommendation in other areas.
First, adaptive e-learning recommendation systems cannot recommend a learning resource to a learner
merely because the learning resource was previously liked by other learners with similar preferences.
However, the learning styles of the learner must be considered before making the recommendation. Sec-
ond, learning resources unlike items in other forms of recommendation usually do not have a collection
of clearly defined features.
As an example, let us consider a situation where two learners with distinct profiles possess the same
rating on the same learning objects. Evidently, under an entirely personalised perspective, the top-n
Learning Objects (LOs) list built on predicted ratings will not be similar for both learners. Consequently,
it is necessary to consider student learning styles so as to improve the accuracy of the recommendation
process.
The remainder of this chapter is organised in a logical way as follows. The problem statement of this
research is described in Section 1.2, while Section 1.3 presents the research questions followed by Section
1.4 which describes the aim and objectives of this research. Next, Section 1.5 presents contributions
related to this study. Finally, the research methodology and the structure of the thesis are presented in
Sections 1.6 and 1.7, respectively.
1.2 Problem Identification
Prior studies on SP adaptation and Learning Objects recommendation have many drawbacks that affect
their accuracy [40–43]. In this respect, the key challenges are listed below.
• Firstly, many traditional recommendation approaches developed for e-commerce applications fail
to include all learning environment requirements [44,45] and particularly do not take in account the
learning process in their recommendation approach [43]. Within a certain system, it is necessary
that every user rate a definite number of items in order for the system to be able to make precise
recommendations by learning user preferences [46]. In the process of continuous learning, students
do not actively rate or comment since they aim at achieving goals within the scheduled time period.
Therefore, learners’ learning profiles quite often seem isolated from one another. This utmost data
sparsity caused due to the above-described factors poses a prominent challenge to the realisation
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of traditional recommendations techniques [47].
• Secondly, e-learning frameworks generally make use of a “one-size-fits-all” approach where all
students are provided with similar learning materials by taking into account only common aspects,
and not considering various learning styles and preferences of students. Yet, it is important to
note that students vary greatly in terms of their Learning Styles, knowledge levels, background
and goals [48–50]. Nevertheless, some personalised systems provide students with the ability to
choose content that match their preferences. Other systems construct algorithms based on fixed
learning styles that cannot be changed during the student’s progress. These systems provide a
somewhat inflexible form of adaptation to adapt to an individual student’s needs in the beginning
of a course but does not permit changes afterwards.
• Thirdly, attributes of the learning object profile which include learning styles are crucial in order to
provide quality as well as accurate recommendations and have to be taken into account. Hence, this
research will look into multi-dimensional attributes of learning objects to personalise a learner’s
learning path by means of selection and sequencing suitable learning object profiles according to
individual student’s preferences.
• Fourthly, a majority of the current adaptive recommendation techniques suffer from clustering
approaches which are of low accuracy. This is due to the high risk of creating clusters that include
data points that are actually not too close as well as the risk of obtaining distinct clusters when
running the same clustering algorithm repeatedly, denoting that the clustering algorithms do not
consistently group the nearest data points.
• Furthermore, there exists an uncertainty in identifying students’ learning styles, particularly with
developing and implementing frameworks to effectively infer preferences from students’ actions
[26, 51, 52]. It takes a long time while obtaining student behaviour patterns in online learning and
at times, these patterns are not strong enough to be used in algorithms [40] [41].
To overcome the above-mentioned drawbacks and substantially enhance the accuracy of top-n learning
objects recommendation and student profile adaptation. In this research, a novel e-learning recommen-
dation system, which is called Ubiquitous LEARNing system (ULEARN) will be proposed. First, the
Felder-Silverman (FSLSM) learning style questionnaire [2] which determines a learner’s initial learning
style is made use of to initialise the learner profile. Next, this student profile (learning style) is dynam-
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ically adapted during system usage based on student learning behaviour patterns (i.e. interactions with
the system). After that, a novel recommendation algorithm is applied to recommend the most suitable
learning objects taking into considerations various student learning styles.
1.3 Research questions
As our contribution is overcoming the current challenges in adaptive e-learning recommendation systems
such as information overload, recommendation accuracy, and profile adaptation. Therefore, the main re-
search question addressed by this research is:
How can e-learning adapt student profile dynamically in order to recommend the most suit-
able learning objects?
The primary aim of this study constitutes addressing the question above; it is helpful to first split it
into several smaller problems that will be addressed. The idea is that the individual solutions to each of
these sub-questions can be put together to form a complete solution to the main question.
RQ1. What is an appropriate architecture for an adaptive learning object recommender
system?
RQ2. What is the best way to initialise student learning styles?
RQ3. What similarity metrics should be used in the learning object recommendation algo-
rithm to achieve the best accuracy?
RQ4. How can personalised learning objects be recommended based on student’s learning
styles and object profiles?
RQ5. How to model dynamic student profiles based on student learning behaviour patterns?
Addressing all of these questions satisfactorily still comprises an open problem within the field of
adaptive e-learning recommendation systems. Although many studies in the past [53, 54] have attempted
to address some of these issues independently, no generic adaptive e-learning system has been developed
to address all of these issues in an integrative and effective way. The following section will demonstrate
research aims and objectives in details.
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1.4 Aims and objectives
The primary aim of this research constitutes improving the effectiveness of e-learning recommender
systems by dynamically tracking changes in student learning styles based on their learning behaviour
patterns to recommend suitable learning objects. In order to accomplish the proposed aim, the objectives
of this study are as below:
1. To carry out a critical literature survey related to the adaptation of e-learning recommendation
systems as well as to identify research challenges and gaps (Chapter 2).
2. To develop a novel e-learning architecture to provide personalised learning objects recommenda-
tions according to individual student’s learning styles (Chapter 3).
3. To develop an algorithm for initialisation of student profile (learning styles) (Chapter 4).
4. To conduct an experimental study in order to determine the best similarity metrics for the purpose
of adaptive e-learning from the pool of available similarity metrics (Chapter 5).
5. To develop an efficient personalised learning objects recommendation algorithm by taking into
account student learning styles (Chapter 5).
6. To develop an adaptation algorithm for updating students’ profile dynamically according to student
learning behaviour patterns (Chapter 6).
7. To implement a prototype adaptive learning object recommender system and evaluate its perfor-
mance in real-world scenarios (Chapter 7).
Figure 1.1 presents the linkages between Research Questions (RQs) and Research Objectives (ROs) to
achieve research aims. The following section describes the specific contributions of this research in more
detail.
1.5 Contributions
This thesis introduces a novel algorithm for adaptive e-learning recommender system, known as the
ULEARN (Ubiquitous LEARNing) system. The idea behind the development of the ULEARN recom-
mender system is to personalise the recommendation of learning objects in line with adaptive student’s
profile (learning styles). The main contributions of this thesis are fourfold.
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Figure 1.1: Research questions and research objectives to achieve the research aim
• (C1) A novel student learning style initialisation model. An innovative algorithm in order to
construct an adaptive learner profile in line with the FSLSM during the registration process called
“Dynamic ILS Questionnaire” is proposed in this thesis. Initially, an empirical study was carried
out to ascertain the sequence of questions for all of the four dimensions within the FSLSM model
followed by the construction of the algorithm in line with the questions so as to compute the
initial learning style of the learner. This algorithm possesses another novel feature which is its
ability to deduce learners’ learning style from their response to a few questions in each of the four
dimensions of the questionnaire, thus saving significant time and effort from having to answer
all 44 questions within the FSLSM model. Later within this research, specifically in Chapter 4
comprises the introduction to our new algorithm.
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• (C2) Evaluation of similarity metrics performance in the context of learning objects recom-
mendation. An experimental study was carried out to determine the most appropriate similarity
metrics to utilise in an adaptive recommender algorithm for learning objects. The experimental
study will later be introduced in Chapter 5.
• (C3) A novel recommendation model. An innovative algorithm to recommend learning objects
in line with student learning styles and the learning object profiles is proposed. In addition to
improving the accuracy of recommendations, the new algorithm overcomes the cold-start problem
and the data sparsity problem. This contribution will be discussed in Chapter 5.
• (C4) A novel algorithm for adapting student learning styles dynamically. Considering learning
behaviour patterns such as time spent on learning objects and number of messages exchanged, an
efficient algorithm has been proposed to dynamically adapt student learning styles. This includes
the proposal of a new methodology to transform learning behaviour patterns into the FSLSM learn-
ing style preferences in order to update student profiles dynamically. More about this module will
be discussed in Chapter 6.
1.6 Research Methodology
This section comprises the method of research as applied in this thesis linking new knowledge developed
as part of this research to the process leading to outcomes. For purposes of scientific research within
all domains of Computer Science and Software Engineering, the majority uses the constructive research
method [55, 56]. The constructive research aims at producing novel solutions to practical or theoretical
problems through construction of models, algorithms, diagrams or systems. The constructive research
method is appropriate for this thesis given the aims and objectives of the thesis stated above to develop
a novel adaptive e-learning recommender system based on student learning styles. As customary in the
constructive approach, the research method comprises six stages, as follows.
• Stage 1 (Define research problem): Find practically relevant problems that also have research
potential as previously explained in Section 1.2.
• Stage 2 (Literature review): Conduct background research initially with a theoretical literature
view to reinforce the understanding of all approaches related to the research question. It produces
a critical review of the state-of-the-art approaches in adaptive e-learning and student’s learning
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styles identification; conducts number of comparative studies to demonstrate the advantages of our
approach; identifies the research gap related to the development of adaptive e-learning environ-
ment, as well as proposes a detailed research methodology to address the research gap. Therefore,
this review has become the foundation of the proposed system introduced by this thesis.
• Stage 3 (Construct a solution): This phase aims at developing a novel solution for improving the
accuracy of e-learning recommendation systems. Based on the investigation in the first phase, an
innovative solution to build an adaptive e-learning recommendation system shall be introduced.
• Stage 4 (Implement and refine the solution): This stage focuses on developing (i) the algorithm
for initialising the student learning styles using the ILS questionnaire; (ii) the algorithm for recom-
mending learning objects in line with student learning styles; and (iii) the algorithm to dynamically
adapt student learning styles based on student learning behaviour patterns.
• Stage 5 (Evaluate the performance of the solution): This phase aims at assessing proposed
ULEARN system performance, in addition, results have been discussed
• Stage 6 (Examine the scope of applicability of the solution): The proposed system (ULEARN)
will be evaluated using real-world scenarios in order to examine its capability while recommending
the most suitable learning objects which meet the student’s preferences.
The research conducted in this thesis proposes novel recommendation algorithms for the purpose of e-
learning based on students’ learning styles. Table 1.1 presents the proposed approach with respect to the
thesis chapters.
1.7 Structure of thesis
This section outlines the structure of this thesis, which is ordered into eight chapters, in addition to a
summary of the contents within each chapter as described below.
• Chapter 2: Background and Literature Review.
This chapter introduces the initial relevant research background by providing a brief overview of
the current approaches related to adaptive e-learning recommendation as well as student profile
adaptation and their limitations.
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Table 1.1: The constructive research stages with respect to the thesis chapters
Stages of Constructive
Research
Related Chapters
(Stage 1) Define research problem -The first phase is addressed in
Sections 1.1 and 1.2 of the current chapter.
(Stage 2) Literature review -The second phase is presented in Chapter 2,
which contains a literature review.
(Stage 3) Construct a solution
The third phase is discussed in Chapters 3, 4, 5 and 6.
- Chapters 3 comprises the ULEARN system
architecture.
- Chapters 4 presents student profile initialisation.
- Chapters 5 presents learning objects
recommendation algorithms and an evaluation
of similarity metrics performance.
- Chapters 6 covers student profile adaptation
algorithms based on their learning
behaviour patterns.
(Stage 4) Implement and refine
the solution
-The fourth stage which is presented in Chapter 7
covers the implementation of the
proposed system (ULEARN) modules.
(Stage 5) Evaluate the performance
of the solution
-Chapter 7 evaluates the approach in addition
to a discussion of the results.
The evaluation shows how the objectives of
the proposed algorithms are achieved.
(Stage 6) Examine the scope of
applicability of the solution
-Chapter 8 outlines the contribution,
limitations and future directions of this study.
• Chapter 3: Ubiquitous LEARNing system (ULEARN) Architecture.
This chapter presents the architecture of the proposed Ubiquitous LEARNing (ULEARN) ap-
proach and its modules such as a new dynamic ILS questionnaire, a new learning objects rec-
ommendation module and a novel dynamic student profile adaptation module. This chapter also
introduces an illustrative example to clarify how the different modules work together within one
system of the ULEARN.
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• Chapter 3: Dynamic Learning Styles Questionnaire for Student Profile Initialisation.
This chapter presents a novel proposal of the dynamic ILS Questionnaire module, which is made
use of within ULEARN in order to dynamically decrease the number of questions within the
FSLSM questionnaire used to initialise learning styles of the learner.
• Chapter 3: Learning Objects Recommendation.
This chapter introduces an innovative and efficient recommender algorithms which recommend
personalised learning objects by considering various student learning styles. Also included within
this chapter is an experimental study which permits an investigation of suitable similarity metrics
for use in an e-learning recommender algorithm followed by a novel algorithm to recommend top-n
Learning Objects (LOs) according to student learning styles.
• Chapter 6: Dynamic Student Profile Adaptation.
This chapter introduces the latest algorithms designed to track learning behaviour patterns of stu-
dents besides identifying learning styles and maintaining dynamic student profiles in a Recom-
mender System (RS).
• Chapter 7: Implementation and Evaluation of ULEARN Recommender System.
This chapter presents the actual implementation of the proposed e-learning recommender system.
This chapter also provides a detailed definition of the evaluation criteria as well as the results
of implementing ULEARN components which includes measuring student satisfaction using two
valid questionnaires E-Learner Satisfaction (ELS) and System Usability Scale (SUS).
• Chapter 8: Conclusions and Recommendations for Future Work.
The main findings of this thesis are summarised within this chapter followed by the discovery
of its strengths and weak points and identification of areas which require improvement. Future
directions for research in the area related to personalised e-learning recommendation techniques
are also suggested.
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Chapter 2
Background and Literature Review
Presented in this chapter is the background related to this research in the field of adaptive and person-
alised e-learning. As introduced earlier, this research combines several research domains: e-learning and
learning styles on the one hand together with recommendation techniques and clustering in recommender
systems on the other. In addition, relevant sections within this chapter explore how this research relates
to previous work undertaken in the above-mentioned area and in what ways it significantly differs from
these. The purpose of this chapter aims at addressing research objective 1 (Section 1.4) which is described
as follows:
Objective 1: To carry out a critical literature survey associated with the adaptation of e-learning
recommendation systems, as well as to examine related areas of research that require further ex-
ploring, by identifying key challenges as well as gaps found in the literature and focusing on
contributing in this area, each of which serve as motivation and background knowledge to support
all the research questions defined in Chapter 1 (Section 1.3).
This chapter is categorised into six sections. An overview of learning theories and learning styles, which
are crucial for developing adaptive e-learning applications are presented in Sections 2.1 and 2.2 respec-
tively. Next, Section 2.3 seeks to explain the concepts of e-learning and educational technology. Section
2.4 discusses adaptive e-learning in addition the architecture of adaptive systems and an overview of eval-
uation methods, while Section 2.5 describes recommender systems and their techniques. Subsequently,
Section 2.6 presents clustering in recommender systems, followed by Section 2.7 which describes simi-
larity metrics in e-learning systems. Lastly, Section 2.8 comprises a summary of the entire chapter, which
has been drawn up to emphasis major gaps found in literature as well as areas which would need to be
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explored further, thus highlighting the contributions of this research in contrast to the present literature.
2.1 Learning theories
Learning theories seek to explain how learners think and what features control their learning behaviour.
These theories which comprise frameworks and are usually conceptual in nature, determine how knowl-
edge is absorbed, processed and retained throughout the process of learning [57]. Owing to the fact that
interpretation of the learning process is fairly complex, quite a few learning theories developed in the
past century have different viewpoints. Learning theories are vastly essential since design principles for
learning environments, materials, and tasks could be derived from these theories in addition to explaining
the phenomenon of learning [58].
Furthermore, it is also possible for learning theories to create actionable knowledge from learner
actions to be used in instructional and learning design [59]. The three major approaches to learning
theories which have had an immense influence on e-learning and instructional design are described below
as follows:
• Behaviourism theory: Within this behavioural approach, learning is defined by the change in
current behaviour or the acquisition of a new behaviour [60]. According to this theory, the learner
reacts in response to being triggered by an environmental stimulus [60]. While these responses
are usually ordered to simulate desired behaviour, the new behaviour is repeated so as to become
automatic. Thus, behavioural changes are generated by the above-described associations between
stimuli and responses.
• Constructivism theory: As maintained by this theory, learners construct knowledge on the basis
of their interaction with the environment [61,62]. As stated in [61], a notion among constructivists
is that knowledge is constructed in the minds of humans through basic processes such as discovery
and problem solving among others.
• Cognitivism theory: This approach which emerged in response to the limitations of the be-
haviourism theory [61] deals with the learner’s information processing habits [61, 63, 64], particu-
larly on the thought process involved behind certain behaviours. Generally, changes in behaviour
serve to indicate the happenings inside the learner’s mental model [61].
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Table 2.1: Learning theories with respect to learner characteristics
Learning Theories Learner characteristics Authors
Learning style [65–68]
knowledge Level [69–73]Cognitivism theory
Emotions [74–78]
Behaviourism theory Learning effect [79–81]
Constructivism theory Learner context (external
learning environment)
[82–85]
All the three learning theories described above possess distinct effects related to the development of
adaptive e-learning systems since they seek to interpret how effective learning takes place through such
systems. Table 2.1 shows learner characteristics used when particular theories are employed. Since the
behaviourism theory does not take into account the learner’s internal mental processes, this approach
is particularly not applicable in terms of implementing adaptive e-learning systems. Additionally, be-
haviourism does not learn for creative thinking or problem-solving. In fact, students only recall few
generic details or automatic responses and not known to take any initiative in order to change or improve
things [86].
Since constructivists view the learning process differently, they believe that knowledge is generated
by learners through the integration of new information with existing knowledge and experience [87]. In
addition, it is thought that constructivism has a rather positive effect in the learning process whereby
learners are involved in their respective progress and simultaneously control their own learning while
making use of interactive and adaptive instructional techniques and eliminating grades. Consequently,
constructivism in education poses a threat since it is known to generate uncontrolled learning instead of
a systematic way of learning, thus making evaluation process difficult.
The cognitive approach which seeks to combine artificial intelligence and learning analytics is used
to enhance adaptive and personalised learning. This theory is more commonly used in learning systems
as demonstrated in Table 2.1.
Hence, this study is focussed on proposing an adaptive e-learning environment which recommends
every suitable learning object according to a student’s learning styles. These Learning Styles are fre-
quently applied in education, and their influence on students’ learning process and outcomes are increas-
ingly emphasised upon [88, 89]. The following section comprises descriptions of numerous Learning
Style models.
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2.2 Learning Styles
A Learning Style (LS) is denoted by the manner in which a learner absorbs, processes and retains knowl-
edge [90]. These styles are generally different for each student based on personal factors. For instance,
during an experiment, some students are able to grasp quite well just by following verbal instructions,
whereas others gain a sound understanding only after physically practising the experiment on their own.
It is key that educational systems recognise and consider different learning styles so as to improve the
learning process for all.
Today’s literature contains quite a few definitions of the term LS. According to [90], Learning
Styles comprised the means by which information was processed in addition to constituting the learner’s
strengths as well as preferences. In [91], the authors perceived Learning Styles as the "composite of char-
acteristic cognitive, affective, and physiological factors that serve as relatively stable indicators of how a
learner perceives, interacts with, and responds to the learning environment". Subsequently in [92], it was
widely understood that Learning Styles were "based on individual differences in learning in addition to
the learner’s preference for employing different phases of the learning cycle".
As pointed out by [93], Learning Styles constitute a crucial factor during the learning process as per
numerous educational researchers who have also suggested that their implementation in the educational
system would drastically enhance the learning process. Moreover, [2] speculated that learners accustomed
to a specific style of learning could experience difficulties especially in situations where the way of teach-
ing fails to match with the learner’s style of learning. According to [93], learners are more acquainted to
know themselves better, especially in terms of their strengths and weaknesses once they become aware of
their Learning Styles. It is through focusing on these weaknesses that they might develop their learning
processes. Furthermore, Learning Styles form a supporting factor throughout the process of designing
online learning environments.
For the purpose of classifying learners into specific categories, the development of several learning
style models has taken place. Learner types are made use of to enhance the learning potential of a learner
by providing relevant learning material. Certain well-known learning styles include models developed by
David Kolbs (Kolb’s Learning Style) [1], Peter Honey and Alan Mumford (Honey and Mumford’s learn-
ing style model) [6], Neil Fleming (VARK learning style model) [7], Katherine Briggs and Isabel Myers
(Myers-Briggs Type Indicator) [94], and lastly Richard Felder and Linda Silverman (Felder-Silverman
Learning Styles model) [2].
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The following sub-sections review the above-mentioned Learning Style models and the methods that
were used to characterise each learner’s preferred styles of learning.
2.2.1 Kolb Learning Style
Developed by David Kolbs [1], this theory is closely related to experiential learning, i.e. knowledge
creation when a change of experience occurs in the process of learning. Kolb’s LS model is measured
using LSs Inventory (LSI) [95]. The Kolb model [1] which is measured using LSs inventory includes
four basic learning modes, namely, Concrete Experience (CE), Reflective Observation (RO), Abstract
Conceptualization (AC), and Active Experimentation (AE), as shown in Fig. 2.1 [1]:
• Concrete Experience (CE) includes senses such as hearing, seeing, touching and feeling;
• Reflective Observation (RO) represents reflecting about the knowledge developed;
• Abstract Conceptualisation (AC) defines logical examination of the new knowledge;
• Active Experimentation (AE) refers to the practical application of concepts and ideas.
The sequence of the four modes as defined by Kolb [1] is as follows: The first stage includes an expe-
rience that the learner encounters. This experience establishes the foundation for observation. Next, the
learner reflects on this experience and interprets its meaning followed by the creation of abstract ideas
and concepts based on their interpretation. Lastly, the ideas are tested and applied in the environment.
This four-stage process is then repeated where the latest experience is used as the concrete experience of
the first mode. The process then cycles back to the initial stage of the experience. In order to completely
understand this topic, it is necessary that the learner completes the entire cycle of all four modes.
As part of the Kolb Theory, a learner is positioned at the intersection as illustrated in Fig. 2.1. This
intersection occurs where the vertical line (which connects CE and AC) and the horizontal line (which
joins RO and AE) connect. Kolb [1] divided Learning Styles into four types:
The Accommodator (Concrete/Active) Style where knowledge is gained by learners through the first
and last stage, i.e., through concrete experiences and active experimentation. It is also presumed that
though such learners might be impatient sometimes, they are generally good problem solvers.
The Diverger (Concrete/Reflective) ) Style where learners are usually creative and are always thinking
of the entire picture. Such people also excel at brainstorming by being able to reflect from different
perspectives.
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Figure 2.1: Kolb’s experiential learning cycle [1]
The Converger (Abstract/Active) Style where learners are highly skilled in practically applying their
ideas to their surroundings in addition to being creative and excellent decision-makers.
The Assimilator (Abstract/Reflective) Style where learners are experts in abstract conceptualisation
and reflective experiences. It is known that such learners are highly skilled in creating theoretical models
and generally excel in abstract ideas while not being too interested in the application of concepts. In
general, these people avoid interactions with people.
Although Kolb’s theory has been received quite positively for performance improvements specifically
in the educational sector, numerous issues have been observed with the model [96]. It is known that
Kolb’s model does not justify the significant number of new skills specific to e-learning environments and
technology such as social learning and interactive environments [97]. In addition, this model does not
possess the characteristic to be able to locate and utilise information which is delivered in several distinct
formats, such as audio, video, text, animation and image. It is necessary to note that learners prefer
different learning types over time based on various situations. Hence, the LSI may not be adequately
reliable to identify style differences among e-learners and plan an e-tutorial on that basis [98].
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2.2.2 Honey and Mumford learning style model
Inspired by Kolb’s four Learning Styles [1], the Honey and Mumford model was developed by a pair
Peter Honey and Alan Mumford [6] to further identify four distinct Learning Styles, namely, Activist,
Theorist, Pragmatist, and Reflector, characteristics of which are described below in Table 2.2.
Table 2.2: Learning Styles as defined by Honey and Mumford [6]
Learning Styles Characteristics
Activists People who learn best by doing and those who open themselves up to
learning and new experience.
Theorists Learners who thoroughly enjoy the learning process through models and facts.
Pragmatists Individuals keen on the practical application of ideas during experiments.
Reflectors Individuals who prefer learning and reflecting through observing other
people’s experiences.
Honey and Mumford also initiated the Learning Styles Questionnaire (LSQ) to aid learners in iden-
tifying their Learning Styles [99]. To date, two types of questionnaires exist, one with 80 questions; and
the other with 40 questions. Though the LSQ is quite popular and commonly used for human resource
purposes, its accuracy and validity are unknown. Furthermore, since the questionnaire is a commercial
solution and not free, it’s used by individual learners is very limited [100]. Thus, the Honey and Mumford
model has restricted applications in the case of e-learning training designers and instructors while they
identify appropriate learning styles for instruction purposes through digital media [100].
2.2.3 VARK learning style model
The VARK (an acronym for Visual, Aural, Read/write, and Kinesthetic) Learning Style model is one au-
thored by [7]. The model focuses on representing how learners choose to perceive and absorb information
and is based on four learning modes, particularly, visual learning, auditory learning, physical learning
and social learning. Using these learning modes which are also shown in Table 2.3, it is up to learners on
what mode to choose in order to experience a first-class learning process. At times, a single learner can
demonstrate a preference for multiple Learning Styles. Such learners are known as multi-model learners.
So as to identify the learning mode for a particular learner, the VARK model makes use of a questionnaire
consisting of 16 questions [7].
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Table 2.3: Learning modes as per the VARK model [7]
Mode Tendency in learning process
Visual (V) Learner prefers to learn by seeing, i.e., through visual aids such as
pictures, videos, etc.
Aural (A) The desire to learn by listening, i.e., with the help of audiotapes,
lectures and music.
Read/Write (RW) Learners inclined towards learning through reading and writing in the
form of presentations.
Kinesthetic (K) Learning through practical real encounters and hands on work instead
of listening or watching.
2.2.4 Myers and Briggs Learning Type Model
Taking inspiration from Carl Jung [101] who postulated that every individual possesses one of four per-
sonality traits, Katherine Briggs and Isabel Myers developed the Myers-Briggs Type Indicator ((MBTI)
which is primarily a questionnaire to classify individuals in four categories based on their personalities.
These categories, popularly known as dichotomies include Extroversion/Introversion, Sensing/Intuition,
Thinking/Feeling, and Judging/Perceiving [94], adding up to a total of (24), i.e., 16 patterns.
• The Extroversion/Introversion dichotomy is based on an individual’s attitude, where extraversion
refers to an extrovert’s response to his/her surroundings, such as people or things, while introverts
delve upon their own ideas.
• Reflecting on functions, the Sensing/Intuition category refers to an individual’s perceptions to
gather information. These are those who collect information through their five senses, while others
are those who use intangible information by believing in their intuition.
• Referring to an individual’s method of judging, the Thinking/Feeling dimension is used by indi-
viduals to arrive at a rational decision. Thinkers are those who make use of logical quantifiable
frameworks to arrive at a decision while feelers are those that judge based on taking their feelings
into consideration and empathising with the situation above all.
• The final dimension which includes Judging/Perceiving refers to an individual’s preferences,
whether they want to judge by making a structural and sequential approach or judge by being
flexible and keeping options open.
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According to [102, 103], MBTI has limited applicability for recommending the most suitable learning
materials in e-Learning.
2.2.5 Felder and Silverman Learning Styles Model
Reflecting on popular learning style models such as that of Kolb’s [1] and the work of Myers and Briggs
[94], Richard Felder and Linda Silverman [2] developed a model consisting of four dimensions to provide
a balance between extremes. Illustrated in Figure 2.2 are the characteristics of the model as prescribed by
Felder and Silverman. Each of these dimensions is defined as below:
Figure 2.2: FSLSM learning style model [2]
• Active/Reflective cites the ability of a learner to be able to process information. While an active
learner learns best by practising and working in groups, a reflective learner prefers learning by
thinking things through and working individually.
• Sensing/Intuition deals with how individuals prefer to perceive information. Sensing learners
choose to deal with concrete facts whereas an intuitive learner works based on abstract concepts
and ideas.
• Visual/Verbal is related to an individual’s preference on how information is presented. While vi-
sual learners process information better when presented through graphics and presentations, verbal
learners perform better by listening to verbal instructions and lectures.
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• Sequential/Global is concerned with a learner’s ability to understand information. Generally, a
sequential learner inclines towards thinking in an orderly manner, in sequential steps, a global
learner prefers learning by integrating various ideas and in large leaps.
Felder and Silverman proposed a questionnaire comprising 44 questions known as the Index of Learning
Styles (ILS) (see Appendix A), to aid individuals in finding out what their learning preferences were.
Each dimension is represented by 11 questions, where there are two possible solutions “a” or “b” for
each question. For instance, a dimension characterised by Learning Styles X/Y could have two solutions,
either “a” which corresponds to preference for X, or “b” which indicates inclination towards Y.
To determine a learner’s learning style within a specific dimension using Felder-Silverman’s question-
naire, it is sufficient to count the number of answers “a” and the number of answers “b” on all 11 questions
corresponding to that dimension followed by calculating the difference between these two numbers. Ob-
viously, this score is an odd number between 11 (all responses of the learner are equal to “a”) and -11 (all
responses are equal to “b”). A learner with a score of 1 or 3 (-1 or -3) has a mild preference for X (resp.
for Y); yet is essentially well balanced to learn in a teaching environment that favours X or Y. For a score
of 5 or 7 (-5 or -7), the learner has a moderate preference for X (resp. for Y) and will learn more easily in
a teaching environment that favours X (resp. Y). Finally, a score of 9 or 11 (-9 or -11) indicates a strong
preference for X (resp. for Y).
2.2.6 Choice of learning style model
For this research the FSLSM has been employed (as defined in Section 2.2.5 above) to constitute the
student profile (Learning Styles) as well as the learning object profiles, due to the below justifications:
• Firstly, as displayed in Table 2.4, in addition to integrating the work of various popular Learning
Style models such as Kolb [1], Myers and Briggs [94], Honey and Mumford [6] and the VARK
model [7], the FSLSM is known to be the only existing model till present which covers all cate-
gories. For instance, the Active/Reflective dimension in the FSLSM replicates the Activist/Reflector
Learning Style as defined by Honey and Mumford. Furthermore, the Sensing/Intuitive aspect in
the FSLSM is identical to the Concrete/Abstract mode as specified by Kolb [104, 105] in addition
to the Pragmatist/Theorist in Honey and Mumford’s model. Moreover, the Visual/Verbal group
corresponds to the Visual/Read-Write mode within the VARK model. Moreover, FSLSM is dif-
ferent than the existing learning styles model by considering the way student prefer to understand
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information in terms of (sequential and global) which enhance the adaptation of e-learning system
(See Sect. 2.2.5). Hence, due to its close proximity and links to various other Learning Style mod-
els, the FSLSM [2] has popularly become known as a model to be used in the development related
to Learning Styles in personalised e-learning systems [10, 106–108].
Table 2.4: Learning styles criteria grouping according to learning style models
Criteria
Active Group Reflective Group
Activist (Honey and Mumford LSM) Reflector (Honey and Mumford LSM)
Accommodating (Kolb LSM) Diverging (Kolb LSM)
Active (Felder-Silverman LSM) Reflective (Felder-Silverman LSM)
Sensing Group Intuitive Group
Pragmatist (Honey and Mumford LSM) Theorist (Honey and Mumford LSM)
Converging (Kolb LSM) Assimilating (Kolb LSM)
Sensing (Felder-Silverman LSM) Intuitive (Felder-Silverman LSM)
Kinaesthetic (VARK LSM)
Visual Group Verbal Group
Verbal (Felder-Silverman LSM) Verbal (Felder-Silverman LSM)
Read/Write (VARK LSM) Read/Write (VARK LSM)
Auditory (VARK LSM)
Sequential Group Global Group
Sequential (Felder-Silverman LSM) Global (Felder-Silverman LSM)
• Another reason for choosing the FSLSM over other Learning Style models is due to the fact that
the present version of the ILS questionnaire is reckoned to be valid, reliable and appropriate to
aid in identifying Learning Styles. Several studies conducted in the past related to the reliability
and the validity of this questionnaire set forth by Felder and Silverman have emerged out to be
quite positive [109–112]. As reported by [113], the FSLSM ILS is one of the small handful of
questionnaires that score acceptably well in addition to having decent standards for reliability and
validity.
• Finally, being utilised quite often in technology-enhanced learning, many scholars [53, 114–116]
also assert that the FSLSM is a Learning Style model most suitable for use during the implemen-
tation of adaptive learning systems, as shown in Table 2.4. For example, CS383 software [117]
makes use of three dimensions of the FSLSM, in particular, the dimensions of Global/ Sequential,
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Visual/Verbal and the Sensitive/Intuitive. Similarly, both the MASPLAG system [118], and the
Task-based Adaptive learNer Guidance On the Web system, TANGOW [119] utilise the FSLSM
by considering two dimensions, Sensitive / Intuitive and Global / Sequential. According to [54],
this approach of the FSLSM is considered to be the most appropriate methodology for use within
educational systems.
After reviewing the concept of Learning Styles and relevant models, it is understood that the main goal
of e-learning systems is focused on the correct identification of student Learning Styles in order to make
use of the correct personalised resources and recommend appropriate instructional material, all of which
are discussed in the following sections of this chapter.
2.2.7 Learning Style Detection
There are two main approaches to detect student learning styles which are widely agreed on in the
literature [107, 120–123]: explicit approach (Questionnaire-based) and implicit approach (Behaviour-
based) [124, 125], as follows.
2.2.7.1 Explicit approach
Following the acquisition of learners’ responses to a learning style questionnaire, the characteristics and
preferences of every learner is contained within the explicit modelling approach. Numerous examples
of organisations known to utilise this approach include CS383 [10], INSPIRE [126] and iWeaver [16].
Despite extensive use, the explicit approach has its own set of limitations which diminish the precision
of Identification of Learning Styles [127]. Firstly, this method identifies Learning Styles of student based
on the results from a one-time survey, which is against other previous works which state that learner
characteristics change over time depending on the situation [128–131]. Secondly, the explicit approach
works under the presumption that learners are already aware of their Learning Styles. Therefore, encour-
aging students to be able to give out adequate explicit information proves to be a challenging endeav-
our [128, 132].
2.2.7.2 Implicit approach
The implicit methodology utilises a dynamic modelling perspective to deduce students’ learning styles.
Implicit approaches are commonly used to enhance the acquisition of Learning Styles by observing stu-
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dents’ behaviour in addition to their interactions with the system [133]. This approach uses numerous
computer algorithms and programs to spontaneously ascertain an individual’s personal traits [134]. Since
the implicit approach result in frequent updates to learner information [135], it is regarded to be more
precise than the questionnaires [136] since it responds immediately to variations in learning behaviour
patterns [26,137]. Additional approaches which aid in the automatic identification of Learning Styles are
presented in Fig 2.3 [3] as follows:
Figure 2.3: Identification of learning styles and automatic detection of learning styles [3]
• The Data-driven approach which is centred on constructing a model that simulates the Index of
Learning Styles (ILS) questionnaire builds a profile by utilising sample data. Recurrent methods
used as part of this approach include Bayesian Network, Decision Tree and Neural Network, Naive
Bayesian tree algorithm, Hidden Markov and Genetic Algorithm [40, 122, 138–141].
• The Literature-based approach utilises student behaviour to recognise Learning Styles. A basic
rules-based methodology using behaviour is carried out to calculate Learning Styles. Examples of
such rules include data on the basis of the amount of matching hints and time spent on learning
objects among others [52, 53, 93, 142–145].
Overall, collecting student information implicitly by using any of the previously mentioned mechanisms
(data-driven or literature-based) has both advantages and disadvantages. One obvious advantage is the
fact that students are not burdened with filling forms and questionnaires or rating learning objects [146].
On the other hand, one of the most important concerns about an implicit information collection is that
extracting user interests implicitly requires adopting different machine-learning techniques to analyse the
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collected information to know students learning styles. In other words, it is quite inconvenient to translate
user behaviour into user preferences, since the level of preciseness depends on the assumption that user
behaviour has been interpreted accurately. Therefore, although implicit mechanisms take the burdens
off users, they require more complex processes than the explicit ones. It is also important to note that
implicit techniques allow for a simpler access to information by automatically updating the system once
the student interacts with it.
Nevertheless, when a students’ Learning Style is being detected using the implicit approach, an issue of
a ‘cold start’ exists almost regularly [147], since (i) not much information is obtainable to build profiles
[148] and (ii) the system is incompetent while inferring information for new users.
Table 2.5 displays information related to systems which utilise an explicit or implicit approach or both. In
order to prevent drawbacks as well as improve the validity of Learning Styles identification, this research
will take advantage of the two approaches described above (implicit and explicit) to detect students’
Learning Styles. The FSLSM questionnaire [2] ascertains the first Learning Style of a student. During
the course of the system usage, the student’s Learning Style is dynamically adjusted in accordance with
the behaviour of the user (i.e. interactions with the system) (see Chapter 4 and Chapter 5).
In an effort of achieving the intention of understanding student Learning Styles, a review and analysis
of current E-learning management systems is presented in the following section.
2.3 E-learning and educational technology
This section which introduces the background associated with the concept of e-learning followed by
platforms used as part of e-learning is split into two sub-sections. Section 2.3.1 introduces the various
definitions of the term “e-learning” while Section 2.3.2 discusses current e-learning technologies used
to deliver and manage e-learning documentation and activities, in addition to drawbacks of the current
learning management system.
2.3.1 Definition of e-Learning
E-learning has widely expanded to supplement traditional classroom-based learning [157], especially in
the educational sector. Usually, learners can access learning resources whenever through the e-learning
technology. The term “e-learning” which comprises of two parts - ‘e’ which stands for electronic and
’learning’ to mean “electronic learning” [158] is also known by various other names including virtual
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Table 2.5: Summary of student’s learning styles detection approaches in existing adaptive e-
learning systems
Student modelling approach
System Name Learning Style
Model
Explicit Modelling
(Questionnaire)
Implicit modelling
(Behaviour pattern)
MAS-PLANG [118] FSLSM D D
WELSA [149] Unified LS Model D
TANGOW [119]
FSLSM
(understanding
and perception)
D
shaboo [150] FSLSM D
e-Teacher [18]
FSLSM (perception,
processing, and
understanding)
D D
CS383 [10] FSLSM D
iWeaver [16] Dunn & Dunn Mode D
LSAS [19]
FSLSM
(Sequential
/global)
D
PLORS [151] FSLSM D
DeLeS [93] FSLSM D
Protus [152] FSLSM D D
OSCAR CITS [153] FSLSM D
AES-CS [154]
Field dependence
and field
independence
D
LearnFit [155]
Myers-Briggs Type
Indicator (MBTI)
D D
AHA(adaptive
educational
hypermedia) [156]
Multiple
learning style
models
D
INSPIRE [126] Learning style D
learning, online learning and web-based learning [159]. It is also necessary, however, to define ‘learning’
before defining ‘e-learning’. Generally, Learning is regarded as the process whereby learners develop
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new skills or modify existing knowledge and skills in order to enhance their performance [160].
In general, e-learning is formally defined as “an approach to learning and teaching, representing all or
part of the educational model applied, and based on the utilisation of electronic devices and media as tools
for enhancing access to training, interaction and communication promoting the adoption of new ways of
understanding and developing learning” [4, 161]. Duggleby [162] defined online learning as a learning
approach using technological devices including computers and handheld devices.
Moreover, the authors in [4] have categorised the various interpretations of e-learning into four key
classes, as displayed in Fig. 2.4 that include the following.
Figure 2.4: Definitions of e-learning [4]
• Technology-Driven-Oriented Definitions: Centred on the technical characteristics of e-learning,
within this class, the concept of e-learning is defined as "the use of technology to deliver learning
and training programs" [4].
• Communication-Oriented Definitions: Focused on communication tools, this class is related to
e-learning where "E-learning is learning based on information and communication technologies
with pedagogical interaction between students and the content, students and the instructors or
among students through the web" [4, 163].
• Delivery-System-Oriented Definitions: This definition class is associated with the resources
utilised for delivering e-learning. Within this class, e-learning is defined as "the delivery of ed-
ucation (all activities relevant to instructing, teaching, and learning) through various electronic
media" [4, 164, 165].
• Educational-Paradigm-Oriented Definitions: Concerned with the educational side of e-learning,
class is described as "the use of new multimedia technologies and the Internet to improve the
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quality of learning by facilitating access to resources and services, as well as remote exchange
and collaboration" [4, 166, 167].
It should be noted that a common point among the different definitions and classes is associated with the
use of technology and technological devices including computers and handheld devices in order to access
and share information. For the purpose of this study, it will be useful to provide a simple definition to the
concept of e-learning by considering the aforementioned classes:
“ E-learning is an approach to teaching and learning, representing all or part of the educational model
applied, that is based on the use of electronic media and devices as tools for improving access to
training, communication and interaction and that facilitates the adoption of new ways of understanding
and developing learning ”.
This concept of e-learning is utilised in the educational sector where it is used as a resource to provide
prompt support, online student management, as well as formative and summative assessment feedback to
students [157]. In contrast to conventional face-to-face methods, the efficiency of e-learning is dependent
on the efficient application of techniques to fulfil teaching objectives in addition to the effective coordi-
nation of student-teacher interactions [168]. Several e-learning platforms have been developed since the
middle of 1990. The next section will provide an overview of existing e-learning platforms and showing
out the drawbacks of these platforms.
2.3.2 E-Learning platforms
E-Learning platforms are put to use by numerous academic institutions in order to enrich learning ac-
tivities by granting consistent access to e-Learning tools and applications from everywhere. Generally,
the prime improvement goals of most e-Learning resources include strengthening collaboration, efficient
management of learners, learning materials, notifications, assessments and results among others. Today,
e-Learning platforms have come to be known by various terms such as Learning Management Systems
(LMS), Course/Content Management Systems (CMS), Virtual Learning Environments (VLE) and Stu-
dent Management System (SMS). These platforms can be defined as follows:
• Course/Content Management Systems (CMS) are defined as "a collaborative learning environ-
ment containing tools for developing and delivering courses with the aid of the Internet" [169].
While [170] revealed that the terms CMS, LMS and VLE could be applied interchangeably, [171]
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provided a distinct definition to VLE by terming it as "a collection of software tools supporting
academic administration, teaching and research", such as WeLearn [172].
• An online software used by educational institutions, known as a Student Management System
(SMS) is made use of to organise students’ data [173] and provide services related to students,
faculty, coursework, fees, tests and results. Some examples of the SMS used in a commercial
setting include PeopleSoft and Banner [173].
• Learning Management Systems (LMS) are broadly utilised to monitor numerous online educa-
tional systems for managers and are defined as "software that automates the administration of
training events". Through the LMS which handles multiple providers; users are registered, courses
are tracked, information is recorded, and relevant reports are published and provided to the man-
agement. It is important to note that an LMS only manages courses generated by other sources
and does not have potential for authoring on its own [173]. Few examples of these systems include
Blackboard [174], MOODLE (Modular Object-Oriented Dynamic Learning Environment) [175],
and Sakai [176].
The above-described e-learning platforms allow the provision of numerous ways of online learning in
addition to making distance learning easier. At present, various higher educational institutions make use
of popular virtual platforms such as Blackboard [174], MOODLE [175], and Sakai [176], that deliver
coursework with several online features which learners can make utilise for effortless online learning.
Figure 2.5 illustrates the most popular Learning Management Systems. The application of e-learning
strategies within the educational sector and corporations is quite a customary practice in the 21st century.
Yet, numerous e-learning frameworks even now pursue a traditional homogenous approach, i.e. a "one
size fits all" model to deliver identical learning materials regardless of the distinct Learning Styles and
preferences of learners [50] (see Sect.2.1). As noted by [52], Learning Management Systems are usually
course-centric rather than learner-centric and it is due to this characteristic that LMSs are unable to offer
personalised learning to learners. According to [177] as well, this issue of e-learning platforms poses as a
limitation due their inability to offer learner-centric content. Hence, the concept of adaptation is a major
challenge associated with the concept of e-learning, specifically in learning environments where learner
preferences are diverse.
Due to the demand in moving away from standardisation, a modern trend termed as adaptive e-
learning which takes into account various learner preferences has begun [52, 53]. The aim of adaptive
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Figure 2.5: The most popular learning management systems
e-learning systems including overcoming the existing challenges of traditional e-learning practices, as
shown in Table 2.6.
Table 2.6: Comparisons between the traditional and adaptive e-learning environment
Criteria Traditional e-learning
environment
Adaptive e-learning
environment
Learning Style One-to-many
One-to-one or many-to-one
(i.e. One, or many learning
materials for one learner).
Learning Process Designed for an average
learner
Learning content relies on
the characteristics of individual learners,
i.e. prior knowledge, needs,
skills, learning style, and preferences.
Learning Materials Determined by the
educator
Depends on the learner’s requirements.
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On the basis of this analysis, the following section reviews the background related to adaptive e-
learning, including the concept and components of adaptive e-learning in addition to further adaptive
system related work within the field over the last years.
2.4 Adaptive e-learning
Adaptive e-learning is a specialised class of e-learning, in accordance with the philosophy that learners
differ from one another in several ways. For instance, learners differ with respect to their individual
knowledge levels, Learning Styles (LSs), and cognitive abilities. Thus, it is essential for e-learning plat-
forms to adapt and deliver content depending on learner preferences [178, 179]. This is where adaptive
e-learning comes in by allowing the integration of learner characteristics into learner models to deliver
adaptive content. Improving learning efficiency and learner satisfaction rates are the major reasons for
the significant push in the development of adaptive e-learning models [180, 181].
As stated by [182], an adaptive e-learning system constitutes "an interactive system that personalises
and adapts e-learning content, pedagogical models, and interactions between participants in the envi-
ronment to meet the individual needs and preferences of users if and when they arise".
Interchangeable terms such as intelligent adaptive/adaptable systems, adaptive educational systems
and personalised learning systems are employed in literature to describe the concept of adaptive e-
learning. Nevertheless, a significant difference exists between an adaptable and an adaptive system where
the former represents a user-initiated adaption technique, while the latter indicates system/automatic-
initiated adaptation techniques without direct user intervention [183]. Generally, adaptation is realised
in either of three forms, namely, adaptive content presentation, adaptive content sequencing as well as
adaptive navigation instruments as shown in Table 2.7 [126, 184].
2.4.1 Components of adaptive e-learning systems
Adaptive e-learning environments are adopted are closely linked to well-organised and structured models.
Figure 2.6 shows the major components of adaptive e-learning systems: student model, a learning objects
model, and an adaptive engine; all of which are described in the following sections.
31
Table 2.7: Adaptation categories
Adaptation
categories
Description
Adaptive
presentation
of academic content
Content adapted to tailor to learner preferences constitutes this approach.
In addition to ensuring adaptive content to learner characteristic,
another aim of this category involves a substantial increase in the speed as
well as quality of learning [126, 185]. Examples of this category include Arthur [186]
and Computer Systems hypermedia courseware (CS383) [117].
Adaptive content
sequencing
The purpose of this category involves the order in which the content is
presented and delivered to suit various learner preferences, such that the
presentation sequence has a significant effect on the learning process [184, 187].
Examples of this category include Adaptive Courseware Environment (ACE) [188]
and the (INtelligent System for Personalised
Instruction in a Remote Environment (INSPIRE) [126].
Adaptive navigation
tools
Cites the provision of proper orientation of e-learning tools in order to enhance user
experience based on students’ habit and preferences by the adjustment of
visible links that control learning orientation such as that of Adaptive Educational
System based on Cognitive Styles AES-CS [154].
Figure 2.6: Adaptive e-learning systems’ components
2.4.1.1 Student Model
A student model is responsible for tracking an individual learner’s data in order to adapt itself to the
learner’s preferences [189]. In this context, [190] expresses that a student model is considered to be
32
a crucial piece of individualised behaviour in adaptive e-learning systems and strongly depends on the
way in which knowledge about a student is modelled internally. This process of building and updating
a Student Profile (SP) is known as student modelling, whose phases are described below in Figure 2.7.
Furthermore, student modelling can be classified [5] into static or dynamic modelling as described below:
Figure 2.7: Student modelling in e-learning systems [5]
• Static modelling describes the process of initialising student information once, generally at the
time of student registration [191].
• Dynamic modelling is associated with the process of updating student models consistently and
respond to changes during the course of enrolment [191].
2.4.1.2 Content Model
Content model generally comprise information related to the knowledge domain of course content in
order to facilitate an adaptive course delivery. The concept of Learning Objects (LO) is made use of to
reduce unnecessary time and effort taken up to develop educational material. [192] explains Learning
Objects to be organised digital materials of learning used in various learning environments and annotated
using metadata for the purpose of describing and manipulating them. As defined by the IEEE [193]. Most
broadly used standards related to metadata in e-learning include those of the Dublin Core [194] and IEEE
LOM [193].
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2.4.1.3 Adaptive Engine
The adaptive engine is an algorithm that integrates information from the student and course models to
select appropriate course learning objects to present to the student. There are two essential types of
adaptive engines used in for adaptive learning systems [195, 196]:
• Rule-based using conditional ‘if-then’ logical decisions. This approach builds its system as a
branching architecture. This approach is clear and simple; however, it becomes more and more
difficult to process the branches as the number of components of the domain model increases
[196–198].
• Algorithm-based using mathematical functions to analyse students’ behaviour patterns. This ap-
proach is considerably more complex than the Rule Based technique. Algorithm based selec-
tion often uses machine learning techniques to learn more about the contents and the students’
behaviour. These techniques employ highly complex algorithms for predicting which choice of
content is likely to be most successful in terms of learning outcomes [199].
Finally, the recommendation module executes the adaptive matching rules coming from the adaptive
engine and provides the recommendations, as explained in Section 2.5.1.
2.4.2 Adaptive e-learning evaluation methods
In general, the evaluation of adaptive e-learning systems that deploys students’ profiles is considered to be
complicated in addition to being expensive [200]. There is no standard way to evaluate adaptive systems,
but each system might propose different strategies which are tailored based on their purpose and structure.
On the basis of the literature, three main approaches commonly used to evaluate recommendation systems
include offline, user-centred studies and online evaluations [27].
• Existing datasets have been extensively used in offline evaluations to measure the performance
of recommender systems through statistical analysis. As will be explained in the next chapters,
we have used students’ datasets from the AAST-MOODLE log-file so as to independently test
the performance of each module of ULEARN system. Within this type of evaluation, there is no
need to deploy the system or interact with real users in an online environment. Another advantage
includes the ability to reuse datasets for testing different algorithms and parameters for the purpose
of finding optimum performance for a system. The main drawback of this evaluation comprises
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the way in which it cannot measure users’ opinions of the personalisation experience. However,
user-centred and online approaches are proposed to address some of these limitations.
• Real students are engaged in user-centred evaluations for collating realistic behaviours in addi-
tion to testing the proposed system’s performance [27] and comprises three steps: (i) recruiting
students; (ii) creating a set of tasks to be completed by the users; and (iii) collecting and analysing
student interactions and behaviours. These evaluations are also known to be a better indicator of the
proposed system’s effectiveness, accuracy and efficiency instead of using datasets since systems
are tested in realistic settings. Many studies [201,202,202] confirm that the user-centred evaluation
is suitable for evaluation of the adaptive e-learning system’s accuracy and overall performance.
• A system is made use of in online evaluations to be evaluated within a real environment. This
approach is presumed to be the best approach for evaluation purposes since thorough testing of
the system can take place corresponding to real users’ behaviours within a real environment [203].
Therefore, the results obtained through means of an online evaluation would have stronger evi-
dence of the system’s performance. Although online evaluations might be more reliable to assess
a system’s performance, they possess few challenges such as being time-consuming and compli-
cated.
2.5 Recommender Systems
Recommender systems (RSs) comprise software applications for the filtration of information according to
an individual’s personalised preferences. In other words, while they are utilised in a variety of areas, these
systems offer personalised suggestions to users about products which include movies and books among
others [204,205]. Hence, recommender systems are said to assist in managing the problem of information
overload by offering users only relevant items from a substantial number of items [27,206,207]. RSs have
been widely used in the last few years in different fields including e-commerce [9,32,33], e-learning [208,
209], news [34–36], music [37], movies [210] and documents [211]. To provide recommendations, RS
try to predict relevant products and offer recommendations to users based on their individual preferences
[211]. Recommender systems generally use machine learning techniques to process stored data about
user’s interests, represented as user profiles. A ranked list of all resources available for recommendation
is subsequently computed based on an algorithm that has been trained using the user profiles. In building
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recommender systems, historic data about users are generally stored in a user-item matrix also known as
the rating matrix.
Data related to the matrix is gathered through relevant feedback which could either be explicit (rat-
ings, votes) or implicit (clicks, purchases) [212,213]. Table 2.8 involves five users (denoted as rows) and
five items (denoted as columns). Each cell value represents user-item interactions (e.g. a rating ranging
from 1 to 5), where a rating of 1 represents extreme dislike, while a 5 denotes extreme liking for a partic-
ular item. The empty cells denote the non-observed data (missing values). The task of predicting absent
Table 2.8: User-item rating matrix
Item1 Item2 Item3 Item4 Item5
User1 1 3
User2 5 3 4
User3 3 2 1 3
User4 1
User5 3 4
values within the matrix constitutes the aim of the RS algorithm. These missing values exist in areas
where there is no data related to the users’ preference. Furthermore, data within the matrix could some-
times be quite scarce in the case where the number of products a user interacts with; or the number of user
ratings are few, in comparison to the total number of items [214]. Numerous approaches exist to predict
user-based ratings such as Content-Based Filtering, Collaborative Filtering and the Hybrid Approach, all
of which are discussed in the following section.
2.5.1 Recommendation Techniques
In the interest of predicting user preferences and ratings, numerous recommendation systems exist as
mentioned in the previous section, some of which are illustrated in Figure 2.8. In this section, rele-
vant recommendation techniques such as Content-Based Filtering (CBF), Collaborative Filtering (CF),
Knowledge-Based (KB), and Hybrid Filtering (HF), shall be discussed.
2.5.1.1 Content-Based Filtering (CBF)
This recommendation approach takes into account the user’s preferences and suggests products in accor-
dance with items that the user has liked before [215–217]. The algorithm of this approach is structured
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Figure 2.8: Breakdown of recommendation algorithms used for recommender systems
to perform an analysis on items in order to identify any which might be of the user’s interest, as shown
in Figure 2.9. An example of Content-Based filtering includes a situation wherein if the user has liked
Figure 2.9: Content-based filtering recommendation based on similar items
a book related to Artificial Intelligence (AI), the system suggests similar books to the user. Four prime
steps form part of this algorithm, as described below:
1. First, item information is gathered by the system; for instance, a movie recommender system would
collect data related to movie titles, genres, actors, producers, etc.
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2. Next, users are requested to rate items either using a binary scale (likes/dislikes) or a numeric scale
(a scale of 1 to 5).
3. Based on the collected information, a user profile is created using the provided ratings. Various
methods of retrieval are used for this purpose. As more information is gathered, user profiles are
updated.
4. The recommendation system then matches content related to unrated items with an active user
profile and subsequently assigns a score to the items.
For the purpose of deducing the similarity between an item and a user, numerous similarity approaches
are applied. One such commonly used measure is that of the Cosine Similarity (see Section 2.7).
Moreover, various techniques, such as classification [216, 218], regression and clustering [219] are
utilised for Content-Based recommendations due to their ability to adopt semantic item content and rec-
ommend items to users according to their preferences.
In this way, a CBF recommender system would possess the ability to recommend new as well as
unpopular items to users. In addition, these systems could provide a clarification of recommended items
by listing content-features on the basis of which item is to be recommended and do not experience issues
with sparseness since information related to the preferences of other users is not required. However,
a limitation of the CBF approach is an issue involving new users where the system is not capable of
providing accurate suggestions to new users who have rated just a few items. Additionally, this approach
also suffers from an over-specialisation problem where recommendations can be made only in line with
preferred items within the user’s profile and not those outside the scope of the user’s profile. Moreover,
it is not possible to distinguish between items that portray an identical group of features through this
approach. Occasionally, it is not possible on behalf of the recommender system to suggest items that are
very identical to users, for instance, news articles which report the same event. One more drawback of
this approach is the issue related to item content dependency where it is difficult to recommend items
such as images and movies that cannot be described as keywords.
2.5.1.2 Collaborative Filtering (CF)
As shown in Fig. 2.10, collaborative recommendation approaches make recommendations taking into
account the user’s behaviour, in contrast to CBF techniques which suggest items in line with similar
content. As proposed and defined by [220], the CF technique which is a highly researched approach
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which uses a matrix of user-item ratings as input based on implicit or explicit interactions. Owing to many
advantages, this approach is also widely used by massive online businesses such as the online retailer
Amazon [221] and film rental service provider Netflix [222] where new items are released based on a
review of users’ behaviours to catalogue items in terms of purchasing activities and shared opinions. The
Figure 2.10: Generate predictions using collaborative filtering recommendation based on similar
customers
Collaborative Filtering approach is generally classified into two categories, memory-based and model-
based [29, 223], both of which are defined below:
• Memory-based CF: Also termed as neighbourhood-based algorithms, memory-based algorithms
[224,225] are one of the most initially used CF approaches [226] which take into account the neigh-
bourhood while predicting the ratings of user-item combinations [227]. These neighbourhoods are
defined in either of the below two ways:
– User-based collaborative filtering: These algorithms provide recommendations of prod-
ucts that were liked by similar users [29]. Therefore, the objective is to recommend ratings
for items which have not yet been rated by a user. This is achieved by computing weighted
averages of the ratings by users sharing the same interests as the target user [227]. To exem-
plify, whenever Maria and Alex have similar ratings among rated movies, a user-based CF
algorithm can use the rating given by Maria to the movie Aladdin to predict the rating that
Alex would have given if he had to rate it himself.
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– Item-based collaborative filtering: These approaches provide recommendations of prod-
ucts similar to those that the user liked in the past [29]. Consequently, to predict an item
rating given by a user, the first step involves determination of a set of with the highest sim-
ilarity to the target item. The item ratings in the set are then applied to predict if the user
will like the item. Hence, if Alice gave positive ratings to classic movies like Aladdin, these
ratings would then be used to forecast her ratings of other animation movies, like Shrek.
The decision on which approach to use usually relies on the ratio of the number of users to the
number of items. For instance, where the number of users is greater than the number of items,
item-based approaches are more appropriate because they generate precise recommendations in
addition to being computationally efficient [228], while user-based approaches generally produce
more original recommendations [229]. These neighbourhood-based methods can be interpreted as
generalisations of k-nearest neighbours’ classifiers. Therefore, while these methods are considered
instance-based learning methods, which are very specific in terms of the instance being predicted
[230], they are usually known to not work very well with sparse rating matrices [226].
• Model-based CF: Such algorithms utilise machine learning and data mining to generate predictive
models that will be used to predict missing entries within ratings matrix R [230]. As with super-
vised or unsupervised machine learning methods, these predictive models are created before the
prediction phase. Examples of traditional machine-learning methods that can be generalised to the
model-based CF scenario include decision trees, rule-based methods, Bayes classifiers, regression
models, support vector machines, and neural networks [231].
Two prime issues in recommender systems include accuracy and scalability. While an accurate
system denotes the high ability of a system to make precise predictions of how users rate items,
scalability represents the characteristic of a system to cope with a huge number of users and items.
It is generally known that while memory-based techniques constitute better accuracy, model-based
approaches have higher scalability [29, 231, 232]. Many applications make use of the advantages
of both approaches by integrating them to form a highly efficient hybrid filtering system while
curbing the drawbacks of CF approaches such as sparsity [233].
The ability of being able to work with any item types without the need for extracting item-related features
constitutes a major advantage of the CF approach. Through this technique, recommendations related
to new items based on other users with similar preferences are made in addition to suggesting similar
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items pertaining to an individual user’s preferences. However, the CF approach does have its own set of
limitations, some of which are related to issues of data sparseness and cold-start [213, 234, 235]. Data
sparseness usually takes place when there is a substantial increase in the number of available items in
addition to insufficient ratings within the rating matrix to produce precise predictions. Once the ratings
acquired are few compared to the number of ratings that need to be predicted, a recommender system
becomes unable to locate similar neighbours, hence producing recommendations below par.
With regards to Cold-Start (CS), this issue generally constitutes problems pertaining to the user and
the item. The CS user problem, known as the new user problem, has an effect on users with a smaller
number of ratings or none at all. In cases where the amount of rated items for the CS user is too few,
a collaborative recommender technique cannot accurately find user neighbours by making use of rating
similarity, hence failing to produce precise recommendations. Besides, the CS item problem, called the
new item problem, impacts items with few ratings or none. With few ratings for CS items, the application
of collaborative filtering systems fail to correctly locate similar neighbours through rating similarities and
thus would be unlikely to recommend them [234].
2.5.1.3 Knowledge-Based (KB)
The concept of Knowledge-Based (KB) recommendation techniques make suggestions to users by tak-
ing into account knowledge of the users, user preferences, item information as well as recommendation
criteria [236]. Generally, these recommendation systems which are used in situations where CBF and
CF do not apply, retain a substantial volume of knowledge base which defines the way in which an
item meets a specific user’s needs. These knowledge explicit knowledge bases are generated based on
presumptions between the user and the relevant recommendation [237]. One such familiar application of
knowledge-based recommendation systems includes Case-Based reasoning in which Case-Based systems
depict items as cases and produce suggestions through the restoration of the most identical cases to the
user’s query or profile [238]. As a formal knowledge characterisation methodology, Ontology constitutes
the domain concepts as well as their relationships and is utilised in recommender systems to express
domain knowledge [239]. As a matter of fact, there is a possibility to determine the semantic similarity
between items through means of domain ontology.
Ontology-Based recommender systems [211, 240, 241] utilise Ontologies to define profiles of users
and items. It is these systems that produce relevant recommendations after assessing similarities between
the instances related to users and all other instances within the system’s knowledge bases. Different
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heuristics are used for assigning the weights to super- and sub-instances. The depiction of Ontology can
take several forms in various contexts. For example, it represents a model among other languages when
using Web Ontology Language (OWL); while depicting an XML (eXtendable Markup Language) schema
with respect to a database [242, 243].
As shown in Table 2.9, Ontology-based systems are made use of in e-Learning so as to surpass issues
related to a cold-start and bring in a personalisation angle. For instance, [244] proposed a system to per-
form the task of recommending learning activities where ontology could be used to portray the learner
profile, domain model, and learning activities. On the contrary, [245] outlined a framework to cumulate
and classify learning objects, following a generation of semantic recommendations based on ontology. As
mentioned above, knowledge-based recommendation techniques specifically ontology-based are applied
in situations where systems based on the concepts of CBF and CF cannot be used. This is due to the
advantage of KB systems not experiencing issues related to cold-start and sparsity [246]. In addition to
possessing numerous benefits such as reusability, sharing domain knowledge and providing personalisa-
tion [246], reasoning the ontology aids in moving towards certain useful inferences in the recommenda-
tion process. Nonetheless, the concept of ontology does include some limitations. With the capability of
being reused by anyone on the Internet, names prescribed to various classes, properties, and individuals
within an ontology model prove to be a challenge. An additional such drawback which occurs during the
process of designing ontologies includes the inaccurate usage of classes and individuals which call for a
means of knowledge engineering through the course of ontology designing and maintenance [246, 247].
2.5.1.4 Hybrid Filtering (HF)
Due to numerous drawbacks which are difficult to overcome within the boundaries of an individual rec-
ommendation approach, several researchers have attempted to combine various methods to prevent lim-
itations and gain the benefits of both [248]. This approach makes use of two or more recommender
methods to provide the user with recommendations [228]. Merging two or more methods is usually made
in an effort to overcome the limitations of one solution by incorporating another method [249]. Accord-
ing to [237], there consist two fundamental hybridisation mechanisms of combinations to build hybrids
in recommender systems, as follows:
1. Combining recommendation systems approach: An approach towards building hybrid systems
is to first individually implement Content-Based and Collaborative approaches, followed by com-
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bining their output (the ratings) into one recommendation [250, 251].
2. Adding Content-Based properties to Collaborative methods: These methods utilise Content-
Based profiles of users to compute the similarity between the users. These similarities are then
combined with the unrated items to make the final recommendation [252, 253].
A widespread approach in existing hybrid recommendation methods includes combining CF recommen-
dation techniques with various practices for preventing issues related to cold-start, sparseness or scala-
bility [29, 45, 218, 251, 254, 255]. A few techniques which have been made use of are described in Table
2.9.
2.5.1.5 Recommendation techniques in e-learning
Table 2.9 summarises recently published researches conducted in the area related to adaptive e-learning
systems, such as Content-Based Filtering, Collaborative Filtering, Knowledge-Based and Hybrid recom-
mendation techniques including information related to personalisation services. Traditional recommenda-
tion algorithms still face several problems in current e-learning systems, as mentioned previously. Hence
it is necessary to overcome these issues while implementing effective e-learning recommendation tech-
niques. During the course of this thesis, a novel Enhanced Collaboration Filtering (ECF) algorithm and
an Enhanced Content-Based Filtering (ECBF) algorithm will proposed, which integrate multidimensional
attributes of learning object (LO), Learner’s profile (Learning Styles) and learner’s rating information to
resolve the cold-start problem as well as the data sparsity problem. A clustering technique in particular
K-means is used to group students with similar criteria preference and group learning objects according
to their profiles for a better-performed recommendation. Details are presented in Chapter 5.
In the next section, a summary of clustering approaches including that of the k-means clustering
algorithm will be described.
2.6 Clustering in recommender systems
Clustering is known as unsupervised learning, the concept of clustering has been used for decades in many
fields, such as medical image analysis [268,269], clustering gene expression data [270,271], investigating
and analysing air pollution data [272,273], power consumption analysis [274,275], and many more fields
of study. Research in the field of clustering algorithms is quite vast and ranges from partitioning-based to
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Table 2.9: Summary of recommendation techniques in e-learning systems
Used Recommendation
Techniques
Study Cold-Start Issues CF CBF KB HF
Predict relevant learning materials
to every learner based on
collaboration with other learners [42].
D No past
preferences
D
Recommend the most suitable learning
materials for each learner based on the
rating similarity with other learners [256].
D
No past preferences
or No high rated
LO in past
preferences.
D
Finding learning objects suitable for
learners’ preferences
(knowledge level and learning style) [257].
D No past preferences D
Recommend course learning objects
based on neighbourhood rating [258].
D No high rated LO
in past preferences
D
Constructed a course ontology and
retrieved the course according to
learner’s learning styles [259].
D D
(+ontology)
D
Recommend learning materials [260]. D D D
(+ontology)
D
Proposed a hybrid recommender
system to recommend learning
items in users learning processes [261].
D
No past preferences
or No high rated
LO in past
preferences.
D D
(+SPM algorithm)
Proposed a recommender system to
store and share research papers
and glossary terms among university
students and industry practitioners [262].
D No past
preferences
D
Recommend learning contents to
users based on similarity between user
profiles [263].
D No past
preferences
D
Course recommendation system
based on ontology and context aware
e-learning [264].
D D
(+ontology)
Framework for recommending learning
resources based on the learner’s recent
navigation history and by comparing
similarities and differences among
different learner’s
preferences and instructional content
available in the e-learning system [265] .
D
No past preferences
or No high rated
LO in past
preferences.
D D
Recommend learning Materials based
on multidimensional attributes [266].
D No high rated LO
in past preferences
D D
Proposed approach for selecting and
sequencing the most appropriate
learning objects [267].
D No high rated LO
in past preferences
D D(+association pattern
analysis)
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hierarchical-based methods. Hierarchical methods found in algorithms such as single link, complete link
and average link, are utilised to generate a nested succession of partitions in two modes: the agglomerative
mode which initiates with a distinct cluster pattern and subsequently merges nearly all identical cluster
pairs resulting in the formation of a cluster hierarchy; or the divisive mode which is initiated with a
single cluster pattern and is followed by splitting every cluster into smaller clusters till the stopping
criteria is encountered. Partitional methods made use of in algorithms including k-means and expectation
maximisation methods detect clusters all at once as a partition and do not inflict any clustering hierarchy.
Clustering algorithms are normally developed based on proximity, i.e. similarity or distance. The
process of clustering can be described as grouping a selection of objects into clusters with respect to
dissimilarities between them. It is important to note that data objects in one cluster are similar to each
other and dissimilar from objects in different clusters.
Several recommendation methods related to partition-based clustering algorithms have been pro-
posed, as shown in Table 2.10. In this thesis, the k-means clustering algorithm has been utilised to
enhance computational efficiency specifically in terms of the quality and preciseness of recommenda-
tions.
As discussed above, the k-means [280] clustering algorithm is based on partition clustering methods
and has seen several applications specifically within the field of personalised e-learning [280], the AHA!
e-learning system being an illustration of such an application [281]. The AHA! e-learning system devel-
ops clusters corresponding to an individual student’s model and cumulates relevant data in an XML file,
where the centroid of each cluster is collected. In other words, a typical user is represented by a centroid
within a cluster.
The k-means approach has found various applications, some of which are described in this section. [282]
utilised k-means to examine students’ behaviours based on an annotation dataset of 40 students. The
k-means algorithm found another application related to students when [283] administered a study to
comprehend the influence of human characteristics on students’ performance while listening to music.
Furthermore, [284] applied the k-means algorithm to aid in building the neighbourhood. In this case,
the neighbourhood was not restricted to the cluster of the user, but the user’s distance to various cluster
centres was used as a pre-selection step for neighbours. Successful results of this effortless and efficient
technology related to clustering were achieved and it was interpreted that the results surpassed that of
KNN-based CF to a higher standard. The k-means clustering algorithm is one of the simplest and most
common partitioning methods [285, 286].
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Table 2.10: An overview of recent researches on adaptive e-learning recommender systems
using clustering algorithms
Recommendation Techniques
Study CBF CF HF Method Result
[276] D D D
Classification &
association rule
(Apriori algorithm)
& clustering
(K-means)
K-means clustering,
ADTree classification
& Apriori association rule algorithm
is the best combination compared with
ADTree & Apriori Rule.
[48] D Clustering (K-means) &association rule
(Apriori algorithm)
K-means clustering and
Apriori association have the best results
and improve the accuracy of the
course recommendation.
[277] D Clustering (K-means) &
Knowledge-based (ontology)
Improve the LO’s recommendation
taking the advantage of K-means
clustering according to the
student’s prior knowledge.
[278] D Clustering (K-means) ,cosine similarity metrics
& Pearson correlation
Improving in learning object
recommender accuracy.
[279] D
K-means
Bi-Directional
based frequent closed
sequence mining
The result shows higher
LOs recommendation accurately
according to the real-time up
dated contextual information.
[152] D ClusteringMachine
learning
Learners in the
experimental group
complete a course
in less time than
learners
in the control group.
Standard k-clustering methods which assign objects to the closest cluster are initialised by randomly
choosing k cluster centres, where k is the cluster number. Next, distance methods such as Euclidean
distance (Section 2.7.1) are used to determine the similarity between the data objects and cluster centres.
Each object is then assigned to one of the cluster groups with the closest centre followed by redefining the
cluster centres by finding the mean vector of all objects belonging to each cluster group. Finally, the ob-
jects are reassigned according to their distance to these new cluster centres. This iterative process repeats
until there are no changes in the assignment of objects to cluster groups. The traditional method aims to
minimise the Euclidean target, and hence makes use of the “least sum of squares” approach. However,
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by making use of other distance functions excluding the Euclidean function, the algorithm could be pre-
vented from converging. The algorithm is implemented in the following steps.
Step 1: Select K random points from the dataset as initial cluster centroids.
Step 2: Create K clusters by associating each data point with their closest cluster centroid, making
use of the Euclidean distance defined Eq. (2.1).
Step 3: Recalculate the centroid of every cluster as the mean of all data points in that cluster.
Step 4: Repeat steps 2 and 3 till there is no modification in the centroids.
Enhancing the efficiency of recommender systems, clustering offers an offline feature to partition
the dataset in a way that similar data is placed within the same cluster while dissimilar data is placed in
various clusters, followed by which the algorithm is applied only with the highest similarity to the user.
Some benefits of this algorithm include its simplicity as well as its time complexity (can be used to cluster
large data sets).
The next section presents the similarity metrics often utilised in e-learning recommender systems
2.7 Similarity metrics
Considered to be the backbone of Content-Based Filtering, Collaboration Filtering and Knowledge-Based
recommendation systems; similarity metrics aid in the prediction of ratings of items which have not been
rated, by deducing the closeness between two featured vectors. This section explains the most widely used
similarity metrics utilised for purposes related to e-learning recommendation techniques, as displayed in
Table 5.3.
Let x = (x1, · · · ,xn) and y = (y1, · · · ,yn) be two vectors in an n-dimensional real vector space, for
some integer n > 0.
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Table 2.11: A summary of widely used similarity metrics in approaches related to e-learning
recommendation systems
Study Adaptation Euclidean Pearson Jaccard Cosine Manhattan
[287] Adaption of learning objects. D
[288] Calculating the degree of similarity
between students.
D D
[289] Measurement of similarity between
learners’ rating vectors.
D
[151] Compute similarity between learners. D
[290] Calculate the similarity among students. D
[291]
Learning objects self-organisation
process using (cosine similarity)
and matching the similarity
degree between learners and
LOs using (Jaccard coefficient).
D D
[260] Calculate the similarity between the
user profile and the course profile
D
[292] Measuring the similarity between users
to recommend courses.
D
[293] Calculate user similarity for
the suggestion of the course.
D
[294]
Recommend individual learners’ elective
courses based on comparison of single
course template with that of course
templates in the same
curriculum to deduce a similarity
between learners.
D
[295]
Calculate similarity with other
learners (rating and learning
styles similarities) to
recommend learning materials.
D D
2.7.1 Euclidean Distance
The Euclidean Distance which is always greater than or equal to zero is the most widely used measure to
compute the distance of two vectors x and y as defined in by Eq. (2.1) [296]:
D(x,y) =
√
n
∑
i=1
(xi− yi)2 (2.1)
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In the case where the vectors are identical, the result would be equal to a value of 0. Furthermore,
when the coordinates of both vectors range from 0 to 1 (which is the case for the feature vectors used
in this study to represent the student Learning Styles and the learning object profiles, see chapter 3), i.e.
0≤ xi,yi ≤ 1 for all 1≤ i≤ n, then the Euclidean distance can be normalised as follows:
d(x,y) =
√
1
n
n
∑
i=1
(xi− yi)2 (2.2)
Note that 0≤ d(x,y)≤ 1 and the greater the value of d(x,y) the more dissimilar x and y are. Hence, the
derivation of Eq. (2.2) will result in a similarity matrix as defined below.
Simd(x,y) = 1−d(x,y) (2.3)
Though the Euclidean Distance is widely used in algorithms such as K-means and Fuzzy C-means [297]
for the purpose of clustering continuous data, it possesses its own limitations, i.e., (i) when two data
vectors possess no common attribute values, they might have a smaller distance than the other pair of data
vectors which contain identical attribute values [298,299]; and (ii) in the case of Euclidean distances, the
largest-scaled feature would be dominant over others, hence, the normalisation of continuous features
could be a solution to this issue [298].
2.7.2 Pearson Correlation
A measure of the linear dependence between two vectors x and y, the Pearson correlation is described as
the ratio of the covariance of the two vectors by the product of their standard deviations (which acts as a
normalisation factor) [300], as shown in Eq. (2.4).
P(x,y) =
∑ni=1 (xi− x¯)(yi− y¯)√
∑ni=1 (xi− x¯)2
√
∑ni=1 (yi− y¯)2
(2.4)
Where x and y are the mean values of x and y, respectively.
Usually, the coefficient P(x,y) varies between −1 to 1, where the value 1 represents perfect negative
linear dependence, 0 represents no linear dependence, and 1 represents perfect positive linear dependence.
It is important to note that while positive values demonstrate similarity with 1 depicting perfect similarity,
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negative figures represent dissimilarity. Despite being sensitive to outliers, the Person measure is invariant
to linear transformations [298, 301].
2.7.3 Cosine Similarity
A widely used similarity metric, the cosine similarity computes the ratio of the scalar product by the
product of magnitudes by measuring the angle between two vectors [302], as computed in Eq. (2.5).
c(x,y) =
x.y
||x||.||y|| (2.5)
Generally, the values of c(x,y) range from −1 to 1, and from 0 to 1 if the x and y coordinates are non-
negative values. Effectively, this thesis is concerned with values between 0 and 1 where the value 0
represents no similarity and 1 constitutes perfect similarity. The Cosine correlation is invariant to rotation
but is variant to linear transformations in addition to being independent of vector length [298].
2.7.4 Manhattan Distance
The sum of the absolute differences Eq. (2.6) between the Cartesian coordinates of two vectors [303], x
and y in an n-dimensional real vector space determines the Manhattan Distance.
M (x,y) =
n
∑
i=1
|xi− yi| (2.6)
In the case where x and y are identical, M(x,y) = 0 would equate to 0, if not, M (x, y) > 0. Similarly,
as defined in Eq. 2.1, for the Euclidean distance, the Manhattan distance could be normalised to be
within values 0 and 1 for vectors whose coordinates are non-negative real numbers less than or equal to
1. Furthermore, the derivation of Eq. (2.7) results in a similarity matrix as below.
m(x,y) =
1
n
n
∑
i=1
|xi− yi| (2.7)
Likewise, a similarity metric can be derived from Eq. (2.8) as follows.
Simm(x,y) = 1−m(x,y) (2.8)
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2.8 Summary
This chapter has presented an extensive discussion of the literature review of this thesis. The focal point of
this chapter discussed the relevant benefits, challenges, and theories related to the concept of adaptive e-
Learning recommender systems. Moreover, five main aspects and background information related to the
concepts of adaptive e-learning, learning styles, student profile adaptation, recommendation algorithms
and clustering in the e-learning system have also been discussed upon.
Through this literature review, the research gap or limitations related to the relevant field of study
which are necessary to be addressed in order to develop personalised e-learning systems are revealed.
These limitations are known to be focused around the following points: first, student learning styles ini-
tialisation to overcome the cold start problem; second, mechanisms used to capture and interpret student
learning styles from learning behaviour patterns; third, techniques used to recommend learning objects
according to student adaptive profile.
Nonetheless, a great deal of work has been conducted on adaptive e-learning recommendation sys-
tems, yet there is no comprehensive solution which successfully incorporates the above-mentioned prob-
lems; some solutions concentrate on solving cold-start problems to improve the accuracy of LOs recom-
mendations, others focused on determining student learning styles.
Hence, in this thesis, we aim to overcome the aforementioned limitations by proposing a novel adap-
tive e-learning recommender system aid students in finding appropriate learning materials. This will be
achieved by building a dynamic student profile (learning styles) and developing a new algorithm for rec-
ommending learning objects to suit individual student learning styles. Additional explanation and details
about the proposed architecture will be presented in Chapter 3.
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Chapter 3
Ubiquitous LEARNing system (ULEARN)
Architecture
The effectiveness of Adaptive E-Learning Recommender Systems (AERSs) depends on their ability to
suggest appropriate learning content in line with learners’ Learning Styles and preferences. As mentioned
in this thesis’ literature review (Chapter 2), existing AERSs still face several challenges, some of which
are: 1) how to initialise the Learning Style of a new student; 2) how to recommend learning materials
according to Learning Styles of students, and 3) how to identify student’s Learning Styles from their
learning behaviour patterns.
Primarily, this chapter introduces a novel adaptive e-learning recommendation (ULEARN) frame-
work to recommend personalised learning objects according to students’ Learning Styles. The major
innovative features of ULEARN include: (i) A novel algorithm for initialising the student Learning Style
using a dynamic Learning Style questionnaire; (ii) An innovative algorithm for recommending learn-
ing objects according to learners’ Learning Styles; (iii) An algorithm for dynamically adapting student
Learning Styles based on learning behaviour patterns. The proposed ULEARN framework will help in
answering research question 1:
RQ1. What is an appropriate architecture for an adaptive learning object recommender system?
The remainder of this chapter is structured in the following way. The first section reviews the key
concepts of the proposed adaptive e-learning recommendation framework while the proposed ULEARN
architecture and its layers have been presented to the reader in Section 3.2. Next, Section 3.3 presents the
computational model of the framework in addition to Section 3.4 which provides two real examples to
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the reader. Lastly, a brief overview of this chapter is described in Section 3.5.
3.1 Proposed adaptive e-learning recommendation
Through the work in this thesis, we propose a novel adaptive e-learning recommendation architecture
for recommending personalised learning objects on the basis of student learning styles. The ULEARN
architecture aims to overcome issues related to cold-start and rating sparsity by incorporating learning
object profiles in addition to students’ learning styles.
As already mentioned in Chapter 2 of this thesis, the FSLSM Learning Style model has served as
the basis for our proposed framework. The four dimensions (Information Processing (Active/Reflective),
Information Perception (Sensing/Intuitive), Information Input (Visual/Verbal), and Information Under-
standing (Sequential/ Global)) of the FSLSM model are made use of for the representation of student
Learning Styles as well as learning object profiles.
Therefore, we will briefly introduce the concepts of student profile, object profile and course structure,
which served as the basis of our architecture, before describing the proposed architecture itself. The
following sub-sections will describe these profiles in detail.
3.1.1 Student Profile
Student Profile (SP) is the key resource for facilitating our proposed system to represent essential in-
formation about each student’s preferences. The purpose of the SP in the proposed system is to store
the student’s Learning Style. Every student has their own profile which allows the system to provide a
personalised learning experience in accordance with their learning styles.
A student’s Learning Style is comprised of a vector of real values that ranges between 0 to 1 (or from
0% to 100%), as below in Eq. (3.1), where Learning Style attributes are used as place holders.
LS = (Active, Reflective, Visual, Verbal, Sequential, Global, Sensing, Intuitive) (3.1)
Example 1. Demonstrated below in Table 3.1 are few examples of student Learning Style vectors
from ULEARN database (See Sect.7.3) which are determined by making use of the learner’s responses
to the ILS questionnaire [304] or by their interaction with the system [278].
53
Table 3.1: Examples of student learning style vectors
Student profile
Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Yousef 0.5 0.5 0.6 0.4 0.8 0.2 0.7 0.3
Clara 0.4 0.6 0.15 0.85 0.7 0.3 0.8 0.2
Ed 0.5 0.5 0.6 0.4 0.8 0.2 0.7 0.3
George 0.5 0.5 0.65 0.35 0 1 0.55 0.45
3.1.2 Learning object Profile
Learning objects for a specific lesson are generated by the organisation of learning content materials. In
an e-learning environment, a learning object (LO) is an indispensable tool used for the preparation of
tutorials for learners in electronic and reusable formats such as lecture notes, presentations, questions,
activities, examples, exercises, etc. In this research, LOs are presented in numerous formats, namely,
text files (pdfs), presentations (PowerPoint slides), pictures and videos, to suit the Learning Styles of
individual learners.
For instance, a visual learner would favour watching a video rather than reading a pdf document,
compared to a verbal learner who would prefer doing exactly the opposite. Thus, an FSLSM vector can
be used to represent a learning Object Profile (OP) to indicate the class of learners that the respective
learning object is appropriate for, as shown in Eq. (3.2).
OP = (Active, Reflective, Visual, Verbal, Sequential, Global, Sensing, Intuitive) (3.2)
It is important to note that unlike student Learning Styles which are computed by means of the ILS
questionnaire or learning behaviour patterns, it is generally presumed that the learning object profile is
created by the teacher or an educational professional.
Example 2. For illustration purposes, few examples of OPs stored in ULEARN database (See Sect.
7.3) created by the teacher presented in Table 3.2.
3.1.3 Course structure
Within this section, we will introduce the course structure, which is an essential component in personal-
ising course recommendation. In this research, we focused on the course structure according to Egyptian
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Table 3.2: Examples of learning object profile
Object profile
Active Reflective Visual Verbal Sequential Global Sensing Intuitive
LO1 0.7 0.3 0.5 0.5 1 0 0.3 0.7
LO2 0.2 0.8 0.8 0.2 0.7 0.3 0.4 0.6
LO3 0.5 0.5 0.2 0.8 0.1 0.9 0.6 0.4
LO4 0.5 0.5 0.5 0.5 0.5 0.5 0.3 0.7
LO5 0.9 0.1 0.7 0.3 0.3 0.7 0.1 0.9
higher education system. The structure of the course material comprises three levels, namely, courses,
lessons and learning objects. While each course is grouped into several lessons; each lesson is composed
of a set of learning objects in several formats such as text, video, audio, etc, as shown in Figure 3.1.
Figure 3.1: Structure of the course materials in Egyptian higher education system
The next section describes the proposed adaptive e-learning recommendation technique as well as the
components in more detail.
3.2 Architecture of ULEARN
This section introduces an overview of the proposed conceptual framework for adaptive e-learning recom-
mendation systems. The proposed framework comprises three layers: ’Presentation layer’, ’Adaptive-
recommendation layer’ and ’Data layer’, as illustrated in Figure 3.2. Each layer contains several key
components that interact with one another and with components in other layers. A crucial layer, the
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Adaptive-recommendation Layer comprises the core of ULEARN adaptive e-Learning framework as ex-
plained below and presented in the architectural framework design in Figure 3.2.
Figure 3.2: Conceptual model of Ubiquitous LEARNing system (ULEARN)
The following sections illustrate the three main layers of the proposed recommendation system and
show how they interact together.
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3.2.1 Presentation Layer
A presentation layer permits interaction between the user and the system, while also being responsible
for communicating with other layers, by which it: 1) passes relevant information onto the adaptive-
recommendation layer and data layer, and 2) presents the outcomes of the interaction with the internal
framework layers and module. This presentation layer functions as the interface through which the user
accesses the system. A Graphical User Interface (GUI) contains the Student Interface, Teacher Interface
as well as the Administrator Interface, as illustrated in Figure 3.2.
• Student Interface: Concerned with the student’s account system (such as registration and login).
The process begins when the student uses the ULEARN portal to complete registration followed
by which personal details including the student’s full name and email address are gathered and
saved into the student profile database. This interface is also responsible for displaying learning
objects recommended by the system in addition to the collection of student ratings.
• Teacher Interface: Allows teacher to manage course lessons, create and modify course learn-
ing objects in different formats to match student Learning Styles, as well as monitor students’
performances based on all types of assignments, and grading.
• Administrator Interface: Allows the administrator to assign teachers to specific courses in addi-
tion to managing the system database.
3.2.2 Data Layer
The ability to store and access data is provided by the data layer (for example, API with respect to
the proposed e-Learning Framework). This interface at the bottom of the three-tier framework where a
physical SQL database is hosted and stores all data related to the student’s profile, learning object profile,
and learning behaviour patterns.
• Students profiles database: Stores both static and dynamic data regarding the learner. Details
such as full name, email address, password of the learner constitute static data while dynamic
data includes student Learning Styles. This data is updated, according to the student’s learning
behaviour patterns.
• Learning behaviour database: Stores data about student’s interaction with the system includ-
ing time spent for learning in addition to the specific learning objects that were visited (detailed
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discussion in Chapter 6). This data will be used later for updating student Learning Styles.
• Learning object database: Stores details related to learning object formats, total time and profiles
(Learning Styles). The learning object’s profile is retrieved by the Learning Objects recommenda-
tion Module to calculate the similarity between the student’s Learning Style and Learning Objects.
• Student rating database: Stores history of the student’s rating given to LOs they have previously
studied. Each rating is associated with the student_ID, the LO_ID, the rating value (ranging from
1 to 5), and the timestamp.
3.2.3 Adaptive-recommendation layer
As mentioned earlier, the adaptive-recommendation layer which constitutes the main capabilities of the
ULEARN e-Learning framework (as shown in Figure 3.2) consists of the following three modules:
• Learning Styles initialisation Module (LS Module);
• Learning Objects recommendation Module (LO Module);
• Dynamic Student Profile adaption Module (DSP Module).
Each module is responsible for processing a specific step in order to work together as an integrated adap-
tive e-learning recommendation system. This integration helps to build a solid foundation for supporting
an adaptive e-learning environment.
3.2.3.1 Learning Styles initialisation Module
As discussed in Chapter 2, the ability of an e-learning recommender system to recommend suitable learn-
ing content in line with a learner’s Learning Style and preferences demonstrates its effectiveness. For
this purpose, building of an efficient learner profile in order to acquire personalisation and adapt to var-
ious styles constitutes a constructive approach. It is generally essential that the learner’s Learning Style
and preferences on a domain are made known prior to adapting the learning process and course content.
Initialisation of a student’s Learning Style is considered one of the main requirements for the adaptation
process to take place. The adaptation process begins based on this step to overcome issues related to a
cold-start, which constitutes the issue of acquiring relevant data for building an initial profile.
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The LS Module uses the dynamic Learning Style questionnaire for focusing on the initialisation of
an adaptive learner profile. Following the registration process, the student’s Learning Styles are tested
through their responses to the dynamic variant of the questionnaire.
Furthermore, an innovative feature of the LS Module comprises its potential to ascertain a learner’s
Learning Style in every dimension using the student’s responses to just a few questions of the question-
naire; thus saving significant student time and effort from having to answer all 44 questions within the
FSLSM Learning Style questionnaire in addition to the accuracy of Learning Styles identification. The
initial student Learning Styles are stored within the student profile, to be used for recommending appro-
priate learning objects to learners for increasing their learning and overcoming the cold-start problem.
Further explanation and details related to the proposed algorithm will be presented in Chapter 4.
3.2.3.2 Learning Objects recommendation Module
The recommendation module is responsible for generating and delivering the top_n learning objects list
to students based on their learning style stored in their profile. We proposed three different algorithms
for recommending personalised learning objects list, namely: Enhanced Collaborative Filtering (ECF),
Enhanced Content-Based Filtering (ECBF) and Enhanced Hybrid Filtering (EHF). Unlike traditional
approaches, each of these algorithms handles the cold-start and the rating sparsity problems effectively
using information from the students learning styles and the learning objects profiles in addition to rating
values in its recommendation process.
The results from the experiment inferred that the EHF algorithm has the best LOs recommendation
with respect to the accuracy of rating predictions. The proposed EHF algorithm is a combination of ECF
and ECBF. An innovative feature regarding the three recommendation algorithms comprises establishing
a relationship between the student profile, learning objects profile as well as student rating, to tackle the
issuess of cold-start and rating sparsity and improve the recommendation accuracy. An explanation of the
detailed working of the recommender algorithm is provided in Chapter 5.
3.2.3.3 Dynamic Student Profile adaptation Module
A critical problem of building an adaptive e-learning environment comprises the tedious task of discov-
ering a proper way to dynamically model student preferences and track their changes, since students’
preferences and abilities are constantly changing. The DSP Module aims to build and update student
profiles and Learning Styles frequently. The student profiles are automatically updated based on their
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learning behaviour patterns while studying the recommended learning objects. This behavioural data
which is stored in the database is obtained from sessions of the students’ interaction with the system (see
Section 3.2.2).
The DSP Module makes use of a novel methodology to allow the extraction of features in order to
characterise student behaviour for identifying student Learning Styles with respect to the FSLSM, which
are then utilised to dynamically update student profiles as follows:
• Extraction of student learning behaviour patterns which reflect Learning Styles from system log-
file.
• Calculation of student Learning Styles.
• Updating of student Learning Styles dynamically after a number of sessions.
Chapter 6 presents how students’ Learning Styles are updated dynamically in details.
3.3 Computational Model of ULEARN
As mentioned previously (see Section 3.2.3), the proposed adaptive e-learning recommendation process
constitutes three major modules which are; LS Module, LO Module, DSP Module, as shown in Figure
3.3. The process begins with the learner’s interaction with the ULEARN. When students log into the
system for the first time, they are requested to fill-out the dynamic LS questionnaire so as to initialise
their Learning Styles profile. The LO module then selects the most appropriate LOs according to the
student’s Learning Styles. First, the LO module retrieves available learning object profiles from the
database, then applies the EHF algorithm to compute the similarity between LOs Profiles and the active
student’s Learning Style. After calculating this similarity, the system recommends top-n LOs list in a
specific topic in accordance with the active student’s Learning Styles.
Once the student has completed studying the learning objects, it is necessary to update the Learning
Styles on the basis of their learning behaviour patterns as presented in the last section of the flowchart.
In this step, the DSP Module retrieves the student’s learning behaviour patterns from system log-file to
calculate the new Learning Styles of the student taking into consideration their old profile. Subsequently,
the new Learning Styles will be saved in the student’s profile database. Finally, when the student logs
into the system, the new list of learning objects will be recommended according to their updated Learning
Styles.
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Figure 3.3: Computational Model of ULEARN
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In the next section, two distinct scenarios have been presented to the reader to illustrate the above
workflow and how the three modules are integrated into one system.
3.4 Examples
To clearly interpret the proposed framework, here, we present two scenarios based on a real academic
case study, thus showing the entire process of adaptation which contains three steps, as shown in Figure
3.3. The students participated voluntarily in the study from Arab Academy for Science and Technology
(AAST).
3.4.1 First scenario (New students)
Step 1– Learning style initialisation. The process begins with two new students Emma and Oliver
who carry out the learning activity by interacting with the ULEARN. The system then asks them to
register using their personal details (full name, email address, password, and major), to fill-out the
dynamic LS questionnaire so as to initialise their profiles (Learning Styles), as presented in Table
3.3 (See Section 3.2.3.1). Following this, the system saves Emma’s and Oliver’s Learning Styles
in the student profile database.
Table 3.3: Emma’s and Oliver’s initial profile
Initial Student’s profile( learning styles)
Students Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Emma 0.7 0.3 0.2 0.8 0.5 0.5 0.6 0.4
Oliver 0.4 0.6 0.1 0.9 0.7 0.3 0.8 0.2
Step 2–Learning objects recommendation. As seen in Step 1, Emma and Oliver are new in the
system thus inferring that they do not have any rating on LOs. Therefore, the system delivers rec-
ommendations by calculating similarities between the students’ Learning Styles and object profile.
The proposed algorithm retrieves students’ current Learning Styles, as well as available objects
profiles from the database in order to find the appropriate learning objects. Table 3.4 demonstrates
examples of the recommended learning objects.
Once they finish the learning objects, the system requests them to rate the LOs from 1 to 5 in order
to use this rating while calculating predicted ratings in the upcoming sessions.
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Table 3.4: Recommended learning object profile according to Emma’s and Oliver’s initial pro-
files
Learning Object ProfilesStudent
profiles
Recommend LOs
Types Active Reflective Visual Verbal Sequential Global Sensing Intuitive
video 0.65 0.35 0.2 0.8 0.4 0.6 0.55 0.45Emma’s SP
Summary 0.2 0.8 0.3 0.7 0.2 0.8 0.6 0.4
PDF 0.4 0.6 0.1 0.9 0.7 0.3 0.8 0.2Oliver’s SP
PPT 0.5 0.5 0.6 0.4 0.5 0.5 0.5 0.5
Step 3–Dynamic student profile adaption. In this step, the learning behaviour patterns of Emma
and Oliver are collected in the course of the number of sessions, including the time spent on each
learning object (LO), the type of LOs (e.g. image, PowerPoint, or pdf) accessed, etc. Once the
learning behaviours are collected, the dynamic profile algorithm calculates new Learning Styles
of Emma and Oliver taking into account their current Learning Styles. Subsequently, Emma’s and
Oliver’s profiles are updated with the latest Learning Styles (see Table 3.5).
Table 3.5: Emma’s and Oliver’s new learning styles profile
New profile ( learning styles)
Student Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Emma 0.52 0.48 0.2 0.8 0.5 0.5 0.6 0.4
Oliver 0.5 0.5 0.1 0.9 0.7 0.3 0.8 0.2
Finally, the proposed framework will make use of the new Learning Styles to recommend new learning
objects when they log in again into the system, as explained in the following scenario.
3.4.2 Second scenario (Existing students)
Step 1– Retrieve student’s profiles. When Emma and Oliver log into the system again, the system
attempts to retrieve their new Learning Styles (according to their learning behaviour patterns) as
well as their rating on recommended learning objects, as shown in Tables 3.5 and 3.6 (See Section
7.1.4). Once this information is collected, the system then sends a request to the LO Module to
suggest the new LOs list according to the new Learning Styles.
Step 2–Learning objects recommendation. Based on the information retrieved from Step 1, the
recommender learning object module starts to apply the hybrid algorithm taking into consideration
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Table 3.6: Emma’s and Oliver’s learning objects Ratings
Student Recommend LOs Types Rating
video ???
Emma’s rating
Summary ????
PDF ?????
Oliver’s rating
PPT ??
Learning Styles of students, objects profiles along with rating information to recommend the new
LOs list. Table 3.7 demonstrates the new LOs recommended list based on the updated Learning
Styles.
Table 3.7: The new learning object recommended list according to Emma’s and Oliver’s new
learning styles
Learning Object ProfilesStudent
profiles
Recommend LOs
Types Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Video 0.5 0.5 0.75 0.25 0.75 0.25 0.6 0.4Emma’s SP
Book Chapter 0.2 0.8 0.2 0.8 1 0 0.5 0.5
Audio 0.3 0.7 0.1 0.9 0.8 0.2 0.7 0.3Oliver’s SP
PDF 0.25 0.75 0.2 0.8 0.75 0.25 0.5 0.5
Step 3–Dynamic student profile adaption. Once Emma and Oliver have finished these learning
objects, the proposed framework will gather their learning behaviour patterns again (as illustrated
in Step 3 of the first scenario) to update their profiles again, as shown in Table 3.8.
Table 3.8: Emma’s and Oliver’s updated learning style learning styles profiles (Second scenario)
New profile ( learning styles)
Student Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Emma 0.5 0.5 0.3 0.7 0.4 0.6 0.65 0.35
Oliver 0.4 0.6 0.2 0.8 0.65 0.35 0.7 0.3
Each of the above steps in these scenarios will be illustrated step-by-step, with calculations in the coming
chapters. The following section summarises and concludes this chapter.
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3.5 Summary
This chapter has presented an overview of the proposed ULEARN adaptive e-learning recommenda-
tion architecture. In particular, a three-tier architecture that separates the presentation layer from the
adaptive-recommendation layer and the data layer has been put forth. The proposed architecture modules
aim to address questions associated with the initialisation of Learning Styles, automatic identification
of Learning Styles from student learning behaviour patterns as well as learning objects recommendation
in line with student’s Learning Styles. A computational model of the framework workflow was used to
show the interactions between the three modules. Moreover, the proposed architecture is a novel, per-
sonalised, adaptive dynamic hybrid recommender framework which provides a solution to issues related
to information overloading, cold-start and rating sparsity pertaining to the difficulty of providing a high
recommendation quality. The next chapter discusses the initialisation of student Learning Styles based
on a dynamic ILS questionnaire algorithm in detail in addition to an empirical study which determines
the question order for every dimension of the FSLSM Learning Style questionnaire.
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Chapter 4
Dynamic Learning Styles Questionnaire
for Student Profile Initialisation
Acquiring information about student learning styles is an important task since it comprises the initial step
in building an adaptive e-learning recommender system which in turn is required to develop a student
profile containing the personal preferences of the student. The challenge in this context is how to obtain
learning styles of new students when the systems have insufficient information with which to generate
high-quality personalised recommendations. This is commonly referred to as the "cold- start" problem.
This chapter focuses on initialising students learning styles by making use of the FSLSM question-
naire based on learning styles and proposes a novel algorithm to initialise students’ learning styles using
a dynamic ILS questionnaire by having them answer a reduced number of questions compared to that of
the FSLSM model in order to identify their learning styles. Once filled in, the answers to this recently
developed questionnaire, which is reorganised into four main categories - one per learning style dimen-
sion, is then used by a novel algorithm, which is constructed upon the latest ranking of the questions to
determine a student’s initial learning styles. A study has been conducted so as to ascertain the order in
which questions are asked in each dimension.
Thereby in this chapter, we attempt to work on and find an appropriate solution for the second research
question:
RQ2. What is the best way to initialise student learning styles?
The remainder of this chapter is organised as follows. First, Section 4.1 introduces the reader to an
algorithm which is used to create a learner profile followed by which Section 4.2 presents an overview on
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the Index of Learning Styles as made use of by the algorithm. Section 4.3 comprises an empirical study
to rank the questions within the questionnaire while Section 4.4 provides the algorithm to compute the
Learning Style of the user. Finally, a real-time example of the model has been presented in Section 4.5 in
addition to a chapter summary in Section 4.6.
4.1 Algorithm for Initialising Student Learning Styles
This section presents the proposed architecture for initialising student learning styles through a dynamic
learning style questionnaire algorithm and is illustrated in Figure 4.1.
Figure 4.1: Initialising Student Learning Styles Architecture
As described in Section 3.2.1, the student profile including the personal details is gathered from a
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student during the registration process, followed by which the student is required to fill out a dynamic ILS
questionnaire. This proposed architecture of student learning styles initialisation comprises the following:
• Step 1: (Registration) A student uses the ULEARN learning portal to register themselves in ad-
vance. During the registration process, personal details of the user including the user’s name, email
address and password are gathered.
• Step 2: (Fill-out learning style questionnaire) Following registration, the student fills-out the LS
questionnaire. As the student goes through the questionnaire, the system dynamically computes
their learning style for every dimension by counting the number of answers “a” and the number
of answers “b”. Once the number of “a” (or “b”) reaches 7 (i.e. 60% of the 11 questions) within
one dimension, the system skips the remaining questions for that specific dimension and moves to
questions within the next dimension.
• Step 3: (Compute learning style value for each dimension) Computing every dimension’s learn-
ing style as the percentages of ”a” and ”b”. For instance, in the dimension information input, one
may possess preferences related to 60% visual and 40% verbal.
• Step 4: (Store learning style values in the student’s profile) Initial Learning Styles computed
through the dynamic ILS questionnaire is respectively stored within the student profile database.
The algorithm of the proposed dynamic LS questionnaire comprises two major components:
• First, the offline working of an empirical study is made use of to ascertain the questions sequence
for each of the four dimensions within the Felder-Silverman Learning Style questionnaire.
• Second, an algorithm is constructed in line with the question ranking to dynamically compute
students’ initial Learning Styles as they progress through the questionnaire.
Before we describe the proposed dynamic Learning Styles questionnaire, it is crucial to briefly introduce
the Index of Learning Styles questionnaire. Following this, the empirical study for purpose of ranking the
questions within respective questionnaire is described in detail.
4.2 Index of Learning Styles
Comprising 44 questions, eleven in each dimension, the Index of Learning Styles (ILS), developed by
Felder and Silverman is used for the identification of Learning Styles in line with the Felder-Silverman
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Learning Style model [2].
As previously mentioned in Chapter 2, every individual learner possesses a personal preference with
respect to each dimension, expressed within values between +11 to -11 per respective dimension. This
range comes from the 11 questions posed for each dimension. While answering a question for example,
1 is added to the value for an answer related to the "active" preference of the active/reflective dimension
while 1 is subtracted from the value for a reflective preference.
Hence, the answer to every question is either +1 (answer ”a”) or -1 (answer ”b”). However, in the
case where both ”a” and ”b” could apply, it is necessary for users to select the answer which applies more
frequently to them. For instance, a sample question could be: I understand something better after I, a) try
it out; or b) think it through.
Measuring student’s Learning Styles using questionnaires results in many drawbacks. While it is
noted that the FSLSM-ILS questionnaire could be long for some students, it could also lead to uncalled-
for behaviours including skipping questions, false answering, or even giving up the questionnaire (in addi-
tion to the entire system) altogether [128–131]. Consequently, e-learning systems cannot accurately cap-
ture student Learning Styles, thus leading to poor recommendations. It also seems very time-consuming
for a student to fill-out the questionnaire.
The following section presents an overview of the empirical study conducted for the purpose of
ranking questions within the questionnaire.
4.3 Ranking the Questionnaire Questions
This section describes the processes of ranking questions within the ILS questionnaire. The proposed
dynamic algorithm is significantly different from the algorithm and saves time and effort by not having
to go over all of the 44 questions within the questionnaire for determining the user’s Learning Style and
preferences. For this, the ILS questionnaire has been restructured into four groups of 11 questions for
every learning style dimension of the FSLSM. The straightforward questions come first in each dimen-
sion, and then the ambiguous (or unclear) ones last, according to how convenient it is to select a singular
answer between options “a” and “b”.
Since our goal comprised the enhancement of an accurate identification of learning styles by reducing
the number of questions asked, consequently, an experimental study was conducted in order to infer the
ranking of questions within every dimension.
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4.3.1 Participants
Involvement in the study included voluntary participants from the Arab Academy for Science and Tech-
nology (AAST), Egypt with a target sample size of 80 students randomly selected from three different
majors (Business Information Systems, Accounting and International Market).
As part of the study, the participants were given a task to indicate the ease of choosing between answer
options “a” and “b” for every question in the ILS questionnaire. For this purpose, a 5-level Likert scale
was made use of where 1 and 2 respectively indicated Very easy and Easy, while a score of 3 indicated
Intermediate and 4 and 5 indicated Difficult and Very Difficult respectively.
Figure 4.2: Difficulty level of questions in Information Processing
Out of the 80 responses which were collected, 75 were made use of for analysing purposes while the
remaining five weren’t included since they were not complete. The score for every question was totalled
in addition to being normalised, the results of which are demonstrated in Figs. 4.2 to 4.5. D1 to D4
corresponds to the active/reflective, sensing/intuitive, visual/verbal and sequential/global, respectively.
The results showed that some questions in the ILS questionnaire were more difficult than others
within the same dimension. Hence, it was decided to ask the straightforward questions first to correctly
detect student’s Learning Styles. Ambiguity in questions leads to lower data quality and incorrect student
Learning Styles identification.
As presented in Tables 4.1 to 4.4, questions have been ranked in an ascending order of difficulty levels
within each dimension with respect to the results of this study.
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Figure 4.3: Difficulty level of questions in Information Perception
Figure 4.4: Difficulty level of questions in Information Input
Based on the new ranking of ILS questionnaire’s questions, the algorithm starts to calculate student’s
initial Learning Styles, as described in the following section.
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Figure 4.5: Difficulty level of questions in Information Understanding
Table 4.1: Order of Questions in Information Processing Dimension
Questions FSLSM Question’s
Sequence
ULEARN Question’s
Sequence
Difficulty level
D1: Information processing ( Active/ Reflective)
In classes I have taken:
(a) I have usually gotten to know many of the students.
(b) I have rarely gotten to know many of the students
13 1 3.05
I understand something better after I:
(a) try it out.
(b) think it through
1 2 3.3
When I have to work on a group project, I first want to:
a) have “group brainstorming” where everyone contributes ideas.
(b) brainstorm individually and then come together as a group to compare ideas
33 3 3.32
When I am learning something new, it helps me to:
(a) talk about it. (b) think about it
5 4 3.4
In a study group working on difficult material,I am more likely to:
(a) jump in and contribute ideas.
(b) sit back and listen.
9 5 3.45
I prefer to study: (a) in a study group. (b) alone. 21 6 3.5
I more easily remember:
(a) something I have done.
(b) something I have thought a lot about.
29 7 3.6
I am more likely to be considered: (a) outgoing. (b) reserved. 37 8 3.6
When I start a homework problem, I am more likely to:
(a) start working on the solution immediately.
(b) try to fully understand the problem first
17 9 4.75
The idea of doing homework in groups, with one grade for the entire group:
(a) appeals to me. (b) does not appeal to me
41 10 4.77
I would rather first (a) try things out. (b)think about how I’m going to do it. 25 11 4.8
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Table 4.2: Order of Questions in Information Perception Dimension
Questions FSLSM Question’s
Sequence
ULEARN Question’s
Sequence
Difficulty level
D2: Information perception (Sensory/ Intuitive)
When I am doing long calculations:
a) I tend to repeat all my steps and check my work carefully.
b) I find checking my work tiresome and have to force myself to do it.
42 12 3.4
I find it easier: a) to learn facts. b) to learn concepts. 10 13 3.5
In reading nonfiction, I prefer:
(a) something that teaches me new facts or tells me how to do something.
(b) something that gives me new ideas to think about
14 14 3.58
When I am reading for enjoyment,I like writers to:
(a) clearly say what they mean.
(b) say things in creative, interesting ways
26 15 3.6
When I have to perform a task, I prefer to:
(a) master one way of doing it.
(b) come up with new ways of doing it
30 16 3.7
If I were a teacher, I would rather teach a course:
(a) that deals with facts and real life situations.
(b) that deals with ideas and theories
6 17 3.75
I am more likely to be considered:
(a) careful about the details of my work.
(b) creative about how to do my work.
22 18 3.85
I prefer the idea of (a) certainty. (b) theory 18 19 4.55
I consider it higher praise to call someone : (a)sensible. (b) imaginative. 34 20 4.6
I prefer courses that emphasise:
(a) concrete material (facts, data).
(b) abstract material (concepts, theories).
38 21 4.7
I would rather be considered: (a) realistic. (b) innovative. 2 22 4.8
4.4 Proposed algorithm for calculating Initial Learning Style
The pseudocode as illustrated in Fig. 4.6 and the flowchart in Fig. 4.7 briefly summarise the algorithm
Initial_LS which computes a learner’s initial Learning Style using the new ordering of questions
within the ILS questionnaire (Tables 4.1 to 4.4). This algorithm sums up answers to options “a” or “b”
for all eleven questions within each dimension followed by computing the difference between these values
to arrive at a decision. Once the number of answers to options “a” or “b” becomes 7, the remainder of the
questions within that specific dimension are skipped.
As mentioned earlier, a learner with a score of 1 or 3 (-1 or -3) demonstrates a mild preference for X
(resp. for Y); however, is quite well-balanced to be able to positively learn in an environment that favours
X or Y. A learner with a score of 5 or 7 (-5 or -7) has a moderate preference for X (resp. for Y) and
would learn more easily in an environment which favours X (resp. Y). Lastly, a score of 9 or 11 (-9 or
-11) demonstrates a strong preference for X (resp. for Y); and these learners could face great challenges
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Table 4.3: Order of Questions in Information Input Dimension
Questions FSLSM Question’s
Sequence
ULEARN Question’s
Sequence
Difficulty level
D3: Information input (Visual/Verbal)
When I am learning a new subject, I prefer to:
a) stay focused on that subject, learning as much about it as I can.
b) try to make connections between that subject and related subjects.
36 23 3.4
I tend to;
a) understand details of a subject but may be fuzzy about its overall structure.
b) understand the overall structure but may be fuzzy about details
4 24 3.45
It is more important to me that an instructor:
a) lay out the material in clear sequential steps.
b) give me an overall picture and relate the material to other subjects.
20 25 3.45
When solving problems in a group, I would be more likely to:
a) think of the steps in the solution process.
b) think of possible consequences or applications of the solution in a wide range of area.
44 26 3.55
When considering a body of information, I am more likely to:
a) focus on details and miss the big picture.
b) try to understand the big picture before getting into the details.
28 27 3.6
Some teachers start their lectures with an outline of what they will cover. Such outlines are:
(a) somewhat helpful to me. (b) very helpful to me.
40 28 3.6
When I am analysing a story or a novel:
(a) I think of the incidents and try to put them together to figure out the themes.
(b) I just know what the themes are when, I finish reading and
then I have to go back and find the incidents that demonstrate them
16 29 3.65
When I solve math problems:
(a) I usually work my way to the solutions one step at a time.
(b) I often just see the solutions but then have to struggle
to figure out the steps to get to them.
12 30 3.75
I learn:
(a) at a fairly regular pace. If I study hard, I’ll “get it.”
(b) in fits and starts.,I’ll be totally confused and then suddenly it all “clicks
24 31 4.5
When writing a paper, I am more likely to:
(a) work on (think about or write) the beginning of the paper and progress forward.
(b) work on (think about or write) different parts of the paper and then order them.
32 32 4.65
Once I understand:
(a) all the parts, I understand the whole thing.
(b) the whole thing, I see how the parts fit
8 33 4.7
while learning in a teaching environment which does not support their preferences.
It is perceived that only learners with mild preferences would take all the 11 questions within a
particular dimension in the questionnaire. This perception is conceived on the assumption that if 60% of
a user’s answers are in favour of a single preference (X or Y) within a particular dimension, then that user
would likely be all right in an environment which favours that specific preference. Yet for some courses,
this threshold of 60% could be revised as deemed appropriate during system validation in real-world
settings.
The flowchart in Fig. 4.7, illustrates the variable i which ranges over all four dimensions of the Felder-
Silverman model while the variable j relates to the current question which is being processed within a
dimension, hence ranging over all eleven questions within a dimension. The number of answers to “a”
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Table 4.4: Order of Questions in Information Understanding Dimension
Questions FSLSM Question’s
Sequence
ULEARN Question’s
Sequence
Difficulty level
D4: Information understanding (Sequential/Global)
When I think about what I did yesterday, I am most likely to get:
a) a picture. b) words
3 34 3.15
When I meet people at a party, I am more likely to remember:
a) what they looked like. b) what they said about themselves
35 35 3.2
When I see a diagram or sketch in class, I am most likely to remember:
a) the picture. b) what the instructor said about it
27 36 3.3
I prefer to get new information in:
a) pictures, diagrams, graphs, or maps.
b) written directions or verbal information.
7 37 3.5
When I get directions to a new place, I prefer:
a) a map. b) written instructions
23 38 3.6
In a book with lots of pictures and charts, I am likely to:
a) look over the pictures and charts carefully. b) focus on the written text.
11 39 3.7
I remember best a) what I see. b) what I hear. 19 40 3.75
I tend to picture places I have been:
a) easily and fairly accurately.
b) with difficulty and without much detail
43 41 4.5
I like teachers:
a) who put a lot of diagrams on the board.
b) who spend a lot of time explaining.
15 42 4.65
When someone is showing me data, I prefer:
a) charts or graphs. b) text summarising the results.
31 43 4.8
For entertainment, I would rather: a) watch television. b) read a book 39 44 4.85
and “b” in the specific dimension i is computed in the variable Ai (resp. Bi), for 1 ≤ i ≤ 4. In this way,
once all four dimensions have been processed, the algorithm is deemed to be successfully completed for
each student ( for each single-case).
The following section presents a concise overview with respect to the working of the proposed algo-
rithm by making use of a real academic example.
4.5 Modelling a real academic example
In this section, the working of the proposed algorithm for initialising students’ learning styles will be
tested through the modelling of a real academic case study.
Step 1––Fill-out FSLSM-ILS dynamic questionnaire.
The process begins when Clara, Emma, Bob and Oliver participate in the learning activity by
interacting with ULEARN. Firstly, the system is expected to invite these students to go through the
75
Algorithm Initial_LS
Input: the ILS questionnaire structured
as in Table 4.1
Output: an array LS[1..8] of learning styles
Begin
/* i ranges over the 4 dimensions */
/* j ranges over the 11 questions in i */
/* LS[2i-1] and LS[2i] correspond to the
learning styles in the dimension i. */
for i = 1 to 4 do
A = 0;
B = 0;
j = 1;
while (A<7 and B<7 and j<=11) do
read answer to question j
of dimension i;
if (answer is "a") then
A = A + 1;
else
B = B + 1;
fi
j = j+1;
od
LS[2i-1] = A/(A+B);
LS[2i] = B/(A+B);
od
End
Figure 4.6: Pseudo-code of the algorithm for calculating initial learning style
LS dynamic questionnaire while simultaneously filling it out so as to identify their initial learning
styles. As each student goes through the questions, this dynamic questionnaire presents a reduced
number of questions based on each of their answers. Table 4.5 illustrates an example of the number
of questions asked for four different students within the D1 (Active/Reflective). The best-case
scenario in which the smallest number (28) of questions are taken is illustrated in the case where
the student Clara, in the first dimension, selects the same answer to the first seven questions. On
the other hand, students Emma and Bob are regarded as the worst-case scenarios where all the
11 questions have to be considered for a decision to be made. It is worth noting that the above-
described scenario is the only situation where this happens, i.e., where all 11 questions are taken
into consideration. Both Emma and Bob possess mild Learning Style preferences (refer to Section
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Start
End
i = 1
A = 0

B = 0

j = 1
A = A + 1
i = i + 1
j = j + 1
Read answer to question j of 
dimension i
answer is “a”
A = 7 or B = 7  
or j = 11
i < 4
Yes
No
Yes
No
No
Yes
B = B + 1
LS[2i-1] = A/(A+B)

LS[2i] = B/(A+B)
Figure 4.7: Flowchart of the algorithm for calculating the initial learning style of one student
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Table 4.5: Examples of execution output Information Processing dimension of the algorithm
Initial_LS
Participants
Clara Emma Bob Oliver
D1
(Information
Processing)
Active Reflective Active Reflective Active Reflective Active Reflective
Questions
ULEARN
Sequence
a b a b a b a b
Q1 D D D D
Q2 D D D D
Q3 D D D D
Q4 D D D D
Q5 D D D D
Q6 D D D D
Q7 D D D D
Q8 D D D
Q9 D D D
Q10 D D
Q11
Skipped the rest
of questions
within D1 D D
Skipped the rest
of questions within D1
#a #b #a #b #a #b #a #b
Total
7 0 6 5 5 6 2 7
4.2) within every dimension and are hence well-balanced individuals who can learn in any type of
teaching environment.
Table 4.6 shows the total answers for four students in the four dimensions of the FSLSM-ILS ques-
tionnaire ( as explained in Section 2.2.5). It is important to note that the notations #a and #b denote
the number of answers pertaining to “a” and “b”, respectively.
Step 2–Calculating students’ initial learning styles.
In this step, the algorithm will perform the calculation of Learning Styles for (Clara, Emma, Bob,
and Oliver) to initialise their Learning Styles based on their answers in four dimensions, as shown
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Table 4.6: Examples of execution output ( D1, D2, D3 and D4) of the algorithm Initial_LS
Learning Style Dimensions
Processing Perception Input Understanding
Active Reflective Sensory Intuitive Visual Verbal Sequential Global
#a #b #a #b #a #b #a #b Total
Clara 7 0 7 0 0 7 0 7 28
Emma 6 5 6 5 5 6 6 5 44
Bob 5 6 4 7 4 7 7 4 44
Oliver 2 7 0 7 7 0 0 7 30
in Table 4.6. Every two criteria values within the same dimension are normalised to ensure they
lie between 0 and 1.
For example, Emma’s Learning Styles in D2 Information Perception (Sensory/Intuitive). As shown
in Table 4.3, Emma’s answers for Sensory = 6, whereas, Intuitive = 5 with the total number of
answers for D2 (Information Perception) = 11, then Emma’s Learning Styles, Sensory = 6/11 =
0.55, Intuitive = 5/11 = 0.45.
Table 4.7 presents the Learning Styles of four students computed according to their answers to the
dynamic ILS questionnaire.
Table 4.7: Calculating Initial_LS
Learning Style Dimensions
Processing Perception Input Understanding
Active Reflective Sensory Intuitive Visual Verbal Sequential Global
Clara 7 0 7 0 0 7 0 7
Clara’s LSs 7/7 = 1 0/7 = 0 7/7 = 1 0/7 = 0 0/7 = 0 7/7 = 1 0/7 = 0 7/7 = 1
Emma 6 5 6 5 5 6 6 5
Emma’s LSs 6/11 = 0.55 5/11 = 0.45 6/11 = 0.55 5/11 = 0.45 5/11 = 0.45 6/11 = 0.55 6/11 = 0.55 5/11 = 0.45
Bob 5 6 4 7 4 7 7 4
Bob’s LSs 5/11 = 0.45 6/11 = 0.55 4/11 = 0.36 7/11 = 0.64 4/11 = 0.36 7/11 = 0.64 7/11 = 0.64 4/11 = 0.36
Oliver 2 7 0 7 7 0 0 7
Oliver’s LSs 2/9 = 0.22 7/9 = 0.78 0/7 = 0 7/7 = 1 7/7 = 1 0/7 = 0 0/7 = 0 7/7 = 1
Step 3–Store Learning Styles values within a student’s profile.
Finally, the proposed algorithm stores the student’s initial Learning Styles in their profiles, as
shown in Table 4.8.
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Table 4.8: Student’s initial learning styles
Initial Student’s profile( learning styles)
Student Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Clara 1 0 1 0 0 1 0 1
Emma 0.55 0.45 0.55 0.45 0.45 0.55 0.55 0.45
Bob 0.45 0.55 0.36 0.64 0.36 0.64 0.64 0.36
Oliver 0.22 0.78 0 1 1 0 0 1
Based on the initial profile (Learning styles), the algorithm will recommend the most suitable
learning objects that match student’s learning styles, as discussed in the next chapter.
4.6 Summary
This chapter focused on the proposal of a novel algorithm for initialising student’s Learning Styles
in line with a dynamic ILS questionnaire during the registration process. Through this approach,
students are required to answer fewer questions within each dimension compared to the Felder-
Silverman model for the purpose of determining their initial Learning Styles. Moreover, an em-
pirical study was conducted for determining the sequence of questions within each of the four
dimensions within the FSLSM questionnaire, which was then made use of to construct the dy-
namic algorithm that computes the user’s initial Learning Style. As mentioned earlier, through this
algorithm, initial Learning Styles can be inferred through fewer questions than the FSLSM model
questionnaire; thus, saving a considerable amount of time and effort required to answer the 44
questions (eleven per dimension) within the FSLSM questionnaire. In addition to overcoming the
issue related to a "cold-start", the proposed algorithm identifies students’ Learning Styles correctly
in order to improve recommendation accuracy. Furthermore, student profiles are used to make
better-personalised recommendation approaches in Chapter 5.
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Chapter 5
Learning Objects Recommendation
As explored in previous chapters, learning institutions are increasingly using e-learning recom-
mender systems to enable and deliver learning anywhere and anytime to students. Yet the delivery
of personalised learning objects on the basis of students’ preferences continues to remain a chal-
lenge. Current mainstream recommendation algorithms, including Collaborative, Content-Based
and Hybrid Filtering approaches are concerned with just two entities, namely users and items with
their ratings [305, 306]. Nevertheless, the above-mentioned techniques fail to attend to students’
learning styles and preferences, both of which are extremely crucial for an accurate learning pro-
cess. Furthermore, there exists the issues of cold-start and data sparsity which is experienced
by majority of existing recommendation approaches. The cold-start problem comprises the issue
where no information is available early on upon which to base recommendations ( e.g new student
or new learning objects) on. Whereas, data sparsity problems are caused due to an insufficient
number of the transactions and feedback data such as ratings.
Nevertheless, these methods do not pay attention to student’s preferences, such as learning styles,
which are especially important for the accuracy of learning objects prediction or recommendation.
Moreover, several recommendation techniques experience cold-start and data sparsity problems.
The cold-start problem where no information is available early on upon which to base recommen-
dations ( e.g new student or new learning objects ). Whereas, data sparsity problem is caused by
the insufficient number of the transactions and feedback data such as rating.
In this chapter, we specifically address these challenges by proposing a novel recommender algo-
rithm so as to improve the quality of recommender systems. This technique would aid in recom-
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mending the top-n Learning Objects for students based on their individual learning styles.
This chapter addresses research questions 3 and 4:
RQ3. What similarity metrics should be used in the learning object recommendation algo-
rithm to achieve the best accuracy?
RQ4. How can personalised learning objects be recommended based on student’s learning
styles and object profiles?
This chapter has a two-fold purpose:
– First, an empirical study has been conducted to devise an efficient similarity metric to use in
the proposed recommend algorithm. In addition, an understanding on how changing similar-
ity measures could further improve the recommendation process is developed through this
study.
– Second, three novel recommendation algorithms (ECF, ECBF, and EHF) are proposed for
recommending suitable learning objects on the basis of student learning styles. We adopt a
novel mechanism to combine students’ actual ratings with their individual learning styles and
hence, solve issues of cold-start and data sparsity. So as to find the best approach for recom-
mendation purposes, three recommendations algorithms have been tested, and their accuracy
has been measured through the use of traditional evaluation metrics, including the Mean Ab-
solute Error (MAE) and the Root Mean Squared Error (RMSE). It is revealed through the
results that the EHF algorithm possesses a higher accuracy compared to the ECF and ECBF
recommendation methodologies (Section 5.2.4).
The rest of this chapter is organised as described. While a comparison of similarity metrics is
presented in Section 5.1, Section 5.2 introduces the proposed learning objects recommendation
module, whilst sub-section 5.2.4 covers the experimental results and analysis. Finally, Section 5.3
sums the entire chapter.
5.1 Comparison of different similarity matrices
Carrying out an experimental study was deemed important to identify and investigate relevant sim-
ilarity metrics for the purpose of improving the accuracy of recommendation approaches based on
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learning objects. After studying current literature, four common similarity measures were iden-
tified as part of this experiment, namely, Euclidean Distance [296], Pearson’s Correlation Coeffi-
cient [300], Cosine Similarity [302] and Manhattan Distance [303], were implemented (see Section
2.7).
Before applying the Proposed algorithm explained in Section 5.1.1, the K-means clustering algo-
rithm (see Chapter 2) is applied for clustering learning objects into different clusters according to
their profiles (learning styles), so that similar LOs are put together within the same cluster while
dissimilar LOs are placed within different clusters. This goal of clustering LOs comprises re-
ducing sparsity problems and increasing the algorithm performance while selecting appropriate
similarity metrics since the data to be analysed is quite small [307]. The following section presents
the algorithm for selecting similarity metrics to evaluate their performance within the context of
e-learning.
5.1.1 Proposed algorithm for similarity metrics selection in the Con-
text of e-learning
We have proposed algorithm 1 which considers two abstract similarity metrics Sim1 and Sim2 for
use as place holders is described in five steps. Actual similarity metrics as presented in Section 2.7
of Chapter 2 replace these abstract similarity metrics to determine which combination produces
the best accuracy in predicting top-n learning objects of students’ ratings. The best performing
similarity combination is retained later for the proposed recommender algorithm.
Thereby, a crucial question constitutes “what are the similarity metrics that provide the best pre-
diction of the student ratings of the learning objects?”, the answer to which will be determined in
the following section through means of the experimental study. As mentioned previously, the goal
of these experiments is to select similarity metrics with the highest accuracy to use them later in
proposed algorithms for recommending personalised learning objects.
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Algorithm 1 Proposed algorithm for similarity metrics selection
Let LS be the learning style vector of the active student.
Step 1– Calculate C, the nearest learning object cluster to the active student learning
style LS using the similarity metric Sim1. This is done by calculating the similarity de-
gree between LS and the centroid of each cluster and choose the cluster that produces
the highest similarity degree.
Step 2– Calculate the similarity degree between LS and each learning object in C
using the similarity metric Sim2. For all OP ∈C, calculate Sim2(LS,OP).
Step 3– Select the top-n learning objects most similar to LS. The number of learn-
ing objects to be selected can be a chosen constant or determined using a similarity
threshold.
Step 4 – Predict the Student’s ratings of the top-n learning objects. A 5-level Likert
scale is considered, with 1 be the lowest score and 5 the highest score. The learner
ratings of the learning objects are predicted using Eq. (5.1).
r˜(LS,OPi) = int(0.5+Sim2(LS,OPi)×5), 1≤ i≤ n (5.1)
where r˜(LS,OPi) is the predicted rating of the learning object (profile) OPi by the
active student LS and int(x) denotes the closest integer to the real value x; e.g.
int(2.3) = 2 and int(2.5) = 3.
Step 5– Rank learning objects in descending order of predicted ratings. This consti-
tutes the list of learning objects recommended to the active student.
5.1.2 Experiment 1: Which similarity metrics provide the best pre-
diction accuracy?
An experiment was carried out to determine which similarity metric would deem to be the best
for measuring the similarity between students or/and learning objects in the e-learning domain.
Hence, this experiment focuses on four metrics: the Euclidean Distance, the Pearson Correlation
Coefficient, the Cosine Similarity, and the Manhattan Distance (See Sect. 2.7). With the aim of
finding the best values for Sim1 and Sim2, the proposed algorithm 1 was used as the basis of this
study. A brief overview of the dataset, similarity performance and results are covered in further
sub-sections.
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In the following sub-sections, we describe the dataset, evaluation of similarity performance, and
the results and discussion.
5.1.2.1 Dataset
The dataset of the MOODLE log-file obtained from the School of Business located in AAST, Egypt
particularly in the fall and spring semesters during the academic years 2016/2017 and 2017/2018
was used as part of this study. The experiment which was conducted on a total of 30 students in
a specific course made use of the dynamic ILS questionnaire (Chapter 4) for the identification of
students’ learning styles. Networks and e-commerce was the course of interest which comprised
20 topics. Each topic comprised a minimum of 15 learning objects in various presentation styles.
Through the course of the study, students were tasked with making use of a 5-level Likert scale
(Table 5.1) to rate every learning object with 1 denoting “not at all useful” and 5 indicating “very
useful”.
Table 5.1: Rating scale
Linguistic term Rating
Not at all Useful (NU) (1)
Poor (P) (2)
Fair (F) (3)
Good (G) (4)
very useful (VU) (5)
By making use of Visual Studio in addition to Windows Presentation Foundation (WPF), the pro-
posed algorithm was implemented in C++ for designing a GUI (Graphical User Interface), with the
SQL server including learning styles, student ratings and learning object profiles. It is important
to note that all tests covered in this chapter were run on a Windows-based PC comprising an Intel
Core i5 processor running at a speed of 2.40 GHz as well as a RAM memory of 16 GB. Illustrated
in Fig. 5.1 is the GUI which permits the selection of numerous similarity metric combinations.
5.1.2.2 Evaluation of similarity performance
In order to observe how accurately various similarity metrics make predictions, the Mean Absolute
Error (MAE) (defined by Eq. (5.2)) [308,309] and the Root Mean Squared Error (RMSE) (defined
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Figure 5.1: ULearn interface
by Eq. (5.3)) [310] are the most commonly used metrics, both of which aid in the measurement of
the average magnitude of errors within a set of predictions and do not consider the directions of the
ratings. While RMSE is more convenient in detecting large errors within a prediction, these may be
observed very rarely with MAE. The values of the results range from 0 to ∞ where a smaller values
denotes a higher accuracy. In the following equations, ri denotes the actual student rating of the
learning object i while r˜i indicates the predicted student rating for that learning object, 1≤ i≤ n.
MAE =
1
n
n
∑
i=1
|ri− r˜i| (5.2)
RMSE =
√
1
n
n
∑
i=1
(ri− r˜i)2 (5.3)
5.1.2.3 Results and Discussion
Numerous similarity metrics are evaluated and discussed in this section. Following the evaluation
of the similarity metric Sim1, it was inferred that the preciseness of the recommender algorithm
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was not affected. This similarity metric is made use of to compute the nearest learning object
cluster to the active student’s learning style.
Fig. 5.2 illustrates the distributions of a random sample of 30 students across K=3 by making use
of the Euclidean (Eq. (2.1)), Manhattan (Eq. (2.6)), Person correlation coefficient (Eq. (2.4)),
and cosine (Eq. (2.5)) similarity metrics respectively. From these results, it is inferred that the
distributions do not differ from each other significantly, meaning that any one of them could be
made use of for Sim1 for the proposed algorithm in Section 5.1.1.
Figure 5.2: Distribution of students to nearest clusters
Since it is evident regarding which metric (Sim1) to use for calculating the closest learning object
cluster to a student learning style, the following step involves choosing an efficient metric (Sim2)
for selecting the top-n closest learning objects to the student learning style in a learning objects
cluster.
Experimental results indicate the development of an extremely accurate algorithm when the Pear-
son correlation coefficient (Eq. (5.5)) is substituted as Sim2, as illustrated in Fig. 5.3 and Fig. 5.4
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based on metrics MAE and RMSE respectively.
Figure 5.3: Accuracy of the recommender algorithm using MAE
Figure 5.4: Accuracy of the recommender algorithm using RMSE
Thereby, following the conclusion of the study, it was inferred that algorithm 2 denotes the final
algorithm where the Cosine similarity is made use of for determining the closest learning object to
the active student learning style.
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This cosine metric ranging between 0 and 1 is a similarity measure between two vectors and is
denoted by Eq. 5.4 where X represents the user and Y indicates the cluster.
c(x,y) =
x.y
||x||.||y|| (5.4)
Moreover, as mentioned previously, the Pearson correlation coefficient is utilised to select the top-
n learning objects of the nearest cluster Y that is most similar to the active student learning style
X.
P(x,y) =
∑ni=1 (xi− x¯)(yi− y¯)√
∑ni=1 (xi− x¯)2
√
∑ni=1 (yi− y¯)2
(5.5)
It is understood that the function quickSort(L, i) sorts a list of tuples L along the ith dimension.
In the case of Algorithm 2, L is a list of tuples of the form < x,y >, where x is a learning object
profile (OP) and y the corresponding predicted rating for the active student LS.
In the following section, we will explain the proposed recommendation algorithms used in recom-
mending learning objects according to students’ learning styles.
5.2 Learning Objects recommendation Module
Functioning as a middle layer in the architecture of the proposed e-learning recommender system,
the Learning Objects Recommendation Module is responsible for generating and delivering top-n
learning objects to students through sessions based on their learning style stored in their profile.
In this section, we propose three distinct algorithms (each of which are described in the following
sub-sections) for recommending top-n learning objects, on the basis of three approaches: Enhanced
Collaborative Filtering, Enhanced Content-Based Filtering and Enhanced Hybrid Filtering. When
compared to traditional techniques, these approaches are well-known for their efficient handling of
cold-start and data sparsity issues by using information from students’ learning styles and learning
objects profiles. Following this, an experimental study was undertaken for the purpose of selecting
a well performing algorithm.
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Algorithm 2 Final Algorithm
input : K: Number of clusters, K ≥ 1
C: Set of K clusters C1, . . . ,Ck
CC: Set of the K clusters’ centroids
LS: Active student learning style
T : Similarity degree threshold
output: TopN: List of recommended learning objects
j = 1
x = c(LS,CC1)
/* c is the cosine similarity */
for i = 2 to K do
if c(LS,CCi)> x then
x = c(LS,CCi)
j = i
end
end
/* C j is the nearest cluster to LS */
TopN = [] /* empty list */
foreach OP ∈C j do
S = P(LS,OP)
/* P is the Pearson similarity */
if S≥ T then
TopN.append(< OP, int(0.5+S×5)>)
end
end
quickSort(TopN,2)
return TopN
5.2.1 Enhanced Collaborative Filtering recommendation algorithm
As previously explained in Chapter 2, traditional approaches of Collaborative Filtering rely heavily
on co-rated items, meaning that performance of the recommender system will be lower in cases
where matrices are generated from noisy ratings provided by students. Yet, similarity cannot be
calculated when there exist no rated items, also known as the issue of cold-start. Thus, using
our proposed novel model, the situation can be resolved to avoid any problems and significantly
enhance the accuracy and quality of recommendation, as presented in algorithm 3. The proposed
ECF is implemented in the following way: Let LS be the learning style vector of the active student.
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Algorithm 3 Enhanced Collaborative-Filtering recommendation algorithm
1. Apply K-means to cluster the students profiles.
2. Select cs the nearest SP cluster to LS as in Eq. (5.4)
3. Foreach LO x
(a) Let I = set of the top-n nearest elements to LS in cs that have rated x as in Eq.
(5.5)
(b) If ‖I‖> 0 then calculate the predicted rating for x as in Eq. (5.6)
(c) If ‖I‖= 0 then calculate the predicted rating for x as in Eq. (5.7)
4. Recommend the top-n highly rated LOs.
r˜1(LS,x) =
∑u∈I P(LS,u)× r(u,x)
∑u∈I P(LS,u)
(5.6)
Where r˜(LS,x) denotes the predicted rating value of the LO x for the active student
LS. P(LS,u) donates the Pearson correlation coefficient (defined as in Eq. (5.5)) of
the two vectors LS and u; and r(u,x) represents the actual rating of the LO x by the
student u.
r˜2(LS,x) = int(0.5+P(LS,x)×5) (5.7)
Equation (5.7) is used to solution the cold-start and the rating sparsity problems (case ‖I‖=
0). In this case the predicted rating is measured as the similarity between the LO x and
the active student LS multiplied by the maximum rating value which is 5. The value 0.5 is
added so that the result is and integer between 1 and 5.
5.2.2 Enhanced Content-Based Filtering recommendation algorithm
As discussed earlier in Chapter 2, a general principle of CBF techniques comprises the identifi-
cation of common characteristics for learning objects which receive a favourable rating from the
learner followed by recommending to their new LO that shares these characteristics. An algorithm
of a similarity model has been proposed in this thesis so as to enhance the accuracy of recommen-
dation. The similarity between SP and LO is calculated using the algorithm 4:
Let LS be the learning style vector of the active student.
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Algorithm 4 Enhanced Content-Based Filtering recommendation algorithm
(a) Let O be the set of all learning objects rated by LS.
(b) If O 6= /0 then
i. Apply K-means to cluster O
ii. Foreach LO x
A. Let cox = the nearest LO cluster to x as in Eq. (5.5)
B. Let J = set of the top-n nearest elements to x in coxas in Eq.(2.5)
C. Calculate the predicted rating for x as in Eq. (5.8)
iii. Recommend the top-n highly rated LOs.
(c) If O = /0 then
i. Apply K-means to cluster all the learning learning objects
ii. Let co = the nearest LO cluster to LS
iii. Foreach x ∈ co
A. Calculate the predicted rating for x as in Eq. (5.7)
iv. Recommend the top-n highly rated LOs in co.
r˜3(LS,x) =
∑u∈J P(x,u)× r(LS,u)
∑u∈J P(x,u)
(5.8)
5.2.3 Enhanced Hybrid Filtering Filtering recommendation algorithm
Since both approaches of CF as well as CBF possess certain benefits and limitations, the resulting
accuracy of the recommender system will not be very high when making use of only one recom-
mended algorithm. Hence, this has led scholars to propose a means of integrated recommendation
algorithms to be used during the process of recommending [248, 249].
For enhancing the accuracy and quality of recommendation, our proposed EHF is implemented as
shown in algorithm 5:
Let LS be the learning style vector of the active student.
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Algorithm 5 Enhanced Hybrid Filtering recommendation algorithm
1. Let α be the weight of CF in the hybrid model; 0≤ α ≤ 1.
2. Apply K-means to cluster the students profiles
3. Select cs the nearest SP cluster to LS
4. Let O be the set of all learning objects rated by LS.
5. Apply K-means to cluster O
6. Foreach LO x
(a) Let I = set of the top-n nearest elements to LS in cs that have rated x
(b) Let cox = the nearest LO cluster to x
(c) Let J = set of the top-n nearest elements to x in cox
(d) If ‖I‖> 0 and ‖J‖> 0 then calculate the predicted rating for x as in Eq. (5.9)
(e) If ‖I‖= 0 and ‖J‖> 0 then calculate the predicted rating for x as in Eq. (5.8)
(f) If ‖I‖> 0 and ‖J‖= 0 then calculate the predicted rating for x as in Eq. (5.6)
(g) If ‖I‖= 0 and ‖J‖= 0 then calculate the predicted rating for x as in Eq. (5.7)
7. Recommend the top-n highly rated LOs.
r˜(LS,x) = α× r˜1(LS,x)+(1−α)× r˜3(LS,x) (5.9)
Note that in Eq. (5.9), the value of α is between 0 and 1; and r˜1(LS,x) and r˜3(LS,x) are
defined as in Eq. (5.6) and Eq. (5.8), respectively. Here are some examples:
Note the in Eq. (5.9), the value of α is between 0 and 1. Here are some examples:
– r˜(LS,x) = 0.5× r˜1(LS,x)+(1−0.5)× r˜3(LS,x)
= 0.5× r˜1(LS,x)+0.5× r˜3(LS,x)
= r˜1(LS,x)+r˜3(LS,x)2
– r˜(LS,x) = 0.2× r˜1(LS,x)+(1−0.2)× r˜3(LS,x)
= 0.2× r˜1(LS,x)+0.8× r˜3(LS,x)
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– r˜(LS,x) = 0.8× r˜1(LS,x)+(1−0.8)× r˜3(LS,x)
= 0.8× r˜1(LS,x)+0.2× r˜3(LS,x)
– r˜(LS,x) = 0.75× r˜1(LS,x)+(1−0.75)× r˜3(LS,x)
= 0.75× r˜1(LS,x)+0.25× r˜3(LS,x)
5.2.4 Experiment 2: Which recommendation algorithm has the high-
est recommendation accuracy?
In this section, we conduct experiments to infer appropriate recommendation techniques to be used
later for recommending learning objects within proposed e-learning systems. Specifically, we aim
to resolve the following questions:
”What is the recommendation algorithm that provides the most suitable top-n learning ob-
jects that match students learning styles ?”
With the purpose of evaluating and testing different aspects of the proposed method and proving
that the proposed algorithm to predict ratings delivers the most accurate results, the student dataset
(see Sect.5.1.2.1) was divided into various parts, including:
1. Cold-start students: a set of students with lower than 5 ratings
2. Cold-start learning objects: a set of new LOs
3. All students
A cold-start was used for the assessment of the ability of algorithms in predicting ratings for
those students with a few learning objects, providing less information to students. As mentioned
above, the main aim of this included the way in which additional sources of information, including
students’ learning styles could be made use of in addition to rating information so as to enhance
the accuracy of rating predictions.
5.2.4.1 Evaluation on Rating Prediction
Following the pre-process on the student dataset, fifteen students were chosen in conjunction with
15 randomly chosen learning objects, as shown in Table 5.2 along with the computed predicted
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ratings for the learning objects. The effectiveness of a recommender algorithm mostly refers to
its prediction accuracy [311]. From the experimental results in the table, it can be inferred that
the EHF-0.5 algorithm is the most accurate, while on the other hand, it is presumed that EHF-0.5
has the least value of MAE from Figure 5.5 and thereby, excels in providing better predictions.
The MAE value of EHF-0.5 is 0.6, whilst that of ECBF is 1.52, which is the greatest with respect
to other approaches. Thus, it is known that the latter method would generate the least accurate
predictions. Moreover, experimentally and theoretically, it is already proven that RMSE is al-
ways greater than the MAE, as illustrated in Figure 5.5. Also, the proposed EHF-0.5 algorithm
repeatedly delivers a smaller RMSE than the others, indicating to be the most accurate.
Figure 5.5: Accuracy of the recommender algorithm using MAE and RMSE
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5.2.4.2 Evaluation of Cold-start
The experimental study was repeated from a different point of view for the purpose of evaluating
the proposed approaches on the basis of handling the cold-start problem.
– New students: By incorporating personalised learning styles of students with their ratings,
it is possible that the three different algorithms (ECF, ECBF and EHF-0.5) is capable of
dealing with new students as shown in Figures 5.6 and 5.7 which compare the accuracy of
various recommendation algorithms.
Figure 5.6: Performance comparison for cold students using MAE
– New learning objects: The three algorithms can make recommendation for new learning ob-
jects through measurement of the similarity between a learning object profile and a student’s
learning styles. From Figures 5.8 and 5.9, it is inferred that EHF-0.5 invariably outperforms
in every experiment, thus indicating that our model handles new items better than ECF and
ECBF.
– New students and learning objects: A special case is where neither the student nor the
learning objects exist in the previous user-item rating matrix where a majority of current
algorithms are not capable of dealing with such a situation. Yet, our proposed algorithm is
able to provide recommendations based on relations between students and learning object
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Figure 5.7: Performance comparison for cold students using RMSE
Figure 5.8: Performance comparison for cold LOs using MAE
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Figure 5.9: Performance comparison for cold LOs using RMSE
profiles.
It is also worthy to note that the results achieved by the hybrid filtering technique are impressive.
Given the above results, analysis, and discussion following the experiment, it was concluded that
the proposed algorithm EHF-0.5 performs better than ECF and ECBF. Furthermore, it was in-
ferred that the EHF-0.5 hybrid algorithm handles problems related to cold-start and data sparsity
efficiently as compared to the other approaches.
5.3 Summary
This chapter covers the recommendation algorithms in ULEARN which is designed for address-
ing problems of cold-start and data sparsity, particularly within the education domain. Basically
divided into two stages so as to briefly discuss algorithms, the first stage includes a proposed al-
gorithm to enable the selection of a best actual similarity metric from the pool commonly used
similarity metrics. For this purpose, the K-means clustering algorithm was applied to produce K
numbers of learning object clusters on the basis of students’ profiles. Following this, an experi-
mental study was conducted so as to determine the best actual similarity metrics used in e-learning
recommender systems. The algorithm was found to perform best when the cosine similarity metric
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is utilised to compute the nearest learning object cluster and the Pearson correlation coefficient is
made use of for selecting the top-n learning objects within the cluster.
The second stage presents an innovative algorithm for recommendation of the top-n learning ob-
jects in e-learning systems in line with students’ learning styles, where we have concentrated on
the significant improvement of the accuracy and quality of recommendations with respect to cold
start and data sparsity issues. To propose an improved top-n learning objects recommender algo-
rithm, we have tested and compared the performance of three approaches, namely, hybrid filtering,
collaborative filtering, and content-based filtering.
After these experiments, it was inferred that the proposed EHF-0.5 hybrid algorithm produces the
most accurate predictions. It was also ascertained that the EHF-0.5 hybrid algorithm effectively
deals with issues related to a cold-start and rating sparsity.
In the next chapter, we will see how the student profile (learning styles) is automatically updated
based on students’ learning behaviour patterns using a novel algorithm for dynamic student profile
adaptation.
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Chapter 6
Dynamic Student Profile Adaptation
As discussed in the previous chapters, constructing an accurate and comprehensive student pro-
file is one of the crucial issues in developing personalised learning environment. Current adaptive
e-learning recommendation techniques experience a number of challenges that could restrain the
personalisation features. One such critical drawback that these systems suffer from includes the
way in which student preferences are modelled to be fixed over time. The main problem with such
a modelling technique is that it ignores the fact that a student’s preferences specifically learning
styles are never fixed but they constantly modified over a period of time [147]. However, keeping
an eye on a student’s behaviour manually is a difficult task. Therefore, most of the adaptive e-
learning systems which were examined earlier rely on static student information and cannot cope
with the changes in their learning behaviour patterns, eventually leading to irrelevant course ma-
terials being recommended to students (see Chapter 2). For such systems to remain effective, it
is necessary to create a student profile accurately and dynamically for better-personalised recom-
mendations.
In this chapter, we first look at these problems of student profile adaptation and learning styles
detection from their behaviour and attempt to answer the following research question:
RQ5. How to model dynamic student profiles based on student learning behaviour patterns?
We propose a student profile adaptation which is able to dynamically capture, learn and adapt stu-
dent’s learning styles in a dynamic fashion implicitly. The first step includes designing a novel
algorithm to monitor learning behaviour patterns of students in addition to capturing their learning
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styles and maintaining their student profiles confined in the Recommendation System (RS). Fol-
lowing this, the proposal of an innovative method to extract features which characterises learning
behaviours and identifies learning styles on the basis of the FSLSM model is initiated.
This chapter is organised in the following way. The proposed algorithm’s main concepts and
architecture are covered in the Section 6.1. Next, Sub-section 6.2.1 describes the proposed al-
gorithm in detail while sub-sections 6.2.2 and 6.2.3 presents relevant concepts related to student
profile adaptation. Next, an example in order to provide more understanding to the reader has been
demonstrated in Section 6.3 in addition to the experimental results and analyses which have been
covered in Section 6.4. Lastly, Chapter 6.5 presents a brief summary of this chapter.
6.1 Proposed architecture for dynamic student Profiling
The architecture of the proposed algorithm in order to build and regularly update student profiles on
the basis of observing students’ behaviour patterns and learning objects is covered in this section.
Following the recording a students’ actions, the agent then makes use of these actions to construct
the student profile. The proposed DSP Module’s architecture is illustrated in Fig. 6.1. where it
is divided into four main phases, namely, tracking learning behaviour patterns, dynamic checking
sessions, student profile adaptation and updating student profiles.
– Phase 1: Tracking learning behaviour patterns. It is crucial that information about learning
behaviour patterns are known so as to learn students’ learning styles. Since the process of
data collection poses an explicit additional burden on students [203], we aim at collecting
student learning behaviour implicitly. Within this phase, the crucial task of analysing and
extracting information related to student behaviour from the system log-file is performed.
This includes time spent by the student on every learning object, the type of learning ob-
jects accessed (e.g. video, audio, or text), and the number of messages exchanged (refer to
Section 6.2.1). Indeed, this phase is a very important part of student profile adaptation since
capturing inaccurate student behaviour could directly affect the subsequent phases as well as
the learning styles detection.
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Figure 6.1: Architecture for updating student profile dynamically
– Phase 2: Dynamic checking sessions. So as to build student profiles, it is essential that
necessary observation, processing and learning of student behaviour patterns takes place.
Therefore, this step is liable for the effective management of a dynamic student profile adap-
tation process. Dynamic checking sessions send a request to Student profile adaptation to
recalculate student’s learning styles after the students perform several actions during the ses-
sions since the last calculation of their learning styles.
– Phase 3: Student profile adaptation. Responsible for learning, modelling and adapting
students’ profiles, this phase has a significant role in our model. It is also in this phase that
student behaviour patterns which were identified in Phase 1 are assessed over a number of
sessions after which corresponding feature vectors are aggregated for approximating current
learning style preferences of students (refer to Section 6.2.2).
– Phase 4: Updating student profile. In this phase, the student’s previous learning style and
the current learning style (obtained in Step 3) are made use of to compute the student’s new
learning style. The student profile database is then used to store this data to be utilised
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for providing students with personalised learning objects the next time they log in (refer to
Section 6.2.3).
The four phases of the proposed adaptation architecture in addition to the way in which learning
styles are calculated have been discussed in depth in the following sections.
6.2 Proposed algorithm for dynamic student Profiling
In this section, a novel algorithm for building and frequently updating SP learning styles is pro-
posed. We start by describing how to capture student learning behaviour patterns while s/he is
taking a course via an e-learning system in Section 6.2.1. We then detail the student profile adap-
tation algorithm during sessions in Section 6.2.2. Lastly, in Section 6.2.3 we show how the student
profile will be updated according to their learning behaviour patterns.
6.2.1 Capturing student learning behaviour patterns
As presented earlier in Chapter 2, students are even more burdened when data is collected ex-
plicitly and hence through this algorithm, we aim for the implicit collection of student learning
behaviours. The critical objective of this phase includes addressing the question associated with
which behaviour patterns should be selected to reflect the student’s learning styles. So as to pro-
pose a general algorithm which could be applied to any learning system, it was crucial to make
use of generic behaviour patterns which could be collected in any learning system so as to base
approaches on. Three types of information were collected: time spent on each LO; number of
messages; and the format of the LOs accessed during a specific session.
6.2.1.1 Time spent
The behaviour pattern for time spent Wi is determined as in Eq. (6.1), for every LOi. Table 6.1
covers the rules related to the determination of learning styles corresponding to a given behaviour
pattern.
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Table 6.1: Behaviour pattern based on learning object type and FSLSM
Learning object Behaviour pattern Pattern description Learning style criteria
>= 50% Active < 50%Reflective
video Time_spent
Total time spent on video content
(Based on predefined video actual time) >= 50% visual < 50% verbal
>= 50%Reflective < 50%Active
Audio Time_spent
Total time spent on Audio content
(Based on predefined Audio actual time) >= 50% verbal < 50% visual
Simulation Time_spent
Total time spent on simulation content
(Based on predefined simulation actual time)
>= 50% Active < 50%Reflective
>= 50%Global < 50%Sequential
>= 50% Active < 50%ReflectivePPT Time _spent
Total time spent on PPT content
(Based on total session duration)
>= 50% Intuitive < 50%Sensing
>= 50%Sequential < 50%Global
>= 50%Reflective < 50%Active
>= 50% Intuitive < 50%Sensing
PDF and Doc Time_spent
Total time spent on PDF content
(Based on total session duration)
>= 50% verbal < 50% visual
Summary Time_spent
Total time spent on Summary content
(Based on total session duration)
>= 50%Global < 50%Sequential
Outline Time_spent
Total time spent on Outline content
(Based on total session duration)
>= 50%Global < 50%Sequential
Wi =

ti
Ti
(For Video, Audio, Simulation)
ti
T (For PDF, PPT, Doc, Summary, Outline)
(6.1)
Where ti= time spent on LOi, Ti= total duration of LOi, and T = total session duration. When more
than 50% of a video is watched by a student, it is quite probable that they prefer active learning
rather than reflective. Consequently, when a student spends more than 50% of their time on tex-
tual documents (e.g. pdf or doc documents), it can be presumed that they are more of a reflective
learner than an active one.
Example of time spent calculation: Table 6.2 shows the learning styles of Victoria, Harry and
Michelle calculated on the basis of the time spent on learning objects for Information input dimen-
sion (Visual/Verbal).
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Table 6.2: An Example of Time spent
Student (time spent) LO (length) W Learning style
Victoria (30 min) video (40 min) 30/40 = 75% LS = Visual
Harry (30 min) PDF (35 min) 30/35 = 85% LS = Verbal
Michelle (45 min) Audio (60 min) 45/60 = 75% LS = Verbal
6.2.1.2 Number of messages
By means of the number of messages in the course discussion forum, a student’s tendency for
social orientation is indicated, if the student is an active or reflective learner, as presented in the
following Eq. (6.2).
M =
Number of messages sent by the student
Average number of messages sent during the sessions
(6.2)
In the case where no messages are exchanged during a specific session, the value of M is undefined.
On the other hand, a M value greater than or equal to 1 implies that the student is an active learner,
whereas a negative M value suggests a reflective learner. A greater M value positively suggests
active learning of a much stronger level, due to the higher possibility of active students posting
messages more frequently than passive ones.
Example of number of messages calculation: Table 6.3 illustrates the case where 3 students
Victoria, Harry, and Michelle have exchanged 100 messages throughout the session, i.e. 100/3 =
33.3 messages in average have been sent per student. Victoria is reflective because she has sent
less than the average number of messages, while Harry and Michelle are active for sending more
than the average number of messages during the session.
Table 6.3: An Example of forum discussion
Student (no. of messages) M Learning style
Victoria (25 messages) 25/33.3 = 0.75 LS =Reflective
Harry (40 messages) 40/33.3 = 1.20 LS =Active
Michelle (35 Massages) 35/33.3 = 1.05 LS =Active
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6.2.1.3 Mapping LOs to FSLSM dimensions
The formats of the learning objects accessed by a student define the learning style of the student
as in Table 6.4. The symbol “-” in yellow cells means that learning objects of that format are
irrelevant to the corresponding leaning style attribute. The value 1 indicates the learning style
attribute associated to that format in the learning style dimension. The value 0.5 indicates that
both learning style attributes of the dimension are associated to that format. Both learning style
calculation and student profile adaptation are described in the following sections.
Table 6.4: Mapping of Learning Objects format and activities as FSLSM
Learning Style Dimensions
Information Processing Information Perception Information Input Information Understating
Learning object LO\LS Active Reflective Sensing Intuitive Visual Verbal Sequential Global
Video 1 0 - - 0.5 0.5 - -
Audio 0 1 - - 0 1 - -
Presentation (PPT) 0.5 0.5 0 1 - - 0 1
PDF 0 1 0 1 0 1 1 0
Format
Doc 0 1 0 1 0 1 1 0
Exercise 1 0 0.5 0.5 - - 0.5 0.5
GroupAssignment 1 0 - - - - - -
Individual Assignment 0 1 - - - - - -
Summary - - - - - - 0 1
outline - - - - - - 0 1
simulation 1 0 - - - - - -
Activities
forum 1 0 - - - - - -
"1" Relevant Positive Learning Object "0" Relevant Negative Learning Object
"-" Irrelevant Learning object "0.5" Relevant positive to two LS criteria within the same dimension
6.2.2 Dynamic Profile Modeling
As mentioned in Chapter 2, a major limitation in relation to a number of current adaptive e-learning
systems constitutes the issue where modelled student profiles are static or low-dynamic and that
the underlying representation of the students learning styles are not evolving.
In this phase, we aim at introducing a novel algorithm for learning style adaptation, as shown in
Figure 6.2. The proposed algorithm infers student behavioural patterns over K sessions in addi-
tion to computing the vector KSSP which is the number of hits for all of the eight learning style
attributes based on student learning behaviour patterns, as discussed in Section 6.2.1.
For instance, KSSP[1] depicts the number of hits for the “active” learning style, while KSSP[2]
represents the number of hits for the “reflective” learning style, and KSSP[8] is the number of hits
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Figure 6.2: Updating student profiles dynamically flowchart
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for the “intuitive” learning style, by making use of the same indexing as in (3.1) (see Section 3.1.1).
By the end of K sessions, a normalisation of the number of hits within each dimension as in Eq.
(6.3) takes place so as to compute the current learning style vector KSSP_N.
for i = 1 : 2 : 6 : 8 do
if (KSSP[i]+KSSP[i+1] 6= 0)
KSSP_N[i] = KSSP[i]KSSP[i]+KSSP[i+1]
KSSP_N[i+1] = KSSP[i+1]KSSP[i]+KSSP[i+1]
else
KSSP_N[i] = 0
KSSP_N[i+1] = 0
endif
enddo

(6.3)
Tables 6.7 and 6.8 demonstrate the way in which the vectors KSSP and KSSP_N are determined.
6.2.3 Profile updating
The final step is to update dynamically the student profile SP using the learning style KSSP_N
calculated during the K sessions. This is done by calculating the new value of SP as in Eq. (6.4).
for i = 1 : 8 do
if (KSSP_N[i] 6= 0)
SP[i] = SP[i]+KSSP_N[i]2
endif
enddo

(6.4)
That is for each learning style attribute i, i = 1,2, · · · ,8, if KSSP_N[i] 6= 0, then a new learning
style value is computed by considering the average between the previous and current learning style
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values; if not, the previous learning style value is maintained. The new student profile SP is utilised
for recommending personalised learning objects to students the next time they log in, as explained
in Chapter 5.
The following section covers an explanation of the working of the algorithm 6.2 by making use of
a real academic case study.
6.3 Example
In this section, the modelling of a real academic example has been focused on demonstrating
how the proposed algorithm works. As explained in Chapter 4, students from AAST, Egypt were
required to fill-out the dynamic FSLSM questionnaire for the purpose of initialising their profiles.
Table 6.5 shows instances of initial learning style vectors.
Table 6.5: Examples of student learning style vectors
Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Victoria 0.4 0.6 0.25 0.75 0.5 0.5 0.8 0.2
Michelle 0.5 0.5 0.6 0.4 0.8 0.2 0.7 0.3
6.3.1 Profile adaptation scenario
The working of the student profile (SP) learning style adaptation algorithm is described below:
Step 1– Recommendation of course LOs based on their similarity to SP learning styles us-
ing hybrid recommendation algorithm, as explained in Chapter 5. Table 6.6 shows recom-
mended LOs to Victoria and Michelle through 5 sessions.
Step 2 –Collect student behaviour during K sessions (in this case K=5). A sample of learning
behaviour patterns of Victoria and Michelle is presented in Table 6.6.
Step 3 -Applying adaptation rules as illustrated in Table 6.1 and Table 6.4. The algorithm
first computes the total time spent by Victoria and Michelle on Learning objects (refer to
Section 6.2.1) followed by computing the number of messages sent by them throughout the
session, as covered in Table 6.6. The average number of messages is 200/8 = 25, where 8
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Table 6.6: Examples of Students’ behaviour patterns
Learning object Victoria’s Learning behaviour patterns Michelle’s Learning behaviour patterns
Format LO total time Victoria’s spent time Session Duration Michelle’s spent time Session Duration
Session 1 ppt 30 mins 75 mins 45 mins 60 mins
Session 2 Outline 10 mins 30 mins 0 0
Session 3 Video 40 mins 30 mins 20 mins
Session 4 Summary 0 0 15 mins 32 mins
Session 5 PDF 45 mins 80 mins 10 mins 50 mins
Total Number of messages
during session
Messages sent by Victoria Messages sent by Michelle
Discussion Forum Discussion 200 30 18
Table 6.7: KSSP Calculation For Victoria’s behaviour
Victoria’s behaviour Active Reflective Visual Verbal Sequential Global Sensing Intuitive
PPT=30/75 = 0.4 PPT < 50% : 0.5 0.5 1 1
Outline=10/30 = 0.35 Outline< 50% 1 1
Video=30/40 = 0.75 Video>= 50% 1 0.5 0.5
Summary= 0 No behaviour
PDF=45/80 = 0.56 PDF >= 50% 1 1 1 1
Messages = 30/25 = 1.2 M >= 50% 1
KSSP Calculation
KSSP 2.5 1.5 0.5 2.5 3 0 1 1
KSSP_N 0.63 0.37 0.17 0.83 1 0 0.5 0.5
is the total number of participants during the forum discussion (refer to Section 6.2.1). The
values of KSSP and KSSPN are then determined, as demonstrated in Table 6.7 and Table
6.8, for Victoria and Michelle, respectively.
Table 6.8: KSSP Calculation For Michelle’s behaviour
Michelle’s behaviour Active Reflective Visual Verbal Sequential Global Sensing Intuitive
PPT=45/60 = 0.4 PPT < 50% 0.5 0.5 1 1
Outline= 0 No behaviour
Video=15/40 = 0.37 Video< 50% 1 0.5 0.5
Summary= 15/32 = 0.46 Summary< 50% 1
PDF=10/50 = 0.20 PDF < 50% 1 1 1 1
Messages =18/25 = 0.72 M < 50% 1
KSSP Calculation
KSSP 1.5 2.5 1.5 0.5 2 1 2 0
KSSP_N 0.37 0.63 0.75 0.25 0.67 0.33 1 0
Step 4 – Update Victoria and Michelle ’s profiles with the new learning styles as presented
in Table 6.9 and Table 6.10.
A significant question remains, however: “is the proposed profile adaptation algorithm effective in
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Table 6.9: Victoria ’s Updated learning style profile
Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Victoria’s SP 0.4 0.6 0.25 0.75 0.5 0.5 0.8 0.2
KSSP_N 0.63 0.37 0.17 0.83 1 0 0.5 0.5
Victoria’s new SP 0.52 0.48 0.21 0.79 0.75 0.25 0.65 0.35
Table 6.10: Michelle’s Updated learning style profile
Active Reflective Visual Verbal Sequential Global Sensing Intuitive
Michelle’s SP 0.5 0.5 0.6 0.4 0.8 0.2 0.7 0.3
KSSP_N 0.37 0.63 0.75 0.25 0.67 0.33 1 0
Michelle’s new SP 0.44 0.56 0.68 0.32 0.73 0.27 0.85 0.15
predicting student learning styles?” An experimental study which was conducted aimed at finding
an answer to this question.
6.4 Experiment: Examining the effectiveness of the pro-
posed algorithm in predicting student learning styles
In this section, the main goal is to validate our proposed dynamic student profile adaptation. An
experimental study was conducted for examining the effectiveness of our proposed algorithm in
relation to the updated SP accuracy. Hence, the aim of this experiment was to show that our
approach can dynamically capture students’ LSs using their behaviour patterns as well as be used in
e-learning recommendation systems for the development of accurate and effective learning objects.
In this experiment, we will apply the predicted rating algorithm explained in Section 5.1.1 in
Chapter 5 to predict students’ rating.
On the basis of the questionnaire responses, or initial student profiles (SL1s), we then compare
students’ actual ratings of learning objects with the predicted ones on the basis the adapted student
profile (LS2s). For this purpose, two metrics - the Mean Absolute Error (MAE) and the Root Mean
Squared Error (RMSE) have been made use of for evaluating and measuring the preciseness of
the adaptation algorithm in addition to the learning styles detection as explained in Chapter 5.
The profile adaptation algorithm was implemented in C++ through means of the Visual Studio
and Windows Presentation Foundation (WPF) for designing a Graphical User Interface (GUI), as
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illustrated in Fig. 6.3. Moreover, all experiments were run on a Windows-based PC with an Intel
core i5 processor having a speed of 2.40 GHz and 16 GB of RAM. The following section presents
the results of the experiments.
Figure 6.3: Dynamic student profile adaptation interface
6.4.1 Experimental results and discussion
Following the experiment, it was inferred that the proposed algorithm is capable of significantly
improving prediction results within all learning styles dimensions for a random sample of 80 stu-
dents whilst studying three topics, each with three lessons, which wasn’t the case with the ILS. On
the basis of these observations, a conclusion that the monitoring of learners’ behaviours with time
spent on different learning object formats can enhance the accuracy of detecting students’ learning
styles within an e-learning recommendation system was derived.
All in all, this adaptation algorithm can assist the system in improving student performance by
recommending appropriate course learning objects to match their learning styles. Furthermore,
experimental results demonstrated that the student rating prediction algorithm possesses the best
accuracy in cases where the SP adaptation takes places through behaviour (LS2s) instead of the
113
ILS questionnaire (SL1s), as illustrated in Fig. 6.4 and Fig. 6.5 where MAE and RMSE are
respectively used as measurement tools.
Figure 6.4: Adaptation algorithm accuracy using MAE
Figure 6.5: Adaptation algorithm accuracy using RMSE
6.5 Summary
In this chapter, we presented new algorithms for constructing dynamic student profile according to
learning behaviour patterns. Unlike other works in the literature that built static student profiles,
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this chapter comprises the introduction of an algorithm for computation of a dynamic student
profile in line with the FSLSM. The aim of this algorithm includes building and regularly updating
student profiles on the basis of student behaviours throughout an online course and comprises of
three crucial steps: 1) extraction of student learning behaviour patterns which reflect learning styles
from the behaviour log file; 2) capturing student learning styles through quantitative methods; and
3) dynamic updating of student learning styles after each topic. On this account, the results from
the experiment suggest the enhanced accuracy of the proposed algorithm compared to that of an
ILS questionnaire. In the next chapter, the prototype system designed on the basis of the purposed
e-learning recommendation ULEARN framework is presented. Furthermore, all the modules of
the system prototype are discussed.
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Chapter 7
Implementation and Evaluation of
ULEARN recommender system
As described in Chapter 3, the architecture of ULEARN comprises three main layers (refer to Fig.
3.2). The second layer which is the Adaptive-recommendation layer contains three components,
namely the Learning Styles initialisation Module (LS Module), the Learning Objects recommen-
dation Module (LO Module) and the Dynamic Student Profile adaption Module (DSP Module),
which have been implemented and evaluated respectively in Chapters 4, 5, and 6. Furthermore,
the design and implementation of the other two layers (Presentation layer and Data layer) of the
ULEARN architecture will be covered in this chapter in addition to an evaluation of the overall
system with respect to student satisfaction and system usability.
The remainder of this chapter is structured as described. First, Section 7.1 covers the ULEARN
prototype in detail along with its modules. On the other hand, Section 7.2 focus on system testing,
whereas Section 7.3 covers the experimental design of evaluating the ULEARN system. Finally,
Section 7.4 wraps up the chapter in terms of a summary.
7.1 ULEARN recommender system implementation
In this section, we introduce a prototype ULEARN recommendation system which we have imple-
mented as a client-server application. Implemented in C++ using .NET environment and Windows
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Presentation Foundation (WPF), the ULEARN system is a dynamic e-learner recommender sys-
tem. The WPF was chosen over Windows Forms owing to the former being a larger comfortable
technology than Windows Forms (preceding technology). In terms of the user interface of the
recommender system, eXtensible Application Markup Language (XAML) was made use of. The
prototype application was implemented and run on Windows-based PC with an Intel(R) core i5
processor having a speed of 2.40 GHz and 16 GB of RAM, under Windows 10. Moreover, Fig-
ure 7.1 illustrates the ULEARN e-learning sequence and activity diagrams to express the student’s
interaction with the ULEARN prototype, particularly in the course of the registration process, log-
ging in into the ULEARN, filling-out the dynamic ILS questionnaire, learning object recommen-
dation and updating learning styles. Tables are designed and created to store the entities described
in Section 7.1.1. A detailed description of the prototype architecture is covered in the subsequent
sub-sections.
Figure 7.1: ULEARN prototype sequence diagram
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7.1.1 Database Model
This section provides details of the database design. There are two ways to build a database,
namely, Database-First and Code-First [312]. The Database-First, comprises modelling of a pre-
existing database (for example, creating tables and relationships using the SQL server), while the
Code-First mode involves the initial creation of the entity classes. Fig. 7.2 illustrates an example
of student classes. Following this, the Entity Framework Core runtime will create a database with
necessary tables from these entity classes. Once a database is created, it is synchronised with any
changes in the code, so that no manual changes need to be added.
Figure 7.2: Example of Student Class Definition
As mentioned in section 3.2.2, The ULEARN system database stores all the data, which includes
the following main components:
– Student Profiles: Students profile information saved in three main tables, as shown in class
diagram Fig. 7.3. User basic Information table records the user ID and other attributes (e.g.
Name and email address, etc.). Whereas, a numerical value for each learning style criteria
(which has been calculated from the dynamic questionnaire or learning behaviour) is saved
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in the Learner table. The learning styles are held in eight values, one value for each learning
style criteria, as described in Chapter 3. Furthermore, the learner History table records the
previous learning styles profiles to be used while calculating the new profile, as explained in
Chapter 6.
Figure 7.3: Student’s Profile Class Diagram
– Learning behaviour: As explained in section 3.2.2, it is necessary that the ULEARN system
also saves students’ learning behaviour patterns during sessions so as to be able to update
their profiles (learning styles). Fig. 7.4 shows the Behaviours table which records students’
behaviour patterns during studying (e.g. NumberOfAccess, TotalLearnerSpentTime, and
NumberOfMessages) in order to calculate their learning styles.
– Learning object: The Learningobjects table has a record object profile ( learning styles),
whereas LearningobjectsInfo table includes the learning objects path in the server and other
attributes (e.g. TotalTime), as shown in Fig. 7.5.
– Student rating: Furthermore, all students’ ratings will be saved in a separate table in the
database named Learner_LO_Rating and linked to the learner by the learner ID as shown in
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Figure 7.4: student’s Behaviour Class Diagram
Fig. 7.6.
The next section will explain the system Interfaces and all its features in detail.
7.1.2 ULEARN Interface
As previously mentioned, the user interface within the ULEARN system are implemented using
WPF using XAML language. This system was designed in such a way so as to be able to follow
the general guidelines of usability [313] in addition to being easy-to-use, functional, friendly and
personalised. The first thing the user comes across when accessing the application is the welcome
page, as shown in Fig. 7.7. As explained in Chapter 3, ULEARN provides a user interface for
students, teachers and administrators. First, Fig. 7.8 expresses the students’ interaction use-case
with the system, permitting students to register, log into the system, study Learning Objects and
communicate with other students by sending messages through forums. Second, Fig. 7.9 expresses
the teacher’s interaction use-case at the beginning of using the system where teachers can log into
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Figure 7.5: Learning object’s profile Class Diagram
the system using this interface, create courses, upload learning objects, create objects profile for
each LO, upload assignments, and send messages to students. The screenshot of the teacher’s
Graph User Interface is presented in Appendix D Fig D.3.
Illustrated in Fig. 7.10 is the Administrator’s Use Case Diagram where the administrator can
assign roles to users, manage teachers’ information, assign courses to teachers, manage course
information, manage lessons for the course in addition to management of the system database. As
an initial step, students register themselves in the ULEARN portal before being able to use the
system. During this registration process, personal details including the full name, email address,
password, educational level (e.g. undergraduate) and major (e.g. computer science) are gathered,
as shown in Fig. 7.11.
After completion of the registration process, a student authenticates his/her profile using username
and password credentials. The MD5 algorithm is made use of to hash the original passwords in-
stead of storing it as plain text in the database. Similarly, during authentication, the input password
is hashed by MD5, followed by the comparison of the resultant hash value with the stored value
in the database for that specific user. An example of the way in which hashed passwords appear
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Figure 7.6: Students rate Class Diagram
in the database is shown in Fig. 7.12. After the successful authentication process, the student
asked to fill-out the Dynamic ILS questionnaire to initialise their learning styles profile. As soon
as student submit the ILS questionnaire, s/he will be directed to the recommendation page, which
will contain learning objects recommendations based on their learning styles.
7.1.3 Student Learning Style initialisation
For the purpose of determining the initial learning style of a student, s/he is required to fill-out
the Dynamic ILS questionnaire that is provided as part of the ULEARN system (see Chapter 4).
After completing the questionnaire, the Learning styles initialisation module will initialise stu-
dents’ learning styles which are saved in the Learner table ULEARN Database. The questionnaire
interface looks like in Fig. 7.13.
After Initialising a student profile, the system will recommend learning objects to students, as
explained in the following Section 7.1.4.
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Figure 7.7: ULEARN Welcome Page
7.1.4 Learning objects Recommendation
The main aim of the learning objects recommendation module comprises recommending students
with suitable learning objects to match their learning styles in order to reduce information over-
loading. To implement the proposed approach in this thesis, a database stores learning objects
with different formats (e.g. ppt, pdf, video and docs etc.). The ULEARN is flexible which means
it could be applied in a different domain. In this study, undergraduate was chosen as the qualifica-
tion level sample in the implementation which will be explained in Section 7.3.
When students log-in to the ULEARN system, they will be asked to select which course they want
to study depending on the major selected during registration. Following this, the system recom-
mends the most suitable learning objects for this lesson that matches the students’ learning styles
from the database. Figures 7.14 and 7.15 present a screenshot of a personalised LOs recommenda-
tion list. The recommendation interface includes three tabs, namely, recommendations, my lessons
and history.
The recommendation interface includes three tabs, namely: recommendations, my lessons and
history. The Recommendation tab includes recommend all lessons that have been recommended
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Figure 7.8: Use case diagram for student
according to the students’ learning styles, as shown in Fig. 7.14.
While, my lessons tab includes a list of recommended learning object within the lesson that student
currently studying, as shown in Fig. 7.15.
Finally, the history tab includes students progress such as all LOs that have been studied by students
in the previous sessions, LO type, students grades and total time spent on LO, as shown in Fig.
7.16.
After students complete learning object the system will ask them to rat recommended LOs. A
rating is achieved (on a Likert scale of 1-5) for each LOs, as presented in Fig. 7.17.
7.1.5 Student behaviour monitoring
In order to update students learning styles, the system collects a student’s behaviour while they
used the ULEARN system, all the activities they performed after login to the system, such as
actions, time spent, number of massages and accessed objects, were recorded in table behaviours
in ULEARN database (see chapter 6).
As we can see from Fig. 7.18 ULEARN system records session time while s/he studying LOs to
124
Figure 7.9: Use case diagram for teacher
be able to detect s/he learning styles and update their profile.
To calculate student learning styles from the number of messages, the proposed system is built an
online chatting between students using SignalR library which is a technology developed by Mi-
crosoft technology in the year 2014 [314]. SignalR handles connection management automatically
and let’s broadcast messages to all connected clients simultaneously. This is a communication tool
privately used by a group project. As was earlier mentioned, there are some students are struggling
with communication skills, they prefer to work individually or in small groups, as shown in Fig.
7.19.
Therefore, ULEARN tries to improve communication among the student’s group members. Then
during students’ commendation together, the system monitors students interactions through the
number of messages and updates their learning styles.
Finally, the system will collect students behaviours to update their learning styles.
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Figure 7.10: Use case diagram for Administrator
7.1.6 Student profile adaptation
After student’s behaviour patterns have been monitored during different sessions. The dynamic
student profile adaptation module starts to retrieve students behaviours and studied learning ob-
jects from the database. Then it calculates the total time spent and the number of messages to
determine the new learning styles of student and update his/her LSs automatically considering
previous student’s learning style, which is then stored in history table in the database.
In the following sections, system testing is discussed to verify that the entire ULEARN system
works according to students’ preference.
7.2 System Testing
For testing ULEARN system, three testing methods are used with the goal of determining whether
or not it meets the defined requirements like it’s designed to (see Section 1.4). The testing methods
are Module testing, System testing and Usability testing. The following sub-sections will describe
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Figure 7.11: Create an account in ULEARN system
Figure 7.12: Example of hashed passwords in a database using MD5
these methods in detail.
7.2.1 Module testing
For Module testing, all modules (algorithms, classes, and functions) were tested carefully by check-
ing every statement written. Module testing is used to test each feature of the system provided the
input and expected output of the application. For the testing of the proposed modules three phases
are achieved, as shown in Table 7.1.
7.2.2 system testing
After performing module testing, the system testing is conducted to test a fully integrated system
to ensure whether it meets the requirements. In this research, we are using Functionality Testing
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Figure 7.13: Dynamic ILS questionnaire
Figure 7.14: Learning object Recommendation
(FT). FT is a form of black-box testing that helps us to evaluate and assess the ULEARN system’s
performance [315]. The main importance of black-box testing is to handle both valid and invalid
inputs from user perspective [316]. Table 7.2 shows the functional testing (test cases) used for
testing student’s interface functionalities. The details of test cases used for testing teacher’s and
administrator’s portal are presented in appendix E.
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Figure 7.15: My lesson (Current learning object)
Table 7.1: Module Testing
Module Testing
Testing
Sequence
Module
Testing
Inputs Tests Expected
Results
Status (Pass
/Fail)
1
LS Module
(chapter 4)
A real academic
case study (Students filled out
LS dynamic questionnaire)
Test to see if LS Module
can initialise
learning styles.
The expected result is
that initial learning styles
saved in ULEARN database.
(see Section 4.5).
Pass
2
LO Module
(chapter 5)
Students’ datasets
from
the AAST-MOODLE
log-file.
Test to see
if LO Module can
recommend LO correctly.
The expected result is a list of
the most suitable learning objects
on the basis of student learning styles.
Testing revealed that EHF algorithm
achieved the highest accuracy
in comparison to ECF and ECBF
(see Section 5.2.4.1).
Pass
3
DSP Module
(chapter 6)
Students’ datasets
from the AAST-MOODLE
log-file.
Test to see if DSP Module can
identify and update students
learning styles automatically.
The expected result is that
learning styles identified
and Updated learning styles
saved in ULEARN database
(see Section 6.4).
Pass
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Figure 7.16: History (student progress)
Figure 7.17: Student’s rating
Through system testing, it found that the system is consistent with the expectation, which ef-
fectively improves the efficiency of identifying and updating student learning styles. Besides,
improving the accuracy and reliability of recommendation of the learning object.
Eventually, student satisfaction and system usability testing for the proposed system will be con-
ducted to measure program performance in user-centred design (Section 7.3). Student satisfaction
and usability testing are considered a research tool, a fundamental evaluation method which en-
ables to assess the proposed system performance [317]. The next section addresses the evaluation
of ULEARN system in details.
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Figure 7.18: Time spent
7.3 ULEARN system evaluation
The proposed ULEARN recommender system’s performance is evaluated and tested in this sec-
tion through means of an experiment conducted in the School of Business at the Arab Academy for
Science and Technology (AAST), Egypt. For this purpose, 70 undergraduate students were invited
to participate in the evaluation, in particular, students who registered for the "Network and com-
munication" course. This course comprised three lessons, with each lesson including five learning
objects in various presentation styles (e.g. video, audio, PowerPoint, Word documents, and Pdf).
Table 7.3 shows the sequence of lessons within sessions.
7.3.1 Student satisfaction
This experimental evaluation was conducted to measure student’s satisfaction with respect to rec-
ommended learning objects and personalisation. Participants of this study were required to give
their opinion about the system by filling out an E-Learner Satisfaction (ELS) questionnaire. The
ELS was submitted on the on-line Google-forms, where questions were to be rated on a 5-point
Likert scale, with 1 = strongly disagree, 3 = neutral and 5 = strongly agree. E-Learner Satisfaction
(ELS) is a reliable and validated questionnaire used to measure students’ satisfaction [318, 319]
and considers the following questions:
– EL-Q1: This system makes it easy for you to find the content you need.
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Figure 7.19: Messages sent by students through online chatting
– EL-Q2: This system provides content that exactly fits your needs, and I did not have to look
for them in the entire course.
– EL-Q3: This system provides sufficient content.
– EL-Q4: This system makes it easy for you to discuss questions with other students.
– EL-Q5: It was easier to solve my difficulties in understanding the topic with the help of the
recommendations of this system.
– EL-Q6: I feel I learn more while using this system.
– EL-Q7: I believe I became productive using this system and its promote my learning inter-
ests.
– EL-Q8: I am satisfied with the quality of the personalisation.
– EL-Q9: Overall, I am satisfied with this system.
– EL-Q10: I would recommend this system to my classmates.
The students’ satisfaction results are reported in Table 7.4 and it was inferred that 89% of students
were satisfied with the ULEARN system and thought that the system’s recommended learning
objects were very useful.
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Table 7.2: Test Cases for Student Portal
Test Case 1
Test Case Name: Student portal
Test Case
ID
Test Case
Scenario
Test Case Expected
Results
Status
(Pass
/Fail)
1 Verify login Validate email and password Successful login Pass
2 Verify login
Repeat step 1 for login using false
email, password
Un-successful Login
should display a warning
message "Invalid email or password"
Pass
3 Forget password
Verify the functionality
of forget password
Verify after clicked on link,
student should navigate
to forgot password page.
Pass
4 Forget password
Test login functionality with
the newly set password
Successful login pass
5
New student
registration
Enter valid data to
register a new student
New student should get
created and the system
should login
user automatically
Pass
6 Log Out Log out account
Log out redirected to
Login page
Pass
7
Learning style
questionnaire
Test to see if the learning style
questionnaire is loaded
when student login.
The expected result is that
the first question is loaded
on home screen.
Pass
8 welcome screen
Test to see if the ULEARN Welcome
Page is loaded on the screen.
The expected result is that the welcome screen
with Get personalisation recommendation
button is loaded.
Pass
9
Recommendation
button
Test to see if personalisation recommendation
button can be pressed on in the screen.
The expected result is that the student will get
Learning object Recommendation page.
Pass
10 Learning object
Test to see if the student
can start learning object.
The expected result is that the learning object
button works and leads learning object
content on the screen.
Pass
11 Rating button Test to see if the student can rate learning object.
The expected result is that the
student can rate the learning object.
Pass
12
Open Material
button
Test if Open Material button can
be pressed on learning object screen.
The expected result is that
the learning object material open.
Pass
13 Take assignment
Test if the student can start
the taking assignment.
The expected result is that the
take assignment button works
and leads assignment questions on the screen.
Pass
Table 7.3: Networks topics used in the evaluation
Day 1 Day 2 Day 3
-Introduction to Computer Network - Topologies
-Digital Data Communication
Techniques
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Table 7.4: Students’ satisfaction with the ULEARN system
Number of Participants
Likert ScaleELS Questions
Strongly Agree Agree Neither Disagree Strongly Disagree
This system makes it easy for you to find the
content you need.
35 50% 28 40% 5 7.14% 2 2.86% 0 0%
This system provides content that exactly fits your
needs, and I did not have to look for them
in the entire course
27 38.58% 33 47.14% 6 8.57% 4 5.71% 0 0%
This system provides sufficient content. 30 42.85% 28 40% 9 12.86% 3 4.29% 0 0%
This system makes it easy for you to discuss
questions with other students.
19 27.14% 17 24.29% 14 20% 18 25.71% 2 2.86%
It was easier to solve my difficulties in understanding
the topic with the help of the recommendations
of this system.
34 48.57% 24 34.28 % 9 12.86% 2 2.86% 1 1.43%
I feel I learn more while using this system. 31 44.28% 27 38.57 % 8 11.43% 3 4.29% 1 1.43%
I believe I became productive using this system and
its promote my learning interests.
25 35.70% 37 52.86% 2 2.86% 3 4.29% 3 4.29%
I am satisfied with the quality of the personalisation. 36 51.43% 27 38.57% 3 4.28% 2 2.86% 2 2.86%
Overall, I am satisfied with this system. 34 48.57% 28 40% 5 7.14% 2 2.86% 1 1.43%
I would recommend this system to my classmates. 35 50% 29 41% 4 5.71% 2 2.86% 0 0%134
From questions EL-Q1 to EL-Q3, the students were asked about their opinion related to the rec-
ommended content by the ULEARN system, as shown in Fig. 7.20. EL-Q1 investigates “whether
this system makes it easy for me to find the content you need". Almost 63 out of 70 students were
in agreement with this statement whereas just 2 participants disagreed with the rest being neutral.
The purpose behind EL-Q2 was to examine whether the recommended content was exactly fitting
students’ preferences. As can be seen in Fig. 7.20, almost 60 students thought that the proposed
system’s personalised content matches their preferences, while around 6 students were neutral, and
4 students disagreed.
According to answers for EL-Q3, majority learners noticed that the recommended content was
very sufficient to understand the new topic, while only a small number of learners (3 of them) did
not have such a feeling.
Figure 7.20: Results for questions about assessment satisfaction by the content
Whereas with question EL-Q4, the main intention was to find out from the participants whether
this system provides interactive features to discuss with other students. While 19 of them strongly
agreed, 17 agreed, and the rest were moderately satisfied, as shown in Fig 7.21. In general, ma-
jority of the learners were satisfied with the proposed interactive features while just a minority of
students weren’t happy. It was also presumed that many of the unsatisfied answers led to similar
recommendations of asking us to allow sharing of learning objects with other students. In future
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implementations, this option could be enabled for students.
Figure 7.21: Results for questions about assessment satisfaction by the interactive features
From questions EL-Q5 to EL-Q7, we wanted to know whether this system was more helpful in
solving any difficulties while understanding a new topic and if it enables participants to be more
productive. Fig. 7.22 illustrates the summary of students’ responses to these questions. As per EL-
Q5, more than 67 out of 70 respondents felt that this system helps them in solving their difficulties
while understanding a new topic and enables them to learn what they need.
EL-Q6 asked the learners whether they feel they learn more while using the ULEARN system.
Figure 7.22 reveals that more than 58 of them agreed and only 4 students disagreed. According
to answers for EL-Q7, participants felt more productive and learned more while using this system
where almost 25 of them strongly agreed, 37 agreed and 2 were neutral.
Finally, questions EL-Q8 to EL-Q10 of the questionnaire were designed to measure students’
satisfaction with the quality of personalisation in addition to the overall system performance as
shown in Fig. 7.23. EL-Q8 attempts to examine whether students are satisfied with the quality
of personalisation for which around 63 learners either strongly agreed or agreed, while only 4 of
them were in disagreement.
Whereas, EL-Q9 asked learners about their satisfaction and experience while using the ULEARN
system. The results showed that about 62 participants were satisfied with their learning experience.
In EL-Q10, we enquired whether students would be happy to recommend this proposed system to
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Figure 7.22: Results for questions about measuring the effect of ULEARN system in promoting
students learning performance
their colleagues for which 64 learners either strongly agreed or just agreed with no strong negative
opinions.
Figure 7.23: Results for questions about assessment satisfaction by the quality of personalisation
and system performance.
To conclude with, several crucial findings related to learners’ opinions were obtained through this
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evaluation where it was also inferred a wide number of participants were satisfied with all as-
pects of personalised learning, specifically with recommended learning objects. Furthermore, the
ULEARN system supports students to easily understand recommended content in addition to sav-
ing their time searching for suitable materials that match their preferences. Based on the literature,
a higher level of satisfaction could lead to more motivated students with increased engagement
in the learning process, thus improving their learning outcomes [318, 320, 321]. The following
section will discuss the system usability test in detail.
7.3.2 Testing system usability
So as to assess the system’s usability, the ULEARN system was evaluated to collect useful infor-
mation about student experiences by means of an experiment where students were asked to fill-out
a System Usability Scale (SUS) post-session questionnaire containing five-point scale Likert state-
ments [322]. The SUS questionnaire was submitted using on-line Google-forms.
This experimental method proves to be a quick and convenient way to assess the usability measure
of the system in addition to being a reliable approach of frequently using questionnaires as rec-
ommended in the literature [323]. As mentioned previously, the usability questionnaire contained
10 statements for measuring the usability of the ULEARN recommender system where each state-
ment was rated on a 5-point Likert scale ranging from 1 meaning “strongly disagree” to 3 denoting
neutrality up till 5 meaning “strongly agree”. The statements in the usability questionnaire are as
follows:
– SU-S1: I think that I would like to use ULEARN frequently.
– SU-S2: I found the ULEARN system unnecessarily complex.
– SU-S3: I thought the ULEARN system was easy to use.
– SU-S4: I think that I would need the support of a technical person to be able to use this
system.
– SU-S5: I found the various functions in this system were well-integrated.
– SU-S6: I thought there was too much inconsistency in this system.
– SU-S7: I would imagine that most students would learn to use this system very quickly.
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– SU-S8: I found the ULERAN recommender system very difficult to use.
– SU-S9: I felt very confident using this system.
– SU-S10: I need to learn a lot of things before I could get going with this system.
Moreover, in [324] the author demonstrates that the SUS questionnaire proves to be a valid tool for
assessing the LMS usability which is provided to students once they have finished their lessons.
To calculate the SUS score, first, the scores from each statement are added together.
For statements SU-S 1, 3, 5, 7 and 9, the score contribution is the scale position minus 1. For
statements SU-S 2, 4, 6, 8 and 10, the contribution is 5 minus the scale position. The sum of the
scores is then multiplied by 2.5 to obtain the overall value of SUS. Therefore, SUS scores range
from 0 to 100, with 100 being the best.
According to the evaluation suggested for SUS results, a score less than 51 corresponds to awful,
while 51 to 68 exclusively corresponds to poor, 68 to less than 80.3 exclusively corresponds to
good, and a score greater than 80.3 is excellent.
In order to illustrate the way in which the SUS is determined, we have a sample of five test students
whose responses to the SUS Questionnaire are shown in Table 7.5. To calculate the SUS score, as
follows:
Table 7.5: System usability SUS questionnaire testing sample
Student SU-S1 SU-S2 SU-S3 SU-S4 SU-S5 SU-S6 SU-SQ7 SU-S8 SU-S9 SU-S10
Mary 3 3 4 2 4 3 1 5 4 3
Bob 4 4 5 3 5 1 5 1 3 2
John 4 2 4 1 4 4 3 4 2 3
Tina 5 1 3 4 4 2 4 2 4 2
Rosie 3 2 4 2 5 1 4 3 4 3
– Step 1: Calculate SUS for every student:
∗ Mary = (3-1) + (5-3) +(4-1) + (5-2) + (4-1) + (5-3) + (1-1)+ (5-5) + (4-1) + (5-3)= 20
∗ Bob =(4-1) + (5- 4) + ( 5-1) + (5-3) + (5-1) + (5-1) + ( 5-1) + (5-1) + ( 3-1) + (5-2)= 31
∗ John =(4 -1) + (5-2) + ( 4-1) + (5-1) + (4-1) + (5-4) + (3-1) + (5-4) + (2-1) + (5- 3)= 30
∗ Tina = (5-1) + (5-1) + (3-1) + (5-4) + (4-1) + (5-2) + (4-1) + (5-2) + (4-1) + (5-2)= 29
∗ Rosie = (3-1) + (5-2) + (4-1) + (5- 2)+ ( 5-1) + (5-1) + (4-1) + (5-3) + (4-1) + (5-3)= 29
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– Step 2: Calculate final SUS score:
∗ Mary = 20 × 2.5= 50
∗ Bob = 31 × 2.5= 77.5
∗ John = 30 × 2.5= 75
∗ Tina = 29 × 2.5= 72.5
∗ Rosie = 29 × 2.5= 72.5
Step 3: Calculate mean to get final SUS score:
∗ SUS Score= 50+77.5+75+72.5+72.55 = 69.5
According to Fig. 7.24, students expressed their willingness to repeatedly make use of the system
by giving an average score of 4.07 to SU-S1, while a score of SU-S9 was 3.98 reported by a huge
number of students in being able to confidently use the system. The SUS score for ULEARN
system is 78.9 out of 100 indicating that the ULEARN system is at a ’Good’ level of usability. The
results also indicate that the participants expressed positive feedback for the overall aspects related
to usability in addition to the fact that the majority of students accepted that ULEARN system is
usable with respect to learning.
To sum up, on the basis of the results obtained, we can confirm that students perceive high effec-
tiveness, efficiency and satisfaction while making use of the ULEARN system indicating that this
system is widely known to be highly usable.
7.4 Summary
In this chapter, the implementation and evaluation of the proposed ULEARN system has been
presented. We began with the way in which the design and implementation of the ULEARN rec-
ommendation system is carried out on the basis of the architecture discussed in Chapter 3. All
ULEARN components are contained in a modular way and can be extended and reused by other
e-learning recommendation systems, starting from the initialisation student learning styles, to the
recommendation of learning objects up until updating students’ profiles on the basis of their in-
teraction with the system. Moreover, the ULEARN system has been evaluated by means of two
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Figure 7.24: Students responses to the SUS questionnaire
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experiments: student satisfaction and, system usability. First, students’ satisfaction has been mea-
sured through the e-Learner Satisfaction (ELS) questionnaire. The evaluation results demonstrate
the efficiency of the ULEARN system since more than 89% of participants were satisfied with the
recommendation list where the results met with learning styles. It is also indicated that learners
attained a significant level of learning when working with the ULEARN system. Secondly, the sys-
tem usability has been evaluated through the System Usability Scale (SUS), the results of which
have revealed that many students expressed their willingness to use the system again, and that they
were quite confident while using the ULEARN system. Based on these findings, the ULEARN
system can be considered as a new way of adaptive learning in addition to improving students’
learning achievements and performance.
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Chapter 8
Conclusions and Recommendations for
Future Work
In addition to providing the conclusion to this study, this chapter includes recommendations for
future research work within the area of this thesis and is organised as follows. First, Section
8.1 draws up the conclusion of the thesis and summarises the achieved contributions including
how proposed e-learning recommendation modules are different from existing work on e-learning
recommender systems. Next, Section 8.2 presents the research limitations while future research
directions have been outlined for the reader in Section 8.3.
8.1 Conclusion
As part of this research, current literature in the field of this research including recommendation
techniques, learning styles models, adaptive e-learning and clustering in the recommendation sys-
tem, as discussed in Chapter 2 was reviewed. This evaluation of the existing literature was essential
in order to identify relevant knowledge gaps in the field of e-learning recommendation systems that
need to be addressed as part of this research (Chapter 1, Section 1.2). Certain challenges identified
as part of this thesis included current approaches being affected by issues of cold-start and data
sparsity, the “one-size-fits-all” approach and low accuracy among others.
In this research, the proposal of a novel e-learning recommender system called ULEARN (Fig-
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ure 3.2), for the recommendation of personalised learning objects according to students’ learning
styles was developed. After demonstrating the initialisation of students’ learning styles correctly
using a dynamic learning styles questionnaire, a sizeable portion of this research covered the way
in which the proposed algorithms are capable of overcoming the cold-start and data sparsity prob-
lems in addition to improving learning object recommendations. Moreover, this research proved
to be successful by the way in which an e-learning recommendation system was developed to
dynamically adapt students’ learning styles using learning behaviour patterns. This involved the
design and development of the ULEARN system for validating the proposed architecture and eval-
uating the effectiveness of personalised learning objects recommendation from students’ learning
experiences. A chapter-wise discussion of crucial chapters within this research is presented in the
subsequent paragraphs.
Amongst the available recommendation techniques, certain approaches such as Content-Based
Filtering, Collaborative Filtering, and Hybrid Filtering were selected as a base for developing
the proposed recommender algorithm. Additionally, the Felder-Silverman Learning Style Model
(FSLSM) was selected for representing both the students’ learning style and learning objects profile
through means of a vector of real values ranging from 0 to 1, as described in Section 3.1.
As also mentioned earlier in Chapter 3, the middle layer of the ULEARN recommender system in-
tegrates three main modules: Learning Styles initialisation Module (LS Module), Learning Objects
recommendation Module (LO Module), Dynamic Student Profile adaption Module (DSP Module).
The integration improves the recommendation accuracy and maintains up-to-date learning styles
according to students’ learning behaviours.
In Chapter 4, we proposed a novel algorithm for initialising student learning styles using a dynamic
ILS questionnaire called LS Module. First, an empirical study was carried out for the purpose
of determining the order of questions for each of the four dimensions of the Felder-Silverman
learning style questionnaire. This ranking of questions was then used to build an algorithm that
dynamically calculates the initial learning style of users as they go through the questionnaire to
just a few questions as they go through the questionnaire, hence saving the user significant time
and effort from having to answer all 44 questions of FSLSM questionnaire. As illustrated in the
literature review, previous researches in e-learning systems [147,148] are suffering from initialising
student preferences at the early stages of recommendation due to the available information not
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being enough to build users’ profiles, which in turn affects the recommendation accuracy (also
known as cold-start). Through experimental studies, we have successfully demonstrated the way
in which the developed algorithm recognises students’ learning style correctly in the initial stage,
and how it contributes a new approach to overcome the cold-start problem.
In Chapter 5, we focused intensively on learning object recommendation. A novel LO Module
was proposed to recommend personalised learning objects according to student learning styles.
We have proposed three novel recommendation algorithms (namely, Enhanced Content-Based Fil-
tering (ECBF), Enhanced Collaborative Filtering (ECF) and Enhanced Hybrid Filtering (EHF)).
Throughout the course of this research, we concentrated on significantly enhancing the accuracy
and quality of recommendations with respect to cold-start and rating sparsity problems. This work
is different from other works in the field of learning objects recommendation, as discussed in Chap-
ter 2, current recommendation algorithms suffer from sparsity problem and cold-start problems.
They do not take into account the context of LOs while making a recommendation [253,291,325].
The proposed algorithms within this piece of research overcome the cold-start problem and rating
sparsity by combining learning objects profile (Learning styles) with student profiles along with
their ratings while recommending the top-n LOs. Moreover, the proposed algorithms have been
tested and evaluated in real-time using real students’ datasets, and the results of the experiments de-
termined that the EHF algorithm has the highest recommendation accuracy as compared to ECBF
and ECF. The findings also showed that cold-start problems for both new students and new LOs
were solved effectively by three algorithms.
In Chapter 6, the DSP Module for tracking patterns of student learning behaviour and captur-
ing their learning styles according to the FSLSM was proposed. Through our experiments, we
demonstrated the effectiveness of DSP for adapting students’ learning styles. In addition, we also
showed that the DSP algorithm improves the learning style prediction results in all learning styles
dimensions compared to the ILS questionnaire (Chapter 6). The significant difference between our
work and literature is that this algorithm detects students learning styles dynamically in addition
to maintaining dynamic student profiles within an adaptive e-learning system. In previous re-
searches, [93, 326, 327] developed adaptive educational systems based on static student modelling
which was initialised only once when students first used the system.
Finally, we developed a ULEARN system which combined the above three modules in order to val-
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idate the proof that integration of dynamic student profiles with the recommendation engine would
improve the efficiency and performance of the e-learning recommendation system. Two strategies
have been adapted to evaluate ULEARN system. First, we evaluated each module in isolation to
examine their performance using student’s datasets from AAST-MOODLE log-file. Secondly, we
have evaluated all the modules when they are integrated into one system to assess the function-
ality of this novel system using the user-centred evaluation with real students which allowed us
to gain a better understanding of how to provide effective services to users in a real interaction
environment (see Chapter 8). In comparison to other works in the literature (e.g. [93, 328, 329]),
our proposal provides more insight and a complete evaluation of the various elements of the rec-
ommendation system in terms of the learning styles initialisation, student profile adaptation and
learning objects recommendations. The results of all evaluations were encouraging, as they pro-
vided positive results which support the validity of the proposed models. It was inferred that a
majority of students (about 90%) were satisfied with the recommended learning objects, thus indi-
cating that our approach is capable to offer improved recommendation accuracy and, consequently,
user satisfaction.
In conclusion, on the basis of the results of this study, the proposed ULEARN system motivates
students as well as improves their learning performance. Additionally, the integration of three
modules of ULEARN system creates a novel framework which can solve complicated problems
such as those of cold-start, data sparsity and static profiles in addition to providing personalised
learner experiences and improving the accuracy of recommendations. It is also believed that this
research’s findings and results will give other researchers a better understanding with respect to the
field of this study and aid them in enhancing current adaptive e-learning systems to develop new
ones. The following section highlights the limitations of the introduced work.
8.2 Limitations
A specific limitation of this thesis as perceived by the authors was related to the restricted pool
of participants of the study who were undergraduate students, mostly from the same university in
Egypt, pursuing Information Systems in school of Business Informatics. Therefore, to boost our
results, it might be useful to conduct more experiments with new participants from other disci-
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plines, universities or other countries.
Another limitation is that the proposed recommendation algorithm requires a large amount of infor-
mation to calculate the similarity between students’ learning styles. Moreover, there are no public
datasets available that contain data about the student behaviour patterns used in ULEARN to dy-
namically adapt the student learning styles. We believe that in the future the ULEARN system will
record more data about students’ learning behaviour patterns and build-up its own datasets over
time to have a better understanding of learning styles, thus improving learning objects recommen-
dation accuracy. A large number of participants would allow for further large-scale evaluations,
so the data gathered and analysed could have a higher degree of statistical significance, and poten-
tially a higher degree of objectivity in measuring the system reliability and scalability. The next
section outlines future research directions.
8.3 Future Work
Through the course of this research, there existed potential ideas related to this field of research
which were of particular interest to the authors but were not executed within this research since
they were not in the current scope. This section briefly discusses possible directions for future
study within this area of research.
– First, we plan to combine proposed ECBF, ECF and EHF recommendation algorithms with
adaptive learning algorithms such as Bayesian Knowledge Tracing [330], Performance Fac-
tors Analysis (PFA) [331], Deep Knowledge Tracing [332], and examine the improved effi-
ciency.
– Another direction of future research is related to enhancement of student profiles through
social media. Millions of students are interacting with a large number of social websites
in diverse areas through means of videos, photos, communication and entertainment, thus
creating a rich and huge resource of information about their preferences and interests. Ac-
cording to [333], such rich social information can benefit current personalisation systems in
different ways. We assume that one of these ways is with regards to exploring how such in-
formation which might contain students’ favourite posts, rating and browsing, can be utilised
by ULEARN for the purpose of identifying students’ learning styles to enrich their profiles.
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– Through this research, we focused on collecting students’ feedback through their ratings.
As a future direction, ULEARN could interact with the students through smart chat to col-
lect more feedback from them regarding the recommendation of LOs. Moreover, the system
could also enhance the quality of recommendation by taking students’ feedback while rec-
ommending the top-n LOs in the coming sessions.
In addition to the aforementioned future works, a long-term evaluation of the proposed ULEARN
system by making use of it in several educational environments would be the ultimate task in the
future.
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Appendix A:The FSLSM
Learning-Style Questionnaire
This version of the FSLSM Questionnaire available at:
http://www.engr.ncsu.edu/learningstyles/ilsweb.html.
Question 1: I understand something better after I
(a) try it out.
(b) think it through.
Question 2: I would rather be considered as
(a) realistic.
(b) innovative.
Question 3: When I think about what I did yesterday, I am most likely to get
(a) a picture.
(b) words.
Question 4: I tend to
(a) understand details of a subject but may be fuzzy about its overall structure.
(b) understand the overall structure but may be fuzzy about details.
Question 5: When I am learning something new, it helps me to
(a) talk about it.
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(b) think about it.
Question 6: If I were a teacher, I would rather teach a course
(a) that deals with facts and real life situations.
(b) that deals with ideas and theories.
Question 7: I prefer to get new information in
(a) that deals with facts and real life situations.
(b) that deals with ideas and theories.
Question 8: Once I understand
(a) all the parts, I understand the whole thing.
(b) the whole thing, I see how the parts fit.
Question 9: In a study group working on difficult material, I am more likely to
(a) jump in and contribute ideas.
(b) sit back and listen.
Question 10: I find it easier
(a) to learn facts.
(b) to learn concepts.
Question 11: In a book with lots of pictures and charts, I am likely to
(a) look over the pictures and charts carefully.
(b) focus on the written text..
Question 12: When I solve math problems
(a) I usually work my way to the solutions one step at a time.
(b) I often just see the solutions but then have to struggle to figure out the steps to get to them.
Question 13:In classes I have taken
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(a) I have usually gotten to know many of the students.
(b) I have rarely gotten to know many of the students.
Question 14: In reading nonfiction, I prefer
(a) something that teaches me new facts or tells me how to do something.
(b) something that gives me new ideas to think about.
Question 15: I like teachers
(a) who put a lot of diagrams on the board.
(b) who spend a lot of time explaining.
Question 16: When I am analyzing a story or a novel
(a) I think of the incidents and try to put them together to figure out the themes.
(b) I just know what the themes are when I finish reading and then I have to go back and find the
incidents that demonstrate them.
Question 17: When I start a homework problem, I am more likely to
(a) start working on the solution immediately.
(b) try to fully understand the problem first.
Question 18: I prefer the idea of
(a) certainty.
(b) theory.
Question 19: I remember best
(a) what I see.
(b) what I hear.
Question 20: It is more important to me that an instructor
(a) lays out the material in clear sequential steps.
(b) gives me an overall picture and relates the material to other subjects.
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Question 21: I prefer to study
(a) in a study group.
(b) alone.
Question 22: I am more likely to be considered as
(a) careful about the details of my work.
(b) creative about how to do my work.
Question 23: When I get directions to a new place, I prefer
(a) a map.
(b) written instructions.
Question 24: I learn
(a) at a fairly regular pace. If I study hard, I will “get it”.
(b) in fits and starts. I will be totally confused and then suddenly it all “clicks”.
Question 25: I would rather first
(a) try things out.
(b) think about how I am going to do it.
Question 26: When I am reading for enjoyment, I like writers to
(a) clearly say what they mean.
(b) say things in creative, interesting ways.
Question 27: When I see a diagram or sketch in class, I am most likely to remember
(a) the picture.
(b) what the instructor said about it.
Question 28: When considering a body of information, I am more likely to
(a) focus on details and miss the big picture.
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(b) try to understand the big picture before getting into the details.
Question 29: I more easily remember
(a) something I have done.
(b) something I have thought a lot about.
Question 30: When I have to perform a task, I prefer to
(a) master one-way of doing it.
(b) come up with new ways of doing it.
Question 31: When someone is showing me data, I prefer
(a) charts or graphs.
(b) text summarizing the results.
Question 32: When writing a paper, I am more likely to
(a) work on (think about or write) the beginning of the paper and progress forward.
(b) work on (think about or write) different parts of the paper and then order them.
Question 33: When I have to work on a group project, I first want to
(a) have “group brainstorming” where everyone contributes ideas.
(b) brainstorm individually and then come together as a group to compare ideas.
Question 34: I consider it higher praise to call someone as
(a) sensible.
(b) imaginative.
Question 35: When I meet people at a party, I am more likely to remember
(a) what they looked like.
(b) what they said about themselves.
Question 36: When I am learning a new subject, I prefer to
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(a) stay focused on that subject, learning as much about it as I can.
(b) try to make connections between that subject and related subjects.
Question 37: I am more likely to be considered as
(a) outgoing.
(b) reserved.
Question 38: I prefer courses that emphasize
(a) concrete material (facts, data).
(b) abstract material (concepts, theories).
Question 39: For entertainment, I would rather
(a) watch television.
(b) read a book.
Question 40: Some teachers start their lectures with an outline of what they will cover. Such
outlines are
(a) somewhat helpful to me.
(b) very helpful to me.
Question 41: The idea of doing homework in groups, with one grade for the entire group,
(a) appeals to me.
(b) does not appeal to me.
Question 42: When I am doing long calculations
(a) I tend to repeat all my steps and check my work carefully.
(b) I find checking my work tiresome and have to force myself to do it.
Question 43: I tend to picture places I have been
(a) easily and fairly accurately.
(b) with difficulty and without much detail.
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Question 44: When solving problems in a group, I would be more likely to
(a) think of the steps in the solution process.
(b) think of possible consequences or applications of the solution in a wide range of areas.
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Appendix B:ULEARN Satisfaction
Questionnaire.
In order to evaluate student satisfaction with the ULEARN system, we conducted a user-centred
evaluation using E-Learner satisfaction questionnaire [318] and System Usability Scale question-
naire [322].
Dear participants
Please mark your response from questions 1 to 8 by clickingDfor each question. There are no or
right or wrong answers to the questions in this questionnaire. Select the most appropriate answer
for each question-based in your view/experience. Thank you for your participation in this study.
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Strongly
disagree Strongly agree
1. This system makes it easy for you to find the content you need.
1 2 3 4 5
2. This system provides content that exactly fits your needs, and I
did not have to look for them in the entire course. 1 2 3 4 5
3. This system provides sufficient content.
1 2 3 4 5
4. This system makes it easy for you to discuss questions with
other students. 1 2 3 4 5
5. It was easier to solve my difficulties in understanding the topic
with the help of the recommendations of this system. 1 2 3 4 5
6. I feel I learn more while using this system.
1 2 3 4 5
7. I believe I became productive using this system and its
promote my learning interests. 1 2 3 4 5
8. I am satisfied with the quality of the personalisation..
1 2 3 4 5
9. Overall, I am satisfied with this system.
1 2 3 4 5
10. I would recommend this system to my classmates
1 2 3 4 5
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Appendix C: ULEARN System
Usability Questionnaire.
The questions of the System Usability Scale [322].
Strongly
disagree Strongly agree
11. I think that I would like to use ULEARN frequently.
1 2 3 4 5
12. I found the ULEARN system unnecessarily complex.
1 2 3 4 5
13. thought the ULEARN system was easy to use.
1 2 3 4 5
14. I think that I would need the support of a technical
person to be able to use this system. 1 2 3 4 5
15. I found the various functions in this system were
well-integrated. 1 2 3 4 5
16. thought there was too much inconsistency in this system.
1 2 3 4 5
17. I would imagine that most students would learn to use
this system very quickly. 1 2 3 4 5
18. I found the ULERAN recommender system very difficult
to use. 1 2 3 4 5
19. I felt very confident using this system.
1 2 3 4 5
20. I need to learn a lot of things before I could get going
with this system. 1 2 3 4 5
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Appendix D: ULEARN system interface
pages
Figure D.1: Student registration page in ULEARN system
Figure D.2: Registration page forgot password
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Figure D.3: Administrator’s page
Figure D.4: Teacher’s page (learning object profile creation)
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Appendix E: ULEARN system Test
Cases
Table E.1: Test cases for teacher interface
Test Case Name: Teacher portal
Test Case
ID
Test Case
Scenario
Test Case Expected
Results
Status
(Pass
/Fail)
1 Upload learning object
Test to see if teacher
can upload learning objects.
Learning object uploaded. Pass
2
Update learning
objects
Delete and update learning
objects files.
learning objects
deleted and updated
Pass
3 learning object profile
Test to see if teacher
can create learning object profile
learning objects profile created Pass
4 Assignment Test to see if teacher can add assignment.
The expected result is
the assignment is created.
pass
5
Assignment’s
Questions
Test to see if teacher can add
questions to assignment.
The expected result is that
the assignment questions are loaded
when add to assignment button is pressed.
Pass
6 Send messages
Test to see if teacher
can send messages to
students.
The expected
result is that messages
will appear on a group chat.
Pass
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Table E.2: Test cases for Admin interface
Test Case Name: Administrator portal
Test Case
ID
Test Case
Scenario
Test Case Expected
Results
Status
(Pass /Fail)
1 Add Teacher
Test to see if admin can
add teacher information.
The expected result is that teacher
profile saved in ULEARN database.
Pass
2 Block user
Test to see if admin can
block user account.
The expected result is that block button
works and leads to blocking user account.
Pass
3
Assign course
to teachers
Test to see if admin can
assign teacher to course.
The expected result is that
course added to teacher portal.
Pass
4 Access database
Test to see if admin can update
and delete courses from the database.
The expected result is that course
updated in the system database.
Pass
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