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REAL ZEROS OF THE HURWITZ ZETA FUNCTION
TOSHIKI MATSUSAKA
Abstract. It is well known that real zeros of the Riemann zeta function are negative
even integers. As for real zeros of the Hurwitz zeta function, T. Nakamura recently gave
an existence condition in the intervals (0, 1) and (−1, 0). We generalize this result for all
negative real numbers.
1. Introduction
The Hurwitz zeta function was first introduced by Hurwitz [3] as a generalization of the
Riemann zeta function ζ(s) =
∑
∞
n=1 n
−s.
Definition 1.1. Let 0 < a ≤ 1, s ∈ C. Then the Hurwitz zeta function ζ(s, a) is defined by
ζ(s, a) :=
∞∑
n=0
(n+ a)−s, s := σ + it, σ > 1, t ∈ R.
This series converges absolutely in the half-plane σ > 1 and uniformly in each compact
subset of this half-plane. Moreover ζ(s, a) is analytically continued to the whole complex
plane except for a simple pole at s = 1. We easily see that the Hurwitz zeta function has
no real zeros in this half-plane σ > 1. For the special case of a = 1, the Riemann zeta
function ζ(s) = ζ(s, 1) has real zeros at the negative even integers called the trivial zeros. In
general, Nakamura [5, 6] investigated real zeros of ζ(s, a) in the intervals (0, 1) and (−1, 0),
and obtained the following existence conditions.
Theorem 1.2. ([5, 6]) Let b±2 := (3±
√
3)/6. Then
(1) ζ(σ, a) has real zeros in the interval (0, 1) if and only if 0 < a < 1/2.
(2) ζ(σ, a) has real zeros in the interval (−1, 0) if and only if 0 < a < b−2 or 1/2 < a < b+2 .
Note that b±2 are the roots of the second Bernoulli polynomial B2(x) := x
2 − x+ 1/6.
In this article, we generalize this result to general intervals in the negative real numbers.
Theorem 1.3. Let N ≥ −1 be an integer. Then ζ(σ, a) has real zeros in the interval (−N −
1,−N) if and only if BN+1(a)BN+2(a) < 0, where Bn(x) is the nth Bernoulli polynomial
(defined in Section 2).
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We can easily see that Theorem 1.2 is a special case of Theorem 1.3. Furthermore, we can
state this theorem explicitly as follows.
Theorem 1.4. Let N ≥ 0 be an integer. Then ζ(σ, a) has real zeros in the interval (−N −
1,−N) if and only if{
0 < a < b−
N+2 or 1/2 < a < b
+
N+2 if N is even,
b−
N+1 < a < 1/2 or b
+
N+1 < a < 1 if N is odd,
where b±
n
are the two roots of the nth Bernoulli polynomial Bn(x) in the interval (0, 1).
In the particular cases of N ≥ 4, we can show the uniqueness of the zero in each interval.
More recently, Endo and Suzuki [2] revealed the uniqueness of the zero in (0,1) and its
asymptotic behavior with respect to a. In Section 2, we show some properties of the Bernoulli
polynomials and the Hurwitz zeta function. In Section 3, we prove Theorem 1.3 for the cases
of 1 ≤ N ≤ 3 and N ≥ 4, separately. Note that the known results on zeros of the Hurwitz
zeta function are reviewed in Nakamura [6, Section 1.2].
2. Preliminaries
In this section, we recall some properties of the Bernoulli polynomials and the Hurwitz
zeta function. First, we define the Bernoulli numbers and the Bernoulli polynomials.
Definition 2.1. (see [1, Chapter 1, 4]) The Bernoulli numbers Bn and the Bernoulli poly-
nomials Bn(x) are defined by means of generating functions,
∞∑
n=0
Bn
tn
n!
=
tet
et − 1 ,
∞∑
n=0
Bn(x)
tn
n!
=
text
et − 1 .
In particular, Bn(1) = Bn holds.
It is known that the nth Bernoulli polynomial Bn(x) has exactly one root in each interval
[0, 1/2) and [1/2, 1) for n ≥ 2, (see [4, Section 1]). Then, we can define b−
n
and b+
n
as the
roots of Bn(x) in the intervals [0, 1/2) and [1/2, 1), respectively. Especially, we have b
−
n
= 0
and b+
n
= 1/2 for odd integers n ≥ 3. Moreover, the following holds.
Lemma 2.2. Let k be a positive integer. Then we have
(1) (−1)k−1B2k(x) > 0 (0 ≤ x < b−2k, b+2k < x ≤ 1), (−1)k−1B2k(x) < 0 (b−2k < x < b+2k).
(2) (−1)k−1B2k+1(x) > 0 (0 < x < 1/2), (−1)k−1B2k+1(x) < 0 (1/2 < x < 1).
Proof. By Proposition 4.9 in [1], we have Bn(0) = Bn(1) = Bn (n 6= 1), and B′n(x) =
nBn−1(x) (n ≥ 1). In particular, for each positive integer k, we have B2k+1(0) = B2k+1(1/2) =
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B2k+1(1) = 0. On the other hand, by Corollary 1.16 in [1], it holds that (−1)k−1B2k > 0 for
each positive integer k. Combining these results, we can obtain this lemma. 
By using Lemma 2.2, the equivalence of Theorem 1.3 and Theorem 1.4 for N ≥ 0 follows
directly. For further properties of the Bernoulli polynomials, see [1, 4]. Next, we show an
integral representation of the Hurwitz zeta function.
Proposition 2.3. Let N ≥ −1 be an integer. For −N − 1 < Re(s) < −N , it holds that
Γ(s)ζ(s, a) =
∫
∞
0
(
e(1−a)x
ex − 1 −
N+1∑
n=0
Bn(1− a)
n!
xn−1
)
xs−1dx.
Proof. It is known that the Hurwitz zeta function has the integral representation
ζ(s, a) =
1
Γ(s)
∫
∞
0
e(1−a)x
ex − 1x
s−1dx, Re(s) > 1,
(see [1, Section 9]). Note that the integrand function can be expanded as the Laurent series
e(1−a)x
ex − 1 =
∞∑
n=0
Bn(1− a)
n!
xn−1
for 0 < |x| < 2pi.
First, we meromorphically continue the function Γ(s)ζ(s, a) to the half-plane Re(s) >
−N − 1 by using this integral representation. We divide this integral into three parts,
Γ(s)ζ(s, a) = P (s) +QN(s) +RN (s),
P (s) =
∫
∞
1
e(1−a)x
ex − 1x
s−1dx,
QN (s) =
∫ 1
0
(N+1∑
n=0
Bn(1− a)
n!
xn−1
)
xs−1dx,
RN (s) =
∫ 1
0
(
e(1−a)x
ex − 1 −
N+1∑
n=0
Bn(1− a)
n!
xn−1
)
xs−1dx.
Then P (s) is holomorphic in the whole complex plane, QN (s) is a rational function, and
RN(s) is holomorphic in the half-plane Re(s) > −N − 1, that is, Γ(s)ζ(s, a) is meromorphi-
cally continued to the half-plane Re(s) > −N − 1.
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Next we restrict the domain to the strip −N − 1 < Re(s) < −N . Then we can write
QN(s) =
N+1∑
n=0
Bn(1− a)
n!
1
n+ s− 1
= −
N+1∑
n=0
Bn(1− a)
n!
∫
∞
1
xn+s−2dx
= −
∫
∞
1
N+1∑
n=0
Bn(1− a)
n!
xn+s−2dx,
the last integral being absolutely convergent. We therefore obtain
P (s) +QN(s) +RN (s) =
∫
∞
0
(
e(1−a)x
ex − 1 −
N+1∑
n=0
Bn(1− a)
n!
xn−1
)
xs−1dx
for −N − 1 < Re(s) < −N . 
Finally, we remark the classical relation between the Bernoulli polynomial and the Hurwitz
zeta function.
Lemma 2.4. ([1, Proposition 9.3]) For each integer n > 0, it holds that
ζ(1− n, a) = −Bn(a)
n
.
3. Proof of Theorem 1.3
We give a proof for the cases of 1 ≤ N ≤ 3 and N ≥ 4.
(1) 1 ≤ N ≤ 3 case.
For each integer N ≥ −1, We put
GN(a, x) :=
e(1−a)x
ex − 1 −
N+1∑
n=0
Bn(1− a)
n!
xn−1.
Then we have Γ(s)ζ(s, a) =
∫
∞
0
GN(a, x)x
s−1dx for −N − 1 < Re(s) < −N by Proposition
2.3. Moreover we put
gN(a, x) := x(e
x − 1)GN(a, x) = xe(1−a)x −
N+1∑
n=0
Bn(1− a)
n!
xn(ex − 1),
and differentiate it N +2 times. By the definition of the Bernoulli polynomials, gN(a, x) has
a zero of order N + 3 at x = 0. Then we get g
(k)
N
(a, 0) = 0 for k = 0, 1, 2, . . . , N + 2. By
REAL ZEROS OF THE HURWITZ ZETA FUNCTION 5
direct calculation, we have
g
(N+2)
N
(a, x) = (N + 2)(1− a)N+1e(1−a)x + (1− a)N+2xe(1−a)x
−
N+1∑
n=0
Bn(1− a)
n!
n∑
k=0
(
N + 2
k
)(
n
k
)
k!xn−kex.
Putting m = n− k, we can get the form
e(a−1)xg
(N+2)
N
(a, x) = (N + 2)(1− a)N+1 + (1− a)N+2x
−
N+1∑
m=0
(
N+1−m∑
k=0
(
N + 2
k
)
Bm+k(1− a)
)
xm
m!
· eax.
(1-i) For the case of N = 1, we have
e(a−1)xg
(3)
1 (a, x)
= 3(1− a)2 + (1− a)3x−
(
3(1− a)2 + (1− 3a)(1− a)x+ 1
2
B2(1− a)x2
)
· eax
= −2a(1− a)(1− 2a)x
+
∞∑
n=2
an−2
(
−3(1− a)2a2 − n(1− 3a)(1− a)a− n(n− 1)
2
B2(1− a)
)
xn
n!
.
Let 0 < a ≤ b−2 . Then we have −2a(1− a)(1− 2a) < 0. For n ≥ 2, we have
− 3(1− a)2a2 < 0,
− n(1− 3a)(1− a)a < 0,
− n(n− 1)
2
B2(1− a) ≤ 0.
By these inequalities, it holds that e(a−1)xg
(3)
1 (a, x) < 0 for all x > 0. By g1(a, 0) = g
(1)
1 (a, 0) =
g
(2)
1 (a, 0) = g
(3)
1 (a, 0) = 0, we obtain g1(a, x) < 0, G1(a, x) < 0. Then we have Γ(σ)ζ(σ, a) < 0
for all σ ∈ (−2,−1). In general, for an integer k ≥ 0, it holds that (−1)k−1Γ(σ) > 0 for all
σ ∈ (−k − 1,−k). Thus we get ζ(σ, a) < 0 for all σ ∈ (−2,−1), that is, ζ(σ, a) has no real
zeros in the interval (−2,−1).
Let 1/2 ≤ a ≤ b+2 . Then we have −2a(1 − a)(1− 2a) ≥ 0. For n ≥ 2, we have
− n(1− 3a)(1− a)a > 0,
− n(n− 1)
2
B2(1− a) ≥ 0.
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For the remaining part, it holds that
−3(1− a)2a2 − n(1− 3a)(1− a)a ≥ −3(1− a)2a2 − 2(1− 3a)(1− a)a
= −a(1− a)(2− 3a− 3a2) > 0.
Thus we obtain e(a−1)xg
(3)
1 (a, x) > 0, that is, ζ(σ, a) > 0 for all σ ∈ (−2,−1) in the same way.
Finally let b−2 < a < 1/2 or b
+
2 < a < 1, then it holds that B2(a)B3(a) < 0. By Lemma
2.4, we see that ζ(−1, a) = −B2(a)/2 and ζ(−2, a) = −B3(a)/3. By assumption, we have
ζ(−1, a)ζ(−2, a) < 0, that is, ζ(σ, a) has zeros in (−2,−1). In the case of a = 1, the Riemann
zeta function ζ(σ) = ζ(σ, 1) has no real zeros in (−2,−1). This concludes the proof for the
case of N =1.
(1-ii) For the case of N = 2, we have
e(a−1)xg
(4)
2 (a, x)
= −1
6
(1− 30a2 + 60a3 − 30a4)x− 1
12
(1− 4a− 30a2 + 60a3 − 24a5)x2
+
∞∑
n=3
an−3
(
−4(1− a)3a3 − n
6
(7− 6a)(1− 6a+ 6a2)a2
− n(n− 1)
12
(1− 18a+ 42a2 − 24a3)a− n(n− 1)(n− 2)
6
B3(1− a)
)
xn
n!
.
Let b−4 ≤ a ≤ 1/2. Then we have
− 1
6
(1− 30a2 + 60a3 − 30a4) ≥ 0,
− 1
12
(1− 4a− 30a2 + 60a3 − 24a5) > 0.
For n ≥ 3, we have
− n
6
(7− 6a)(1− 6a+ 6a2)a2 > 0,
− n(n− 1)
12
(1− 18a+ 42a2 − 24a3)a > 0,
− n(n− 1)(n− 2)
6
B3(1− a) ≥ 0.
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For the remaining part, it holds that
− 4(1− a)3a3 − n(n− 1)
12
(1− 18a+ 42a2 − 24a3)a
≥ −4(1− a)3a3 − 3(3− 1)
12
(1− 18a+ 42a2 − 24a3)a
= −1
2
(1− 18a+ 50a2 − 48a3 + 24a4 − 8a5)a > 0.
Thus we obtain e(a−1)xg
(4)
2 (a, x) > 0 for all x > 0, that is, ζ(σ, a) < 0 for all σ ∈ (−3,−2).
Let b+4 ≤ a ≤ 1. Then we have
− 1
6
(1− 30a2 + 60a3 − 30a4) ≤ 0,
− 1
12
(1− 4a− 30a2 + 60a3 − 24a5) < 0.
For n ≥ 3, we have
− 4(1− a)3a3 ≤ 0,
− n(n− 1)
12
(1− 18a+ 42a2 − 24a3)a < 0,
− n(n− 1)(n− 2)
6
B3(1− a) ≤ 0.
For the remaining part, it holds that
− n
6
(7− 6a)(1− 6a+ 6a2)a2 − n(n− 1)
12
(1− 18a+ 42a2 − 24a3)a
≤ n
{
−1
6
(7− 6a)(1− 6a + 6a2)a2 − (3− 1)
12
(1− 18a+ 42a2 − 24a3)a
}
= −n
6
(1− 11a− 6a2 + 54a3 − 36a4)a < 0.
Thus we obtain e(a−1)xg
(4)
2 (a, x) < 0, that is, ζ(σ, a) > 0 for all σ ∈ (−3,−2).
Finally let 0 < a < b−4 or 1/2 < a < b
+
4 , ζ(σ, a) has zeros in (−3,−2) in the same way as
(1-i). This concludes the proof for the case of N =2.
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(1-iii) For the case of N = 3, we have
e(a−1)xg
(5)
3 (a, x)
= a(1− a)(1− 2a)(1 + 3a− 3a2)x
+
1
12
(1 + 9a− 9a2 − 90a3 + 120a4 − 30a6)x2
+
1
36
(1 + 6a+ 6a2 − 99a3 + 180a5 − 60a6 − 30a7)x3
+
∞∑
n=4
an−4
(
−5(1− a)4a4 − n(1− a)(1− 10a+ 20a2 − 10a3)a3
+
n(n− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2
+
n(n− 1)(n− 2)
36
(1 + 3a− 39a2 + 66a3 − 30a4)a
− n(n− 1)(n− 2)(n− 3)
24
B4(1− a)
)
xn
n!
.
Let 0 < a ≤ b−4 . Then we have
a(1− a)(1− 2a)(1 + 3a− 3a2) > 0,
1
12
(1 + 9a− 9a2 − 90a3 + 120a4 − 30a6) > 0,
1
36
(1 + 6a + 6a2 − 99a3 + 180a5 − 60a6 − 30a7) > 0.
For n ≥ 4, we have
n(n− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2 > 0,
n(n− 1)(n− 2)
36
(1 + 3a− 39a2 + 66a3 − 30a4)a > 0,
− n(n− 1)(n− 2)(n− 3)
24
B4(1− a) ≥ 0.
For the remaining parts, we have
− 5(1− a)4a4 + n(n− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2
≥ −5(1− a)4a4 + 4(4− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2
= (1 + 21a− 116a2 + 170a3 − 90a4 + 20a5 − 5a6)a2 > 0,
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and
− n(1− a)(1− 10a+ 20a2 − 10a3)a3
+
n(n− 1)(n− 2)
36
(1 + 3a− 39a2 + 66a3 − 30a4)a
≥ n
{
−(1 − a)(1− 10a+ 20a2 − 10a3)a3
+
(4− 1)(4− 2)
36
(1 + 3a− 39a2 + 66a3 − 30a4)a
}
=
n
6
(1 + 3a− 45a2 + 132a3 − 210a4 + 180a5 − 60a6)a > 0.
Thus we obtain e(a−1)xg
(5)
3 (a, x) > 0 for all x > 0, that is, ζ(σ, a) > 0 for all σ ∈ (−4,−3).
Let 1/2 ≤ a ≤ b+4 . Then we have
a(1− a)(1− 2a)(1 + 3a− 3a2) ≤ 0,
1
12
(1 + 9a− 9a2 − 90a3 + 120a4 − 30a6) < 0,
1
36
(1 + 6a + 6a2 − 99a3 + 180a5 − 60a6 − 30a7) < 0.
For n ≥ 4, we have
− 5(1− a)4a4 < 0,
n(n− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2 < 0,
n(n− 1)(n− 2)
36
(1 + 3a− 39a2 + 66a3 − 30a4)a < 0,
− n(n− 1)(n− 2)(n− 3)
24
B4(1− a) ≤ 0.
For the remaining part, it holds that
− n(1− a)(1− 10a+ 20a2 − 10a3)a3
+
n(n− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2
≤ n
{
−(1− a)(1− 10a+ 20a2 − 10a3)a3
+
(4− 1)
12
(1 + 21a− 111a2 + 150a3 − 60a4)a2
}
=
n
4
(1 + 17a− 67a2 + 30a3 + 60a4 − 40a5)a2 < 0.
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Thus we obtain e(a−1)xg
(5)
3 (a, x) < 0, that is, ζ(σ, a) < 0 for all σ ∈ (−4,−3).
Finally if b−4 < a < 1/2 or b
+
4 < a < 1, ζ(σ, a) has zeros in (−4,−3), and if a = 1, ζ(σ, 1)
has no zeros in (−4,−3). This concludes the proof for the case of N =3.
(2) N ≥ 4 case.
We give a proof of the remaining cases of N ≥ 4 by using Spira’s theorem.
Theorem 3.1. ([7]) If σ ≤ −(4a+1+2[1−2a]) and |t| ≤ 1, then ζ(s, a) 6= 0 except for zeros
on the negative real axis, one in each interval (−2n− 4a− 1,−2n− 4a+ 1) for n ≥ 1− 2a.
Spira showed this theorem by using the functional equation of the Hurwitz zeta function
and Rouche´’s theorem in complex analysis. Shifting the intervals, we have the following
statement.
Corollary 3.2. Let M ≥ 2 be an integer. The Hurwitz zeta function ζ(σ, a) has exactly one
zero in each interval [−2M − 2,−2M).
Proof. By the definition of the Hurwitz zeta function, we have ζ(s, 1/2) = (2s − 1)ζ(s) and
ζ(s, 1) = ζ(s). Thus, for a = 1/2 and 1, the point s = −2M − 2 is the only one zero in each
[−2M − 2,−2M). In other cases, the Hurwitz zeta function has an odd number of real zeros
counting multiplicity in each [−2M − 2,−2M) by B2M+1(a)B2M+3(a) < 0 (Lemma 2.2) and
Lemma 2.4. However, by Theorem 3.1, the Hurwitz zeta function does not have more than
two real zeros in each interval [2M − 2,−2M) whose length is 2. 
Theorem 1.3 for the cases of N ≥ 4 follows readily from this corollary and Lemma 2.4.
Combining (1-i, ii, iii) and Theorem 1.2, we therefore obtain Theorem 1.3 for the all cases of
N ≥ −1.
Acknowledgement. The author thanks Professor Masanobu Kaneko and Professor Takashi
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