This paper explores the possibility of using the Moire-Fourier deflectometry for measuring the local heat transfer coefficient inside small confined flows (micro-channels) and their relevance for checking theoretical models. This optical technique, supplemented with a digital image processing method of fringes, is applied for studying the local heat transfer over a backward facing step. The experimental results are compared with numerical results obtained from a commercial code, which has been contrasted with relevant solutions from the literature and bulk fluid temperature measurements at the inlet and outlet sections. In order to show the possibilities of the experimental technique, the influence of assuming an adiabatic wall on the numerical heat-transfer model is examined and the degree of agreement is discussed. As a result, the paper shows that the proposed Moire-Fourier technique is a simple experimental setup suitable for temperature measurements with an accuracy similar to the thermocouples but with a spatial resolution near 0.01 mm.
Introduction
During the last years the compactness of the high-performance electronic systems has strongly hardened the needs associated to their cooling. As long as a high effective heat exchanger requires extracting high amounts of heat with a minimum contact surface, small channels must be used as a basic component of such systems. The downsizing of the heat exchangers is a requirement that reduces the Reynolds number, and it is well known that, when the Reynolds number is low enough (typical values for these applications are lower than 200), the flow becomes laminar. In this kind of flows, the turbulence is not present, and hence, the available heat transfer capacity is drastically reduced. It is also frequent that those channels have abrupt changes of the flow area. As a consequence of this increment of area in the flow direction, flow separation and posterior reattachment might appear. Obviously, the researcher in charge of optimizing these small channels will require an adequate experimental technique for characterizing the temperature field inside this kind of complex and small flows.
Methods based on interferometry have been broadly used to measure the temperature field in macro-scale flows, and, recently, they are being explored to investigate the heat transfer in small scale flows [1] [2] [3] . However, in this paper we try to study if the * Corresponding author. Tel.: +34 913366352; fax: +34 913366375.
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Moire deflectometry could be a viable alternative to interferometry for this kind of flows. In this way, it has been previously shown [4, 5] that sufficiently accurate fringe patterns can be obtained by means of an inexpensive and simple tunable Moire Schlieren system, and hence, the results obtained with the Moire set-up are completely equivalent to those obtained by shearing interferometry with finite fringe alignment. In addition, if Moire deflectometry is supplemented with a two-dimensional Fourier transform technique, the refractive index gradient map provides accurate and reliable results with high sensitivity and spatial resolution [6[. This digital image processing of Moire fringes is especially useful in flows of very small size. Thus, it could be a good solution to the temperature measurement in small-scale flows where close-up images have to be obtained in order to increase the spatial resolution. The implementation of this experimental method to small flows has been described in Ref. [7] , where the technique was applied to an external axisymmetric flow, but where a validation was not reported. Based on these ideas, the authors concluded that it could be possible to use Moire deflectometry and Fourier mapping for temperature field measurements in 2D microchannels. The presented paper explains the implementation done for this purpose and the main results obtained. The experimental technique that the authors want to investigate, combination of Moire deflectometry with a Fourier mapping, is valid for 2D and axisymmetric flows, and hence, special care has to be taken in order to select the geometry of the channel where this experimental technique is going to be tested.
Nomenclature
distance between gratings hydraulic diameter (Dh = 2h) gratings gravity constant step height height of the channel thermal conductivity Gladstone-Dale constant width of the backward facing step channel length before the step development length channel length after the step refractive index Nusselt number distance between two grating lines pressure distance between two fringes Scientific literature has focused, both experimentally [8] [9] [10] and numerically [11, 12] , on the backward-facing step geometry ( Fig. 1 shows a typical scheme) because it allows the researcher to study the three main effects that characterize this kind of heat exchangers at the same time: low Reynolds numbers and flow separation with very small dimensions. Published numerical studies deal with 2D simulations for steady and pulsating flows [13] [14] [15] and investigate the effects of the Reynolds number, the step height, and the frequency of the pulsating flow on the Nusselt number. Usually, the validation of the numerical simulations is performed using an experimental setup with a considerably large-aspect-ratio channel because it assures the two-dimensionality of the theoretical model. This hypothesis has been discussed by several researchers [16] [17] [18] [19] [20] who have investigated the effects of the duct aspect ratio by carrying out threedimensional numerical simulations for laminar and turbulent flows in rectangular ducts. These works show that, for aspect ratios larger than 16 and Reynolds numbers near 125, the 2D region becomes larger and the end-wall effects become confined in zones very adjacent to the wall. It is interesting to note that several numerical works [13] [14] [15] assume an adiabatic wall model in the region where the temperature is not controlled (i.e., the wall upstream of the step and the wall perpendicular to the flow that configures the backward-facing step), and the bottom wall downstream of the step is modeled as an uniform temperature or as an uniform heat flux. However, there are no works performed in order to investigate the influence of the adiabatic-wall assumption on the results obtained with the numerical heattransfer model. In addition, although most of the experimental works on the backward-facing step include detailed velocity measurements [8, 10, 18] , the heat transfer is characterized only through point-wise measurements of the bulk fluid temperature with thermocouples probes at the inlet and outlet sections. From this brief revision of the available open literature, we consider that the backward-facing step is interesting for our purpose because 1) it will let show that the proposed experimental technique is able to experimentally measure the temperature field in order to derive the local heat transfer coefficient in any point of the wall, and, 2) as an immediate application, it will let experimentally validate the correctness of the adiabatic wall assumption for these flows. Therefore, the main purpose of this paper is to prove that the Moire-Fourier deflectometry is an experimental technique that allows measuring the temperature field downstream of a small backward facing step (characteristic length = 1 mm) in the case of a two-dimensional steady and laminar flow. For this reason the paper is structured as follows. Section 2 presents the Moire-Fourier deflectometry background. Section 3 presents the experimental setup. Section 4 introduces the main equations required for calculating the temperature field from the laser patterns in the Moire-Fourier technique. Section 5 gives the main experimental results obtained. Section 6 gives numerical calculations and uses the experimental information from the previous section to explore the validity of the adiabatic-wall assumption concluding that the better numerical solution for the proposed test bench is the one that does not assume adiabatic walls. In this section some characteristic points of the flow pattern, such as the reattachment length, are compared with previous works. Finally, main results are discussed and conclusions are presented.
Moire deflectometry background
Moire deflectometry is an optical method that provides quantitative data on the gradient of the density field and, in uniform pressure flows, on the temperature distribution (note that at the low Reynolds numbers explored in this paper, typically lower than 200, the dynamic pressure is negligible when compared to the static pressure, and hence, the variations of density due to changes in the pressure are also negligible when compared to the variations of density imposed by the temperature field). In addition, this technique has shown to be less sensitive to geometrical misalignment and vibrations than interferometry. An excellent theoretical review of refractive index mapping by Moire deflectometry is presented in Ref. [21] .
The sensitivity of a given Moire set-up is shown to be proportional to the ratio Dip, with D being the inter-grating distance and p the grating pitch. Thus, the sensitivity could be improved by increasing D or, what is equivalent, the grating frequency. This means that, in order to obtain good spatial resolution, it is necessary to capture a Moire pattern with several fringes, which can be accomplished by conveniently selecting the grating frequency. However, the interpretation of these fringe patterns can be difficult when the diffraction effects are present. As it is pointed out in Refs. [22, 23] , the angular and spatial resolutions are linked to each other, so its product cannot be smaller than A/2ir. Therefore, decreasing the diffraction blur requires to choose a small value for D, and this increases the lower bound of the sensitivity range. In an experiment where there is a relatively large deflection angle, that is to say, a large refractive-index gradient, it is no necessary a very high sensitivity, and hence, it is possible to choose a small value of the relation Dip. The main advantage of this configuration is the reduction of the diffraction blur.
This technique was investigated by the authors in real 3D external small flows [24, 25] , where the accuracy and spatial resolution in the measurement of the flow field temperature was established as quite good: the spatial resolution was better than 0.01 mm with an error in the temperature (Celsius scale) lower than 5%. Fig. 2 shows the Moire deflectometry system for the temperature mapping used in the present work. The optical arrangement is quite similar to a Schlieren system, where the Schlieren head has been replaced by two equal gratings Gl and G2 of pitch p, separated by a distance D, and oriented with an angular difference, 8, between them. The beam of a Verdi diode laser (wavelength of 532 nm) was collimated and spatially filtered using a Keplerian beam expander and then directed to the test section.
Experimental set-up
After passing through the test section, the light rays reach the grating Gl. The shadow of this straight line grating Gl falls onto grating G2, and the Moire pattern is formed on a mat screen. The final pattern is collected in real time by a JVC TK-C720E camera (752 H x 582 V) with lenses for close-up magnification. The video picture was digitalized with a Pinnacle Systems frame grabber (768 x 576 pixels) and stored in a personal computer for further processing. The experiments were carried out with a beam diameter in the test section of 6 mm. With this beam size and the magnification lens, the spatial resolution was 0.01 mm.
The gratings used for this study were Ronchi Rulings with 20 lines/mm. The separation between them was adjusted with a micrometer to minimize the diffraction effects (D = 23.1 mm). The obtained images were processed, with the aid of image analysis software IJ [26] , in order to enhance image quality before carrying out the data extraction from the fringe patterns. In order to calculate the temperature corresponding to the refractive index gradient from the Moire pattern, a phase extraction method, based on a two-dimensional fast Fourier transform (FFT), was used. The detailed mathematical model is described in Ref. [27] . In the present work, the phase analysis based on FFT was carried out with the IDEA code [28] .
The geometry of the backward-facing step used in this work is similar to the one used by Terhaar et al. [29] with water. Fig. 3a and b provides a sketch of the experimental setup and the geometry of the backward facing step with the nomenclature and the main dimensions. The test facility used in this work has two glass windows, instead of PMMA windows, because the PMMA refraction index is not homogeneous and hence, a PMMA side wall deviates and changes the phase of the laser beam, which affects drastically to the accuracy of the measurements (note also that PMMA's refraction index changes with the temperature). In addition, in the test facility used in this paper, the experiments were carried out with air instead of water because the water's refraction index has a strong dependency with the temperature, which restricts the maximum temperature gradient that can be measured with Moire deflectometry. In this sense, Keren et al. [23 ] reported that "when considering objects with variable focal lengths one should bear in mind that Moire analysis is meaningful only when the measured quantity (refractive index in our case) does not vary too rapidly on a pitch scale. We thus treat only objects whose deviations from lens like behavior fall into one of two categories: focal length varies slowly compared with the pitch or, rapid variations of focal length are confined to regions of the order of a single period p, or smaller than the spatial resolution requirements".
Special care was dedicated to control the mass flowrate with the purpose of obtaining Reynolds numbers similar to the ones explored by Ref. [29] , which assures a laminar flow.
The length of the inlet channel used in the presented test facility, Li n is larger than the length obtained with the correlation provided by Durst et al. [30] , who conducted a detailed numerical study and proposed the nonlinear correlation for two-dimensional channels given by L dl /h = [(0.619) 16 + (0.0567Re) 16 ] 1/1 -6 . For the Reynolds number corresponding to the experimental test, the inequality Lai = 15.74 mm < L[ n = 37 mm holds. This extra length ensures the fully development of the flow and hence, in addition, it assures that the flow field in the test section does not contain any additional perturbation created by the flow source.
The selected length of the channel behind the step, L ou t. ensures that the outlet condition does not affect the flow near the step: Demuren et al. [31 ] demonstrated numerically that the flow field is not affected by increasing L out lh beyond a value of seven. In addition, the aspect ratio of the implemented test section is very large (L/h = 50), higher than the value pointed out by Iwai et al. [16] for similar Re numbers with the purpose of minimizing the three dimensional and end-wall effects. This ensures a two-dimensional flow in the step and in almost all of the channel width. The expansion ratio, defined as the channel height downstream of step divided by the step height, H\h, is equal to 2.
The heated surface behind the step with a length lOh is an aluminum block (thermal conductivity = 180 W K _1 irT 1 ). The heater was a simple resistor embedded in the aluminum block, provided with an adjustable DC power supply in order to keep constant the temperature for each flow condition. The length of the resistor was approximately equal to the length of the block, so the heating power was uniformly distributed over the whole block.
The probes for discrete temperature measurements are type-K thermocouples of 0.12 mm diameter wire, placed in different positions of the channel as it is shown in Fig. 3a .
The air supply is obtained by means of a centrifugal blower with an adjustable rotational speed that lets set the mass airflow, which is measured by a hot-surface flow-meter. The backward facing step is attached to a three-axis translation system with a micrometer with a 15 mm travel range, which enables accurately setting the area of the experiment and exploring the temperature field downstream of the step.
Before any measure was made, enough time was waited in order to ensure the establishment of the steady state condition (The measurements were started when no temperature variations were observed within the accuracy of the experimental setup). Later, the step was moved, using the translation system, along x axis to explore 14 mm downstream of the step. Fig. 4 shows a typical result of the temporal evolution of the temperature measurements with the thermocouples for the experiments carried out.
Evaluation of the temperature field with Moire deflectometry
The analysis of the temperature field in Moire deflectometry is based on the use of two images, which are obtained in the absence and presence of flow. If the fluid field is uniform, that is, without flow and with the heater off, a straight and unperturbed Moire pattern with spatial period p' is obtained. This unperturbed solution is given by: P = 2 sin.
(1) Any disturbance in refractive index due to the density gradient deflects the parallel light beam and hence, the associated Moire fringes appear distorted on the screen. The shift s at each point of the fringe and the deflection angle <p are linked with the refractive index n by means of the following system of equations:
The phase change <p of the Moire pattern is also related to the displacement of the fringes, and thus, to the refractive index gradient. These dependencies are given by the following equations:
For a two-dimensional flow field, the refractive index gradient in the fringe direction can be obtained as pn a dn _ 9y ~~ 2TCDL <P (6) Applying the Gladstone-Dale law, the density can be obtained from the molar refractivity of the fluid in the following form:
In gas flows with uniform pressure, the temperature field can be calculated through the use of the ideal gas law, if the pressure and gas composition are known (R s is the gas constant): 
Numerical results

Experimental results
The Moire deflectometry described before, combined with a two-dimensional fast Fourier transform (FFT), was applied to the backward facing step at the following test conditions: To = 299 K, Thot = 318 K and flowrate = 6.5 L per minute. Fig. 5 shows the obtained result: Fig. 5a is a drawn of the initial Moire fringe pattern of the flow next to the step, Fig. 5b shows the wrapped phase computed from the fringe pattern, and Fig. 5c shows the final phase map. Fig. 6 shows the reconstruction of the temperature map downstream of the step obtained from the final phase map (fixing the reference level as the temperature measured with a thermocouple in the heated bottom wall surface). The experimental temperature field obtained with the Moire deflectometry is compared with the numerical field (explained in the next section) in Fig. 7 , where the results at several positions are plotted as a function of the distance normal to the surface of the bottom wall. 
t(s)
According to the geometry of the experimental set-up and the operating test conditions, the problem studied numerically is a two-dimensional steady laminar convective flow in a duct with a backward-facing step. In order to solve the numerical problem, a commercial CFD package (ANSYS-Fluent) was used. The code is capable of solving the full Navier Stokes equations in twodimensional or three-dimensional geometries. For this purpose, the governing equations are discretized on a non-uniform Cartesian grid using a finite volume procedure [32] . A second-order upwind scheme was used for the discretization of all the equations to achieve higher order accuracy. An implicit linear equation solver was used in conjunction with an algebraic multigrid method. Velocity-pressure coupling was achieved using a SIMPLE (semiimplicit method for pressure-linked equations) algorithm and the convergence was assured by using the default under-relaxation factors. The correct prediction of the thermal field requires the inclusion of conduction effects in solids. Therefore computation of thermal conduction through solid material, coupled with heat transfer in fluid was carried out (Conjugate Heat Transfer, CHT) [32] . Fig. 8 shows the computational domain, which represents the two-dimensional section of the longitudinal straight duct of the experimental set-up. The inlet flow condition consists of an air stream with uniform profile of temperature, To = 299 K, and velocity uo = 0.75 m s _1 corresponding to a flowrate of 6.5 L per minute, equal to the one of the experimental test. A pressure condition was applied as the boundary condition at the exit plane (zero gauge pressure), which is far downstream of the step to reduce the influence of the outflow conditions. It was confirmed that the use of a longer computational domain did not change the flow behavior in the step region. This confirms the correctness of selecting the outlet length of the channel based on the results reported by Demuren et al. [31 ] (see Section 4). On all solid walls noslip boundary condition was applied. During the calculations, the temperature of the bottom wall is maintained constant (the temperature downstream of the step is fixed to 318 K over a length of lOh), while the facing step and the bottom wall upstream of the step are taken as adiabatic in the first simulation and non-adiabatic (with a thermal conductivity of the PMMA equal to k = 0.19 W K _1 nr 1 ) in the second one. The top wall is assumed adiabatic in both cases. We do not consider necessary to study the change induced by the thermal conductivity of the upper wall because the top wall and the upper part of the flow have a uniform temperature field. The uniformity of the temperature field in this region was observed previously by Ref. [14] , but the same result is also experimentally obtained in this paper. Fig. 6 shows that there is a fluid region near the upper wall, whose temperature is very close (less than 1 °C) to the temperature that the wall has. This assures that the gradient of temperature in this region is negligible with independence of having a conductive material in the upper wall or not (note that the upper isothermal line in Fig. 6 is near parallel to the top wall).
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The Reynolds number, based on the inlet velocity and on the characteristic length D^ (hydraulic diameter = 2h) in agreement with Armally et al. [8] , is:
0)
where the kinematic viscosity v is evaluated for the air at the inlet temperature.
The Richardson number for this velocity and temperature difference between the hot and cold wall is:
This low number shows clearly that natural convective effects are negligible when compared to the forced convective heat transfer. Several quadrilateral meshes were employed to achieve the mesh-independence. Finally, a mesh with 100,890 grid cells was used in the computations. The region corresponding to the step is shown in Fig. 9 .
The accuracy of the numerical procedure was first validated against the benchmarked experimental results of Armaly et al. [8] . Particular attention was put in the reattachment length, which is a key measure of the computational accuracy of any numerical scheme. This parameter is the distance from the step to the position on the bottom wall at which the velocity along the channel becomes positive. Fig. 10 shows the results obtained with the code ANSYS-Fluent for the experimental test conditions (Re = 162) as well as for another randomly selected condition (Re = 100) and for the case presented by Armaly et al. [8] . As it can be seen in that figure, the agreement is good.
Samples of the results obtained with the numerical simulation at the experimental test conditions are shown in Figs. 11 and 12 . Fig. 11 compares the isotherms for the two hypotheses, adiabatic and non-adiabatic. Fig. 12 presents the streamlines and shows the general steady flow features for the backward facing step. Both results evidence also good agreement with those shown by Khanafer et al. [14] for steady state.
Discussion
The agreement between the results obtained with Moire-Fourier deflectometry and the numerical results is quite satisfactory near the wall but discrepancies appear far from the bottom wall. There are two plausible reasons for this: 1) the sensitivity of the Moire set-up was adjusted to be able to capture the temperature gradient near the wall, and therefore, the sensitivity is lost in other parts of the flow field where the temperature is slightly perturbed [24] , and 2) the numerical integration of the gradient of refraction along the y axis has a numerical error that increases far from the bottom wall. The experimental temperature profile agrees better with the numerical results that come from the computations carried out with the hypothesis of non-adiabatic step walls than with the ones obtained from using the typical hypothesis of adiabatic walls, except, in the very close region to the facing step (x = 1 mm). (Note that this uncertainty in a very close region to the step results from the diffraction effects introduced by the side wall of the step.)
The results obtained show that it can be convenient to consider the conductivity in the numerical models, and this with independency of using a low thermal conductivity in the material employed for manufacturing the experimental setup. The discrepancy between the two models, adiabatic and non-adiabatic, can be corroborated from the curves shown in Fig. 13 . This figure shows the local Nusselt number in the bottom wall, which is a dimensionless measure of the local heat transfer, k'dT/'dy, where the variation of the transversal coordinate is made dimensionless with the hydraulic diameter Dh = 2h, and the variation of the temperature is made dimensionless with the difference between the bulk temperature and the wall temperature: numerical model with non-adiabatic step walls agrees better with the experimental measurements than the adiabatic one:
'numericaLadiabatic -302.9 K, inumericaLnon-adiabatic -303.4 K, and ^thermocouple = 304.3 K. Therefore, these effects should be taken into account in the numerical models, mainly in the studies where the effect of the investigated parameters, based in global measurements (inlet and outlet temperatures) are of the same order that the influence of the adiabatic hypothesis.
From the results, we can assure that the proposed MoireFourier technique is suitable for attaining a measurement accuracy similar to the thermocouples but with a spatial resolution near 0.01 mm. This level of spatial resolution is difficult for a classical technique based on thermocouples. Therefore, the experimental results show the potential of Moire deflectometry for heat transfer measurements in flows confined in small geometries, albeit of the possible error sources in the Moire technique previously studied by the authors [24, 25] , such as, 1) end walls effects, 2) phase map reconstruction process, and phase errors introduced by non-linear response of CCD detector. Typically the most important source of error is the first one because the temperature error could be as high as 1% for a case where the difference of temperature is 60 K and where the ratio between the thermal boundary layer thickness and the backward facing step width, I, is 0.1. The second source of error is near 0.4% and independent of the temperatures studied.
Conclusions
The temperature field for a two-dimensional backward facing step at laminar steady flow regime has been experimentally determined by means of the combination of Moire deflectometry and a two-dimensional Fourier transform. The results have been obtained with a conventional setup and show the ability of this experimental technique for measuring the temperature field in small confined flows with a spatial resolution about 0.01 mm, and hence, it has potential for determining the local heat transfer in the regions of concern inside the flow.
Additionally, the comparison of the experimental result with several numerical solutions shows up the convenience of considering the actual conductivity of the walls. In this work, a comparison between the temperature distribution considering an adiabatic wall, which is the usual approach, and the temperature distribution coming from assuming a non-adiabatic wall (using a conjugate heat transfer model for specifying the boundary conditions of the numerical model) was done. Without this correction, the numerical results and the experimental ones have discrepancies of the same order that the effect of the backward-facing step itself has.
