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Abstract
Temporal variability of upwelling activity and primary production is examined for a southeastern Australian
upwelling system off the Bonney Coast (36.5uS–38.5uS, 138uE–142uE). Three indices of upwelling activity and
primary production are developed based on alongshore wind stress, upwelling plume area (anomalous sea surface
temperature), and primary productivity of the upwelling plume (approximated using anomalous chlorophyll a
concentration). The majority of the upwelling activity occurs during the austral summer upwelling season from
November to March. Interannual variability in the wind forcing for this region shows marginal correspondence to
El Nin˜o–Southern Oscillation variability. Intraseasonal variability followed four distinct phases within the
upwelling season of ‘‘onset,’’ ‘‘sustained,’’ ‘‘quiescent,’’ and ‘‘downwelling’’ periods. The Bonney Upwelling is a
predictable regional system with temporal variability of its physical forcing that is similar to larger, more intensely
studied coastal wind-driven upwelling systems. However, we find that the Bonney Coast is a low wind-forced
upwelling region compared to other upwelling systems. Simple linear quantitative models developed between
upwelling activity predictors (wind and upwelling plume area) and the biological response (chlorophyll a) explain
40–50% of the seasonal variability of approximated phytoplankton productivity along the Bonney Coast. As
primary productivity in a low-wind system is not affected by the deleterious effects of turbulence and advection,
these simple models are able to predict chlorophyll variability in the Bonney region. Models developed in this
study provide a method of assessing the effect of decadal or longer variability of chlorophyll concentration in low
wind-forcing upwelling systems at regional and global scales.
Major coastal upwelling systems are driven primarily by
winds that make this process highly sensitive to climate
change (Bakun 1990; Snyder et al. 2003). Coastal upwelling
systems account for up to 20% of global fish production
(Mann 2000) and support major fisheries worldwide (Ryther
1969; Cushing 1971; Mann 2000). Climate change and
variability, in addition to overexploitation, may severely
affect fisheries production or disrupt functioning systems. A
careful understanding of the present variability of these
wind-driven upwelling systems is the first step before making
predictions of future production and the response of fisheries
to changes in the physical environment.
Coastal wind-driven upwelling is the process by which
water is forced offshore by Ekman transport and is
compensated largely by subsurface onshore flow from
below the Ekman layer. This typically results in the
upwelling of cold, nutrient-rich water into the euphotic
zone. Upwelling systems are generally characterized as
having high productivity, high biomass, low biodiversity,
and low numbers of trophic linkages from primary to fish
productivity (Ryther 1969; Sommer et al. 2002). Environ-
mental and primary productivity fluctuations are tightly
linked and can be related closely to higher-trophic-level
variability (Cole and McGlade 1998). Dynamic upwelling
systems are mostly seasonal in their wind forcing (Mann
2000; Snyder et al. 2003), and the biological response to
upwelling-favorable wind events depends on the timing,
persistence, direction, and strength of the wind and the
background environmental conditions (e.g., shallow mixed
layer, high light levels, and warm surface-water tempera-
ture).
Most major upwelling systems are located along eastern
boundaries of ocean basins (Pond and Pickard 1983; Mann
and Lazier 1996), such as off the coasts of California, Peru,
Namibia, and South Africa. The west coast of Australia
does not conform to the classic eastern boundary system, as
large-scale upwelling is absent. This is due to the Leeuwin
Current (a unique, poleward flowing, eastern boundary
current [Cresswell and Golding 1980]) that suppresses
otherwise favorable upwelling conditions (Hanson et al.
2005). Therefore, upwelling in Australia is relegated to
smaller, regional systems, such as those in the Gascoyne
region of Western Australia (Hanson et al. 2007), the
separation point of the East Australian Current from the
east coast of Australia at Sugar Loaf Point (32u309S)
(Roughan and Middleton 2002), and off the Bonney Coast
in southeastern Australia between Cape Jaffa and Portland
(Rochford 1977; Lewis 1981; Schahinger 1987).* Corresponding author: Anne.Nieblas@csiro.au
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The Bonney Coast has the largest and most predictable
upwelling in the southeastern Australian region (Butler et
al. 2002) (Fig. 1). It supports a productive fishing ground
and seabird and seal colonies and is one of the few known
feeding grounds for the endangered blue whale, Balaenop-
tera musculus (Butler et al. 2002; Gill 2004). Hynd and
Robins (1967) and Rochford (1977) were among the first to
suggest an upwelling off the Bonney Coast during the
austral summer months. The upwelling is driven by the
seasonal migration of the subtropical ridge: a zone of high
atmospheric pressure. In the austral winter, the ridge lies
over the Australian continent, driving westerly, down-
welling-favorable winds along southeastern Australia
(Rochford 1975). During the austral summer (November–
April) the ridge moves southward to lie over the Great
Australian Bight (Linacre and Hobbs 1977; Sturman and
Tapper 1996) and drives southeasterly, upwelling-favorable
winds along the Bonney Coast (Lewis 1981; Schahinger
1987; Griffin et al. 1997). Lewis (1981) noted three
upwelling centers along the Bonney Coast’s narrow shelf
(,20–50 km wide) (Fig. 1B), while Gill (2004) showed that
additional subsurface upwelling occurs to the east of the
surface plumes.
Wind forcing is the primary driver of the Bonney
Upwelling, but regional ocean circulation and climate
patterns also influence the seasonal upwelling. The Flinders
Current at the continental shelf break along the Bonney
Coast is part of a northern boundary current system off
southern Australia (Middleton and Cirano 2002). The
westward-flowing Flinders Current enhances open ocean-
shelf water mass exchange that potentially preconditions
wind-driven cool-water upwelling by raising the thermo-
cline on the continental shelf (Middleton and Cirano 2002;
Middleton and Platov 2003). A seasonal coastal current
opposes the Flinders Current with a strong southeasterly
flow in the winter months that reverses to a weak
northwesterly flow in the summer (Middleton and Platov
2003). El Nin˜o–Southern Oscillation (ENSO) conditions
may also enhance upwelling in southeastern Australia
during El Nin˜o years because of the shoaling of the
thermocline in the summer (Middleton et al. 2007).
Previous studies of numerous upwelling regions have
identified a parabolic relationship between wind speed
and productivity in Ekman-type upwelling systems
(Cury and Roy 1989; Botsford et al. 2006). In these
regions, an ‘‘optimal environmental window’’ has been
defined where wind speed is strong enough to promote
vertical mixing of nutrients to enhance productivity but
not so strong that it leads to turbulent mixing or advection
of nutrients from the system that can reduce productivity
(Cury and Roy 1989; Botsford et al. 2006). Botsford
et al. (2003) suggest an optimal wind speed of 10–12 m s21
for primary productivity at a latitude and shelf width
similar to the Bonney Coast (38.5uN, 35-km shelf width),
and Cury and Roy (1989) suggest 5–6 m s21 for fish
recruitment.
Here we investigate the relationship between upwelling
and primary productivity of the regional Bonney Upwelling
system determined from decadal time series of wind, sea
surface temperature and surface chlorophyll. From the
time series, we develop three upwelling metrics (wind stress,
plume area, and phytoplankton productivity approximated
from satellite-derived chlorophyll a concentration) to
determine predictive relationships among upwelling drivers
and the biological response. The quantitative models
developed in this study can be used to investigate potential
effects on coastal wind-driven upwelling ecosystems due to
climate change and variability at regional and global scales.
Data
Wind—Upwelling-favorable wind stress was determined
using wind data from the National Centre for Environ-
Fig. 1. (A) The Bonney Coast is encompassed by Cape Jaffa
and Portland. NCEP gridded wind locations (blue arrows) over
the southeastern Australian ocean region. Numbered grid
locations (1–4) identify wind values adjacent to the Bonney
Coast. The boxed grid point (3) was used to represent wind values
along the Bonney Coast and developed into the upwelling wind
index. The dashed black arrow along the coast indicates the
dominant angle of the Bonney Coast near grid point 3 (b < 314u).
The 200-m contour represents the continental shelf (solid [A]
black and [B] white lines). A polygon is defined by the northern
and southern limits (red lines), and the 1000-m bathymetric
contour defines the seaward edge of the upwelling region (dashed
[A] black and [B] white lines) of the Bonney Coast upwelling
region. The pink lines show the area of (A) anomalously low SST
and (B) anomalously high SSC that represent the upwelling plume
for each variable.
Australian upwelling variability 1549
mental Prediction–National Centre for Atmospheric Re-
search (NCEP-NCAR) Reanalysis Project (Kalnay et al.
1996; Kistler et al. 2001). We used 6-h 10-m NCEP wind
data from July 1993 to June 2007 that correspond with the
temporal coverage of the satellite-derived sea surface
temperature data. Wind data have a spatial resolution of
1.9u latitude by 1.88u longitude or 3.6 3 104 km2 in
southeastern Australia (Fig. 1).
NCEP grid locations closest to the Bonney Coast were
identified (Fig. 1A). We used wind values at 39uS, 140.5uE
(Fig. 1A, box 3), to represent the coastal wind that directly
influences upwelling along the Bonney Coast. Daily mean
wind speed was calculated from the 6-h wind fields, and a
5-d running mean was also generated.
Sea surface temperature and sea surface color—The size
of the upwelling sea surface temperature (SST) plume was
determined using satellite-derived SST from the National
Oceanic and Atmospheric Administration’s Advanced Very
High Resolution Radiometer Local Area Coverage data.
We used daily Commonwealth Scientific and Industrial
Research Organization 6-d composite SST data (Griffin et
al. 2004) produced from data collected between October
1993 and June 2007. The spatial resolution of the data is
0.036u latitude by 0.042u longitude (14.6 km2). Productivity
in the upwelling-driven plume was estimated using satellite-
derived sea surface color (SSC) (chlorophyll a), based on
Sea-viewing Wide Field-of-view Sensor (SeaWiFS) data
from September 1997 to June 2007. SSC is often used to
estimate phytoplankton biomass (Sathyendranath et al.
1991; Alvain et al. 2005), and although it has limitations in
coastal regions, it is an appropriate proxy for upwelling
systems where the primary productivity is high and
variable. SSC data from the SeaWiFS satellite products
are an 8-d composite with a spatial resolution of 0.0833u
latitude by 0.0833u longitude (68.7 km2).
SST and SSC data were analyzed along the Bonney
Coast between 36uS and 38.5uS, and to the 1000-m isobath
(Fig. 1). This region includes coastal waters that are
directly influenced by upwelling winds and shelf-scale
oceanographic processes, such as water mass and nutrient
transport onto the continental shelf, and alongshore
currents. Nearshore values within 3 km of the coast were
removed because of possible land contamination in satellite
observations.
Methods
Model indices—Wind index: Upwelling wind indices
have previously been defined as the wind stress compo-
nent parallel to the coast (units: N m22; Griffin et al.
1997; Mitchell-Innes 1999). Bakun (1973) defined a
widely used index based on offshore Ekman transport
(units: m3 s21 per 100 m of coastline). Other indices
include the use of temperature gradients between
upwelling and nonupwelling waters (Nykjaer and van
Camp 1994; Shang et al. 2004) and the inclusion of both
wind and SST (Kuo et al. 2000) to represent upwelling
intensity. In this study we follow Griffin et al. (1997) and
define the wind index based on the wind stress parallel to
the coast (t 9v ; units: N m22) as
tv’~raCdW
2 sin (a{b) ð1Þ
where W is wind speed, Cd is the drag coefficient (Cd 5
1.2 3 1023), ra is air density (ra 5 1.22 kg m23), a is
wind direction, and b is the dominant angle (azimuth) of
the selected coastline (b 5 314u) (Pond and Pickard
1983). With this index, positive (negative) values of t 9v
indicate upwelling (downwelling or relaxation).
SST index: Following Shang et al. (2004), the physical
effect of upwelling-favorable winds was defined as a 1uC
cooling from mean monthly SST off the Bonney Coast.
Anomalously cool SST values (DSST # 21uC) were found
for daily 6-d composite SST images, and the largest
continuous area was defined as the upwelling plume
(ASSTa; units: km2) (Fig. 1A) and became the SST
upwelling index. Smaller, isolated SST anomalies associat-
ed with the upwelling plume were occasionally present but
contributed little to the overall area of the plume.
SSC index: SSC anomalies (SSCa) were defined as
chlorophyll a (Chl a) values .0.6 mg m23. Although this
is less than thresholds in other more eutrophic regions
(Fitch and Moore 2007: 0.8 mg m23; Kahru and Mitchell
2000: 1 mg m23), southern Australia is generally oligotro-
phic with mean coastal SSC concentrations of 0.36 6
0.14 mg m23. Therefore, a DSSC .0.6 mg m23 was
regarded as an anomalous signal. We define the anoma-
lously high SSC area (ASSCa; units: km2) following the
methods used to determine ASSTa (Fig. 1B). Additional
steps to develop the SSC index ([Chl a]) were to sum the
Chl a within the anomalous region (SSSCa) and divide by
the area of the anomalous region (ASSCa), such that [Chl a]
5 SSSCa/ASSCa (units: mg m23 km22).
Time-series analysis—Continuous wavelet transform
analysis of the two upwelling activity indices and one
upwelling productivity index was performed to determine
objectively the significant periodicities and their variability
for each time series. A cross-wavelet transform was used to
assess the significant common periods and power and
provide an indication of the phase relationships among
indices (Grinsted et al. 2004). For this analysis, each time
series must have the same temporal range and time step.
Therefore, cross-wavelet transforms were performed be-
tween daily wind and ASSTa (1994–2006), 8-d mean wind
and [Chl a] (1998–2006), and 8-d mean ASSTa and [Chl a]
(1998–2006). We performed wavelet analysis using freely
available software (see http://www.pol.ac.uk/home/research/
waveletcoherence).
Identification of significant factors and model develop-
ment—We used analysis of variance techniques and the
Ryan–Einot–Gabriel–Welsch (REGWQ) multiple-range
test to identify significant differences among levels of the
explanatory variables.
Generalized additive models were used initially to assess
the shape of the relationship between the monthly response
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(ln[Chl a]) and monthly predictors (wind; ASSTa) variables.
Relationships between response and both predictors were
linear, justifying the use of a multiple regression approach
to build and assess quantitative relationships between the
predictors and response. Additional predictor time series
also considered were the temperature of the upwelling
plume and Nin˜o 3.4 and the Southern Oscillation Index
(SOI) to represent ENSO. Preliminary analysis indicated
that these indices were not significant and did not improve
the predictive skill of the models greatly above that
obtained using wind and SST indices alone. However, a
relationship was suggested between [Chl a] and ENSO for
the strongest El Nin˜o events, but this relationship was not
statistically significant, possibly because of the short time
series.
Because of the temporal range of the SeaWiFS data set,
indices were evaluated for the period 1998–2006. They were
initially lagged by periods of 0–3 months to assess if any
phase lags existed between the variables. Zero lag was
found to give the best relationships, as presented here.
Models were validated using wind, SST, and SSC data for
2007 that were withheld from model development. Statis-
tically significant results are defined as p # 0.05.
Results
Significant time scales—The three indices (wind, ASSTa,
[Chl a]) show significant annual periodicities over all years
(Fig. 2), except the wind index for 1997–1998. The absent
wind signal during 1997–1998 at the annual period coincides
with the very strong 1997–1998 El Nin˜o event. A semiannual
period is apparent for some years in both the ASSTa and
[Chl a] indices. All indices show high interannual variability
at shorter time scales (8 d to 2 months for wind and ASSTa
and 16 d to 2 months for [Chl a]) (Fig. 2). High-frequency
variability of the wind index is found throughout the entire
time series. However, the high-frequency variability in the
ASSTa and [Chl a] indices occur only during the austral
summer (November–April).
Cross-wavelet transforms amongst the three indices (not
shown) indicate that there are significant relationships
between the time series at the annual period indicating
strong seasonal activity. The indices are in phase with one
another, suggesting cause-and-effect relationships. Higher
power is shared between ASSTa and [Chl a] than between
wind and [Chl a]. Significant signals are evident at 8 d to
2 months for wind and ASSTa, 16 d to 2–3 months for
ASSTa and [Chl a], and 16 d to just over 1 month for wind
and [Chl a]. However, coherent power between any two of
the indices consistently occurs at a monthly period during
the austral summer. Therefore, we used mean monthly data
to develop the multiple regression models. This analysis
suggests the need for further examination of the variability
of the three indices at the seasonal time scale, in which the
year is divided into an ‘‘upwelling season’’ and a
‘‘nonupwelling season’’ and inter- and intraseasonal
variability.
Seasonal variability—The annual signal apparent in the
wind stress index relates to the cyclical pattern of
upwelling-favorable wind along the Bonney Coast
(Fig. 2A). There was a significant difference in percentage
of days of upwelling-favorable winds between the upwelling
season (November–April) and the nonupwelling season
(May–October) of 48% and 17%, respectively (F25 5
106.15, p , 0.0001, n 5 26). In this study, we define an
upwelling event as 1 or more days of positive alongshore
wind stress. Upwelling events occur 6.3 6 2.4 times
throughout May–October and 10.2 6 1.9 times during
November–April (Fig. 3A).
A significant difference was found between the two
seasons based on wind stress intensity (F4747 5 1082.4, p ,
0.0001, n 5 4748). Note that annual mean wind stress is
westerly for both upwelling and nonupwelling seasons, but
the numerous easterly wind events that occur between
November and April result in a significant decrease in the
strength of the mean westerly wind during the upwelling
season (Fig. 3B). Therefore, during the upwelling season,
there was a weakening of the usual downwelling-favorable
westerly wind stress that is stronger during the nonupwelling
season (Fig. 3B). Maximum easterly wind stress occurs
during the upwelling season (Fig. 2A). However, the Bonney
Upwelling region was found to be a low wind-forced system
with an overall wind speed of only 2.7 m s21. Duration of
upwelling events in the upwelling season were significantly
longer (8.9 6 1.7 d) than in the nonupwelling season (4.5 6
1.4 d) (F212 5 20.63, p , 0.0001, n 5 213) (Fig. 3A). Quie-
scent (low or downwelling wind stress) periods during the
upwelling season were significantly shorter (10.1 6 4.1 d)
than during the nonupwelling period (26.5 6 9.5 d) (F224 5
56.35, p , 0.0001, n 5 225) (Fig. 3A), implying that upwel-
ling events occur more regularly in the upwelling season.
Similar to wind, both ASSTa (F4406 5 1123.04, p ,
0.0001, n 5 4407), and [Chl a] (F484 5 166.02, p , 0.0001, n
5 485) show significant seasonal differences between the
upwelling and the nonupwelling season. In the upwelling
season of November to April, the largest upwelling plume
area and maximal Chl a response occurred (Fig. 3).
Interannual variability—Significant interannual variabil-
ity amongst upwelling seasons was found for wind stress
intensity (F2325 5 8.13, p , 0.0001, n 5 2326), with overall
mean wind stress of 26.4 6 9.2 3 1023 N m22. The
strongest upwelling-favorable wind stress occurred in 1998–
1999 and 1999–2000 and was weakest in 1993–1994, 1997–
1998, and 2005–2006. Weak upwelling-favorable wind
stress in the upwelling season coincides with the 1993–
1994, 1997–1998, and 2006–2007 El Nin˜o years; however,
no wind stress signal is found for the 2002–2005 El Nin˜o.
Upwelling winds based on frequency and duration of
events and length of quiescent periods were variable among
years but not significantly different (Fig. 4A,B; Table 1). A
significant difference was found among upwelling seasons
for ASSTa (F2230 5 24.11, p , 0.0001, n 5 2231). The
largest surface upwelling plume areas were in 1998–1999,
2000–2001, and 2002–2003. The smallest anomalous SST
areas are found in 1993–1994, 2001–2002, 2004–2005, and
2005–2006 (Fig. 4C), coinciding with several weak El Nin˜o
events. The REGWQ test found two groupings for wind
stress variability and three different groupings for ASSTa
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activity (Table 1), but El Nin˜o years are found within most
groupings. [Chl a] showed no significant interannual
difference among upwelling seasons (F484 5 2.44, p 5
0.01, n 5 485). However, upwelling seasons of higher [Chl
a] are associated with favorable wind forcing and large
upwelling plume area (Table 1), although this is not
statistically significant.
The comparison between upwelling season variability
and ENSO does not provide a consistent relationship. The
strong 1997–1998 El Nin˜o corresponds to an upwelling
season that is characterized by infrequent upwelling events
with short durations, long periods of quiescence between
events, and low wind stress intensity. However, ASSTa and
[Chl a] had average anomalous area and concentration,
Fig. 2. Continuous wavelet transform (color bar indicates power, black contours 5 5%
significance) and time series of (A) daily alongshore wind stress (1994–2006) (positive wind stress
is easterly and upwelling favorable), (B) daily ASSTa (1994–2006), and (C) 8-d [Chl a] (1998–
2006) for the Bonney Coast.
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respectively (Fig. 2). Years of weak El Nin˜o events are
inconsistent in wind pattern, having both frequent and
infrequent upwelling events, short- and long-duration
events, short and long periods of quiescence between
events, and both high and low wind stress (Table 1). The
SST surface plume and Chl a response for weak El Nin˜o
years are variable as well (Table 1). Given that the
development of any El Nin˜o is unique, a longer time series
is needed to characterize the effect on the Bonney
Upwelling.
Intraseasonal variability—Within the upwelling season,
there was no significant monthly (November–April)
difference in frequency of upwelling events. The difference
in the number of upwelling days is marginally significant
(F55 5 2.12, p 5 0.078, n 5 56) among months of the
upwelling season, and a significant (F2355 5 27.97, p ,
0.0001, n5 2356) difference was detected for the magnitude
of the wind stress (Table 2). The REGWQ multiple-range
tests showed that February and January have the strongest
upwelling wind stress that are significantly different from
March, November and December, and April. Duration of
upwelling wind events also shows a significant difference
among months of the upwelling season (F126 5 3.81, p 5
0.0031, n 5 127), indicating that upwelling-favorable winds
are more persistent in January and February. Quiescent
periods were not significantly different among months. The
middle of the upwelling season (January–February) has
stronger and more persistent upwelling wind events than
found at the beginning and end of the season (Fig. 5A).
Both ASSTa and [Chl a] show significant differences
within the upwelling season (ASSTa: F2230 5 178.22, p ,
0.0001, n5 2231; [Chl a]: F182 5 6.97, p, 0.0001, n5 183).
The largest anomalous SST area and chlorophyll concen-
Fig. 3. Seasonal variability between the nonupwelling season
(May–October) and the upwelling season (November–April) for
(A) the mean frequency of upwelling events per season, duration
of events (days), length of periods of quiescence between events
(days); (B) the mean overall wind stress (N m–2) (positive wind
stress is easterly and upwelling favorable); (C) ASSTa (km2); and
(D) [Chl a] (mg m–3 km–2). Error bars represent standard
deviation around the mean.
Fig. 4. Interannual variation of (A) number of upwelling
days and frequency of upwelling events per year, (B) mean annual
duration of upwelling events and quiescent periods and mean
annual wind stress intensity (N m–2), and (C) mean annual [Chl a]
(mg m–3 km–2) and ASSTa (km2) of the upwelling season
(November–April).
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tration is in March (Table 2; Fig. 5B,C), which lags the
wind stress slightly (Fig. 5).
All three indices have a similar pattern during the
upwelling season with relatively low values at the beginning
of the upwelling season (November) and a maximum in the
middle of the season (January–March) that then decreases
to values typical of the nonupwelling season by the end of
autumn (April–May).
Upwelling index relationships—The first multiple regres-
sion relationship we present uses the 1998–2006 monthly
alongshore wind (t 9v ) and ASSTa as predictor variables,
and natural log-transformed [Chl a] as the response
variable with no lag between indices. A significant positive
relationship was found for both predictors (F103 5 49.00, p
, 0.0001, R2 5 0.49):
ln½Chl a~ 0:9406tv0 z 4:679|10{5ASSTa { 4:83 ð2Þ
Wind and ASSTa explain 50% of the variability of the
natural log-transformed chlorophyll concentration in the
Bonney Upwelling region.
The second relationship we examine is between 1998–
2006 monthly wind and chlorophyll. A significant positive
relationship was found for the predictor variable (F104 5
63.13, p , 0.0001, R2 5 0.38):
ln½Chl a~ 1:588tv0 { 4:732 ð3Þ
Wind explains approximately 40% of the variability of the
natural log-transformed chlorophyll concentration in the
Bonney Upwelling region. Nin˜o 3.4 and SOI indices used to
represent ENSO were not significant predictors of [Chl a]
and did not improve the skill of either of the previously
mentioned models (F104 5 2.61, p 5 0.01, R2 5 0.085, and
F104 5 1.89, p 5 0.102, R2 5 0.055, respectively).
We validated the wind and ASSTa and wind models
(Eqs. 2, 3) using 2007 wind, ASSTa, and [Chl a] data
(Fig. 6). An examination of the total data set (1998–2007)
for the wind and ASSTa model shows that the model
simulates well the seasonal [Chl a] cycle; however, it does
not capture the magnitude of the variability (Fig. 6). The
wind model also simulates the [Chl a] seasonal cycle, but
the magnitude of the [Chl a] signal is reduced (Fig. 6). The
coefficient of determination of the [Chl a] predicted from
the wind and ASSTa and wind models for 2007 is R2 5
0.82, (F10 5 20.5, p , 0.0001, n 5 12) and R2 5 0.19 (F11 5
2.35, p , 0.0001, n 5 12), respectively. These results show
that when used in simple linear models, the wind and
ASSTa provide some prognostic skill for [Chl a] in this
wind-driven upwelling ecosystem.
Discussion
We show that the Bonney Upwelling has distinct
seasonal, interseasonal, and intraseasonal variability, sim-
ilar to many upwelling systems worldwide (Nykjaer and
Van Camp 1994; Mann 2000). We find the Bonney Coast
to be a low-wind upwelling system with mean wind speeds
of approximately 3 m s21, substantially less than the
optimal wind speeds found in other upwelling systems
(Cury and Roy 1989; Botsford et al. 2003). We find that a
linear relationship between wind and marine primary
Table 1. Interannual variability of the mean number of days of upwelling-favorable wind stress per year, the mean number of
upwelling events per year, annual mean duration of upwelling events (days), wind stress (N m–2), length of periods of quiescence between
upwelling events (days), ASSTa (km2), and [Chl a] (mg m–3 km–2). *, **, and *** indicate significant interannual REGWQ groupings
between years in ascending-value order (e.g., * lowest grouping, *** highest grouping).
Years Days Events
Duration Wind stress Quiescence ASSTa [Chl a]
(days) (10–3 N m–2) (days) (103 km2) (10–2 mg m–3 km–2)
1994 68 11 6.2 –19.9* 10.2 1.57* —
1995 67 6 11.3 –10* 19.2 3.6*** —
1996 96 10 11.1 –7.07* 9.6 2.19* —
1997 79 8 9.9 –10.1* 18.0 3.17** —
1998 50 8 7.0 –18.0* 11.3 2.7* 1.04
1999 107 11 10.6 9.45** 7.2 4.54*** 1.11
2000 107 12 8.9 7.78** 5.2 3.31** 1.07
2001 95 13 7.8 –0.333** 6.7 4.51*** 0.936
2002 93 12 7.8 –4.04** 9.3 1.81* 0.935
2003 107 10 10.7 –0.698** 7.4 4.2*** 1.08
2004 90 10 9.0 –7.33* 9.1 2.58* 1.02
2005 83 11 7.5 –3.85** 7.6 1.99* 0.953
2006 82 10 8.2 –18.5* 10.7 2.17* 0.909
Mean 86.5617.4 10.261.9 8.961.7 -6.469.2 10.164.1 2.9561.03 1.0160.074
Table 2. REGWQ multiple-range test groupings and orders
for frequency of upwelling days per month, wind stress intensity
(N m–2), and duration of upwelling events (days). Separate
groupings are delineated by commas and are listed in descending
order.
REGWQ grouping and order p
Frequency (days) Jan Nov Feb Mar Dec Apr 0.0778
Wind stress (N m–2) Feb Jan, Mar Nov Dec, Apr ,0.0001
Duration (days) Jan Feb, Mar, Nov Dec Apr 0.0031
ASSTa (km2) Mar, Feb Jan, Dec Apr, Nov ,0.0001
[Chl a] (mg m–3 km–2) Mar Feb, Jan Apr Dec Nov ,0.0001
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productivity is applicable in low-wind systems. This
indicates that for these systems, higher wind speeds lead
to greater nutrient input and enhanced phytoplankton
productivity. Therefore, the models produced here are
useful for low-wind regimes that do not exceed or attain the
maximum wind-productivity threshold (the so-called opti-
mal environmental window). The temporal variability for
the Bonney Upwelling has a predictable pattern in both the
driving forces and the biological response that enables us to
develop simple predictive linear models to provide further
understanding of low wind-forced coastal upwelling
systems. These simple linear models are able to simulate
the interannual variability of the Chl a response to
upwelling but do not capture intraseasonal variability.
However, as more ocean color data become available and
are incorporated into the models, their ability to capture
intraseasonal variability and their prognostic skill are likely
to improve.
Along the Bonney Coast, upwelling-favorable winds
occur predominantly in the austral summer because of the
southward migration of the subtropical ridge, which alters
position from over the continent during the austral winter
(May–October) to over the Great Australian Bight in the
austral summer (November–April) (Sturman and Tapper
1996). Although the wind is the primary driver of the
coastal upwelling, seasonal changes of the ocean circulation
in the Great Australian Bight act to enhance the primary
productivity associated with the upwelling winds. In the
austral summer, the Flinders Current, a shelf-break
current, enhances the transport of open ocean water onto
the narrow continental shelf (Herzfeld and Tomczak 1999;
Middleton and Cirano 2002; Middleton and Platov 2003).
The increased flux of open ocean water onto the
continental shelf results in a shoaling of the thermocline
(Fig. 7A) and increased nutrient concentrations below the
mixed layer (Fig. 7B,C). The shallow thermocline and
nutricline off the Bonney Coast in austral summer ensure
that the offshore Ekman flow is replaced by cooler and
nutrient-rich water from depth (Ka¨mpf et al. 2004).
In this study, high levels of ASSTa and [Chl a] are
associated with consistent and persistent upwelling winds
followed by a quiescent period of approximately 10 d,
similar to other upwelling systems (Gonzalez-Rodriguez et
al. 1992; Snyder et al. 2003). The 10-d quiescent period
agrees with Bakun (1996), who suggested that calm periods
5 d or longer are sufficient to promote biological activity.
Nutrients supplied to the euphotic zone during spring and
summer are readily utilized because of the long duration of
photosynthesis each day and relatively warm ambient
surface-water temperature. Phytoplankton respond to these
favorable conditions (Brown and Field 1986) and result in a
surface chlorophyll plume.
We found no clear relationship between interseasonal
upwelling variability and ENSO. Many of the El Nin˜o
events that coincide with our time series are relatively weak
(e.g., only slightly negative SOI values during 2002–2005).
The ENSO cycle is generally 3–5 yr, and our 13- and 10-yr
SST and SSC time series, respectively, are too short for
determining the relationship between the Bonney Upwell-
ing and ENSO. However, we showed that the 1997–1998 El
Fig. 6. A comparison of the observed [Chl a] as derived from
the SeaWiFS satellite (solid line) against the modeled [Chl a] from
wind + ASSTa (dashed red line) and wind (dotted blue line).
Fig. 5. Seasonal variation of (A) number of upwelling days
per month, duration of upwelling events (days), and wind stress
intensity (N m–2) and (B) ASSTa (km2) over 1994–2006 and (C)
[Chl a] (mg m–3 km–2) over 1998–2006 for the months within the
upwelling season (November–April). Error bars represent stan-
dard errors of means.
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Nin˜o that was characterized by rapid development and
strong negative SOI did correspond to variability in
upwelling wind forcing over the Bonney region. Middleton
et al. (2007) suggested that El Nin˜o events could shoal the
thermocline during summer in southeastern Australia
because of changes in regional ocean circulation. The
1997–1998 El Nin˜o corresponds with weak upwelling wind
stress and short wind event duration. However, no effect on
ASSTa and [Chl a] was observed. The ASSTa and [Chl a]
during the 1997–1998 El Nin˜o may have been maintained
by an anomalously shallow thermocline and nutricline. The
sustained ASSTa and [Chl a] signal during the El Nin˜o year
of weak upwelling wind supports the suggestion that off the
Bonney Coast during an El Nin˜o year in the austral
summer, the thermocline is anomalously shallow as a result
of ocean circulation variability (Middleton et al. 2007).
This also indicates that including a circulation index such
as the strength of the Flinders Current may be beneficial to
future studies on the relationship between Bonney Coast
productivity and ENSO.
Our results indicate a distinct intraseasonal pattern of
upwelling wind and surface response similar to other
seasonal upwelling systems that was characterized into four
distinct phases that concur with phases found for the western
Agulhas (‘‘onset,’’ ‘‘sustained,’’ ‘‘quiescent,’’ and ‘‘down-
welling’’) (Mitchell-Innes et al. 1999). We distinguish the
first phase (onset), beginning in November and December at
the start of the austral summer, by a variable wind pattern
that is due to the faltering and shifting position of the
subtropical high-pressure cell. The early upwelling season
wind events along the Bonney Coast contribute to the
priming of upwelling by weakening the pycnocline (Griffin et
al. 1997; Richardson et al. 2003), while the Flinders Current
shoals the pycnocline (Middleton and Platov 2003). Also,
background environmental conditions are not yet favorable
for phytoplankton growth because of low light levels and
cool SST within the upwelling plume and on the shelf
(Brown and Field 1986) (,14uC) (Fig. 7D).
The second distinct phase of upwelling (sustained) is the
separation point between ‘‘biologically irrelevant’’ and
‘‘biologically relevant’’ upwelling, in which the upwelling
winds are sufficient to overcome background ocean pro-
cesses and translate into productivity-favorable conditions.
In January and February, we found the strongest winds with
frequent events of long duration along the Bonney Coast.
This enables upwelling winds to penetrate the mixed layer
and bring nutrient-rich water into the surface layer. With
increasing day length, radiant heating warms the SST plume
(,16uC) (Fig. 7D). Because of sustained upwelling-favor-
able winds and warmer, more stable conditions, [Chl a]
increases from January to February.
We observed the third phase (quiescent) to occur in
March when winds begin to relax after having reached their
peak in February along the Bonney Coast. Conditions are
highly favorable for biological activity in the mature
upwelling plume with relatively warm SST (,15–16uC)
(Fig. 7D), high light levels, and low wind activity (Brown
and Field 1986). This is consistent with Lasker’s (1975,
1978) theory that it is the stable periods after a nutrient
influx that are important for growth and production
(Levasseur et al. 1984; Brown and Field 1986). We show
the final phase (downwelling) to begin in April, when
downwelling-favorable winds that force surface water
onshore dominate the system and similar conditions persist
for the remainder of the year (May–October), ceasing
enhanced primary production.
The analysis of the three upwelling indices enables us to
clearly approximate a regular intraseasonal cycle of
primary production: the upwelling season begins slowly in
November and December, peaks from January to March,
and then declines from April. Although the Bonney
Upwelling is driven by different atmospheric and oceanic
circulation and is characterized by low wind velocities, this
intraseasonal pattern is consistent with major seasonal
upwelling systems (Gonzalez-Rodriguez et al. 1992; Snyder
et al. 2003) and particularly concurs with the intraseasonal
phases characteristic of the western Agulhas upwelling
system (Mitchell-Innes et al. 1999).
Fig. 7. CSIRO Atlas of Regional Seas (CARS; Dunn and
Ridgway 2002; Ridgway et al. 2002) showing (A) mixed layer
depth and (B) phosphate and (C) nitrate concentration (mmol L–1)
at the surface (0 m), base of the summer mixed layer (20 m), and
base of the winter mixed layer (80 m) on the continental shelf at a
point off the Bonney Coast (–38.5u latitude, 141u longitude) and
(D) mean SST climatology (heavy line) 61 standard deviation
(light lines) within the upwelling plume.
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Given the in-phase, cause-and-effect relationship of the
three upwelling indices, we developed two linear models to
predict chlorophyll concentration along the Bonney Coast.
The first linear relationship we developed (wind and
ASSTa) accounts for nearly 50% of the variability and
indicates that consistent upwelling-favorable wind stress
and a large SST plume lead to high levels of surface
chlorophyll concentration. The second model shows that
upwelling wind stress alone accounts for nearly 40% of the
approximated primary productivity. Although the wind is
the initial and primary driving force of the upwelling, its
relationship with [Chl a] is weaker. This is due to the effect
of other environmental factors, including light availability,
ambient SST, depth of the thermocline and nutricline, and
regional ocean circulation.
Although other environmental conditions influence pri-
mary productivity, the simple linear models developed here
are able to simulate the seasonal upwelling-driven chloro-
phyll concentrations off the Bonney Coast. Because of the
linearity of the relationships between wind and chlorophyll,
these upwelling models are useful for assessing the effect of
climate change and variability on chlorophyll concentration
in low wind-forced coastal upwelling systems when consid-
ered with other environmental factors that affect biological
activity. We note that if wind forcing increases with climate
change as predicted (Bakun 1990) and exceeds the optimal
threshold limit for primary productivity, additional terms
may need to be added to the model to reflect the nonlinear
response to increased wind speed.
As the Bonney Upwelling supports feeding and fishing
grounds for abundant marine life and is considered an
important conservation area (Butler et al. 2002), it is
imperative to understand the connection between the
ecosystem-driving process of the upwelling and its associ-
ated biology. In this study we have shown that the Bonney
Upwelling is a predictable regional system whose temporal
variability conforms to larger and more intensely studied
wind-driven upwelling systems. Here they are combined in
simple linear relationships with wind stress; however, we
note that other systems may have more complex relation-
ships to environmental influences. The models we develop
in this study show skill in predicting interannual [Chl a]
variability and provide a simple way to monitor the
variability of regional upwelling that may help assess the
effect of changing climate. The simple models we develop in
this study provide a method of assessing the effect of
decadal or longer variability of approximated primary
production in low wind-forced upwelling systems at
regional and global scales.
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