Introduction, background, and motivation
Biometrics identification methods proved to be very efficient, more natural and easy for users than traditional methods of human identification. Biometrics methods truly identify humans, not keys and cards they posses or passwords they should remember.
The future of biometrics leads to systems based on image analysis as the data acquisition is very simple and requires only cameras, scanners or sensors [1] . More importantly, such methods could be passive, what means that the user does not have to take active part in the whole process or, in fact, would not even know that the process of identification takes place. There are many possible data sources for human identification systems, but the physiological biometrics has many advantages over methods based on human behaviour. The most interesting human anatomical parts for passive, physiological biometrics systems based on images acquired from cameras are face and ear [2] . Both of these methods contain large volume of unique features that allow us to identify humans.
Human ears have been used as major feature in forensic science for many years (for example in airplane crashes). Earprints, found on the crime scene, have been used as a proof in over few hundred cases in the Netherlands and the United States [3] . Nowadays, police and forensic specialists use earprints as a standard proof of identity [4] [5] [6] [7] .
An otoscopic (ear based) forensic opinion has a status of scientific evidence and, as such, is admitted by Polish Courts [8] . In most countries, ears have to be visible while preparing photographs for passports and other ID documents.
However, still entirely automated system of ear recognition has not been implemented, even though there are many advantages of using ear as a source of data for human identification.
Firstly, ear is one of the most stable human anatomical feature. It does not change considerably during human life while face changes more significantly with age than any other part of human body. Face can also change due to cosmetics, facial hair, and hair styling. Secondly, face changes due to emotions and expresses different states of mind like sadness, happiness, fear or surprise. In contrast, ear features are fixed and unchangeable as proven by Iannarelli [9] .
Furthermore, ear is one of our sensors, therefore it is usually visible (not hidden underneath anything) to enable good hearing. In the process of acquisition, in contrast to face identification systems, ear images cannot be disturbed by glasses, beard or make-up. However, occlusion by hair or earrings is possible, but in access control applications, making ear visible is not a problem for user and takes just single seconds. It is faster and easier to move back the hair than remove beard or make-up.
Related work
The first, manual method, used by Iannarelli in the research in which he examined over 10000 ears and proved their uniqueness, was based on measuring the distances between specific points of the ear [9] . The major problem in ear identification systems is discovering automated method to extract those specific, key points. Recently, ear biometrics has gained some interest and several ear identification methods based on image analysis have been proposed. The geometrical method proposed by Burge and Burger [10] was based on building neighbourhood graph from Voronoi diagrams of the detected edges. Hurley et al. [11, 12] introduced a method based on energy features of the image. They proposed to perform force field transformation in order to find energy lines, wells, and channels. Another method used by Victor et al. [13, 14] , in the experiment comparing ear and face properties in order to successfully identify humans in various conditions, was based on principal component analysis (PCA). Their work proved that ear images are a very suitable source of data for identification and their results for ear images were not significantly different from those achieved for face images. Their method, however, was not fully automated, since the reference points had to be manually inserted into images. Another approach to ear image feature extraction was presented by Moreno et al. [15] . Their work was based on macrofeatures extracted by compression networks. Several neural networks methods and classifiers, namely Compression Networks, Borda Combination, Bayesian and Weighted Bayesian Combinations based on 2D intensity images were presented. The results of 93% were achieved by the Compression Network ear identification method. Recently, within last 2 years, the possibility of human identification on the basis of 3D images has been extensively researched. Various approaches towards multimodal 2D+3D ear biometrics [16] as well as 3D ear biometrics based on iterative closest point (ICP) have been developed and published [17] [18] [19] [20] especially by Chen and Bhanu from University of California, Riverside (UCR) and by Yan and Bowyer from University of Notre Dame (UND). Chen and Bhanu proposed 3D ear recognition based on local shape descriptor [19] as well as ICP algorithm [18] . Their results of ear detection, matching, and identification are close to 100% recognition rate. Yan and Bowyer developed three approaches to 3D ear recognition problem, edge-based, ICP, and 3D-PCA. Moreover they tested various approaches (for example 2D+3D) in multimodal biometric scenario. They designed fully automated ear recognition system and achieved satisfactory results of 97.6% Rank-1 recognition [20] . In their research they did not exclude partially occluded ears or ears with earrings.
Our contribution
Our methods based on geometrical feature extraction are motivated by actual procedures used in the police and forensic evidence search applications. Nowadays, human ears and earprints are standard features of identity taken into account by forensic specialists and criminal policemen. In reality, well-established procedures of handling ear evidence (earprints and/or ear photographs) are based on geometrical features such as size, width, height, and earlobe topology (so-called ear otoscopy) [4, 8] .
Therefore we decided to compute geometrical parameters of ear contours extracted from ear images. Such approach gives information about local parts of the image, which is more suitable for ear biometrics than global approach to image feature extraction. Moreover, in our studies we proved that geometrical features of extracted contours are more adequate for ear identification than colour or texture information, which is not distinctive enough within various ear images [21] .
Furthermore, computing geometrical parameters is fast, and therefore may be used in real-life applications.
We focus on 2D images processing and identification since standard digital cameras are more widespread and much cheaper than 3D scanners which would make our algorithms more applicable in real-life control access applications. Moreover, 3D image analysis algorithms are not compatible with forensic science or police procedures and are more complex than our methods.
Contours within images may contain important information allowing object description, representation, and calculation of parameters enabling object recognition [22, 23] . Similarly, contours extracted from ear images describe major information included in ear image.
The major contribution of this paper is the new approach to feature extraction from ear images. We have developed four original geometrical methods of feature extraction from ear images. These methods are presented in detail in Sect. 3.
Identification decision is based on the distance of feature vectors in the feature space. Experiments described in Sect. 5 prove that the extracted feature vectors allow us to successfully identify humans on the basis of acquired ear images.
Ear image preprocessing
Most methods of biometrics human identification based on image analysis (e.g. face or fingerprint recognition) contain the pre-processing step. It is mainly due to the fact that images acquired in the enrolment step may be of low quality and may contain noise. This may happen if the images are acquired by distant cameras or if the environment cannot be controlled. Therefore in the proposed ear biometrics methods the pre-processing operations are first performed (contrast enhancement, filtration, histogram equalization). Then, we perform edge detection, selection of the most meaningful contours, and image normalization.
Contour detection based on illumination changes
In the proposed method of feature extraction from ear images, in order to perform human identification, we use the geometrical parameters and properties of ear contour images. Contours corresponding to earlobes are significantly diversified and contain enormous amount of information allowing ear identification [24] . In our work we use local method based on pixel illumination values and changes [25, 26] . Our local contour extraction algorithms had been presented in detail in our previous work [27, 28] . Furthermore, since our contour detection algorithm is very accurate, we perform contour selection procedure in order to extract only the most meaningful contours, Sect. 2.2.
Contour image processing
The aim of contour image processing is the selection of contours containing the most distinctive information characterizing human ear images. For each extracted contour c, we calculate its length
where Q is the number of contour points, c is the number of contours, for c = 1,...,C, x,y are the coordinates of contour points, and q is the indexation of the current contour point. We eliminate the contours for which L c £ t×L cmax where t is the sensitivity parameter and L cmax is the length of maximal contour.
In result of such processing we obtain images with the limited number of contours. Result of contour selection algorithm for t = 0.2 is presented in Fig. 1. 
Image normalization
Since contour-based methods are very sensitive to object rotations and translation, during the acquisition process, we acquire ten images for each person. Such approach is motivated by face image enrolment where a number of images for a given user are stored in the face database. During the first contact with the system (image enrolment) we acquire ten images for each person (perpendicular to the camera 0°, 30°, and -30°, 60°, and -60°) for two values of illumination in the room. In further experiments, all ten images for each person are used.
Moreover, we acquire all the images in the controlled environment with the specified distance of subjects from the camera (as in access control biometrics systems). Therefore in further work we do not have to perform any segmentation or ear detection.
Since ear image may be a subject of linear translation, scaling or rotation of a certain angle, we perform image normalization. The obtained binary contour image defined in the new normalized coordinate system is invariant to rotation, since the rotated object has the same centroid. Moreover, the centroid is not changed by translation since the moved object has the same centroid (even though it is localized in the point of different absolute coordinates). The scale change of the objects also does not change the centroid. Therefore the calculated centroid is the ideal point to become the centre of the normalized coordinates system and the reference point for invariant feature extraction methods.
Geometrical feature extraction methods
In the feature extraction methods, binary contour images with the selected number of contours and normalized coordinates are processed. Feature extraction methods are based on concentric circles centred in the obtained centroid point. Contour tracing method is also based on extracting characteristic contour points analogically to fingerprint minutiae search [29, 30] . Moreover, methods based on the developed geometrical parameters, calculated for selected contours, are presented.
Concentric circles based method (CCM)
The centroid of binary ear contour image is placed at the point (I, J). After the normalization, the centroid becomes the centre point (0, 0) of the new coordinates system. The centroid also becomes the centre of the concentric circles of the radius r l [31] .
The intersection points of ear contours, with the created concentric circles of the radius r l , are calculated as follows:
1. we define the maximal possible radius ¢ r max and the distance between the consecutive circles Dr, 2. we calculate the number of circles o, such as
and ë û · is the maximal integer number £ than ·, 3. we calculate the maximum radius r max , such that r r o max =D , 4. for each contour point (i, j) we calculate polar coordinates (r, f) which are stored in the record T with the elements (i, j, r, f), 
6. let (i s , j s ) and (i u , j u ) be the coordinates of the intersection points, for which we have stored f s and f u . For f =°°0 360 , , ( ) K mod we calculate the distances
7. the algorithm finishes creating vectors for l = o. The feature vector created on the basis of the presented feature extraction algorithm can be formulated as
Contour tracing method (CTM)
We consider the binary ear image containing a number of contours. For each contour-line we specify the following characteristic points:
• contour ending points, The first steps of the contour tracing algorithm are analogous with the algorithm of determining intersection points with the concentric circles presented in Sect. 3.1. We modify the fourth step of the algorithm by calculating the additional coefficient N c 8 . Therefore the modified record-table ¢ T with the elements ( , , , , ) i j N c r f 8 is created.
The contour tracing algorithm is as follows: 1. we define the maximal possible radius ¢ r max and the distance between the consecutive circles Dr, 2. we calculate the number of circles o in accordance with Eq. (2), 3. we calculate the maximum radius r max , such that r max = Dr´o, The parameter l p characterizes the length of each contour. The more intersection points with the consecutive concentric circles, the longer the contour. The contour with the marked points of intersection with the concentric circles representing the consecutive radii r l is presented in Fig. 4 . 8. the feature vector F c is created. Equation (7) describes the method of creating the feature vector corresponding to contour topology. Consecutively the number of endings, bifurcations, and intersection points with the concentric circles are stored in the feature vector. Moreover, the coordinates of all the extracted characteristic points are stored.
For C contours in the image we obtain [28, 32] 
r r The feature vector for each contour consists of the following parts: three numbers (l l , N E , N B ) c corresponding to the number of intersection points, ending points and bifurcation points in each contour, and three subvectors in which the coordinates of the intersection, ending and bifurcation points are stored, respectively.
The first part of the final feature vector has always the same length, while the next parts of the vectors for contours c depend on the number of the extracted characteristic points. Such division of the feature vector allows faster classification.
Angle-based contour representation method (ABM)
Each extracted contour is treated as an independent open curve. Each curve is represented by two sets of angles corresponding to the angles between the vectors centred in the point p 0 [33] . .
For each contour (curve) we search for the point p 0 , which becomes the centre of the concentric circles [34] . The point is defined in the following way: 1. two ending points (i j 
. the distance between the ending points is computed The length of the maximal radius is determined by
For each contour we consider e concentric circles with the radii r w r w m =´( ) e ( , , ) w = 1 K e . For each contour, the point p 0 becomes the centre of the local polar coordinate system. In such system, for each contour point the record-table T is created by analogy with the algorithm presented in Sect. 3.1. In the table for r w = r the angle q values are determined.
For each radius r w we compute the angles
max max (12) Having assumed that there are c = 1,...,C contours in the ear contour image, and that each contour is analyzed by w concentric circles, the feature vector is given by
e e y y ) ( , )) } K . e e y C
Method based on geometrical parameters (GPM)
In the proposed method of feature extraction from ear images, in order to perform human identification, we use the geometrical parameters and properties of ear contour images. Then, for each of the extracted contours we construct the feature vector on the basis of geometrical parameters [35, 36] .
Triangle ratio method (GPM-TRM)
The aim of the triangle ratio method is to extract invariant geometrical features which describe the longest contour in the ear image. Hereby we consider only the longest contour, but the method can be applied to other contours in ear contour image. The method is based on finding the maximal chord of the contour and the intersection points of the contour with the longest line perpendicular to the maximal chord.
In our case we use the properties of the triangle sidelines created in the following way:
1. extraction of the longest contour L cmax within the ear image, contour length is calculated according to Eq. 
for b = 1...N, where N is the number of contour points. = + , 10. we calculate the lengths of the sides ab and ad of the triangle ABD and the lengths of the sides bc and cd of the triangle BCD, 11. we calculate the values of parameter w1 such as w1 = ab + ad and, by analogy, w2 such as w2 = bc + cd, 12. we calculate the ratio w = w1/w2, 13. we calculate the triangles ratio according to Eq. (17) .
The parameter b is the sum of two lines connecting the points A and C with the maximal chord Chord max under the angle of 90°. The parameter db is the length ratio calculated as
On the basis of the previous calculations we can compute the triangles ratio tr, such as
The results of the presented method for three test ear images are shown in Figs. 6-8. The calculated values of the presented lines, parameters and ratios w and db for three ear images are shown in Table 1 . 
Shape ratio method (GPM-SRM)
Another proposed ear contours feature is the shape ratio. We compute it for the meaningful contours in ear image selected by the method described in Sect. 2.2. The shape ratio denoted as kk is computed according to Eq. (18)
where L c is the contour length given by Eq. (1) and d kp is the length of the line connecting the ending points of each contour given by Eq. (9). Shape ratio allows contours classification into two classes:
1. linear contours for which kk @ 1, 2. circular contours for which kk >> 1. The shape ratio value is always kk > 1. The example of the circular contour is the contour number 8 extracted in the ear image in Fig. 10 . Its value in Table 2 is kk 8 = 12.385.
The examples of the linear contours are:
• contour number 6 extracted in the ear image in Fig. 10 (kk 6 = 1.092 - Table 2 ),
• contour number 6 extracted in the ear image in Fig. 11 (kk 6 = 1.085 - Table 3 ). The ratio cc is also proposed. It is computed as the number of intersections between the each maximal chord Chord max and the corresponding contours c.
It allows contour classification into two classes: 1. simple contours, for which cc = 0, 2. complex contours, for which cc ³ 1.
Most of the contours are classified as simple contours. The example of the complex contour is the contour number 5 extracted in the ear image in Fig. 9 (right) ; it is clearly visible in Fig. 11 (middle contour) .
The feature vector containing the parameters computed by the proposed GPM method is given by Numbers are assigned according to Table 2 . 
Comments on image acquisition, ear database security and user interaction
In order to perform the experiments our own ear image database was created. The part of our ear database is presented in Fig. 12 . These images are acquired with a 2D camera situated in the fixed position, set to be perpendicular to user's ear. Then each user is allowed to rotate his head/ear so that rotated images are acquired. In the process of enrolment, by analogy with face recognition methods, we store ten images for each person (perpendicular to the camera 0°, 30°and -30°, 60°and -60°) for two values of illumination in the room. In the process of acquisition we obtain ear images of resolution of 512×512 and 256 greylevels, which are stored in the popular image formats.
According to the Polish law (Personal Data Protection Law), human features which are analyzed and processed in the biometrics systems are a subject of protection. Therefore ear images from our database are secured and used only for research in our laboratories. However, since security of biometrics features is a hot topic nowadays, it is worth mentioning that ear images are more secure than face images, mainly because it is very difficult to associate ear image with a given person (in fact, most of users are not able to recognize their own ear image). Therefore ear image databases do not have to be as much secured as face databases since the risk of attacks is much lower.
Besides verification of the effectiveness of the proposed methods, we also studied interaction with the users aspects [2] . These aspects are always crucial for biometrics and other human computer interaction (HCI) systems development. We worked mainly with students who agreed to take part in the enrolment process. All of the students had little time to make decision whether to take part in experiments or not, and all of them were astonished by our request (it is due to the fact that none of them had heard about ear biometrics before). During ear image enrolment we came to important conclusion that potential users are not afraid to interact with ear biometrics system, which means that ear biometrics is less stressful than fingerprinting. Moreover, our test users admitted that they would feel less comfortable while taking part in face images enrolment (people tend to care how they look like on photographs). Furthermore, in ear biometrics, there is no need to touch any devices and therefore there are no problems with hygiene.
Experimental setup and results
The experimental scenario involves the finite ear images database. One of the users, who took part in the enrolment process and his ear image is surely stored in the database, is chosen randomly. The acquisition of the user's test ear image is per-formed a few days after the initial enrolment. Next, we compute the feature vectors for the test user and we search for the corresponding image from the database. In result of such scenario we obtain one ear image for which the computed feature vectors are the closest to test image feature vectors in terms of distance in the feature space.
We performed all the tests on our own ear image database. In the identification systems, the problem of overcast ears (e.g. by hair) is marginal, since there is always the possibility of a proper ear image acquisition (with the user's cooperation). Moving back hair that overcast ears or taking off bands or caps takes only few seconds. Users that want to gain access to a secured area usually cooperate with the system to get in as soon as possible [2] . Therefore in the experiments we focused on images of the visible ears. We did not use the images with overcast ears and earrings.
The input (query) images were taken for the users in the conditions similar to those during the first enrolment. The feature vectors were calculated and the recognition decision was made based upon the proposed features. For each of the proposed method, the classification formula was created on the basis of the distance in the feature space.
We performed 188 test acquisitions; 2 tests for each of 94 users. Test images were captured a few days to two weeks after the initial enrolment. The first test images were taken in the position perpendicular to the camera (0°). The second test image was taken in the arbitrary position chosen by the user (but close to enrolment positions of 30°, -30°, 60°, and -60°).
In the following subsections we present the classification formulas and the results for each of the developed method. We calculated Rank-1 recognition and false rejection ratio (FRR) parameters of the system.
False rejection ratio describes the percentage of the users falsely rejected by the system. Rank-1 describes the percentage of the right answer (decision) in the first match (recognition ratio). The recognition results for all the proposed methods are shown in Table 4 . 
for b = 1,...,B, where b denotes the consecutive feature vector in the ear image database and B is the number of ear images.
The value of the feature vectors difference in the feature space is calculated as
The ear image from the database for which Eq. (20) is fulfilled, is the obtained result of identification.
If the obtained result image corresponds to the test ear image, the identification result is correct. If the obtained ear image does not correspond to the test user (it corresponds to another person's ear image) the identification is false. In 188 tests we obtained the following results:
1. correct identification in 162 tests for the feature vectors given by Eq. (6), 2. when only the second subvector was used in Eq. (6) (with the sum of distances d st ), we obtained the correct identification in 102 tests, 3. when only the first subvector was used in Eq. (6) (subvectors V l ), we obtained the correct identification in 149 tests.
Results for contour tracing method (CTM)
Hereby the feature vectors F of Eq. (7) 
The image for which Eq. (24) is fulfilled is the obtained result for the test user. In 188 tests we obtained the correct identification result in 170 cases.
Angle representation method (ABM)
In the process of identification, the feature vectors W of Eq. (13) 
The image for which Eq. (25) is fulfilled is the obtained result for the test user. In 188 tests we obtained the correct identification result in 162 cases.
Geometrical parameters method (GPM)
In the process of ear identification we calculate the distance between the feature vectors FV of Eq. (19 
The image for which Eq. (27) 
Discussion of parameters' values
After experiments and evaluation, we determined the optimal values of the following parameters:
• t, in the experiments we usually used the value t = 0.2.
Increasing the value of t eliminates more contours from contour ear image. However, in some cases it is possible to extract distinctive features of ear image on the basis of only three contours [21] . Decreasing the value of t means that a large number of contours are further processed in feature extraction methods. Nevertheless, short contours do not contain distinctive information and may be treated as noise. Therefore determining the optimal value of the parameter t is crucial since it influences the effectiveness of the proposed methods as well as the time of the calculations.
• o, the parameter o describes the number of radii r l , that is the number of the concentric circles o. For the first of the proposed methods (CCM) we found that the optimal value is 20 £ o £ 40.
For the second method, the number of radii determines the number of extracted intersection points of the contours c with the concentric circles. Those points are treated as the characteristic points of contours in CTM. However, too large number of concentric circles does not give additional information and may even decrease the effectiveness of the method. The discovered optimal parameter value is 20 £ o £ 40 with 20 £ Dr £ 30. For the third method, which is also based on the concentric circles, the large number of circles o allows us very precise representation of ear contours on the basis of the angles f and j [33] . However, it would be more desirable for ear contour synthesis applications than in identification systems. Using too many circles may decrease the effectiveness of ABM method since the values of the consecutive angles do not change significantly. After experiments we came into conclusion that the proposed geometrical methods, which were motivated by the manual process of feature extraction used in criminology, allow us effective person identification on the basis of features extracted from ear images. The most effective methods were GPM and CTM. The cumulative results for all the methods are presented in Table 4 .
The cumulative matching score (CMC) curve is presented in Fig. 13 . The receiver operating characteristic (ROC) curves for all the developed methods are shown in Fig. 14. 
Conclusions
Human ear is a perfect source of data for passive person identification in many applications. In a growing need for security in various public places, 2D ear biometrics seems to be a good solution, since ears are visible and their images can be easily taken, even without the examined person's knowledge. Then, the robust feature extraction method can be used to determine personality of individuals, for instance terrorists at the airports and stations. Access control to various buildings and crowd surveillance are among other possible applications.
In the article we presented our original developments of geometrical feature extraction methods for 2D ear biometrics. The experiments and the achieved results were also discussed.
In order to extract distinctive geometrical features from human ear images for identification, the following geometrical methods have been developed and presented:
• concentric circles based method (CCM), • contour tracing method (CTM), • angle-based contour representation method (ABM), • triangle ratio method (GPM-TRM), • shape ratio method (GPM-SRM).
Moreover, the contour detection algorithm and the method of ear contour image processing in order to select the most meaningful contours are presented. Experiments and the achieved results as well as comments on user interaction and security were also discussed.
After experiments we came into a conclusion that the proposed geometrical methods, which had been motivated by the manual process of feature extraction used in criminology, allow effective person identification on the basis of features extracted from ear images.
However, we are aware that our methods were tested on quite a small population of students in a controlled environment with the users willing to cooperate. Therefore we do not overrule that our methods are able to identify humans better than any other biometrics. However, our algorithms tested for real-life medium-security access control system for limited number of users are satisfactory and comparable to 2D ear image recognition results close to 100% reported by other groups [12, 14, 15] .
Further research is now being conducted in order to extract more geometrical and global (e.g. Gabor-based) features and weigh them properly in the multi-dimensional process of identification. Further experiments and evaluation of all the methods are also being performed. Moreover, apart from access control (like the institute corridor) we test our methods in the application where for the query/test image that does not have to be in a database, we obtain H images with the most similar feature vectors in terms of distance in the feature space. Such scenario is similar to content based image retrieval systems, in which for the user's input query (test image), a number of the most similar images are found. It is not a popular situation in real-time biometrics systems, but it might be useful in criminal applications. In such case (where there is no place for mistake) the trained policeman/forensic expert gets H images with the most similar feature vectors to the input query and, on the basis of his knowledge, he verifies the result.
Ear biometrics can also be used to enhance effectiveness of other well-known biometrics, by its implementation in multimodal systems. Since most of the methods have some drawbacks, the idea of building multimodal (hybrid) biometrics systems is gaining lot of attention [37, 38] . Due to its advantages, ear biometrics seems to be a good choice to Opto-Electron. Rev., 16, no. 1, 2008 support well known methods like voice, hand, palm or face identification. Therefore in our further research we try to enhance 2D ear identification by implementing it with 2D face recognition in a hybrid human identification system.
