ABSTRACT. An uncertainty of an estimated parameter can be, in general, decomposed into two parts, i.e. an uncertainty caused by errors in the actual experiment (the type A uncertainty) and an uncertainty caused by errors in preceding experiment, where some wanted constants were estimated (the type B uncertainty). These constants are necessary for an estimation of the useful parameters.
Introduction
A direct/indirect measurement [3] of useful parameters needs often a knowledge of some constants. In many situations these constants are not known exactly, only their estimates are available before an experiment. Thus their uncertanties influence uncertainties of the parameter estimators (the type B uncertainties). The experiment raises the type A uncertainty.
This characterization is a great simplification. It is formulated in such a way in order to formulate one partial mathematical problem. Thus the A and B uncertainties have in the following text rather special meaning which will be clear from the context.
More about A and B uncertainties in metrology see in [2] . The aim of the paper is to find a condition for an elimination of the type B uncertainty.
Symbols and preliminaries
The two stage model 
will be considered. Here 1 is an n 1 -dimensional random vector (observation vector of the first stage, where constants γ were estimated), with the mean value E( 1 ) equal to X 1 γ, X 1 is a known n 1 × k 1 matrix with the rank r(X 1 ) equal to k 1 < n 1 , and γ is a k 1 -dimensional vector of constants, which must be estimated in the first stage. The n 1 × n 1 matrix Σ 1 is the covariance matrix of the vector 1 and it is assumed that it is known and positive definite. The best linear unbiased estimator (BLUE) of the vector γ in the first stage is well known (cf., e.g. [3] ) and it is given by the relationship
where
In the following text it is assumed that γ( 1 ) and C
−1
1 are known before the second stage experiment
The symbol 2 means the observation vector of the second stage and its mean value is (D, X 2 ) γ β , where D is and n 2 × k 1 known matrix, X 2 is an n 2 × k 2 known matrix and r(X 2 ) = k 2 < n 2 . The k 2 -dimensional vector β is the unknown useful vector parameter. Its estimation is the aim of the experiment. 
A ≤ L B means that B − A is positive definite (the Loevner ordering),
is the W-seminorm minimum g-inverse of the matrix A, i.e. W is at least positive semidefinite and
Estimation of the vector β
There are at least two possibilities how to estimate the vector β; to consider the estimator γ( 1 ) as γ and in the other case to use the estimator of β from Lemma 2.
Ä ÑÑ 1º The estimator in the first approach is
The type A uncertainty of this estimator is C −1
in the following way
and
The last equality follows from the relationships
we have
The relation
is obvious.
Ä ÑÑ 3º It is valid that
The type A uncertainty is C −1
and the type B uncertainty is
Evidently the type B uncertainty in this case is smaller than the type B uncertainty from Lemma 1, i.e.
Since β( 1 , 2 ) from Lemma 2 is the BLUE in the model (1), another linear unbiased estimator based on 1 , 2 cannot be better. However it can be interesting whether some linear function β, β ∈ R k 2 , can be estimated on the basis 2 with the same dispersion as Var β( 1 , 2 ) .
Ä ÑÑ 4º The class of linear unbiasedly estimable functions of the parameter
β on the basis of 2 is characterized by the subspace
The last equality is implied by the inclusion
and by the equalities
In the last equality the relationships
+ and the fact that the expression
is invariant on the choice of the g-inverse were utilized.
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Ä ÑÑ 6º It is valid that
Here the relationships
were utilized. 
Ì ÓÖ Ñ 1º
2 D C 1 + D (M X 2 Σ 2 M X 2 ) + D −1 D Σ −1 2 X 2 C −1 2 × X 2 (Σ 2 + DC −1 1 D )
