If you would like to write for this, or any other Emerald publication, then please use our Emerald for Authors service information about how to choose which publication to write for and submission guidelines are available for all. Please visit www.emeraldinsight.com/authors for more information.
Introduction
The measurement of roughness of a moving or rotating surface has been the subject of interest over more than a decade. This is because of the potential of this method to become a truly in-process method of surface quality control in manufacturing. Several researchers have developed various methods for measuring the surface roughness of a moving surface. Wong and Li (1999) , for instance, used the combined effect of interference and light scattering to measure the roughness of a surface moving at a speed of up to 3.7 m/s in a cylindrical grinding process. Wang et al. (1998) used the combined effect of speckle and scattering phenomena to measure the roughness of a moving surface. The roughness of the surface was inferred from the dimensions of the dark and bright areas in the speckle pattern. Grandy et al. (2009) adapted the conventional pneumatic gauging technology for non-contact roughness estimation by relating the frequency content of the back-pressure signal to the micro-geometry of the surface moving lateral to the nozzle. They showed that this technique is capable of rapid areal characterization of surfaces with average roughness as low as 0.8 m at speeds as high as 200 m/min. Suksawat (2011) developed an in-process surface roughness measurement method by monitoring the cutting force signal. The limitation of the light scattering, interference, speckle, pneumatic gauging and signal monitoring methods proposed in the past is that the surface roughness is indirectly inferred from the measured parameter, such as dark-to-bright ratio as shown by Wong and Li (1999) . The information extracted does not show how the surface profile actually changes during the process.
Because it is impossible to measure the roughness of a moving surface using the conventional stylus-type instruments, most of the techniques proposed in the past are non-contacting in nature. One popular non-contacting method is by the use of machine vision. However, the main problem with the machine vision method of surface roughness measurement is that this method is usually applicable only to stationary surfaces. If the surface moves while an image is being captured, blurring will occur as in traditional photography. Dhanasekar and Ramamoorthy (2010) developed a method to restore blurred images using the well-known Richardson-Lucy restoration algorithm. Statistical parameters such as spatial frequency, arithmetic average of gray level and standard deviation were extracted to quantify the surface roughness after restoring the blurred images. The roughness was predicted using artificial neural network based on the extracted parameters. Gao and Zhao (2012) developed a dynamic speckle method for predicting the roughness of a moving weak-scattering surface. A mathematical model was developed based on the statistical properties of the dynamic speckle intensity produced by the rough surface. A linear relationship was established between the surface height variations and the parameter determined from the dynamic speckle image.
Although the ability to measure the surface roughness of a moving surface has significant potential for manufacturing applications, a commercially viable solution has yet to be developed. Actual machining process is complicated by numerous factors, such as vibrations, tool chatter, metal chips produced by the process and turbulence caused by cutting fluids. Gaining access to the workpiece surface for roughness measurement during the process, i.e. in-process, is a challenging task. However, if we are able to gain access to the freshly cut surface, it should, in principle, be possible to measure the surface roughness during the machining using the machine vision method.
In a recently published work (Shahabi and Ratnam, 2010) , a simple but effective non-contacting machine vision method for measuring the surface roughness of turned parts was proposed. A silhouette of the workpiece was captured using a standard CCD camera, and the edge profile was extracted from the binarized image using simple image processing steps. From the edge profile, the common roughness parameters, namely, centerline average roughness (R a ), root-mean-square roughness (R q ) and peak-to-valley roughness (R t ), were evaluated and compared with those of the stylus method. Accuracy of up to 96 per cent was obtained for R a based on the mean deviation. It was argued that the machine vision method is more accurate compared to the style method because the information from deep valleys, which may not be reachable by a stylus, was extractable from the digital images and used in the computation. The main limitation of the previous method is that it was necessary to stop the lathe to capture an image of the workpiece. This was because of the use of an industrial CCD camera having a frame rate of 25 frames/s and thus of limited resolution. Therefore, this method is an "in-cycle" method rather than being an in-process method.
In this work, we measure the surface roughness of a workpiece while it is still rotating on a lathe at speeds up to 4,000 rpm. A standard digital single-lens-reflex (DSLR) camera was used to capture a silhouette of the workpiece at high shutter speed so as to freeze the motion of the spindle. The edge of the workpiece profile was extracted to sub-pixel accuracy using the moment invariant method to determine the roughness parameters.
Methodology

System configuration
The basic components of the system setup comprises a positioning mechanism, backlighting and a 10.2-megapixel DSLR camera (model: SONY ␣-230) having a picture resolution of 3,872 ϫ 2,592 pixels. The camera was fitted with a 4X close-up lens and connected via USB cable to a personal computer. The camera was mounted on an X-Y-axis motion camera mount. The X-Y axes were adjusted to ensure that the image is sharply in focus (Figure 1 ). The machine tool used is the Optimum Vario D320 ϫ 630 conventional lathe, and the workpiece material is AISI 304 stainless steel rods of 14-mm diameter. The actual setup of the vision-based on-machine system for surface roughness measurement of turned parts is shown in Figure 2 .
The camera was set to a maximum shutter speed of 1/4000 s so that blurring caused by the rotation of workpiece can be prevented. At this shutter speed, the workpiece will rotate 6°at the maximum spindle speed of 4,000 rpm. Because the workpiece was produced by turning at a feed rate of 0.25 mm/ revolutions and, thus, has a helically shaped surface, the rotation during the exposure will cause a lateral shift in the image by only 4.1 m.
In the experimental setup, backlighting illumination was obtained by using a fluorescent light source that produces diffused uniform illumination over a small area. Because the high shutter speed reduces the amount of light falling onto the sensor, it was necessary to adjust the light intensity using a suitable filter to obtain a good contrast image. As the output of the DSLR camera is in pixels and the surface roughness of workpiece must be determined in m, it was necessary to determine the horizontal and vertical scaling factors in m/pixel. These factors were obtained using pin gages of known dimensions. Table I shows the machining parameters that were used to produce the workpiece. Ten sample surfaces were machined from the stainless steel rods. A stylus roughness tester (Surfcom 130-A) was used to measure the roughness. A diamond tip with 90°cone angle and 2-m tip radius was used with a load of (0.75 Ϯ 0.1) mN. Each workpiece surface was measured 16 times in different regions within an evaluation length of 12.5 mm and measurement speed of 0.3 mm/s.
Machining condition
Determination of scaling factor
The horizontal and vertical scaling factors to convert the image dimensions in pixels to real-world dimensions in microns were obtained by using a standard Mitotuyo pin gage of 1.35-mm diameter. The number of pixels occupied by the standard pin gage was calculated, and the scaling factor to convert pixel into micrometers was determined. The procedure was repeated using different sizes of the pin gage. Each time, the pin gage was positioned at the same level as the axis of the workpiece so that the scaling factors are determined at a position that corresponds to the location of the workpiece edge. The horizontal and vertical scaling factors were, respectively, f x ϭ 8.435 m/pixel and f y ϭ 8.432 m/pixel.
System calibration
Calibration is important to check for optical distortion caused by the imaging lens, especially in the DSLR camera fitted with the close-up lens. Distortions in the image can lead to measurement errors. To investigate the severity of distortion in the image and to maintain repeatability of the system setup, a calibration procedure was performed whenever the setup was disturbed. The presence of distortion was checked by using a high-precision multi-frequency NIST-certified grid target (Edmund Optics Ltd.). This grid target provides patterns of dots that can be used to calibrate the vision system. The dot diameters and the dot center-to-center spacing provide values to establish distance-to-pixel values. The center coordinates of the dots were used to check for perspective errors or distortions caused by the lens and camera.
The grid target was placed in the object plane, and an image of the grid target was captured using the DSLR camera. The contrast of the images was enhanced, and the centroids of the grid points were determined using blob analysis in MATLAB (Figure 3 ). To assess the amount of distortion, the distances between these points were measured and are tabulated in Table II . The maximum difference in distances between the consecutive points is only 2 pixels (0.2 per cent), thus confirming that the distortion is negligible.
Image acquisition
The intensity of the light source and the lens aperture were adjusted to avoid burnout in the image. The camera was set to manual focus, and the focusing ring of the camera was adjusted so that the edge of the workpiece is sharply in focus. The machine vision system produces an image like the one shown in Figure 4 (cropped to show the workpiece). A sequence of ten images of the rotating workpiece surface was captured at a time interval of 2 s using the autocapture 
Figure 3 Grid distortion target image
function in the camera. A cropped-out image of the region of interest (ROI) is shown in Figure 5 . Each image was scanned to extract the roughness profile at sub-pixel accuracy using the algorithm described in the following section.
Edge detection to sub-pixel resolution using invariant moment
In general, the measurement accuracy in all vision systems depends on the accuracy of the edge detection process. For a vision-based on-machine roughness measurement it is desirable to detect edges to sub-pixel accuracy for reliable roughness measurement. The pixel size is a factor that relates to resolution -a high image resolution requiring pixels that are small. To determine the sub-pixel vicinity of an edge contained by a single pixel the gray intensity of the pixels in the neighborhood was used to compare with the gray intensity of the edge pixel. Several edge detection techniques have been developed to measure an edge with sub-pixel accuracy. The general edge detection methods with sub-pixel resolution fall into three broad classifications:
1 moment-based (Da and Zhang, 2010; Lyvers et al., 1989; Frei and Chen, 1977) ; 2 interpolating-based (Hwang and Lee, 2004; Zhang and Wu, 2006) ; and 3 fitting-based (Bouchara et al., 2007; Ye et al., 2005) .
The moment-based methods relate statistical moments to resolve edge representation parameters. Since the moment is the integral operator, which is not sensitive to noise, the moment-based method has become a commonly used method.
To detect the edge of the workpiece to sub-pixel accuracy, the step edge model applying the concept of moment invariant method proposed by Tabatabai and Mitchell (1984) was adopted. To find the sub-pixel location of an edge within a single pixel, the gray levels of the neighboring pixels located in the same column were used to compare with the gray level of edge pixel. To illustrate this assume that Figure 6 represents the sample of an ideal step edge. The step edge has two parameters, namely h (background intensity) and k (edge contrast -defined as the difference in the intensities across the edge). An ideal edge is a sequence of one brightness value h followed by a sequence of another brightness value h ϩ k. A scan line across a step edge is characterized by a set of constants x i where i ϭ 0, 1, 2, 3 [. . .] n. The gray level moment edge operator for an image based on the first three moments m 1 , m 2 , m 3 of the input data sequence are given by a threshold independent method based on moment invariance equations: 
then the solutions of the first three sample moments of input data are given by:
With the three unknown variables h, k and p 2 , the solutions of the edge are given by:
where Notes: R amin and R amax : the minimum and maximum R a measured using vision method; R qmin and R qmax : the minimum and maximum R q measured using vision method; R tmin and R tmax : the minimum and maximum R t measured using vision method;
From the above result it is clear that p h ϭ np 1 is non-integer and represents the sub-pixel edge location in the case of a real image. The application of moment variance method of sub-pixel edge detection procedure gives more precise edge location as shown in Figure 7 .
Description of the measurement algorithm
The 2-D edge images of the roughness profile need to be processed in order to determine the various roughness parameters. Figure 8 shows the various stages of the algorithm for applying the image processing techniques to extract the roughness parameters from the edge image. In the first stage, the 2-D edge image was read into the MATLAB workspace. In the second stage, the edge image of workpiece was cropped to the required evaluation length for roughness assessment. The roughness measurement is based on the gray-level image and the image processing is constrained to the critical area, which is also called as the ROI, as shown in Figure 5 .
In the third stage, the threshold-independent method of finding the edges with sub-pixel accuracy by moment variance method was applied. The edge profile is then extracted in the fourth stage. As illustrated in Figure 9 , the measurement technique, referred to as orthogonal scanning, involves cyclic vertical scanning to find the sub-pixel location of the edge profile. The algorithm starts to scan the surface profile from the first pixel in the first column. The starting point of the scan line is taken to be at the upper-left corner point O of the ROI whose coordinate scheme is shown in Figure 9 . The interval ⌬D along each pair of neighboring scan lines L͑i͒ and L͑i ϩ 1͒ is 1 pixel. The variation in the difference between maximum and minimum gray-level data of the scan line L͑i͒ serves as a significant characteristic in determining sub-pixel roughness profile k͑i͒.
In the fifth stage of the algorithm, the best-fit line of the detected contour data, which is considered as a mean line, was determined using least-squares fitting. The best-fit line represents the mean height of the profile. The distance of each pixel on the profile measured from the mean line is used in evaluating the average and root mean square roughness values. In the sixth stage, three amplitude parameters, the centerline average roughness R a , root mean square roughness R q , peak-to-valley height of the profile (R t ), which are the most common parameters in roughness measurement, were determined. If equal spaces of horizontal distances, assumed as 1, 2, 3 [. . .] n, have respective absolute heights h 1 , h 2 , h 3 , h 4 , ѧh n , then these parameters are given by the following equations:
where, h p is the maximum profile peak height and h v is the maximum profile valley depth within the evaluation length. In this work, n is equal to the length of the image in pixels along the roughness profile. Notes: R a (s), R q (s), R t (s) -roughness parameters measured using stylus method; R a (v), R q (v), R t (v) -roughness parameters measured using vision method
Results and discussion
In this section, the percentage error in the roughness parameter measured using the offline stylus profilometer and the roughness measured by the proposed on-machine vision method is presented. To prepare the workpiece, an uncoated carbide insert was used to machine a stainless steel rod. Ten images of the workpiece surface contour were captured at different spindle speeds using the vision system. Figure 10 shows the edge images captured at different spindle speeds that ranged from 0 to 4,000 rpm and the corresponding surface profiles extracted. Vibration and tool chatter were found to have a negligible effect on the image quality because of the high shutter speed of 0.25 ms. The surface profile was found to be repeating more or less periodically, and the high-frequency fluctuations in the periodic profile are negligible as seen in Figure 10 . The roughness parameters (R a , R q and R t ) in each image were evaluated to sub-pixel accuracy from the profiles extracted using the algorithm. This was repeated for ten different workpieces having average surface roughness ranging from 3.5 to 27.5 m. The average of ten measurements for each roughness parameters of R a , R q and R t , determined by the vision system for each workpiece, was recorded as shown in Table III, Table IV and  Table V , respectively. For each roughness parameter measured using the vision system, mean value and standard deviation were calculated and are shown in the same tables.
The measurement data in Tables III-V demonstrate that the machine vision method has the capability to measure the roughness parameters even at the maximum spindle speed of 4,000 rpm. The maximum standard deviation for R a , R q and R t were 0.42, 0.51 and 3.68 m, respectively. The differences between the maximum and minimum roughness values in percentage of maximum value for each parameter are tabulated in Table VI . The results in Table VI show that the differences vary between 2.58 and 9.98 per cent for R a . The variation for R q is between 2.44 and 9.42 per cent, while that for R t is between 4.36 and 8.82 per cent . The small percentage variation shows that the proposed machine vision method is capable of measuring the roughness at rotation speeds of up to 4,000 rpm. Figure 11 shows a plot of the roughness values against the spindle speed. All three roughness parameters show consistent values throughout the spindle speed with a maximum variation of 9.98 per cent for R a , 9.42 per cent for R q and 8.82 per cent for R t . This leads to the conclusion that the surface roughness can be measured consistently at high spindle speeds using the DLSR camera system and the proposed algorithm. Table VII shows the results of surface roughness measurement and comparison with the mechanical stylus method. The results show that the maximum differences for R a , R q and R t between vision and stylus methods are 9.83, 9.63 and 8.87 per cent, respectively. The mean and the standard deviation of R a are 4.65 and 3.22 per cent, respectively, while the mean and the standard deviation of R q are obtained as 3.29 and 3.10 per cent, respectively. The results show that the vision method is able to provide roughness values of high accuracy. The measurement error using the vision method is plotted in Figure 12 , and a random fluctuation of error along sections of the curve is shown. The same trends can be seen for the three roughness parameters with an error band of Ϫ1 per cent to ϩ4 per cent.
The correlation of roughness parameters (R a , R q , R t ) between the vision and stylus methods at the spindle speed of 4,000 rpm is shown in Figures 13-15 . A high correlation coefficient of 0.995 is achieved in measuring the roughness parameter R a at the spindle speed of 4,000 rpm. Table VIII shows the correlation coefficient of roughness parameters (R a , R q , R t ) between vision and stylus methods at different spindle speeds. A maximum correlation coefficient of 0.9971 was obtained at the spindle of 1,500 rpm for R a . The minimum correlation of 0.9817 shows that the roughness data from the machine vision methods are linearly well-correlated with the measurement data at all the spindle speeds considered.
Conclusion
A machine vision method using a commercial DSLR camera and sub-pixel edge detection has been developed for the in-process roughness measurement of a rotating workpiece. Images from ten different surface roughness specimens at nine different spindle speeds ranging from 0 to 4,000 rpm were used in the measurement. The accuracy of the roughness parameters was compared to that determined using a stylus profilometer, whereby a mean difference of 4.6 per cent in R a was observed between the two. Strong correlations among the different roughness parameters between the proposed vision method and stylus method were also demonstrated. The results prove that the proposed method is effective in measuring the roughness of a workpiece rotating at high spindle speeds. This method has significant potential for application in in-process roughness measurement in turning. Compared to other non-vision methods, the proposed method provides real-time surface profile data that can be used to monitor tool conditions. Zhang, B., Bai, L. and Zeng, X. (2010) , "A novel sub-pixel edge detection based on the Zernike moment", Information Technology Journal, Vol. 
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