Abstract. Homogenisation theory reveals that long one-dimensional waves propagating in a medium with spatially periodic wave speed can behave like dispersive waves in an appropriately homogenised medium. However the precise time and length scales over which this dispersive behaviour is a good approximation are not clear. This paper describes what happens in a specific case when the sound speed and initial conditions allow the problem to be reduced to a finite system of difference equations which can be solved exactly. The long-time asymptotics are compared with the predictions of homogenisation theory and new light is shed on the dispersion phenomenon.
1. Introduction. This paper considers an initial/boundary value problem for one-dimensional wave propagation in which the wave speed varies periodically on a scale much shorter than the propagation distance. Although there is a large literature on such problems, the precise situation that stimulated our research was one in which the wave speed and initial/boundary conditions were sufficiently simple piecewiseconstant functions for the problem to be reduced to a finite-dimensional system of difference equations. The importance of such models is that the solution can be found numerically to within rounding errors and hence can be used as a yardstick for assessing the predictions of homogenisation theory, and in particular the long-time effects of wave dispersion.
Systematic homogenisation theory for this type of wave propagation has been pioneered by Santosa and Symes [12] , with more recent work done by Abdulle, Grote and Stohrer [1] , Yong and Kevorkian [14] and Dohnal, Lamacz and Schweizer [4] . It can be applied to many linear wave equations with spatially periodic coefficients but we will only consider the special (dimensionless) case
where c is periodic, X = x/ϵ with ϵ ≪ 1 and the initial/boundary conditions are independent of ϵ. We do however remark that wave propagation in inhomogeneous media is more commonly modelled by rewriting (1.1) as
and, in one dimension, the two formulations are related by v = ∂u/∂x.
As will be recalled in section 2, the principal prediction of homogenisation theory for (1.1) is that, for x, t = O(1), averaged wave propagation is at a homogenised speed c H which is less than the average speed of a wavefront satisfying dx/dt = c. Moreover the theory predicts that, for x, t = O(ϵ −2 ), averaged waves propagating at 2. Multiple scales. We begin by considering (1.1) in t > 0, −∞ < x < ∞, with appropriate Cauchy data at t = 0. Homogenisation theory can be described in several different frameworks, for example using superpositions of Bloch waves [12] , but, for the moment it is simplest to use the multiple scales ansatz fictitious two-dimensional space forms the basis of the method of multiple scales [7] and it has been combined with successive rescalings of time to consider one-and twodimensional wave propagation in [5] and [11] respectively. However for the problem we consider in the next section, more refined rescalings are necessary to produce uniformly valid asymptotic expansions that compare well with exact numerical predictions.
Since ∂ 2 u 0 ∂X 2 and 2
∂X 2 are both zero, we see that if u 0 and u 1 are to be bounded for all X then they must be independent of X. However One-dimensional wave dispersion in Layered Media and
A similar calculation at O(ϵ 3 ) reveals that
and hence that
where
Finally we see that the secularity condition for
which is the asymptotic limit of the dispersive Boussinesq wave equation that appears after (39) in Santosa and Symes [12] where ϵ → 0 with ξ, τ of O(1). We remark that the amplitude of the rapid oscillations in u is always of O(ϵ 2 ) compared to the lowestorder homogenised response.
We now consider what the above theory says about the long-time solution in a specific example.
3. A finite-dimensional example. One obvious situation where (1.1) can be solved analytically is when c is piecewise constant and the initial and boundary conditions are also constant. In order to focus on the effects of dispersion, we consider a case where waves would be unidirectional if the medium was homogeneous, namely
where T = t/ϵ, with
We take c to have period 2 for convenience and suppose c = 1 : 0 < X < 1 . This data is chosen to enable us to solve the problem exactly but unfortunately there is no initial wavelength against which to compare the lengthscale of c(X). However, long waves will emerge as T → ∞ and, by identifying ϵ −1 as a long timescale, we will be able to use homogenisation theory. The fact that c M − c H ≈ 0.04 suggests that we will have to go to times where T = O(10 3 ) in order to observe dispersive effects. Our initial/boundary value problem has a discontinuity at X = T = 0 which will propagate along the characteristics of the equations and will be reflected at each interface X = m, giving rise to the regular pattern shown in Figure 1 . There will be non-zero discontinuities across all the characteristics in this figure except for every third reflection in the quadrilaterals adjacent to the zero initial state, but these lines are included to preserve the pattern of the 'grid'. Away from these characteristics the solution will be piecewise constant and the grid has a repeat 3 in 4m ≤ X ≤ 4m + 4, 2n ≤ T ≤ 2n + 2 for integers m ≥ 0, n ≥ 0 which contains 6 cells as shown in Figure 2 . We can therefore set up 6 difference equations for the constants a m,n , b m,n , ... f m,n , which are the values of u(X, T ) in each cell. In order to obtain the relations between these quantities we need to consider the typical reflection problem shown in Figure 3 , where incoming discontinuities along characteristics with velocities c 1 (in X < 0) and −c 2 (in X > 0) are incident simultaneously on the discontinuity of c at X = 0, and we need to determine the constant value γ of u in the region C = C 1 ∪ C 2 in terms of the constant values α, β and δ in A = A 1 ∪ A 2 , B and D. Since the solution is discontinuous, it does not obey (3.1) classically, but we can find γ either by considering a limit of rapidly varying smooth solutions, or by the method of weak solutions, or by using the integrated form of (3.1),
which any weak solution of (3.1) must satisfy. If we take a < 0 < b, then the right-hand side is zero for times T with |T | < min(|a|, b)/ max(c 1 , c 2 ), so the momentum in the interval (a, b) is constant. Evaluating 
The boundary conditions mean that
and
Note that these equations apply for all m ≥ 1 and n ≥ 0 although the values of a m,n etc. will all be zero ahead of the positive characteristic through (0, 0). We will give some analysis of (3.6) in section 4, but first it is very helpful to consider their numerical evaluation which is readily obtained to within rounding errors only. The solution for a m,n is shown in Figures 4 and 6 at times T = 500 and 5000 with Figure 4 corresponding to (x, t) = O(1) and ϵ = 1/500. These figures show the main wave propagating with the homogenised wave speed √ 0.4 and with a small precursor wave which is highlighted on a logarithmic scale in Figure 5 . Figure 1 .
, where, becauseĀ < 0, the rescaled homogenised dispersive equation (2.18) can be reduced to
with, by matching to a step function in ξ as τ ↓ 0,
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With
∂U 0 ∂ξ = W where W (ξ, 0) = −δ(ξ), we find from Fourier transforms that
where τ ′ = τ/σ and
We will see in section 4 that the cube root of τ ′ that appears in the argument of the Airy function in (3.9) is related to the fact that this solution is valid when T = O(ϵ −3 ). Hence
Ai(η)dη, (3.11) which is shown as the dashed curve in the lower graph in Figure 4 . Although U 0 is self-similar in (ξ, τ ), the full solution u(X, T ) is not self-similar. Also, we note that the lower graph in Figure 4 reveals an increasing discrepancy, especially in phase, between the numerical results and (3.11) as we move away from the front. This is because (3.11) is only applicable for x-variations of O (1), and we will present an analytical representation that is more accurate in the tail of the Airy integral in Figure 10 .
Precisely the same numerical evidence would have emerged had we proceeded by carrying out a "characteristic difference" calculation as described in [6] and with further detail in the book [8] . As a code validation method, the difference equations (3.6) were compared with a finite volume Godunov method as described in [8] . The finite volume method provides an exact solution when used with a unit Courant number and a Goupillaud medium such as (3.3), and was found to agree with equations (3.6) to within rounding error.
The structure of the small precursor waves in all these figures is revealed by plotting log u, as in Figure 5 and for later times in Figure 7 . This reveals an homogenised exponential decay which will shortly be shown to be an exponent having an argument proportional to −(X − c H T ) 3/2 . The other clear feature of Figures 4 and 6 that is not revealed by homogenisation theory, is the appearance of small discrete wave packets behind the primary wave and we will now try to understand these waves by considering analytic representations of the solutions of (3.1) and (3.6).
4. Integral Representations. We begin by considering (3.1) for general c(X).
Transform Solution of (3.1).
Since u = 0 in t < 0, we define the onesided Fourier transform of u to bē where Im ω is assumed to be sufficiently large on the inversion contour for the integrals to converge; we will see later that it will be sufficient for Im ω to be positive. Then (3.1) implies that
and we can employ Floquet theory. This shows thatū is a linear combination of functions F j (X, ω)e ikj (ω)X , j = 1, 2 where F j have the same periodicity as c(X), which we take to be 2 henceforth. Also k j are the roots of whereū 1 andū 2 are solutions of (4.3) satisfyinḡ
respectively. Moreover F j e ikj X = α jū1 + β jū2 where α j β j are the eigenvectors of
The precise formulae for F j are unwieldy and are recorded in the Appendix. If ω is real, then either (i) e 2ikj (ω) are both real, with product unity and ω is said to lie in a stopband, or (ii) e 2ikj (ω) are complex conjugates and ω is said to lie in a passband. Also k j (ω) has branch points wherever the discriminant of (4.4) vanishes.
Although (4.3) can only be solved explicitly for a few functions c(X), the oscillatory behaviour ofū as |ω| → ∞ can often be revealed by the WKB expansion
Such expansions are only valid when c(X) is continuous, in which case the passbands become thinner and thinner as |ω| → ∞. However in our example (3.3), this procedure is invalid and the pass and stopband structure is periodic in ω. (3.1, 3.2, 3.3) . In this special case, we find that, when k is real, k(ω) has period π and satisfies 
Transform Solution of

This gives that
where χ = and cos β = We now have to choose the branch of k j (ω) so that u neither grows as X → ∞ nor contains incoming waves as X, T → ∞ with X < c M T . This means that the branch of the square root in (4.9) must be chosen so that
is positive in every passband, k j being an odd function of ω in these bands, and Im(k j ) is positive in every stopband. This can only be achieved if we choose the branch cuts and Γ as in Figure 9 , and then the appropriate branch of k j is the heavy curve in Figure 8 .
When we take F j to be the corresponding 2-periodic function of X such that, without loss of generality, F j (0, ω) = 1, the boundary condition u(0, T ) = 1 implies thatū(0, ω) = i ω and
where the suffix j has now been dropped. As mentioned above, when we solve (4.3), (4.5) explicitly forū 1 andū 2 , we are led to the cumbersome representation (A.1 -A.4).
For the homogeneous case c = const, the branch cuts would be absent and we could close Γ in the lower half plane to find the solution, which would just come from the residue at ω = 0. The presence of the branch cuts means that the best we can do analytically is to consider (4.11) asymptotically as X, T → ∞.
The contributions from the stopbands away from the branch points will be exponentially small as X → +∞ and the contributions from the passbands away from the branch points will be algebraically small for large X, T . Thus, remembering that since F has period 2, the phase of any term in the Fourier representation of the integrand in (4.11) will be kX − ωT + nπX where n is an integer, the leading-order wave perceived by an observer moving with speed V will come from values of ω such that the phase is stationary. i.e.,
Writing the inverse of the group velocity as
the local waveform for most values of V will be proportional to a sum over integer n of terms of the form
where X − V T = ζ, and the main contribution to the integral comes from
we see that each term is a harmonic wave modulated by
which is of O(T −1/2 ) as T → ∞. As expected from our discussion at the end of Section (3), (4.14) , with the integral given by (4.16), provides a good approximation to the numerical prediction in Figure 6 as evinced by Figure 10 which shows solution (4.14) with a value of ω V corresponding to x = 3100.
However this asymptotic behaviour no longer occurs where k ′′ (ω V ) vanishes, which happens in the centre of each passband and in particular at ω = 0 (see Figure 8) . For ω ̸ = 0, when we repeat the manipulations described above and we find that u is a plane wave modulated by
where the real cube root is chosen to avoid exponential growth as ζ → ∞, this becomes
As shown in Figures 4 and 6 , this Airy function modulation accurately describes the secondary wave packets.
This analysis no longer applies near ω = 0, where the saddle-point contribution combines with the contribution from the pole. This means that the integral in (4.19) is multiplied by 1 η and the contour Γ lying above the pole is as shown locally in Figure 9 .
More precisely we have, with V k 
but also that its exponentially small precursor is of
in the region between the primary wave and the leading wavefront X = c M T ; this is in accordance with the predictions in Figures 5 and 7. 4.3. Superposition of Power-Law Solutions of (3.6). Equations (3.6) have solutions in which a m,n is proportional to λ m µ n as long as λ satisfies the quadratic equation
This gives
where µ 3 S is a sextic polynomial in µ and we denote the roots by λ 1,2 (µ) = S ± √ S 2 − 1. When we identify 2n with T and 4m with X, we can see that this equation is analogous to (4.4), with λ = e 2ik . Also, when µ is real, the real roots of (4.22) are as shown in Figure 11 . 
Superposition now gives that
where C i are suitably chosen contours in the complex-µ plane. When m = 0, we require that
and, when n = 0,
This derivation could be made more systematic using operational calculus as described in [13] ; this would involve writing the transform
a m,n e −pm−qn (4.26) in (3.6), where λ = e p , µ = e q . Using the operational calculus result that if
(p)e pm dp, which is the formal analytic continuation of the theory of Fourier series, we find that
the inversion contours are |λ| = 1 + 0, |µ| = 1 + 0, which ensures that Re p, q > 0, and hence convergence of the series forā. When the appropriate summations are made in (3.6), we find thatā has poles on the unit circle in the λ-plane only at λ = λ 1 (µ) and λ 2 (µ), leading to the representation in (4.23). Hence we can take C 1 and C 2 to be |µ| = 1 + 0 and moreover, since the integrands are holomorphic in |µ| > 1 we can let both contours become large circles.
Noting that λ 1 ∼ 64 81µ 3 and λ 2 ∼ 81µ 3 64 as |µ| → ∞, then 5 , for large m, n, the first integral in (4.23) will be zero for n < 3m and hence represents a wave travelling to the right with speed c M . Similarly the second integral represents a wave travelling to the left with speed c M and so we must take A 2 (µ) = 0. Finally to satisfy (4.24) and (4.25) we take
.
Since (4.22) tells us that λ 1 has a triple pole at µ = 0 and 4 branch points on the unit circle as in Figure 12 , we can take C 1 to be any closed curve containing all these singularities, with the branch cuts all lying inside |µ| = 1 (which is possible since they are in conjugate pairs). Having ensured that a m,n = 0 when n < 3m, we now note for n ≥ 3m the presence of the exponential exp(m log λ 1 (µ) + n log µ) in (4.23) implies that there is a saddle point whenever
This means that a saddle point approaches the pole at µ = 1 as m n → 1 √ 10 (or X T → √ 0.4), leading to the asymptotic behaviour encountered in (4.11). This in turn means that our representation
predicts that secondary wave packets will emerge from the saddle-point contributions to the integral, each of which can be identified with the contribution to (4.11) from a segment of length 2π in the inversion contour Γ (Figure 9 ). Conclusion. For the model (3.1), (3.3) , both the exact analytical representation of the solution (4.11) and the numerical solution, which is exact to within rounding errors, predict large time dispersive behaviour typified by Figures 4 -7 . The results reveal that the homogenised equation (2.18) predicts the waveforms more and more accurately as time increases. Indeed, not only does the dominant leading wave travel at speed c H and disperse according to the solution of (2.18) that is the integral of an Airy function, but the exponentially small precursor to this wave which lies in c H T < X < c M T is accurately described by the asymptotic expansion of this integral. However, a trail of secondary dispersive wave packets follow this leading wave each of which is described by an Airy function that decays algebraically in time. Everywhere, variations on the X,T scales are small corrections to the homogenised wave profile.
Discussion and
It would be interesting to know if such trains of wave packets occur for more general c(X), particularly smooth functions for which WKB expansions (4.6) could be used, and for more general initial/boundary conditions. If a similar scenario does evolve, the results of section 4 suggest that the packets travel at the group velocity dω dk where ω ′′ (k) = 0 and that a primary wave occurs when both ω and ω ′′ vanish. Of greatest interest for the future is the use of systematic multiscaling for wave propagation in higher dimensions following from the interesting results of [11] .
Appendix. For reference we record that, in the notation of (4.4) (4.5), 
