Abstract-The focus of this paper is to develop an innovative approach to receiver design for wideband signals with resonant frequency components. It is known that there are certain wideband signals that occupy quite large bandwidths but may have dominant amplitudes in certain frequency bands. Many studies have applied signal processing techniques to high bandwidth signals to lower the sampling rate. Compressive sensing (CS) is one such method and has been shown to succeed but only in a special case. The CS approach requires the signal to be sparse in some domain. In this work, we focus on signal classes where previously developed reconstruction and detection techniques may fail. In other words, we focus on signals that have large bandwidths with dominant frequency components, but are not necessarily sparse in time. We show that these signals can be effectively sampled by a lower sampling rate compared to what is required by the Nyquist-Shannon sampling theorem. In our design resonant frequency components are channelized into separate receiver paths (subchains) and sampled at a lower sampling rate than is required for the entire wideband signal. Both the signal and noise energy are reduced, although not equally, by the receiver. Noise energy outside of the selected bands is greatly attenuated while these dominant bands are filtered into subchains for processing. It is shown that the signal's sum squared error (SSE) improves and the probability of detection performance experiences little or no degradation as the effective noise power is attenuated by the proposed method.
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INTRODUCTION
While the sampling theorem only requires slightly more than the Nyquist rate for detection, estimation, or reconstruction of bandlimited signals, in practice higher rates are actually used due to various radio frequency (RF) receiver effects such as signal distortion and noise. Thus, signals that have very large bandwidths require very high-rate analog-to-digital converters (ADC), which may be costly or technologically impractical. Many studies have addressed the large band-U.S. Government work not protected by U.S. copyright width (in frequency) but sparse (in time) type of signals. Previous methods demonstrated by [1] - [3] use compressed sensing (CS) techniques, which rely on a sparse signal (in some domain) such that a very low sampling rate is feasible. For reconstruction, however, the computational burden and latency may be significant due to the optimization methods needed for signal reconstruction. Other methods [4] purposefully alias the signal and apply innovative filters to reconstruct the signal or apply polyphase filter banks to separate the signal [5] .
Although some wideband signals may be sparse in the time domain due to the well-known frequency-time duality, in this work we are interested in large-bandwidth signals that are not necessarily sparse in the time domain. In other words, we investigate signals for which compressive sensing techniques may fail. Yet we still desire a receiver architecture which lowers the effective sampling rate needed for these types of signals. We propose a receiver capable of doing so in this work. Our proposed method also lowers the computational burden. With our approach there is no need to alias the signal or apply a filter bank across the entire bandwidth of the signal as others have done. The signal processing architecture we propose is simple in nature and the probability of detection performance is not degraded with the effective lower sampling rate. This approach is ideal for a programmable application specific receiver detecting a known signal of interest that is large in bandwidth and contains dominant frequency bands. We call our method the "multiple low-rate samplers" (MLRS) technique.
Our MLRS receiver is investigated using two performance metrics. First, the sum squared error (SSE) is determined to measure the similarity between the signal and its recovery. A traditional high-rate sampling receiver is used as the baseline for comparison. Next, we investigate probability of detection performance of the MLRS compared to a matched filter receiver. These results are generated via Matlab simulation, Simulink hardware simulation, and finally a field-programmable gate array (FPGA) implementation. An arbitrary test signal and practical target response are modeled through the entire simulation process. This paper is organized into 9 Sections. Following the introduction in Section 1, the signal modeling is described in Section 2. The MLRS system architecture is presented in Section 3. The underlying theory for sum squared error and probability of detection are discussed in Section 4. A general discussion on the signal processing in the MLRS receiver is outlined in Section 5. The results for the test signal along with a discussion on the FPGA hardware modeling and simulation are presented in Section 6. A practical signal is modeled and its results are given in Section 7. The conclusion is summarized in Section 8. Finally, some future considerations are presented in Section 9. 
SIGNAL MODELING
It is generally known that a carrier or passband signal can be downconverted to a complex baseband representation. Let x(t) be a wideband, passband signal. Let X(f ) be the Fourier transform of x(t). We consider X(f ) that contain dominant bands in the frequency domain such as the signal shown in the top panel of Figure 1 . Since X(f ) has dominant bands, it can be approximated as the summation of the m prevailing frequency bands:
where ψ i (f ) is the i th portion of the signal surrounding a given i th carrier or center frequency f i . The approximate representation is shown in the bottom panel of Figure 1 . Let B W be the bandwidth of the signal X(f ) and B i be the bandwidth of the ψ i (f ). It stands to reason
The received signal in the receiver is s(t) = x(t) + w(t) where w(t) is zero-mean white Gaussian noise. Traditionally, the received signal s(t) requires sampling at greater than 2B W according to Nyquist, but by partitioning the signal into m sections in the frequency domain, the signal ψ i (t) in each receiver subchain has a Nyquist rate of 2B i . In other words, we can use a lower sampling rate in each receiver subchain and lower effective total sampling rate. 
Example Signal
where
is the i th portion of the discrete signal surrounding a given i th carrier or center frequency. Using signal processing convention, we also define x, w, and s to represent the discrete time vectors for the sampled signals.
We assume the noise w to be white Gaussian noise.
Consider the signal x[n] with the normalized magnitude spectrum |X[f ]| shown in the top panel of Figure 2 . This signal is clearly wideband, with rich frequency content and dominant bands. Three prominent ψ i [f ] are highlighted in the top panel. It is these three portions of the spectrum which are filtered into individual receiver subchains. In the middle panel, the magnitude spectrum of the received signal plus some noise realization is also shown. This realvalued signal is not sparse in the time domain as shown in the bottom panel of Figure 2 . Notice that frequency axis and time axis are normalized units. In reality, our example signal has 1 MHz bandwidth. In subsequent figures, we also normalize frequency and sample time to follow signal processing convention.
Test Signal Creation
The test signal x[n] shown in Figure 2 was arbitrarily created to ensure that the time-domain signal is not sparse, yet its frequency representation remains wideband. This is necessary to demonstrate that the technique proposed here works successfully, while the other sub-Nyquist techniques previously mentioned do not. Although the signal is arbitrarily designed, it is representative of actual signals. We begin in the frequency spectrum to generate the test time-domain signal. Signal shape and carrier frequencies are formulated until the sought after response is achieved. The test signal is created to be magnitude-symmetric in the frequency domain to allow for both real and complex-valued signal possibilities. Obviously, the inverse Fourier transform ultimately converts Note that each ψ i [f ] has more than one local maximum across the selected bandwidth. In each receiver subchain, it is not necessary that the peak value be centered in the channel or that there exist only a single maximum. Multiple maxima can be grouped together and downcoverted at a given center frequency.
MULTIPLE LOW-RATE SAMPLER SYSTEM ARCHITECTURE
In Figure 3 we show the proposed MLRS receiver. 
where D i is the ratio of B W to B i in the i th channel and is found by rounding down to the nearest integer value. The individual channel sampling frequency is given by
where F s,i is the sampling frequency of the i th channel. Next, each subband signal corresponding to a subchain is fed into a digital architecture containing an FPGA/microprocessor module. Each subband signal is upconverted into its original IF center frequency. In other words, we assume that we can clock the digital module (the FPGA and the microprocessor) at a higher clock rate, i.e., higher than the clock rate for the low-rate ADCs. The subband signals are added for signal recovery.
For detection purposes, a matched filter is used. Since we completely know the MLRS receiver design and signal of interest x[n], the actual MLRS matched filter is developed from noise-free recoveryx [n] . While the signals are very similar, the optimal filter for MLRS is based on the noise-free recovery and not the original signal.
RECOVERY AND DETECTION THEORY

Signal Recovery Error
The first point of interest is how much similarity there is between the recovered and original signal. The metric used is the sum squared error (SSE) which is given by
where x[n] is the original signal,s[n] is the recovered signal (where noise is present), and E is the energy of x[n]. We have expanded upon the SSE in [6] by normalizing the SSE by E.
Once again observe the signal-plus-noise magnitude spectrum in the top panel of Figure 4 . After applying our MLRS technique, the magnitude spectrum is shown in the bottom panel of Figure 4 . Notice that our MLRS technique does not exactly recover (or reconstruct) the signal completely. The non-dominant amplitudes are attenuated. Clearly, some signal energy or information is lost. Notice also that the noise in these bands is attenuated; thus, two questions arise. First, will the attenuation in signal increase the SSE of MLRS or the attenuation of noise actually lower the SSE? Second, how is the detection probability affected knowing that potentially a large portion of signal energy is removed by the MLRS 
Probability of Detection -Matched Filter
We wish to compare the probability of detection P D using our proposed MLRS design vice the signal's broadband matched filter used in a traditional high-rate sampling receiver. In matched filter receiver design, a given probability of false alarm P F A specification gives rise to the receiver threshold
where σ 2 is the sample variance of the white Gaussian noise, E is the energy of the real signal x[n], and Q −1 represents the inverse Q-function [7] . It can be shown that the P D for a specified signal-to-noise ratio E/σ 2 and P F A is given by
It is clear from (8) that as the SNR (E/σ 2 ) increases so does P D . Additionally, the P D is independent of the signal's shape.
Probability of Detection -MLRS
The matched filter P D can be generalized and applied to the MLRS receiver. It has been made clear that the signal energy and noise are reduced by the receiver. The recovered signal energy and noise variance can be determined mathematically or via simulation. An important effect that must now be accounted for is the filtering of the white Gaussian noise. This noise is no longer uncorrelated but has some defined covariance C and must be included in the P D derivation. The P D for the MLRS receiver is given by
wherex is the noise-free recovery of x, C is the noise covariance matrix due to the MLRS filters, and represents the transpose operation [7] . With a known or accurate estimate of the covariance matrix of the noise, the P D given by (9) closely follows the P D given by (8) .
Monte Carlo Simulation
While it can be shown theoretically that the P D for the MLRS receiver is given by (9), we determine the P D of the MLRS receiver through a Monte Carlo simulation. We wish to find the P D via determining the number of times the decision statistic is greater than the threshold. The decision statistic T is given by The threshold γ is given by The signal flow diagram is shown in Figure 5 to indicate the signal variables and the detection process. The signal is considered present if the detection statistic exceeds the threshold; thus, P D is found by dividing the number of times the threshold is exceeded by the number of trials. This process is repeated across a range of SNR values. The number of Monte Carlo trials at a given SNR throughout this work is 5,000.
The SNR is adjusted by increasing the signal energy as opposed to changing the noise variance. We let the sample variance of the noise equal 1 in this work. In the development of test signal x[n], we emphasized the shape and relative scale of the peaks in the frequency response and not necessarily the signal energy. This must now be corrected to achieve the correct SNR. First, the signal energy is normalized. Next, x[n] is multiplied by a gain k = √ SN R, where SNR is in its decimal form.
RECOVERED SIGNAL
Both the signal and noise energy are reduced by the MLRS receiver, although not equally. Energy outside of the selected bands is greatly attenuated, while these dominant bands are filtered into subchains for processing.
Signal Energy
The receiver clearly reduces the signal energy in the nondominant portions of the spectrum. The exact amount is dependent upon the signal and receiver design. Aspects of receiver design include the number of subchains and the parameters associated with filter design.
The noise-free test signal and its recovery are compared in the top panel of Figure 6 . Visually, the recoveryx[n] appears to be a good representation of the original signal x[n]. The sum squared error quantifies how closely the recovered signal is to the original. 
Noise in the Frequency Domain
It is of interest to see what happens to the noise when going through the MLRS filters. In the middle panel of Figure 6 the Fourier transform of a white Gaussian noise realization is shown. In the bottom panel, another Fourier transform of a white Gaussian noise realization is shown after MLRS receiver processing. The noise is now altered by the selective filtering at the specified bands. Notice the attenuation effects of the MLRS filters. While the noise vector is no longer uncorrelated, it still follows a Gaussian distribution but with a certain covariance matrix. The noise covariance is accounted for in the matched filter; therefore, the detection performance depends upon the covariance of the noise.
TEST SIGNAL RESULTS
The results from calculation, simulation, and hardware implementation for the test signal are presented here. Recall that the signal is arbitrarily designed but is representative of wideband yet not-so-sparse, time-domain signals that MLRS is supposed to address. Recall in Figure 2 that the signal has three dominant portions in the spectrum; thus, three subchains are designed for the receiver.
Low-order finite impulse response (FIR) filters are chosen to keep the computational complexity and cost low. The filter order is chosen to be 20. The combination of filter order with the passband signal yields approximately 60% of the spectrum bandwidth being rejected by this receiver design, but 82% of the signal energy is retained.
Sum Squared Error
We look first at the recovery of the signal using MLRS. It is shown that the dominant bands of the original signal are not attenuated as are the amplitudes outside these bands in Figure  4 . While the attenuation may be disconcerting since it does reduce the signal energy and affect signal recovery, the MLRS effectively reduces the noise power more than it reduces the signal power. The SSE decreases with increasing SNR for both MLRS and traditional high-rate sampling receivers as seen in Figure 7 . It is clear that MLRS improves the SSE. The MLRS provides a more accurate representation of the original by selectively filtering the signal when compared to the output of the signal sampled by a traditional high-rate sampler.
Due to our definition of the SSE, a second observation can be made about the SSE. The SSE is defined as the summed difference between the signal and its recovery (or signal plus some noise in the case of the traditional high-rate sampler) squared. For the traditional high-rate sampler, once the signal plus some noise is subtracted from the signal, we are left only with the noise. This simplified relation is given by
where the test signal energy E is replaced by σ 2 SN R. We can simplify this further since the SNR at 0 dB is 1 and the SSE is 1,000 at 0 dB. Rearranging this equation for σ 2 gives
Noise generation in Matlab shows the numerator of this equation approaches 1,000; therefore, σ 2 = 1, which is the sample noise variance used for our simulations. Similarly this explanation can be applied to the MLRS. In this case, the difference between the signal and its recovery does not perfectly cancel out the test signal resulting in only noise; however, the MLRS filters attenuate the noise more than the signal and, thus, the noise variance is lowered, which in turn lowers the SSE. The effective noise variance is approximately 0.428 for the MLRS receiver. When the SNR is increased in Figure 7 , the signal energy is increased while keeping the noise variance as 1; thus, the increasing signal energy causes the SSE to decrease.
Probability of Detection Results
Next, we analyze the effect of MLRS on probability of detection. As noise is attenuated and the signal's dominant bands are retained, we anticipate that P D is not degraded significantly as long as the estimate of the noise covariance is accurate. The P D for various P F A are shown in Figure 8 . For each given P F A , the MLRS receiver agrees well with the performance of the traditional wideband matched filter. These Figure 9 . Xilinx Zynq-7000 SoC ZC706 results are generated via MATLAB script and confirmed by a Simulink model. Here we recall that the MLRS matched filter includes the noise covariance matrix. In our work, the covariance matrix is determined via simulation. It should be noted that a second probability of detection scenario was conducted without inclusion of the covariance matrix. The threshold was tuned to achieve the correct P F A , but this resulted in poorer detection performance. This is because the resulting noise due to the FIR filters is now correlated; thus, to achieve the original probability of detection curve for the test signal, the covariance matrix is needed to whiten the noise output of the MLRS matched filter.
Despite the detection performance and gains on SSE, we note that one of the more exciting advantages of this work is the use of low-rate samplers. It is well known that a single highrate ADC is more expensive than an integrated chip (IC) containing low-rate ADCs. For example, a 1 Gsps ADC costs on the order of a few hundred dollars whereas an identical ADC in terms of bit precision (number of quantization bits) with a 10 Msps rate costs less than ten dollars [8] , [9] .
In practice, low-cost integrated chip packages of two or four ADCs are readily available. By using these low-rate samplers both actual cost and computational cost are significantly reduced. Each receiver subchain can be sampled individually at a reduced rate of F s /D i without any degradation in the probability of detection. For the particular signal in Figure 2 , the corresponding D i s for each
and D 3 = 4. In fact, the probability of detection curves shown in Figure 8 are the results of using these reduced sampling rates.
Hardware Modeling
The Simulink and MATLAB simulation models are identical in terms of results up until this point as they both use doubleprecision arithmetic and are primarily mathematical models in each case. In order to physically realize this model on an FPGA, the Simulink model is converted to fixed-point precision and basic arithmetic blocks are replaced with hardware description language (HDL) optimized blocks. These blocks are required to generate the C and HDL to program the processor and FPGA for operations. The Xilinx synthesis tool is used to create the bitstream and once generated, this bitstream is downloaded to the local secure digital (SD) card on the FPGA board. This programming method stores the MLRS processing architecture on the FPGA board which al- lows the board to restart without loss of the programmed data. The resulting Simulink model is similar to that described in Figure 3 . One exception is that the entire process is digital and the complete MLRS receiver architecture is modeled on the FPGA rather than what is indicated inside the dashed box in Figure 3 .
The Xilinx Zynq-7000 SoC ZC706 is chosen for our hardware implementation of the MLRS receiver. This board and the connections used are shown in Figure 9 . The UART connection on the board is used to create a serial connection using PuTTY to monitor the onboard performance and conduct diagnostics. The Ethernet connection is used for data transfer between the board and Simulink workspace. The board is controlled through a Matlab script which initiates the Simulink graphic model interface linked to the MLRS program downloaded on the FPGA SD card.
Hardware Results
Probability of detection results from the hardware are expected to match the performance shown by the MATLAB and Simulink simulation models with some small variations depending on the number of Monte Carlo trials used. The inclusion of hardware is an important proof of concept in the process of fielding this technology. The successful programming of the hardware demonstrates the ability of the receiver to operate without external intervention.
The hardware detection performance is shown alongside the previous simulation results in Figure 10 . The hardware results are consistent with the previous simulations. The slight P D degradation in the hardware results is likely from quantization, estimation of the noise covariance, and fixedpoint precision. Graphically shown here are the results from setting the P F A to 10 −2 , but similar results are found across the range of false alarm probabilities. Again, meeting the detection performance of a matched filter is an important check, but the benefit of this work comes from the lowrate ADCs. Here the individual channels are sampled at the reduced rate of 
RCS TARGET RESPONSE MODEL AND RESULTS
Now that the MLRS concept has been proven successful for the initial test signal, we wish to apply the MLRS to a practical signal and investigate the improvement in SSE and its effect on detection probability. The signal chosen is a particular frequency response from an A6 tank [10] .
The physical target and the frequency response are shown in Figure 11 . This target response uniquely corresponds to the aspect angle of φ = 0
• and θ = 45
• . Apart from being a RCS target response, the signal is at a higher frequency band than the previously modeled signal. The A6 signal is measured from 3-4 GHz. In simulation the sampling time is normalized.
Unlike the previous signal, the dominant bands in the A6 signal are less clear. Seven prominent ψ i [f ] are chosen for the MLRS receiver design. They are shown in Figure 11 . We briefly considered an alternate design using five subchains. In this model ψ 4 [f ], ψ 5 [f ], and ψ 6 [f ] were combined together under a single center frequency. The preliminary P D results from this variant were the same of those of the seven channel design. Recall that the combining of multiple resonant amplitudes under a single center frequency was also performed with the test signal as shown in Figure 2 .
Simulation Configuration Parameters
The receiver for the real target signal is architecturally the same as that for the previous test signal but differs in the number of subchannels and filter parameters. As shown in Figure 11 , the signal has seven dominant portions in the spectrum; thus, seven subchains are designed for the receiver.
Apart from the changes in the passband of the filters, the order of the bandpass filters is also increased to 80. Higher order filters are chosen to allow a steeper roll-off between the passband and stopband. This allows for finer selection of the bands and better recovery of the signal. Higher order filters generally increase the number of computations but not significantly in this case.
In addition to the desire to have better control over the passband and stopband, higher-order filters are chosen to reject more of the noise and prevent filter overlap. Due to the number of channels and their spacing, if low-order filters are used, the filters overlap. While overlapping filters is not necessarily a problem, it is not the approach we are proposing for our receiver design. In this MLRS design, approximately 78% of the spectrum bandwidth is rejected by this MLRS design but 57.6% of the signal energy is retained.
. The order of lowpass filters could remain at 20 for specific channels. In most subchains the gap in the spectrum between the desired baseband signal and the intermodulation products is large; thus, a lower-order filter is adequate. There are two particular subchains in which we are not able to use low-order filters. These filters do not adequately attenuate the intermodulation products within these two subchains and cause distortion in the recovery. In order to keep filter order uniform, higher-order filters are chosen for all subchains.
Sum Squared Error
We begin by comparing the similarity between the recovered signal and the original. The baseline for our comparison is the output signal of the traditional high-rate sampling receiver. The results are displayed in Figure 12 . The MLRS receiver is shown to have better SSE than the traditional wideband receiver. The effective variance of the noise at the output of the MLRS is shown to be 0.21 at a SNR of 0 dB.
Probability of Detection
In the probability of detection scenario we once again compare the MLRS receiver against a traditional wideband matched filter. The setup and simulation procedure used for the previous signal are unchanged. The results from both the Matlab and Simulink simulations are shown in the top panel of Figure 13 . The P D results graphically look very similar to that produced for the example signal. The Matlab and Simulink simulation models both follow the detection performance of the matched filter closely. The hardware results are shown in the bottom panel of Figure 13 . There is a slight degradation due to quantization and covariance estimation, but the performance is still comparable to that of a matched filter.
CONCLUSION
In this study it has been shown that particular wideband signals with dominant amplitudes at specific frequency bands can be sampled at a lower total effective sampling rate. The method has been shown to be applicable to both arbitrary and practical target signals. The MLRS technique solves the requirement of a high sampling rate and retains the signal's probability of detection. It was shown that the MLRS performed as well as a traditional high-rate sampler with a matched filter in Matlab and Simulink simulation models. Hardware results indicated a slight degradation in performance of the MLRS probability of detection compared to the theoretical performance. In addition, it was shown that the MLRS improved the recovery of the signal. The sum squared error was less for the MLRS because the effective noise variance was lowered.
FUTURE CONSIDERATIONS
Possibly one of the useful comparison between the MLRS technique and other sub-Nyquist techniques is to show a trade-off in terms of sparse signal criterion, e.g. recovery error, algorithmic complexity, hardware cost, and such.
Just as in any matched filtering application, a priori knowledge of the signal is assumed. It would be of interest to investigate the effect where total signal characteristics are not known a priori but such a technique may require modification to the already modified MLRS matched filter.
Additionally, the filters in this work are simulated using discrete-time implementation. True analog filters tend to be temperature sensitive and may be lossy. There are two ways to incorporate analog hardware filters in this work. One is to implement true analog hardware platform that will add to the credence of the MLRS technique. As for 
