In this paper, a hybrid computational technique for the Direct Numerical Simulation of hydrodynamics and (convective) mixing in complex two-phase systems is presented. The hybrid Immersed Boundary and Volume of Fluid method is based upon a single-fluid approach in combination with Henry's law for the concentration jump. The convective species fluxes are evaluated using PLIC-based geometrical advection, which is consistent with the advection of the local fluid volume fractions. Complex geometries can be accounted for and are treated with the Immersed Boundary method. Following the verification for single phase and two-phase systems, the model was used to investigate the influence of the container geometry on the mixing of a tracer due to tilting of the container. For both cylindrical and rectangular containers, an increasing tilting angle enhances the convective motion and consequently the mixing efficiency. The cylindrical geometry was found to possess a better mixing efficiency than the rectangular geometry.
Introduction
In the food industry, mass transfer in combination with deformable interfaces, e.g. drops, bubbles and free surfaces, are widely encountered. In this sector, innovative solutions are being sought to enhance the perception of specific tastes by delivering the markers more effectively, without affecting the taste intensity and the consumer preference. Currently, the state-of-the-art in food perception for beverage products is heterogeneous taste distribution. However, the detailed understanding on how to create this heterogeneous distribution of tastants in liquids is still lacking today. This dissolution and distribution of tastants is a complex multiphase flow problem, when taking into account two fluids and a moving container.
Besides the food industry, species transfer in multiphase flows is encountered in many chemical, petrochemical and biochemical processes and nature. To predict and improve the mass transfer, a detailed understanding of the dynamics of species transfer is crucial. However, detailed understanding of the species transfer across the interface and the species transport and mixing in the liquid phase is still missing. With the substantial increase in computational power over the last decades and the availability of advanced computational methods, Computational Fluid Dynamics (CFD) has emerged as an effective tool for obtaining in-depth knowledge of the momentum, heat and mass transfer in multiphase systems.
From the wide range of available CFD methods, Direct Numerical Simulation (DNS) can provide unique insights into the species transfer without any restrictive assumptions. Currently, the DNS of multiphase flows has largely focused on the hydrodynamics. To the best knowledge of the authors, most of the fully resolved multiphase flow simulations use a combination of an Immersed Boundary (IB) method with one of the three most common mixed grid DNS methods for immiscible fluids: Front-Tracking (FT), Level-Set (LS) method and Volume of Fluid (VoF) method (Milacic et al., 2019) . Deen et al. (2009) and Baltussen et al. (2013 ) used a combined FT-IB method to simulate three phase flow. Because the interface is directly tracked in FT methods, the main advantage of using this method is the more accurate evaluation of the interface properties. However, this also complicates the treatment of merging and breakage of interfaces. In addition, the FT method is not mass conservative. Finally, there is not yet an implementation which includes the three phase contact line dynamics.
To enable coalescence and break-up of the interfaces, Ge and Fan (2006) and Suh and Son (2009) used a LS-IB method in which the interface is captured by a LS function. Although the method enables coalescence and break-up of the interface, the method might result in numerical coalescence. In addition, the method is not mass conservative. However, the three-phase contact line dynamics have been implemented.
The most common approach is the VoF-IB method (Washino et al., 2011; Jain et al., 2014; Karagadde et al., 2012; Sun and Sakai, 2016; Patel et al., 2017; Tang et al., 2017; Milacic et al., 2019) . The main advantages of this method are: (i) inherent mass conservation, (ii) treatment of break-up and coalescence and (iii) relatively easy to implement. In addition, the three-phase contact line dynamics can be included. However, it should be noted that the coalescence and break-up can by numerical in nature as with the LS method and the calculation of the interface properties is difficult due to the indirect tracking of the interface. Because of the mass conservative nature and the relative ease of implementation, a VoF-IB method is used in this study.
The representation of mass transfer in multiphase flow models should satisfy the following criteria: (i) the ability to set a different diffusivity in each phase, (ii) ability to account for interfacial concentration jumps and (iii) exclusion of non-physical mass transfer to the solid phase. For the first two points, the available methods for two immiscible fluids can be used. A literature review on these methods is given in Table 1 . Generally, the interfacial concentration jump is taken into account by means of a simple distribution relation known as Henry's law, which reads C i;/ He ¼ C i;w (Bothe et al., 2004; Onea, 2006; Marschall et al., 2012; Bothe and Fleckenstein, 2013; Gründing et al., 2016; Deising et al., 2016; Deising et al., 2018; Weiner and Bothe, 2017; Maes and Soulaine, 2018) . Table 1 Most common methods for the simulation of mass transfer for gas-liquid flow. The methods are grouped by their abilities. When a subgrid-scale model is used, this model is active in the liquid phase in close proximity of the interface. A one-field and two-field approach considers a single concentration field for both phases and two concentration fields in each phase, respectively.
Authors
Method Remarks Darmana et al. (2006) , Roghair et al. (2016) FT Volume of Fluid Table 1 shows that there are generally two types of VoF: algebraic VoF and geometric VoF. In algebraic VoF, the interface is advected solely by numerical integration only, while in geometric VoF the interface is first reconstructed (generally by the Piecewise Linear Interface Calculation (PLIC) method). The table shows that this difference also leads to a difference in the treatment of the convective fluxes of species. The reason is that the treatment of the convective fluxes in the mass transfer equation should be consistent with the advection of the interface (Deising et al., 2016) . In addition, Deising et al. (2016) showed that the single-field approach, or Continuous Species Transfer, is approximately three times faster than the two-field approach and uses considerably less memory.
In this work, we will use the Continuous Species Transfer in combination with a geometric VoF. Because the standard treatment of the convective term in the species conservation equation in the single-field approximation does not necessarily match the geometric PLIC method used in the hydrodynamics, numerical diffusion of the solute might prevail. A remedy for this problem is the evaluation of the convective fluxes using the same geometric PLIC scheme in the vicinity of the interface.
To enable the treatment of complex geometries with uniform Cartesian grids, the IB method of Deen et al. (2012) is used. This method has been extended for heat and mass transfer and chemical transformations in recent publications by Das et al. (2016 Das et al. ( , 2019 . In this work, these methods can be directly applied, because we use a single-field approach for the concentration. To prevent any diffusion of mass in the solid, a homogeneous Neumann boundary condition is applied at the fluid-solid interface for the species conservation equation.
In Section 2, a description of the model and numerical solution strategy will be given. The subsequent sections are devoted to the verification of the method by several tests. Finally, the obtained method will be used to study the influence of the container geometry on the resulting mixing behavior in the fluid under a tilting motion.
Model description
In this section the hybrid IB-VoF model will be described building on earlier work of van Sint Annaland et al. (2005) and Deen et al. (2012) on the VoF and IB method, respectively. This paper will only describe the main characteristics of the implementation of the hydrodynamics, while a more detailed explanation will given with respect to the implementation of the species conservation equation.
Momentum equations
The two fluids in the model are assumed to be Newtonian and incompressible without phase change. The surface tension coefficient is constant and uniform at the interface between the two fluids, i.e. the interface is assumed to be isothermal and free of surfactant. In this case, the velocity field and the pressure satisfy the classical one-fluid formulation of the Navier-Stokes equations (Scardovelli and Zaleski, 1999) . The governing equations for mass and momentum conservation are:
where s ¼ l f ru þðruÞ T is the fluid stress tensor and g is the gravitational acceleration. The macroscopic density, q f , and viscosity, l f , in all computational cells are calculated from the phase fraction using normal and harmonic averaging, respectively. F r is a local force density to take into account the surface tension that acts in the vicinity of the gas-liquid interface. This force density is calculated by the Continuum Surface Force (CSF) method of Brackbill et al. (1992) , Eq. (3).
where r is the coefficient of surface tension. The interface normal n and the curvature j are calculated from the first and second derivative of the smoothed phase fraction, respectively. hq f i is the average density of the two fluid phases.
In the current Finite Volume (FV) implementation, the transport equations are time-integrated on a Cartesian grid with uniform grid spacings in all directions. The time-discretized form of the momentum equation is:
where superscript n indicates the time index and C indicates the net-convective flux ðC ¼ q f r ÁðuuÞÞ. For the calculation of the convection flux, a deferred correction method has been incorporated in the convection term, where both the first order upwind (FOU) scheme and total variation diminishing (TVD) min-mod scheme are used. The volumetric surface tension force is treated explicitly. The momentum equation is solved by a two-step projection method, where at the first-step the tentative velocity field u Ã is computed from:
Here the stress tensor is split into an implicit part and an explicit part, where the implicit part is chosen such that all velocity components can be calculated separately. A robust and efficient parallel Block Incomplete Cholesky Conjugate Gradient (B-ICCG) Solver is used to calculate u Ã . To obtain the new velocity field, this tentative velocity field is corrected with the continuity equation, by solving Eq. 6 using the B-ICCG solver.
2.1.1. Fluid-solid coupling for momentum equations At the solid-fluid interface, an implicit second-order accurate IBM method proposed by Deen et al. (2012) has been used to impose the no-slip boundary condition. The boundary conditions at the impermeable wall are enforced directly through the ghost cells (see Fig. 1 ). The discretization of the momentum equation and the species transport equation at cell center ''c"i nFig. 1 leads to the algebraic equations of the following generic form:
where / corresponds to one of the fluid velocity components or concentration, nb indicates the cell center of surrounding neighboring cells, and a to the coefficient related to the fluid properties and the grid resolution. All the explicit terms are collected in b c . At each ghost cell, the no-slip boundary condition is imposed by modifying the central coefficient (a c ) and neighboring coefficient (a nb ). For example, the generalized quantity / w in Fig. 1 can be obtained by fitting a second-order polynomial / ¼ pn 2 þ qn þ r to the values of / known at two fluid nodes''c" and ''e" and the solid boundary ''s", which leads to:
where n s is the dimensionless distance from the solid-cell to the point where the grid line intersects the solid boundary. The modified coefficients are then given bŷ
Note that for a static no-slip boundary / s ¼ 0, leading to no modification for the explicit terms in b c .
Contact line dynamics at three phase contact boundary
The effect of wetting of the solid by the fluids can be represented within the framework of the VoF model by applying a contact angle boundary condition at the contact lines. The contact angle h is imposed by modifying the interface normal at the solid boundaries, following Eq. 10.
Note that the direction of n points from the gas phase towards the liquid phase. n s is the unit solid surface normal pointing inside the solid from the fluid phase and t s is the unit tangent that lies on the solid surface.
However, solid cells do not have a physical value of the fluid phase fraction F, which makes the calculation of the normal of the gas-liquid interface near the solid cells difficult. To overcome this problem, F is extended in the solid region at the imposed contact angle using a method proposed by Sussman (2001) . An 'extension' of phase fraction is solved for the solid region (see Yokoi (2013 Yokoi ( , 2017 ). For all computations reported in this work, the implementation of Patel et al. (2017) is used with an extension of 5 grid cells into the solid region.
Phase fraction
The phase fraction, F, is updated using the following advection equation:
The integration of the hyperbolic F-advection equation is the most critical part of the VOF model and is based on geometrical Piecewise Linear Interface Calculation (PLIC) advection. The advantage of the geometrical advection is given that a sharp interface is maintained during the simulations (van Sint Annaland et al., 2005) .
In the PLIC method (Youngs, 1982) , the portion of an interface in a cell is approximated by a plane in 3D. In the 3D case, there are 64 different possible interface configurations which can be reduced to five generic ones. From these five generic interface types the particular type prevailing in a certain Eulerian cell can be determined on basis of the interface orientation (i.e. the normal vector to the interface) and the F-value of the interface cell. More detailed information on the PLIC implementation used in present work can be found in the work of van Sint Annaland et al. (2005) .
When a interface cell is close to a solid interface, the PLIC algorithm needs to be changed slightly. When a cell is partly filled by the solid but the cell center is still in the fluid, the PLIC advection is performed as if the cells are fully filled with fluid. To enable this the F value of partly filled cells are determined as if there was no solid in the cell. For partly filled cells with the cell center in the solid, the PLIC geometric advection is not performed. However, for cells neighboring this partly filled cell with the cell center in the solid, this will result in a zero flux from this cell. To prevent this, the flux from these cells are calculated based on the extended phase fraction as used in the previous subsection.
Species transport

Species diffusion
In this work, the one fluid equation for the species transport is used:
Here C f is the species concentration in the fluid, i.e., the number of moles per unit volume.The diffusive flux is unspecified because this requires some discussion. Eq. 12 is solved using a finite volume discretization. After discretization C f is the number of moles in a cell divided by its volume. If such a cell contains the gas-liquid interface C f is related to the local concentration of the solute in liquid, C l , and gas, C g , by volume averaging with the liquid volume fraction, F:
If we assume Fick's law, the diffusive flux in the liquid phase equals j diff ¼ÀD l rC l , while in the gas phase it equals j diff ¼ÀD g rC g . So, for F ¼ 1 and F ¼ 0 these are the limiting expressions for j diff . When gas and liquid are at thermodynamic equilibrium C l and C g are related by a thermodynamic equilibrium relation. The fluid concentration, C f , has a jump across the interface since it changes from C l to the corresponding C g . This makes that near the interface rC f is not the proper driving force: At thermodynamic equilibrium the driving force should be zero while rC f is not.
At the interface we assume that the thermodynamic equilibrium is given by Henry's law,
For cells at thermodynamic equilibrium Eqs. (13) and (14) can be combined to compute C l and C g from C f as
For a cell filled with pure liquid, F ¼ 1, the computed C g can be interpreted as the concentration in the gas phase that would be in equilibrium with the local concentration in the liquid phase. The definitions given by Eq. (15) will be used in the full simulation domain. Different from rC f the gradients rC l and rC g can act as driving force because at equilibrium these concentrations will be constant throughout the gas and liquid. Therefore, there are two equivalent forms for the diffusive flux, j diff ¼ÀD l;eff rC l ¼ÀD g;eff rC g ; with D l;eff ¼ He D g;eff :
For cells near the gas-liquid interface we have chosen a geometric averaging to compute the effective diffusivity,
Note that for fluxes into the interface normal direction a geometrical averaging is more appropriate, because this is a 'resistances in series' situation, while for fluxes parallel to the interface an arithmetic averaging corresponding to 'parallel resistances' would be better suited. One could propose a mixing-rule that interpolates between the two cases depending on the angle between the concentration gradient and the interface normal. The choice is not that critical. This choice only influences the fluxes very near the interface, but not so much away from it. Away from the surface the most important property, which is enforced in any of the cases, is that at the interface the equilibrium condition, Eq. (16), is obeyed. In this work the geometric averaging is used because this one guarantees that there is no flux in case any of the diffusivities equals zero. This is important to ensure that no mass escapes (e.g. due to discretization errors) into a phase where it should not go.
Another noteworthy subtlety is the computation of rC l that can be decomposed as,
This form has some appeal, because it only refers to variables directly available, namely, C f and F. However, at the interface C l varies smoothly, while both C f and F have a jump. This means that (after discretization) the two terms on the right-hand-side of Eq. (18) are both very large near the interface, but almost cancel each other. This is numerically a very unfavorable situation associated with potentially a significant loss of accuracy, as shown by Haroun et al. (2010) . Therefore in our computations, we compute C l at cell centers and evaluate its difference at cell faces to compute the diffusive fluxes.
Species convection
Near the interface species convection should also be handled with care, especially for species that are nonvolatile. In that case it would be nonphysical if species that are dissolved in the liquid phase end up in the gas phase. This means that the species need to move exactly with the interface. Therefore the discretization of the convection term of the species should be consistent with that of the liquid volume fraction, F.
The fluid volume-flux through a facet located at the staggered grid position i þ 1 2 ; j; k equals the x-velocity at that point U iþ 1 2 ;j;k . For cells near the interface the convection of the liquid volumefraction is computed geometrically from the PLIC surface by means of the VOF method. This liquid volume-flux is denoted as V l;iþ 1 2 ;j;k , and the gas volume-flux by V g;iþ 1 2 ;j;k ¼ U iþ 1 2 ;j;k À V l;iþ 1 2 ;j;k . With these definitions the x-contributions of the divergence of the species convective flux is discretized (with j; k dropped for notational convenience) as:
To evaluate the liquid and gas concentrations at the facet, C l;iþ 1 2 and C g;iþ 1 2 first-order upwind is used, i.e., the concentrations used at the facet equals the value at the cell from which the fluid is coming. For cell facets away from the interface, where only liquid or gas is present, i.e., F i;j;k ¼ F iþ1;j;k ¼ 0o r1 ,
Here the concentrations at the facets are computed using the second order delimited Barton scheme. With respect to time-discretization a simple first order scheme was used where the convective term is evaluated explicitly and the diffusion term implicitly, such that the stability is determined by the CFL criterion.
Fluid-solid coupling for species transport
By incorporation of the above two methods, we have created a single-field approach for geometric VoF. However, the effect of the solid boundaries still needs to be included. In the convective flux, the advected volumes calculated by the PLIC algorithm are used. Because the PLIC algorithm already takes into account the solid boundary, the convective fluxes are automatically correctly calculated.
Because the concentration in the solid is assumed to be zero, the Neumann boundary condition is applied at the solid boundary. It is implemented using a similar approach to Das et al. (2016) . In this method, a zero gradient is used to compute the concentration at the solid surface and then use the Dirichlet boundary as explained in Eq. (9) with this concentration.
The concentration at the wall is computed using two probes, which are created in the fluid in the normal direction to the fluid-solid interface. The distance of d 1 and d 2 from the fluid-solid interface is one and two grid cell size(s), respectively. The concentration at the probe points are calculated by trilinear interpolation based on the concentration field from the previous time step, as shown in Fig. 1 . Consequently, the concentration at the wall (intersection point s) is evaluated by a quadratic extrapolation that includes information on the slope at the wall,
where C 1 and C 2 are the interpolated concentration at the probe d 1 and d 2 , which are located at a distance of one and two grid cells from the interface Das et al. (2016) . We can directly use the interpolated concentrations, even if the probes are within different liquids, due to the single-field approach applied in this work. Note that the implementation will use the concentration at the old time level to calculate the new concentration field.In addition, when the phase fraction changes very rapidly in the direction of the probe, the concentration will also quickly change. This change cannot be well approximated by the current second order polynomial, which is a limitation of the current implementation.
Verification of the mass transfer implementation
In this section, we will perform the verification of the mass transfer implementation only. For verification of the VoF, IB and the combined VoF-IB method for hydrodynamics, the reader is referred to Baltussen et al. (2014) 
Species diffusion in a single phase
In order to verify the implementation of the species transport equation, 1D mass transfer with only diffusion is considered. In this test case, the diffusion of a layer of width P of a solute (initial concentration C 0 ) in a certain solvent with finite length L is considered. In the 1D case, the diffusion equation is:
with the boundary conditions:
The concentration profile is initially zero except for the center 2.5 cm, as shown by the red line in Fig. 2 . To simulate 1D diffusion using a 3D domain, the boundary conditions in the y and z direction are set to a Neumann boundary with zero flux. The simulations are performed with the settings given in Table 2 . For diffusive mass transfer in stationary fluid, the analytical solution is: Fig. 2a shows an instantaneous snapshot of the concentration profile of a simulation performed with the liquid properties listed in Table 2 . As is clear from this figure diffusion is uniform in the xyplane as expected. In Fig. 2b , the concentration distribution over time is given and it shows excellent agreement between simulation and the analytical solution. Therefore, the implementation of species diffusion is verified.
Species diffusion in a cylindrical domain
The third test case consist of a cylindrical domain with gas above the interface and liquid below the interface, see Fig. 3a ). At the solid-fluid boundary Neumann boundary conditions (with zero mass flux) are used for the side walls. For this test, the analytical solution is also given by Eq. (24) where the length is equal to 2L using an origin shift. This test is also performed with the simulation settings in Table 2 . The solute is confined to diffuse only in the liquid phase by setting He ¼ 0 (see Fig. 3a ).
As expected, uniform concentration profiles in the xy-plane are observed due to the Neumann boundary (see Fig. 3a ). Comparisons between our simulation results and the analytical solutions are shown in Fig. 3b . There is an excellent agreement with the analytical solution, which verifies the implementation of the mass transfer in the computer code.
Species diffusion in a cylindrical geometry under Henry's law
To evaluate the performance of the implementation of the concentration jump at the interface, we consider the one dimensional diffusion problem across a horizontal interface between a liquid and a gas at rest. The initial concentrations for the simulation are C l ¼ C l;0 in the liquid phase (0 6 x 6 L=2) and C g ¼ C g;0 in the gas phase (L=2 6 x 6 L). The analytical solution for the species concentration in both phases are as follows (Bird, 2002) :
The simulations are performed with the settings given in Table 2 , except for the diffusivity of both fluids. The diffusivity of the liquid is 1:0 Â 10 À5 m 2 =s and two diffusivities of the gas have been used 1:0 Â 10 À5 m 2 =s and 1:0 Â 10 À6 m 2 =s. The used Henry coefficients are 1.0 and 0.5. The evolutions of the normalized concentration in the x-direction at different times are compared to the analytical Fig. 2 . Concentration profile at different simulation times for species diffusion in a single phase system. The concentration is divided by the initial concentration to obtain a non-dimensional concentration profile. The color bar represents the legend for the non-dimensional concentration profile. In figure b , the lines present the analytical data, while the simulation data is plotted by the symbols. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Table 2 Simulation settings for the verification cases.
Parameters value
Domain size 5 cm Â 2.5 cm Â 2.5 cm Grid size 5:0 Â 10 À2 cm Time step 5:0 Â 10 À5 s Gas density 1.29 kg/m 3 Gas diffusivity 1.0 Â10 À6 m 2 /s Gas viscosity 1:85 Â 10 À5 Pa/s Liquid density 1000.0 kg/m 3 Liquid diffusivity 1.0 Â10 À14 m 2 /s Liquid viscosity 1:0 Â 10 À3 Pa/s solutions in Fig. 4 . At the interface the concentration is continuous for He ¼ 1:0 while it has a jump for He ¼ 0:5. Because the agreement on concentration jump at the interface between simulation and the analytical solution is satisfactory, the present model is able to predict mass transfer across the interface. It should be noted that the simulation results start to differ from the analytical results, when He ¼ 0:5 and t ¼ 0:5 s. In the simulations, the concentration in the bulk starts to decrease, which is assumed to be constant in the analytical result.
Convective species transfer in a cylindrical geometry
The final test case deals with convective mixing in a Cartesian and cylindrical geometry. In this work we will only discuss the results for the cylindrical geometry. To verify the convective species transport, a liquid is pushed out of the domain with a constant velocity. At the start of the simulation, the gas-liquid interface coincides with the facets of cells, i.e. all cells above and below the interface are fully filled with gas and liquid, respectively. Also Fig. 3 . Concentration profile at different simulation times for diffusion in a cylindrical geometry without an interfacial concentration jump. The concentration is divided by the initial concentration to obtain a non-dimensional concentration profile. The color bar represents the legend for the non-dimensional concentration profile. In figure b , the lines present the analytical data, while the simulation data is plotted by the symbols. The interface is located halfway the domain. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) Fig. 4 . Concentration profile at different simulation times for diffusion in a cylindrical geometry with an interfacial concentration jump. The values of the Henry coefficient can be found in the caption of the figure. The top row of the results contains simulation with a diffusion coefficient of 1:0 Â 10 À5 m 2 =s in both phases, while in the bottom row the diffusion in the gas phase is changed to 1:0 Â 10 À6 m 2 =s. The lines present the analytical data, while the simulation data is plotted by the symbols. this case uses the simulation settings in Table 2 and the grid size used here is 3:0 Â 10 À4 m. A constant velocity of 0.3 m/s in the xdirection is imposed. Because the diffusion is set to zero in the gas phase in this simulation, the dimensionless concentration in each cell should be equal to the phase fraction, which is clearly shown in Fig. 5 . In addition, the concentration profile remains sharp throughout the simulation.
Mixing induced by tilting of a container
In this section, the influence of the geometry of a container on the liquid mixing is studied when the container is instantaneously tilted. Simulation settings and other physical settings can be found in Table 3 . In all the simulations of tilting motion, the top 58.3% of the domain is occupied by air. Below the interface, a uniform layer of tracer (initial concentration C 0 ¼ 50 g/L) with the height of 0.006 m is present (see Fig. 6 for the initial settings). The tilting is represented by imposing external body forces, i.e. gravity. In 3-D, the gravitational acceleration vector has the following compo- Henry's coefficient 1.0 Â10 À7 Fig. 6 . Initialization of the fluid fields and tracer in the computational domain.The concentration is divided by the initial concentration to obtain a non-dimensional concentration profile. The color bar represents the legend for the non-dimensional concentration profile. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) nents: g x ¼À5:0 Â sin b; g y ¼ 5:0 Â cos b; g z ¼ 0. By changing the gravitational acceleration vector during the simulation, both the container and liquid inside are tilted. The current grid resolution is sufficient to obtain grid independent results for the hydrodynamics, as shown by Das et al. (2016) , and Patel et al. (2017) . In addition, Das et al. (2016) and Das et al. (2018) showed that this grid size is also sufficient when the Prandlt or Schmidt number is smaller than or equal to 1. In the current simulations, the Schmidt number is 0.1. Therefore, it is concluded that the current grid resolution will result in grid independent results.
The instantaneous tracer concentration distributions at different simulation time are shown in Figs. 7 and 8 for the rectangular and cylindrical container, respectively. In all simulations, the mass of the tracer was conserved during the full simulation time. The profiles and animations records of the simulation results show that the liquid first moves up until it reaches the top and then moves back. This liquid sloshing motion repeats. In these figures also the instantaneous fluid velocity field is shown. Due to the continuity of the velocity field, an initially anticlockwise circulation pattern is formed as a consequence of tilting motion in the y direction. The velocity of the fluids is higher near the interface and lower away from it. The tracer follows the same motion pattern as the fluid. Moreover, with increasing tilting angle, we find that the magnitude of velocity components especially in the x and y directions increases. Consequently, the liquid motion is In order to characterize the mixing effect in the liquid phase, Lacey's index for mixing is used. The Lacey index is based on statistical analysis and was developed by Lacey (1954) . The variance S 2 for the concentration of the tracer is defined as follows:
where N is the number of cells in the domain containing tracer and C i the concentration of tracer in cell i and C m the average concentration of tracer in the domain. The variances of the unmixed cup (S 2 0 ) is defined as
Here C 0 is the initial concentration in the layer. In the case of a fully mixed liquid with an uniform concentration everywhere, the concentration variance is 0. Finally, the Lacey mixing index M is defined as 
The Lacey index equals 0 for the initial unmixed liquid and 1 for the final fully mixed state. The evolution of Lacey's mixing index in both geometries is shown in Fig. 9 . Although both the molecular motion (diffusion) and convection contribute to the tracer transport, convection dominates the mixing efficiency. In the first 0.05 s, the velocity field is under development and the mixing grows significantly. After the first 0.05 s, Lacey's mixing index still increases but slower than in the initial stage. As expected, a higher tilting angle gives rise to better mixing. Comparing both geometries, the mixing is better in the cylindrical geometry than in the rectangular one. First of all, there is an enhancement of the liquid motion in the cylindrical geometry, which is shown by comparing of Figs. 7 and 8 . Besides, the interface in the cylindrical geometry shows a larger deformation, increasing the effective area for species transfer to the bulk. Finally, the ''deadzones" at the corners of the rectangular geometry will also decrease effective mixing and thus the mixing index.
Conclusions
In this paper, a hybrid IB-VoF method is presented to simulate mass-transfer and mixing in complex two-phase systems. The entire model including the description of the species transport is based on the single-fluid approach, meaning that the concentration field is solved as a single fluid concentration that is obtained by linear averaging of the phase concentrations using the respective local fluid volume fractions. To take into account the interfacial concentration jump, Henry's law is included. The convective fluxes in the species conservation equation are calculated by means of geometric advection, which is consistent with the advection of the local fluid volume fractions.
Because the species cannot diffuse in the solid boundary, a Neumann boundary was applied at the solid-fluid boundary. This can be enforced using the approach used by Das et al. (2016) . For the convective fluxes, no extra measures were needed, because the geometric PLIC algorithm already included the presence of the solid.
The obtained method was verified for mass transfer in a single fluid and in two immiscible fluids. Next, the hybrid method was verified for the diffusive and convective mass transfer. Finally, the incorporation of Henry's law for the concentration jump at the interface was verified. Subsequently the verified model was used to investigate the influence of the container geometry on the mixing of a tracer due to tilting of the container. For both geometries, an increase in the tilting angle increases the fluid velocity, which enhances the mixing efficiency. The cylindrical geometry was found to have a better mixing efficiency than a rectangular geometry.
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