ABSTRACT Probabilistic design optimization addresses the presence of uncertainty in design problems. Extensive studies on ReliabilityBased Design Optimization (RBDO), i.e., problems with random variables and probabilistic constraints, have focused on improving computational efficiency of estimating values for the probabilistic functions. In the presence of many probabilistic inequality constraints, computational costs can be reduced if probabilistic values are computed only for constraints that are known to be active or likely active. This article presents an extension of monotonicity analysis concepts from deterministic problems to probabilistic ones, based on the fact that several probability metrics are monotonic transformations. These concepts can be used to construct active set strategies that reduce the computational cost associated with handling inequality constraints, similarly to the deterministic case. Such a strategy is presented as part of a sequential linear programming algorithm along with a numerical example.
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INTRODUCTION
An important probabilistic formulation of the general nonlinear programming (NLP) problem is commonly known as the Reliability-Based Design Optimization (RBDO) problem. Design variables are mean values of the normal random variables X while the standard deviations σ σ σ X are fixed parameters. The objective is to minimize a function of µ µ µ X subject to probabilities that the jth constraint violation is no bigger than a certain amount P f, j . The RBDO problem is thus stated in negative null form as in Eq. (1), where no probabilistic equality constraints are defined.
Key challenges in RBDO are the evaluation of constraint probabilities and the integration of these probabilistic constraints into optimization algorithms. Many methods have been proposed to address these issues, including sampling and approximation techniques. Sampling techniques grounded on Monte Carlo simulation aim to provide accurate probability approximations by "smart" sampling within the design space; for example, see [1] [2] [3] . Approximation techniques use first or second order Taylor series expansions to approximate the original constraints. Probabilities of the design violating the approximate boundaries are calculated as the approximate probabilities to the original boundaries; such examples include the first order second moment method (FOSM), the first order reliability method (FORM), and the second order reliability method (SORM) [4] [5] [6] [7] [8] [9] . Satisfaction of probabilistic constraints within an optimization algorithm typically requires an auxiliary optimization process or "loop" associated with finding the most probable point (MPP), the point on the constraint boundary with minimal distance to the origin in the standard normal space. "Double loop" iterations, optimizing the design and finding the MPP, are expensive; for example, see [10] [11] [12] . Some methods combine the two loops into one by including the optimality conditions of the MPP auxiliary problem as equality constraints on the outer design optimization problem; for example, see [13] [14] [15] . Efficiency is improved without losing accuracy, but costs are still high.
Active inequalities are defined as those whose removal from the problem alters the location of the optimum [16] , and usually they will be satisfied as equalities at the optimum. Active constraints manifest the design modes of failure, so they present indispensable information in design optimization. In the absence of equalities, as is the case here, the number of variables equals the degrees of freedom (DOF) of the optimal design problem. Clearly, the number of active constraints can be at most equal to the DOF of the original problem. If a constraint can be identified as active a priori the remaining degrees of freedom will be reduced by one, making the problem easier to solve [17] . In many design applications the number of inequality constraints is significantly larger than the number of variables, and so most constraints will be inactive. Computational costs associated with evaluating inactive constraints can be very high, particularly in RBDO solution strategies.
Constraint activities are usually unknown until the optimum is found. An exception is NLP problems with functions that possess extensive monotonicity properties. Monotonicity analysis (MA) was developed to identify activities prior to computation, see [16] and references therein for MA development. Presence of global monotonicity can lead to definitive constraint activity identification and possibly obtain the optimum without iterative algorithms [16, 18, 19] . For design problems that are not globally monotonic, local or regional monotonicity can be used into effective active set strategies [20] [21] [22] [23] [24] . Several computer codes have been developed to automate MA within various optimization algorithms; for example, see [25] [26] [27] .
Active set strategies are commonly employed in deterministic NLP algorithms [16, 28, 29] . At a given iteration point a subset of the (inequality) constraints is active satisfying the constraints as equalities, and is referred to as the (working) active set. In subsequent iterations constraints are activated or deactivated based on constraint violations and values of Lagrange multiplier estimates, respectively. The active set is updated until the correct one is confirmed at the optimum. The advantage is that only a subset of the constraints enters in the computations at each iteration, and the disadvantage is that convergence is theoretically assured if global optima are found for each active set. In practice this limitation is not too serious.
A typical algorithm employing an active set strategy is a trust region sequential linear programming (SLP). Of particular interest here is an SLP algorithm devised to solve RBDO problems [15] . In this implementation the algorithm steps are as follows.
Step 0 : Provide an initial design, all parameter values, and an initial adaptive trust region. This trust region is calculated as the maximum step length from the initial design to maintain feasibility.
Step 1 : Create a deterministic LP subproblem of the original probabilistic NLP at the current design point µ µ µ k X . FORM and SORM are used judiciously to compute a deterministic NLP local approximation to the probabilistic NLP. Choice of FORM or SORM depends on constraint activities and the relationships between local constraint curvatures, input variations, and the values of P f . For convenience, let g j (µ µ µ X ) be a continuous function satisfying Eq.(2)
A constraint is called δ−active at iteration k if
where δ is a positive real number close to zero. To take advantage of FORM's efficiency, only δ−active constraints are ap-proximated with SORM and the rest with FORM. For constraints identified as δ-active a further test is performed to examine their local curvature compared to the input variabilities and the P f values. FORM is applied to constraints judged locally linear, otherwise SORM is applied. The algorithm then constructs a linear subproblem at point µ µ µ k X using these deterministic equivalent constraints.
Step 2 : Solve the LP subproblem using a standard LP solver to obtain a search step s k . A "trial" point (µ µ µ k X + s k ) is checked for termination. If convergence criteria are satisfied, the optimum has been found, otherwise the algorithm continues to Step 3.
Step 3 : Determine if the LP solution from
Step 2 is acceptable by applying a filter. This filter accepts points that have improvements on either the objective function or the infeasibility, calculated as the maximum constraint violation. If the trial point is accepted by the filter, it becomes the new design point and the algorithm returns to Step 1. If the trial point is not acceptable, then the algorithm proceeds to Step 4.
Step 4 : Reduce the trust region by half. Proceed to Step 2 to re-solve the LP subproblem with the new trust region.
Efficiency of such SLP algorithms depends on the effectiveness of the employed active set strategy. This is a key motivation for the present work.
This article presents an extension of monotonicity analysis and attendant active set strategies to problems with probabilistic constraints. The goal is to reduce the computational cost associated with probabilistic constraint calculations. Previous similar ideas to reduce probabilistic constraint calculation cost include considering only the "most violated" constraint [30] or constraints known to be active a priori [14] . The approach here generalizes these ideas using MA and proposes algorithm modifications with active set strategies such that probabilistic constraints are calculated only when necessary. The material is organized as follows. Section 3 develops and extends concepts from deterministic to probabilistic problems, including global and local monotonicity analysis, dominance, and active set definitions. In Section 4 these concepts are used to compose an active set strategy used in conjunction with the above SLP algorithm [15] . Section 5 illustrates the approach with a simple analytical example. Concluding remarks are offered in Section 6.
CONCEPTS RELATED TO CONSTRAINT ACTIVITY
In this section the concepts of constraint activity, monotonicity, active sets, and local dominance are developed for probabilistic constraints.
Activity of Probabilistic Constraints
In standard deterministic NLP an inequality constraint is active if removing the constraint changes the optimum [16] .
Let the feasible set F be the union of all constraint sets
The optimum with all inequality constraints present is defined as x * = arg min f (x), ∀x ∈ F , while the optimum with constraint g j removed is defined as
. Pomrehn et al. [31] described various activity definitions for continuous constraints with continuous and discrete variables, shown in Table 1 . These definitions are adopted and extended for probabilistic constraints. Activity of a probabilistic constraint can be defined similarly: a probabilistic constraint is active iff removing the constraint changes the value of the optimum. For any design vector µ µ µ X , g j in Eq. (2) has the same feasibility information as the probabilistic constraint. Hence, g j is a deterministic equivalent constraint function that can be used to represent the activity of the probabilistic constraint function Pr[g j (X) > 0] − P f, j . Assuming g j is a continuous, differentiable function, the definitions in Table 1 can be extended simply by replacing g j by g j .
Algorithmically, an active set strategy identifies new constraint activities based on Lagrange multiplier estimated values λ λ λ. However, obtaining Lagrange multipliers of probabilistic constraints is generally difficult in practice because g j is hard to calculate globally, if at all possible. Fortunately, in the neighborhood of a design point this transformation can be approximated locally using FORM or SORM depending on local curvatures [15] . As noted, the true λ λ λ is only computed at the optimum, and so the Lagrange multipliers are only estimates in the intermediate iterations. In an active set strategy, as k → ∞ (or in practice as iterations proceed), µ µ µ k X → µ µ µ * X , the multiplier estimates approach the true ones, λ λ λ k → λ λ λ * , and the working set G k becomes the true active set G * .
Although Table 1 presents several refined activity definitions, identifying these in algorithmic procedures is not practical, Table 1 . Activity Definitions g j satisfied as a strict inequality at the optimum g j satisfied as an equality at the optimum Removal of g j does not affect the set of optimal solutions inactive tight
Removal of g j alters the set of optimal solutions, but does not affect its objective function value weakly semi-active strongly semi-active Removal of g j alters both the optimal solution set and its objective function value weakly active strongly active and algorithms using multipliers and function values will separate only strongly active constraints from inactive ones. This is sufficient for most engineering applications and is assumed to be the case here as well.
Global and Local Monotonicity Analysis
Monotonicity analysis is a formal methodology to examine if models are well constrained and to identify constraint activities. The first and the second monotonicity principles (MP1 and MP2) are as follows [16] .
MP1 : In a well-constrained minimization problem every increasing variable is bounded below by at least one non-increasing active constraint. MP2 : In a well-constrained minimization problem every non-objective variable is bounded both below by at least one non-increasing semiactive constraint and above by at least one non-decreasing semiactive constraint.
To apply these principles to probabilistic problems, monotonicity of functions of random variables must be studied. Three common types of functions of random variables are studied here: probabilities, expectations, and percentiles.
Let g(x) be a continuous deterministic function of a singlevariable x. We say g(x + ) is monotonically increasing with respect to x if
Similarly, for decreasing functions indicated as g(x − ).
Proposition: Assume g(x + ) and let x become a random variable X(µ X ) with µ X being the nominal design variable. Then, (i) the probability of constraint violation Pr[g(X(µ X )) > 0] is monotonically increasing with respect to µ X ; (ii) the percentile of g(X) is monotonically increasing with respect to µ X ; (iii) the expectation E[g(X)] is monotonically increasing with respect to µ X . (Similarly for monotonically decreasing functions.) The proof of this proposition is as follows.
Monotonicity of constraint violation The monotonicity of the probabilistic function Pr[g(X) > 0] is evaluated by its probability density function (PDF), Eq.(4)
Consider X 1 and X 2 with nominal values µ X 1 ≥ µ X 2 . The PDFs of g(X 1 ) and g(X 2 ), denoted as f g 1 , and f g 2 respectively, can be calculated using functions of random variables [32] as,
Since dg/dx > 0 due to g(x + ), and µ X 1 ≥ µ X 2 by construction, the difference in Eq. (6) is always positive. Thus, the probability of constraint violation will have the same monotonicity as its deterministic counterpart.
Monotonicity of expectation The expectation is defined as
Let µ X 1 and µ X 2 be two nominal values with µ X 1 ≥ µ X 2 ; then
Integrating by parts we obtain
where F g i is the cumulative distribution function (CDF) of g i . The first term of the right hand side in Eq. We can conclude that the monotonicity of the original function is preserved, if formulated as function expectation, as follows:
When g(x + ), F g (g) will be monotonically decreasing w.r.t. x. Eq. (8) ensures that E(G 1 )−E(G 2 ) > 0, and the conclusion above is reached.
Monotonicity of percentiles The p th percentile value, g p , is formulated as
Let g p 1 and g p 2 be the p th percentiles for g(X 1 ) and g(X 2 ), respectively. Then
Since the CDF is always a monotonically increasing function, we conclude that g
This completes the proof of the proposition.
With the above results, the extensions of MP1 and MP2 to probabilistic constraints is straightforward.
PMP1 : In a well-constrained minimization problem if
) is increasing, there must exist at least one constraint g j (µ
) that bounds X i from below. PMP2 : In a well-constrained minimization problem every non-objective variable X i must be bounded from below by at least one decreasing active constraint g k (µ − X i ) and from above by at least one increasing active constraint g l (µ
As in the deterministic case, the MA principles hold for functions of vector variables, with monotonicities computed for each variable component. In a typical MA process active constraints will be identified by repeated application of MP1 and MP2. If exactly one constraint satisfies the above conditions that constraint will be always active (or "critical") in any active set strategy that will be algorithmically employed.
Extended active sets in trust region algorithms
As it is typical in mathematical programming, the previously defined working active set will have at most as many members as the number of degrees of freedom. However, strategies motivated by structural optimization problems employ active sets that include constraints that may become active in some subsequent iteration, and the membership of the active set is larger than the degrees of freedom. This is a heuristic that allows the algorithm to select a set of likely active constraints for the calculations of any given iteration and ignore a much larger number of constraints that are included in the problem statement. The aim is to reduce computation costs in, say, problems with large Figure 1 . Extended Active Set Concept numbers of stress and deflection constraints but relatively few structural variables; see, [16, 33] .
A similar idea presents itself when dealing with probabilistic constraints. Figure 1 illustrates the situation. At the current design point µ µ µ k X , the deterministic equivalent constraints g 1 and g 2 are formed with given failure probability levels β β β = −Φ −1 (P f ) and input variances σ σ σ 2 X . If a trust region algorithm is used, the trust region (or move limit) is ∆ k and the current working set is G k . The linear approximations to g 1 and g 2 areĝ k 1 andĝ k 2 . The distance from the current design point to the constraint approximationĝ k j is d k j . In Fig.1 , the current design has distances
Since the algorithm step length s is restricted by the trust region, we know that constraint g 1 will not be violated at µ µ µ k+1 X , hence will not be active. Constraint g 2 , on the other hand, can possibly be active. Thus, an extended active set will contain only g 2 . Since only constraints in this set can be violated in the next iteration, feasibility of the next point need only be examined for these constraints, thus shaving computations.
Determining whether a constraint should be in the extended active set requires a relative scale and not an accurate calculation, so linear approximationsĝ k calculated via the first order reliability method as in Eq.(8) will suffice.
From the above follows that a constraint g j will not be active for the next iteration (k + 1) if d k j ≥ ∆ k . In fact, if the trust region never increases, g j will not be active up to the (k + t) th iteration where Figure 2 illustrates this concept. Although the step s k might not be orthogonal toĝ j , Eq.(9) provides a conservative estimation. At the kth iteration, the extended active set, produced using Eq. (8) and (9), is denoted as K k . With the inclusion of extended and working active sets, the linearized subproblem of the original probabilistic NLP is now :
Local dominance for active set updates
A deterministic constraint g j in the negative null form dom- Figure 2 . Extended Active Set Approximation dominance is a rare treat, but local dominance can be effected using linear approximations. Letĝ k j = A j µ µ µ X + B j be the linear approximation of g k j . Given a unit direction − → s = s/ s , the maximum feasible step length along direction − → s is
A constraintĝ k r locally dominates another constraintĝ k t if α k r ≤ α k t . The local dominance information (the α k j values) along with the trust region ∆ k and Eq.(9) are used to update the extended active set as follows.
• A constraint whose d k j value is larger than ∆ k is removed from the set.
• A constraint with negative α j in Eq. (11) is removed from the set.
• A constraint is added to the set if the iteration counter satisfies Eq. (9) • The progression of steps is recorded; if the iterate moves away from a constraint in the set (i.e., α j in Eq.(11) remains negative), the constraint is removed; otherwise it remains in the set.
AN SLP ACTIVE SET STRATEGY
The concepts developed in Section 3 can be incorporated into an active set strategy for the adaptive SLP algorithm given in [15] and outlined in the Introduction. For probabilistic constraints that are not active or that are locally linear, FORM is used; otherwise SORM is used. Constraint activity is determined using the δ−active concept. The choice of δ depends on the scale of g j , which is usually unknown a priori. In the presence of many constraints and few degrees of freedom significant efficiencies can be gained using an extended active set. The active set strategy can update both the working and the extended sets as optimization progresses.
The flowchart of the resulting algorithm is shown in Fig.3 .
At iteration k the original probabilistic NLP is approximated by a deterministic NLP. Probabilistic constraints in the extended active set are converted using FORM. Constraints in the working set require an additional local curvature check: If the local curvature is small, FORM is used; otherwise SORM is used. All other probabilistic constraints are excluded from the deterministic NLP and the conversion computations are avoided. This deterministic NLP can be now stated as
with constraints only those in the working and extended sets G k and K k , respectively. Linearizing this problem at µ µ µ k X gives the 
Solution of this LP subproblem provides the iteration step s k and the new design point will be (µ µ µ k X + s k ). Following [15, 34] the point is considered a "trial" one. Acceptance of a trial point is based on a filtering method. The objective function f k and the infeasibility h k are calculated using Eq. (14), and the pair {h k , f k } is associated with each trial point.
Design k dominates design l if h k ≤ h l and f k ≤ f l , and the kth pair is said to dominate the lth pair. A filter which contains all non-dominant pairs of {h k , f k } determines if the trial point is acceptable. If the trial point is rejected by the filter, the trust region is reduced by half and Eq. (13) is re-solved. The solution of the LP subproblem with the new trust region forms a new trial point and the algorithm iterates until the trial point is accepted by the filter and becomes the next design point µ µ µ k+1 X . The dashed box in Figure 3 illustrates how the active set strategy is applied in the SLP algorithm. The working set is updated at the new point using the typical active set rules: A constraint with negative Lagrange multiplier estimate is removed from the working set. If more than one constraint have negative multipliers, the one with the most negative value is removed. A violated constraint is added to the working set, and if more than Table 2 . Monotonicity Table of 
The extended active set is updated by the methods described in Section 3. The progression of values for s k and the trust region are used to make the updates.
ILLUSTRATIVE EXAMPLE
The analytical example that follows is used to illustrate the procedures. Comprehensive engineering studies are reserved for future reporting. The example is taken from Hock & Schittkowski (#98) [35] and its deterministic formulation is shown in Eq. (16) . (16) First we apply the active set strategy on the deterministic formulation using standard SLP. A probabilistic formulation of the problem is then created assuming all variables are uncorrelated normally distributed random variables. The adaptive SLP strategy is then used with the new active set strategy. The deterministic formulation is a 6 DOF problem with 16 constraints. The monotonicity table [16] is shown in Table  2 . According to MP1 and MP2, no constraints can be concluded as critical. The proposed strategy converges in 9 iterations and is the same as in [35] . The working and extended active sets at each iteration are listed in Table 3 . Constraints 1, 7, 9, 11, 14, 16 are active at the optimum. At the initial point [0, 0, 0, 0, 0, 0] constraint 2 is in the initial working set, and the rest in the extended set. The algorithm excludes constraints 2, 3, 6, 8, 10, 12 at the first iteration, 2, 3, 4, 6, 8, 10, 12, 15 at the second and so on. At iteration 7, the correct active set is identified and no constraints remain in the extended set. The 16 ] are identical to the ones reported in [35] . The constraints involved in the optimization calculations are reduced from 16 at the 1st iteration to 6 at the 7th iteration without sacrificing accuracy.
The adaptive trust region at the initial point is 0.1. Since the objective function is linear, SLP converges to the optimum with superior efficiency without reducing the trust region in this example. Different starting points and different initial trust region choices will affect the number of iterations as well as the composition of the set, but will not affect the final optimum.
The probabilistic formulation of Eq.(16) is now given as
Using the monotonicity table for the deterministic problem we can infer that none of the probabilistic constraints in Eq. (17) are critical. Applying the adaptive SLP with the new active set strategy (Fig.3) and with all standard deviations set at 0.001 (coefficient of variation with respect to the deterministic optimum is 0.3% ∼ 7.5%) we obtain the results shown in Table 4 for different failure probability levels. Increased settings of failure probabilities lead to deteriorating optimal objective values; the optimum objective goes from 3.1358 with nearly 50% reliability (determinist solution) to 5.0625 with 90% reliability.
Note that different failure probabilities results in different active set. This is due to the small feasible design space. Using one million Monte Carlo samples around the optimum point, one can confirm that the active set strategy successfully predicted the active constraints. Throughout the optimization process, only FORM is used because all constraints are linear or bilinear.
CONCLUDING REMARKS
The concepts of monotonicity analysis were extended to probabilistic problems in a straightforward manner. Monotonic- Table 4 . Example Results with σ σ σ X = 0.001 
Monte Carlo simluation with 1 million samples ity principles and dominance analysis can be used to identify active constraints just as in the deterministic case. Local monotonicity can be used in conjunction with a global one to create effective active set strategies. The active set strategy implemented here shows good potential for solving efficiently RBDO problems with a large number of constraints. Some practical points of note are as follows. The working set update of removing and adding only one constraint at a time is done to avoid the zigzag effect [16, 29] . All violated constraints can be included in the extended set. In fact it is suggested that the initial extended set contain all constraints not in the working set. Otherwise the algorithm will not have information to bring into the extended set constraints previously not in it. Also, an inaccurate initial working set will affect the speed of convergence. In the absence of other information, the initial working set should consist only of constraints identified as critical and those that happen to be satisfied as equalities at that point.
As in the deterministic case, this type of SLP-based active set strategy will be effective in problems with extensive global monotonicity properties, such as several classes of structural optimization problems. More testing with such design problems is in order. Indeed, any algorithm that creates subproblems which maintain the monotonicity of the original functions should work well for such problems. The general class of convex approximation algorithms, including the method of moving asymptotes, would be a good candidate for extending the scope of the proposed active set strategy. The challenge will be the proper tailoring of the strategy to the logic of the particular algorithm.
