Leishmaniasis is an endemic parasitic disease, predominantly found in the poor locality of Africa, Asia and Latin America. It is associated with malnutrition, weak immune system of people and their housing locality. At present, it is diagnosed by microscopic identification, molecular and biochemical characterisation or serum analysis for parasitic compounds. In this study, we present a new approach for diagnosing Leishmaniasis using cognitive computing. The Genetic datasets of leishmaniasis are collected from Gene Expression Omnibus database and it's then processed. The algorithm for training and developing a model, based on the data is prepared and coded using python. The algorithm and their corresponding datasets are integrated using TensorFlow dataframe. A feed forward Artificial Neural Network trained model with multi-layer perceptron is developed as a diagnosing model for Leishmaniasis, using genetic dataset. It is developed using recurrent neural network. The cognitive model of the trained network is interpreted using the maps and mathematical formula of the influencing parameters. The credit of the system is measured using the accuracy, loss and error of the system. This integrated system of the leishmaniasis genetic dataset and neural network proved to be the good choice for diagnosis with higher accuracy and lower error. Through this approach, all records of the data are effectively incorporated into the system. The experimental results of feed forward multilayer perceptron model after normalization; mean square error (219.84), loss function (1.94) and accuracy (85.71%) of the model, shows good fit of model with the process and it could possibly serve as a better solution for diagnosing Leishmaniasis in future, using genetic datasets.
INTRODUCTION
Leishmaniasis is the tropical protozoan parasitic skin disease. It is transmitted through the bite of sand flies, Phlebetomine sp. 1 . It is found widely in the tropical and sub-tropical regions of the World 2 . About 2 million new cases were emerging every year and they also lead to fatal in some cases. It mainly affects the poor locality of Asia, Africa and America. This is due to the population displacement, lack of sufficient nutrient and immunity in human beings and also their local pollutions. 97 out of 200 countries are endemic to leishmaniasis.
Leishmania is a protozoal parasite responsible for Leishmaniasis. There are about 20
Leishmania sp., causing major leishmanial infection in human beings 3 . There are three common types of leishmaniasis; Cutaneous leishmaniasis, Muco-cutaneous leishmaniasis and Visceral leishmaniasis (Kala-azar (or) Black fever) 4 . Leishmanial parasites are capable of modulating the human immune system for their survival. They also modify the self-healing cutaneous lesions to fatal conditions 5, 6 . And some species of leishmaniasis are becoming virulent and drug resistant. These features of leishmaniasis made the researchers to focus on the comprehensive identification and analysis of its metabolic pathway and genome 1 .
Leishmaniasis is diagnosed by 4 different methods approved by US Centre for Disease
Control and prevention. They are slide specimen, culture medium, Polymerase Chain Reaction (PCR) and serological testing. The biopsy specimens, dermal pus (or) scraps and impression smears are tested as slide specimens. The specialized culture medium is also used for the diagnosis of Leishmaniasis. The species identification of the leishmaniasis is carried out using PCR, with the complementary probes. The serum samples were also tested using the rK39 rapid test kit for diagnosing Leishmaniasis 7 .
The medical data were significantly managed and secured using computer and networking in the past decades. The increase in the number of patient's data lead to the new technology and technique called data mining, helpful in using a processed information. Its evolution lead it to the new field named health informatics, which have been used in the health sector for diagnosing the disease states and maintaining its data. These extended applications of data mining and cognitive computing have paved a way for the physician to diagnose the disease easily and fast, which have reduced the critical side effects on major diseases. They are also cost effective and more accurate 8 . The diagnosis of disease using Artificial Neural Network (ANN) of feed forward back propagation networks have yielded a positive model for prediction. The working of biological neuron is mimicked using ANN, which process the distributed data in a parallel fashion. It stores and passes the acquired knowledge of data from one neuron to the other for responding to the given situation (or) conditions. ANN is used in normalizing the variance of data, which forms a linear robust model of data. ANN is better than the conventional multiple regression model, which cannot associate the non-linearity of the biological data. ANN can associate the multidimensional non-linearized data into a robust model using normalization factors 9 .
Recurrent Neural Network (RNN) is a fully connected network, similar to feed forward neural network. But, the activation of each layer for RNN is dependent on the output of the previous layer. The temporary output memory of the RNN in passing the activation function leads it to be a good fit model for the prediction of robust data. It can also be activated by the sigmoidal activation function, used in normalizing the deviations in data. The input feed data of the RNN is three dimensional, stating the sample features, sample size and time series of length 10 .
Early diagnosis of leishmaniasis would reduce the mortality rate and control the infectious stages of the disease. Hence, it needs the fast diagnosing model for the control of disease.
This work emphasizes on the importance of Datamining and Cognitive computing in the diagnosis of Leishmaniasis. We have proposed the medical diagnostic scheme for diagnosing leishmaniasis, using genetic datasets of leishmaniasis. The genetic dataset was processed using RNN. RNN is used to recognize the variance in the genetic dataset of leishmaniasis and to form a robust dataset defining model using normalization process. This trained model will be applied for the diagnosis of leishmaniasis, using genetic dataset.
Methodology
The varying factors (features) are essential to study the pattern of the given dataset data of all diseases. The 33 genetic datasets for total RNA and double stranded cDNA concentration of the leishmaniasis in human beings with same number of variables (45033 rows), done at same gene expression array analyser are collected. It comprises of 5 healthy person datasets and 28 infected human datasets. We labelled each dataset with the specific label code and compiled in a large single dataset in comma separated values file (.CSV) format. We used 80% of datasets as training data and the remaining 20% as the test data for the creation of the model.
TensorFlow
The multidimensional array of the data is said to be tensor. The graphical and mathematical operations over the collected tensors are carried out through TensorFlow. It is an open source dataframe library. It comprises the libraries for various mathematical computation and graphical interpretations. The flow of numerical data over the mathematical operations are studied using the graphical representations. The large scale heterogenous distributed data of array are easily processed by the mathematical operations, which are coded as nodes in a processing algorithm. The major use of TensorFlow is to handle the big data of the dataset into a machine learning algorithm using suitable coding language 11 . We have used TensorFlow 1.8.0 along with the Python 3.6 coding platform in this paper.
Recurrent Neural Network
A feed forward ANN with multilayer perceptron is used as the bio-mimic neural network in this study to develop a model for diagnosing leishmaniasis, using genetic dataset. Every nodes of the ANN are used as the neurons of the human brain. The weights and biases of every node in the first layer is given with the input data. Then the output of every layer is passed as an input for the successive layers. We have used 4 hidden layers in this work. The multilayer perceptron involved in this process is used to study the non-linear functions of the given genetic data. Back propagation of data is also done using the code to increase the accuracy of prediction using the model, named as supervised learning of data. It compares the labelled data and the output data for its accuracy prediction. The rise or fall in the value is adjusted with the back-propagation process of ANN, until it reaches the threshold value of the process. This gradient descent optimization with the back-propagation process minimize the error. It is also efficient in finding the highly reproducible pattern of the given datasets 11 .
Neural Network Parameters
The various key terminology used in neural networks are listed below 8, 12, 13 . 
Biases:
The extra matrix of the neural network lied before all input layers as preoutput layer, which is added to the matrix to get the final output of layer.
Layer output:
The output of each layer is the sum of the multiplied matrix of input and weight matrix with the bias matrix
is the output of the layer and [B] is the bias matrix.
Accuracy:
The accuracy of the model is the ratio of the total true predictions to the overall predictions 8 . The accuracy of the model is given as
Normalization:
The variations in the genetic dataset is normalized using log2 normalization function by leaving the least reproducing data 8 .The normalization of the data process is mathematically denoted as
Cost (or) Loss Function:
The loss function (or) cost of the model is calculated by the prediction of deviations in the mean squared error between the actual and predicted output value 9 .
Mean Square Error:
The mean of the total variations between the actual labelled output and the predicted output is measured as Mean Square Error 14 .
Gradient Descent Optimizer:
Artificial neural network could not capture highly depending variables of genetic dataset, while back propagation. The gradient of the error function is decreased exponentially with number of epochs, using gradient descent optimizer and the highly reproduceable data are captured by long short term memory of the model 15 .
RESULTS AND DISCUSSION

Feed Forward Multilayer Perceptron Model
The back propagation induced feed forward network with multilayer perceptron is activated using sigmoid function. The usage of back propagation in network have decreased the loss function to the prescribed threshold value by adjusting the weights of the neuron connections.
The back propagation incorporated model with multilayer perceptron have added a good solution for the specific problem, diagnosis of Leishmaniasis using its genetic dataset. The lower learning rate of the process with the relative high accuracy of solution makes it as a good scheme of model for diagnosing leishmaniasis in human beings using the genetic dataset. The robust and stable model of the process have been developed using the back propagation, which is used to train a non-linear data into a trained model with mathematical notations. The accuracy, loss function and the mean square error of the corresponding epoch is tabulated in Table 1 . The datasets of 33 different human samples are processed into the input layer. The processed input is passed into the series of hidden layers for its data optimization, to select the maximum reproducing data of the given genetic dataset. It is then characterized into the two classes in the output layer. The value of the output class crossing above the threshold value is given as an output of the given test data. The random structure of hidden layer used in constructing the model increases the efficacy of the model, which is proved with increased accuracy of the model. The randomization of weight input with the hidden layers without affecting convergence would increase the fit of model with the process 17 . The number of hidden layers required for the model plays a vital role in optimization of the model to act as a good efficient model. The usage of hidden matrix, bias, made the perfect stable model, without affecting its convergence 18 . The increased accuracy of the model is due to the use of increased neurons in the hidden layer. The increased number of hidden layer, decreases the error of the model to the process 19 . The input of each hidden layer is dependent on the output of the preceding neural layer. This dependency structure of the matrix made the model to learn the highest data volume of the genetic dataset and also it increases the cognitive effect of the model 20 . The accuracy of 85.71% shows it to be a good model for predicting the more reliable experimental result for the given genetic dataset of leishmaniasis in human beings. The increase in the accuracy states the increase in the controlling of the parameters and features with the prediction 21 . The increasing value of the accuracy denotes the decreasing state of the error in the model, with the increase in regression coefficient 22 . The usage of back propagation has increased the learning of the model, which in turn increased the accuracy of the model. The usage of back propagation along the feed forward neural network have also proved to be the better option than using spike timing-dependent plasticity model for biological datasets. The lower classification accuracy and training difficulty of the deep networks is overcomed with this feed forward multilayer perceptron model with back propagation 23 . The accuracy value above 80% is accepted. Since, it could clearly classify and identify the class with its special features with 70 % of total accuracy 24 . The decrease in the loss function shows the trained model with higher accuracy and it proves the idealistic property of the back propagation in learning. It is also used in proving the combination of parameter coefficients to be less with its improved values 28 .
Loss Function
Mean Square Error:
The mean square error of the process is found to be 245.96
initially. There is a gradual decrease in the mean square error value till 100 epochs. Then there is a slight increase in the value from 100-300 epochs. Then it is standardized to a constant value of 219 after 300 epochs, which shows the normalized state of all data. The The smaller decrease of the mean square error is because of the high non-uniformity of the given dataset. The maintained level of deviations in the plot proves it to be normalized from higher deviations of data 29 . The higher mean square error value is due to the lower samples of data 30 . The decrease in the mean square error value also proves the working of feed-back gradient descent optimization mechanism of algorithm, through which the parameters are made to fit into the model correctly by improving the weight of the input data 31 . It also proves the convergence of the data reliable to the robust model for the given dataset for the constant parameters 32 .
The mean square error is also used in studying the performance of the model with the neural network. The decrease in mean square error states the decrease in error between the network output and the target output, showing the good fit of model with the process 33 .
Conclusion
This function, proves the model to be good fit for the process of diagnosis in leishmaniasis using the genetic dataset. So, we suggest this model can be used for the diagnosis of leishmaniasis in human beings using their genetic dataset. This cognitive computing approach in diagnosis of Leishmaniasis in human beings, will also form a robust dataset emphasizing the maximum reproducing data, which could be a target set for the in-vitro researches regarding leishmaniasis in human beings. In future, the model would be trained with the large number of dataset, and thereby increasing the cognitive level of model in diagnosis and prediction of given dataset. It would also be made as an application for the leishmanial diagnosis in human beings using genetic dataset.
